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A model suitable for evaluating a tight sandstone reservoir is established. The model includes two oil-water replacement modes:
capillary force mode and osmotic pressure mode. The relationship between oil-water displacement rate and dimensionless time
under different parameters is drawn considering the influence of capillary force, osmotic pressure, production pressure
difference, and starting pressure gradient. Results indicate that the higher the relative permeability of the water phase, the lower
the relative permeability of the oil phase, the smaller the oil-water viscosity ratio, and the higher the oil-water replacement rate.
The relative permeability of the water phase also affects the infiltration stabilization time. Low salinity fracturing fluid
infiltration helps to improve the oil-water replacement rate.

1. Introduction

“Fracture network fracturing and oil-water infiltration and
replacement” is a new attempt for effective development of
tight sandstone reservoirs. The tight reservoir and physical
properties provide great conditions for fluid imbibition and
replacement. Fracturing fluid is not only the carrier of carry-
ing sand to make fracture but also the tool of displacement.
The widely recognized oil/water displacement modes of tight
reservoirs include three main models: reverse imbibition
replacement, replacement of infiltration, and absorption in
the same direction and osmotic pressure replacement. The
first two models are fluid imbibition displacement under cap-
illary force, and the latter is based on the displacement caused
by osmotic pressure difference caused by ionic concentration
difference. Many scholars have done a lot of research in this
area. In terms of imbibition and replacement, most labora-
tory experiments show that the imbibition process is the infil-
tration of the injected water into the pore channel under
capillary force, driving the oil and gas resources away from
the adjacent macropores, so as to realize imbibition replace-
ment [1–4]. The scholars Oen et al. [5], Babadagli and Ersha-
ghi [6], Shabir et al. [7], and the ET (Tayfun) (2015) have
studied the imbibition and displacement between cracks

and matrix in fractured reservoirs and studied the imbibition
characteristics of shale formations. Bertoncello et al. [8]
based on imbibition to study the self-priming of single-well
fracturing during the early stage of unconventional reser-
voirs. In terms of osmotic pressure replacement, Mitchell
et al. [9], Kurtoglu [10], van Oort et al. [11], Xu et al. [12],
[13], and ET (2016) et al. have mainly studied the character-
istics of osmotic pressure and oil and water displacement in
shale reservoirs and have studied in detail. Mirzaei et al.
[14], Kathel and Mohanty [15], and Chahardowli et al. [16]
studied that low salinity brine is an effective way to improve
the recovery of fractured tight sandstone reservoirs.

Research on factors affecting oil-water imbibition and
displacement in tight reservoirs: scholars Mirzaei et al. [14]
based on CT scanning experimental methods, the factors
affecting the permeability of fractured cores of oil wetting frac-
ture are analyzed and studied. It is considered that wetting and
viscosity are the main factors affecting the imbibition effect of
oil wetting fractured cores. The research shows that the
methods of increasing oil recovery in fractured oil reservoirs
include steam injection, low salinity brine, and surfactant.
Kathel and Mohanty [15] consider that the main controlling
factors affecting the recovery of tight reservoirs are as follows:
wettability> salt concentration> residual oil saturation; and
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Liang et al. [17] for Buchan tight reservoirs, the influence
parameters of single-well productivity are analyzed by means
of information analysis, grey correlation, and orthogonal
experimental design. Besides fracture parameters, reservoir
permeability, formation pressure, and viscosity of crude oil
have great influence on the output of a single well. Lan et al.
[18] explore the relationship between the imbibition and water
loss of a tight sandstone reservoir and the soaking time. The
results show that the change of clay content has no effect on
imbibition. The larger the TOC content is, the lower the per-
meation capacity is. Habibi et al.’s [19] study shows that the
imbibition position in the same rock core is random. Saline
immersion can help to increase the close relationship between
fluid and rock and affect the contact angle size. Chahardowli
et al.’s [16] study shows that the application of brine to weak
water wetting and mixed wetting core improves EOR, and
the first oil recovery can reach 38-46% OIIP. Valluri et al.’s
[20] study shows that the interaction between sodium and cal-
cium saline water and ultralow density rocks helps to enhance
the recovery of tight reservoirs. Qing et al. [21] study the
Chang 8 reservoir in the Wu Qi area by means of geothermal
nitrogen adsorption, high-pressure mercury injection, Amott
method, and imbibition NMR. The influencing factors are res-
ervoir quality, maximum pore throat radius, specific surface
area, and relative wetting index.

In summary, the mechanism of oil-water displacement in
tight sandstone reservoirs is not clear enough. Most of them
are based on laboratory experiments and analysis. Few liter-
atures consider two models of displacement and replacement
under the action of capillary force.

2. Displacement Mechanism

Tight sandstone reservoirs cannot form natural industrial
productivity and need horizontal-well fracturing for reser-
voir reconstruction. Fracturing fluid can not only break the
rock to communicate with fractures and form a complex
fracture network but also replace the oil phase with a matrix
to increase the output of a single well. The widely recognized
mechanism of oil and water displacement in tight reservoirs
includes capillary imbibition and displacement under
osmotic pressure. As shown in Figure 1, assuming that reser-
voirs are hydrophilic, the water phase enters the throat under
capillary force, the displacement of oil phase from the other
end of the pore throat, the smaller the throat, the greater
the capillary force, the more oil and water displacement.
The pore throat of a tight sandstone reservoir is mostly con-
centrated in 0.1-1μm, so capillary force is more significant.
Figure 2 shows the osmotic pressure mechanism. The low
permeability solution on the left side of the semipermeable
membrane and the high salinity solution on the right side,
because of the osmotic pressure generated by the ion concen-
tration difference on both sides, the water molecules in the
low salinity solution of the left pipeline are under osmotic
pressure. Through the semipermeable membrane into the
right pipe, until the force is balanced again, the clay minerals
in the tight sandstone reservoir contain 5%-10% oil. Two
sides of the clay will produce double ionosphere, which has
the function of semipermeable membrane. When the fractur-

ing fluid and the formation water have poor mineralization,
they will form osmotic pressure on both sides of the clay
mineral, if the fracturing fluid salinity is relatively low.
Then, the water molecules in the fracturing fluid penetrate
the clay minerals into the reservoir, and the displacement
of the oil phase is expelled from the other port. This is also
the reason for the low salinity water drive to enhance the
oil recovery.

Figures 3 and 4 show the core gravity imbibition experi-
mental device and the experimental data of tight sandstone
cores with capillary force and osmotic pressure, respectively.
The experimental cores are taken from the Chang 7 group of
tight sandstone reservoirs in Changqing Oilfield (China).
The permeability of the core is 0:084 × 10−3 μm2, the porosity
is 7.39%, and the clay mineral content is 6.69%. The experi-
mental process is as follows: (1) using core cutting machine,
core drilling machine, and core grinding machine, the cores
obtained from the field are made into standard rock samples
with diameters of 2.5 cm and 4-5 cm in length. (2) The stan-
dard rock samples are washed and dried to constant weight,
core weight is recorded, porosity and permeability are mea-
sured, and so on. (3) Saturate distilled water, then displace
the saturated simulated oil, and leave it in the simulated oil
for a period of time. (4) Wipe off the surface oil slick, and
carry out the experiment by using the weighing method core
imbibition experiment device shown in Figure 3; (5) record
and process the experimental data; (6) after the experiment
is finished, remove the core, reprocess steps (2) and (3),
and proceed to the next group of experiments to make the
experimental results have higher credibility.

A total of 3 sets of comparative experiments were carried
out. As shown in Figure 4, the percolating solution was dis-
tilled water, 15000mg/L mineralized solution (according to
the formation water ion configuration), and 45000mg/L
mineralized solution, because the degree of osmotic fluid
mineralization is larger than that of the core water phase,
resulting in the opposite direction of the osmotic pressure

𝜇2

𝜇1 Water
Oil r2

r2r1

r1

Figure 1: Oil and water displacement under capillary force.

Low salinity High salinity

Semipermeable membrane

Low salinity High salinity

Semipermeable membrane

Figure 2: Oil-water displacement under osmotic pressure.
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direction and capillary force, which is convenient for experi-
mental observation. From the comparison of the 3 curves, we
can see that osmotic pressure is more obvious, and the down-
ward section of the imbibition curve with downward osmotic
pressure will have a downward trend. The greater the
osmotic pressure, the greater the downward trend. This is
because the capillary force in the early stage of osmosis is
much larger than that of osmotic pressure, and the overall
performance of the curve is rising rapidly. The overall force
of the fluid tends to be balanced, the capillary force displace-
ment reaches the limit, and the osmotic pressure displace-
ment characteristics are revealed. The experimental results
show that there are two modes of oil-water replacement in
tight sandstone reservoirs: oil-water infiltration and replace-
ment under capillary pressure and displacement under
osmotic pressure.

3. Model Establishment

After fracturing, the tight sandstone oil reservoir is fractured
by horizontal wells. The oil phase flows from the matrix to

the fracture network and then converges to the bottom of
the well. The oil and water displacement occurs mainly in
the flow network of the fracture network under the capillary
force and osmotic pressure. The displacement of fluid can be
regarded as a one-dimensional seepage process perpendicu-
lar to the fracture surface. As shown in Figure 5, a one-
dimensional oil and water imbibition displacement model
is constructed. The assumptions of the model include the fol-
lowing: (1) homogeneous and isotropic reservoir, rock and
fluid slightly compressible; (2) oil-water two-phase isother-
mal percolation; (3) considering the effects of production
pressure difference, capillary force, osmotic pressure, gravity,
and starting pressure gradient; (4) salts only dissolve in the
water; and (5) no physical and chemical reaction.

As shown in Figure 5, the left side is the fracture surface,
the position for fluid replacement, and the right side is the
fluid displacement limit distance, and the approximate closed
end. Take the gravity effect into account, the equation of
motion of the water phase and oil phase can be expressed as

vw = −
kkrw
μw

∂pw
∂z

+ ρwg sin θ

� �
, ð1Þ

vo = −
kkro
μo

∂po
∂z

+ ρog sin θ

� �
: ð2Þ

Considering the microcompressibility of rock and fluid,
the seepage velocity of water-phase and oil-phase fluid is sat-
isfied:

vo + vw = 0: ð3Þ

The saturation equation is as follows:

φ
∂Sw
∂t

+ ∂vw
∂z

= 0: ð4Þ

The relative permeability curve is characterized by the
Corey equation:

krw = k∗rwS
a,

kro = k∗ro 1 − Sð Þb,

S = Sw − Swi
1 − Sor − Swi

:

8>>>><
>>>>:

ð5Þ

Capillary pressure is expressed by the J function:

Pc = J Sð Þσ
ffiffiffi
φ

k

r
: ð6Þ

Formula: JðSÞ = eSd .
Scholars Marine and Fritz [22] describe the osmotic pres-

sure formula:

Π = RTc

V
ln aΙ

aII

� �
: ð7Þ

Computer

Mettler balance

Imbibition solution

Core

Figure 3: Weighting core imbibition experimental device.
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Figure 4: Imbibition test data of tight sandstone core considering
capillary force and osmotic pressure.
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The reservoir is dense, and the flow of fluid in the reser-
voir follows the low-velocity non-Darcy law. Considering
the effects of osmotic pressure, production pressure differ-
ence, and starting pressure gradient, comprehensive formula
(1)–formula (7) can be rewritten as

φ
∂Sw
∂t

+ ∂
∂z

kkrwkro
kroμw + krwμo

∂pc
∂z

− Δρg sin θ −
∂Π
∂z

+ ΔP +G
� �� �

= 0:

ð8Þ

Formula: Δρ = ρw − ρo.
Dimensionless transformation:

Z = z
L
,

T = σ

μwL
2

ffiffiffi
k
φ

s
t:

8>>><
>>>:

ð9Þ

Dimensionless processing, formula (8) transforms the
expression:

∂S
∂T

+ A
1
∂Z

f Sð Þ

∂J Sð Þ
∂S

∂S
∂Z

−
L
σ

ffiffiffi
k
φ

s
Δρg sin θ

−
1
σ

ffiffiffi
k
φ

s
∂Π
∂Z

− LΔP − LG
� �

0
BBBBB@

1
CCCCCA

2
666664

3
777775 = 0:

ð10Þ

Formula:

A = μw
1 − Sor − Swi

,

f Sð Þ = k∗rwS
ak∗ro 1 − Sð Þb

k∗rwS
aμo + k∗ro 1 − Sð Þbμw

:

ð11Þ

The discretization equations are as follows:

−A
∇T
∇Z2 f Sm+1

i−1/2
� � ∂J Sð Þ

∂S
Sm+1
i−1 1 + A

∇T
∇Z2 f Sm+1

i+1/2
� � ∂J Sð Þ

∂S

��

+ f Sm+1
i−1/2

� � ∂J Sð Þ
∂S

�
�Sm+1

i − A
∇T
∇Z2 f Sm+1

i+1/2
� � ∂J Sð Þ

∂S
Sm+1
i+1

= Smi + A
∇T
∇Z

f Sm+1
i+1/2

� �
− f Sm+1

i−1/2
� �	 
 L

σ

ffiffiffiffi
K
φ

s
Δρg sin θ

+ A
σ

ffiffiffi
k
φ

s
ΔT
ΔZ

Πm
i+1 −Πm

ið Þf Smi+1/2ð Þ½
�

− Πm
i −Πm

i−1ð Þf Smi−1/2ð Þ� − LΔP − LGg:
ð12Þ

It is assumed that the mineralization degree of fracturing
fluid (water phase) is constant. Every time step needs to
update the mineralization of each grid in the reservoir. If
the grid size is uniform, the calculation formula of the corre-
sponding mineralization degree of each grid is as follows:

cm+1
i =

cmi−1 Sm+1
i − Smi +∑N

i+1 Sm+1
j − Smj

� 
� 

+ cmi Smi + Sc − ∑N

i+1 Sm+1
j − Smj

� 
� 

Sm+1
i + Sc

:

ð13Þ

By means of formula (12), the dimensionless saturation
distribution along the path can be obtained, and the formula
of oil-water displacement rate can be obtained by integrating
the dimensionless saturation:

η Tð Þ =
Ð L
0S Z, Tð ÞdZ

L
: ð14Þ

4. Sensitivity Analysis

The basic model parameters of sensitivity analysis are k =
0:02 × 10−3 μm2, φ = 0:06, k∗rw = 0:2, k∗ro = 1:0, uo/uw = 0:5,
uw = 1:0, a = 2:65, b = 3:54, d = 4:8088, e = 0:0062, θ = 0°,
Swi = 39:61%, Sor = 30:83%, N = 41, compressive fracture
fluid mineralization of 0mg/L and remain unchanged, and
water-phase initial mineralization of 25000mg/L in a

Water
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Force of water phase

Figure 5: Oil-water percolation displacement model.
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Figure 6: (a) When k∗rw = 0:1, 0:2, and 0:3, the relationship between oil-water displacement rate and dimensionless time; (b) when k∗ro =
0:6, 0:8, and 1:0, the relationship between oil-water displacement rate and dimensionless time; (c) when a = 2:00,2:65, and 3:00,the the
relationship between oil-water displacement rate and dimensionless time; (d) when b = 2:50,3:25, and 4:00, the relationship between oil-
water displacement rate and dimensionless time; (e) when uo/uw = 0:5, 1:0, and 2:0, the relationship between oil-water displacement rate
and dimensionless time; (f) when Δc = 25000mg/L, 50000mg/L, and 100000mg/L, the relationship between oil-water displacement rate
and dimensionless time.
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reservoir. The relation curve between oil-water displacement
rate and dimensionless time is drawn (Figure 6).

Figure 6(a) shows the relationship between oil-water
replacement rate and dimensionless time when the maxi-
mum water-phase relative permeability value is 01, 0.2,
and 0.3. From the curve comparison, it can be seen that
the larger the maximum water-phase relative permeability
value, the shorter the oil-water replacement time reaches
the stable state, the lower the oil-water replacement rate;
Figure 6(b) shows the maximum oil-phase relative perme-
ability value is 0.6, 0.8, and 1. The relationship between
oil-water displacement rate and nondimensional time is
shown. It can be seen from the figure that the maximum
relative permeability of oil phase has little influence on
the oil-water replacement process. The larger the maxi-
mum relative permeability of oil phase is, the higher the
oil-water replacement rate is. Figure 6(c) shows the rela-
tionship between oil-water displacement rate and dimen-
sionless time when the water phase coefficient is 2.00,
2.65, and 3.00. From the diagram, it can be seen that the
larger the water-phase coefficient is, the larger the oil-
water displacement rate is, and the longer the time to
reach the stable imbibition is. Figure 6(d) shows the rela-
tionship between oil-water displacement rate and dimen-
sionless time when the oil-phase coefficient is 2.50, 3.25,
and 4.00. It can be seen from the figure that the oil-
phase coefficient has a little effect on the seepage and
absorption stability time but has an obvious effect on the
oil-water displacement rate. The smaller the oil-phase
coefficient is, the greater the oil-water displacement rate
is; Figure 6(e) shows the relationship between oil-water
displacement rate and dimensionless time when the oil-
water viscosity ratio is 0.5, 1.0, and 2.0. It can be seen
from the curve that the smaller the oil-water viscosity ratio
is, the higher the oil-water displacement rate is; Figure 6(f)
shows the relationship between oil-water displacement rate
and dimensionless time when the salinity difference is
25000mg/L, 50000mg/L, and 100000mg/L. It is not diffi-
cult to see that the salinity difference has a certain impact
on the infiltration and absorption process, but the impact
is small.

5. Conclusions

A model for evaluating the permeability of tight sandstone
reservoirs with capillary force and osmotic pressure is estab-
lished. The model takes into account the influence of capil-
lary force, osmotic pressure, production pressure difference,
and starting pressure gradient on the process of oil-water
permeation and displacement.

(1) The main control factors affecting the process include
the relative permeability of water phase, the relative
permeability of oil phase, the oil-water viscosity ratio,
the higher the relative permeability of water phase,
the lower the relative permeability of oil phase, the
smaller the oil-water viscosity ratio, and the higher
the oil-water displacement ratio

(2) The relative permeability of the water phase affects
the infiltration stabilization time, and the larger the
relative permeability of the water phase, the longer
the infiltration stabilization time

(3) Low salinity fracturing fluid infiltration can improve
the oil-water displacement rate, but the effect is small

Nomenclature

a: The water-phase coefficient is dimensionless
aI: Low salinity water molar fraction (%)
aII: High salinity water molar fraction (%)
b: The oil-phase coefficient is dimensionless
B: Coefficient, dimensionless
c: Mineralization (mg/L)
Δc: Salinity difference (mg/L)
d: J function exponential coefficient, dimensionless
e: J function coefficients, dimensionless
g: Acceleration of gravity (m/s2)
G: Starts the pressure gradient (MPa/m)
i: Grid i
j: Grid j
JðSÞ: J function
k: Absolute permeability of reservoir (1 × 10−3 μm2)
krw: The relative permeability of water phase is

dimensionless
kro: The relative permeability of oil phase is dimensionless
k∗rw: The maximum relative permeability of water phase is

dimensionless
k∗ro: The maximum relative permeability of oil phase is

dimensionless
L: Model length (m)
m: Time step (m)
N : Discrete grid number, dimensionless
pw: Water pressure (MPa)
po: Oil-phase pressure (MPa)
pc: Capillary force (MPa)
R: The R constant is equal to 0.00831MPa·L/(K·Mol)
S: Standardized water saturation is dimensionless
Sc: Standardized bound water saturation, dimensionless
Swi: Irreducible water saturation is dimensionless
Sor: Residual oil saturation is dimensionless
Sw: The water saturation is dimensionless
T : Dimensionless time and dimensionless
t: Time (s)
μw: Water viscosity (mPa·s)
μo: Viscosity of oil phase (mPa·s)
vw: Velocity of seepage in water phase (m/d)
vo: Velocity of oil-phase seepage (m/d)
V : Water molar volume (0.018 L/mol)
z: Coordinate position (m)
Z: Dimensionless coordinate position, dimensionless
ρw: Water density (kg/m3)
ρo: Oil-phase density (kg/m3)
σ: Interfacial tension (mN/m)
φ: Porosity, decimal fraction
θ: Horizontal angle
η: Oil water replacement rate, decimal fraction
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П: Osmotic pressure (MPa)
Tc: Temperature (Kelvin)
ΔP: Production pressure difference (MPa).
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As a fluid flows through a porous media, a drag force, called seepage force in the paper, will be formed on the matrix of the media in
the fluid flowing direction. However, the seepage force is normally ignored in the analysis of wellbore fracturing during hydraulic
fracturing operation. In this paper, an analytical model for seepage force around a vertical wellbore is presented based on linear
elasticity theory, and the effect of the seepage force on wellbore breakdown has been analyzed. Also studied are the effects of the
two horizontal principal stresses and the reservoir permeability on the action of seepage force. The paper proves that seepage
force lowers formation breakdown pressure of a vertical wellbores; the deeper a formation is, the greater action of the seepage
force; seepage force contributes more to breakdown formation with small difference of the two horizontal stresses such as
unconventional reservoirs; seepage force increases as rock permeability decreases, and it should not be ignored in hydraulic
fracturing analysis, especially for low-permeability formation.

1. Introduction

The evaluation of the stress fields around wellbores in porous
media attracts plenty of interests due to its relevance in oil
and gas production, with special emphasis on hydraulic
fracturing. The distributions of the stress and pore pressure
fields in wellbore rock are essential to studying the initiation
of hydraulic fractures.

Haimson and Fairhurst [1–4] systematically studied the
stress field around a wellbore during the initiation of fractures
and proposed that when fluid was injected into a wellbore,
three stress fields acted together to induce the breakdown of
permeable reservoirs. These three stress fields include in situ
stress, wellbore pressure, and poroelastic stress caused by pore
pressure variations in wellbore rock after wellbore fluid flows
into a reservoir.

Hubbert and Willis [5] and Medlin and Masse [6] investi-
gated the mechanics of hydraulic fracture initiation by com-
paring laboratory experiments with theoretical predictions

based on poroelasticity. In the recent 20 years, quite a few
scholars [7–11] have analyzed the influencing factors of
formation breakdown pressure based on Haimson’s theory
combined with experimental results.

Based on the model of Hubbert and Hamison, Ito [12, 13]
proposed a newly constructed fracture criterion that can
explain the effects of wellbore diameter and pressurization rate
on the breakdown pressure. Jin et al. [14] presented a weight
function method to predict the breakdown pressure of two
general symmetrical radial fractures emanating from a well-
bore. Fatahi et al. [15] presented a simulation model based
on a distinct element method to study the breakdown pressure
during hydraulic fracturing tests. Xiao et al. [16] proposed a
fracture initiation model for carbon dioxide fracturing under
various bottom hole pressure and temperature conditions.

However, flowing into reservoir rock of wellbore fluid not
only increases in situ pore pressure and thus creates poroelas-
tic stress but also results in a pore pressure gradient along the
fluid flowing direction in wellbore rock. Under the action of
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fluid dragging, the flowing fluid exerts a force, called seepage
force, on rock skeleton affecting stress fields around the well-
bore. Mourgues et al. [17], Cobbold et al. [18], and Zanella
and Cobbold [19] verified the existence of the seepage force
during fluid flowing in a porous media based on sandbox
experiments and evaluated the influence of seepage force on
media structure. Rozhko et al. [20, 21] investigated the influ-
ence of seepage force on the failure of a porous elastic media
and calculated the stress field created by the seepage force.
Zhou et al. [22] analyzed the behavior of stabilizing piles
for landslides in the Three Gorges Reservoir under the effect
of seepage force. Zou et al. [23] derived theoretical solutions
for a circular opening in an elastic-brittle-plastic rock mass
incorporating the out-of-plane stress and seepage force. AlKha-
faji et al. [24] studied the bearing capacity problem of shallow
rigid foundations on rock matrix subjected to horizontal
seepage force.

Although the seepage force has been proved and discussed
in soil engineering, and applied in dam stability analysis for
decades, it has been ignored in oil and gas production. Few
literatures in hydraulic fracturing analysis discuss the effect
of the seepage force on hydraulic fracturing process.

In this work, seepage force will be introduced into the
analysis of a vertical well during hydraulic fracturing opera-
tion. A model analyzing the stress field around the wellbore
by seepage force will be presented. To study the effect of seep-
age force, traditional stress field analyses around the wellbore
during hydraulic fracturing process will be discussed firstly.
Seepage force contribution to the wellbore breakdown will be
compared by the results from cases with and without
considering the seepage force. Also explored are the effects
of formation confining pressure and permeability on wellbore
fracture pressure in the case of considering the seepage force.

2. Stresses around a Vertical Wellbore

2.1. Tradition Model. Conventionally, the stress analysis of a
vertical wellbore at an interested depth during hydraulic
fracturing is simplified as a plane problem [25, 26]. As shown
in Figure 1, a well with a radius of ra is drilled in a formation
with in situ horizontal principal stresses S11 and S22
(S11 > S22). In a cylindrical coordinate system ðr, θÞ, the
stresses at any point are the radial stress σr and circumferential
stress σθ, and tensile stresses were assumed to be negative in
this paper. The circumferential stress S1θ of the hollow square
can be expressed as follows (all symbols in this paper are shown
in Table 1):

S1θ =
S11 + S22

2 1 + r2a
r2

� �
−
S11 − S22

2 1 + 3r4a
r4

� �
cos 2θ:

ð1Þ

When the wellbore is pressurized by the injected fracturing
fluid during hydraulic fracturing, two circumferential stresses
S2θ and S3θ will be yielded at any point. The S2θ is caused by the
fluid pressure pa at the borehole wall, which can be viewed as
an internal pressure acting on a hollow thick cylinder.

S2θ =
−par

2
a

r2e − r2a
+ −par

2
ar

2
e

r2 r2e − r2að Þ : ð2Þ

The third stress S3θ is introduced by the pore pressure vari-
ation in the formation when the fracturing fluid penetrates into
the formation and flows through its pores.When the formation
pore pressure changes, the rock skeleton undergoes an uneven
elastic deformation, causing so-called S3θ stress under the
mutual constraint of the skeleton elements [27–30]:

S3θ = A
1
r2
r2 + r2a
r2e − r2a

ðre
ra

p rð Þ − poð Þrdr + 1
r2

ðr
ra

p rð Þ − poð Þrdr − p rð Þ − poð Þ
" #

,

ð3Þ

A = 1 − 2ν
1 − ν

1 − KB

KM

� �
, ð4Þ

where pðrÞ is the pore pressure distribution around the well-
bore (Pa); po is the initial pore pressure (Pa); ν is Poisson’s
ratio, dimensionless; and KB and KM are the frame and matrix
bulk moduli of the rock (Pa).

If the wellbore pressurization rate is relatively small and
the fluid is noncompressible, the pore pressure distribution
around the wellbore can be regarded as steady-state. This
quasistatic pressure field in a domain with constant perme-
ability is governed by the Laplace equation:

∂2p
∂r2

+ 1
r
∂p
∂r

= 0: ð5Þ

Once wellbore pressure pa and pore pressure pb at outer
boundary re were determined, Equation (5) was solved by
polar coordinates, and pore pressure distribution pðrÞ
around the wellbore during steady-state flow was obtained
as follows [2, 31, 32]:

p rð Þ = pa − pa − pbð Þ ln r − ln ra
ln re − ln ra

: ð6Þ

By taking the pore pressure distribution pðrÞ around the
wellbore in Equation (6) into Equation (4), circumferential
stress S3θ due to pore pressure variation at any point under
steady-state flow was obtained as (r2e ≥ r2a)

S3θ =
A
r2

r2 − r2a
2 pa − poð Þ + pa − pb

ln re/rað Þ
r2

2 ln ra
r

� �
+ r2 − r2a

4
pa − pb
ln re/rað Þ

� �

− A pa − po − pa − pbð Þ ln r/rað Þ
ln re/rað Þ

� �
:

ð7Þ

2.2. Introduction of Seepage Force

2.2.1. Mechanism of Seepage Force. As a viscous fluid flows
through the pores of a porous media, the fluid imparts a
friction force and normal thrust to the solid element of the
matrix. The force is normally called seepage force in soil
mechanics. Seepage force has long been considered in
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Table 1: Common symbols and units.

Symbol The meaning of symbol Unit

σr Radial stress Pa

σθ Circumferential stress Pa

τrθ Shear stress Pa

ν Poisson’s ratio /

KB Frame bulk moduli of rock Pa

KM Mineral matrix bulk moduli of rock Pa

θ Radian rad

r Radial distance m

S11 Maximum horizontal principal stress Pa

S22 Minimum horizontal principal stress Pa

po Initial pore pressure Pa

pa Wellbore pressure Pa

pb Pore pressure at the outer boundary Pa

p rð Þ Pore pressure distribution around wellbore Pa

ra Wellbore inner diameter m

Fsp Seepage force Pa

re Outer diameter of wellbore m

Δp Differential pressure Pa

σf Tensile strength of a rock Pa

σθ ′ The effective circumferential stress Pa

S1θ Circumferential total stress formed by formation principal stress Pa

S2θ Circumferential stress formed by wellbore pressure Pa

S3θ Circumferential stress formed by changes in pore pressure Pa

S4θ Circumferential stress formed by seepage force Pa

K Permeability m2

Q Flow rate of fluid m3/s

μ Fluid viscosity Pa/s

Figure 1: The cross-sectional graph of a vertical wellbore.
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geotechnical engineering to assess the stability of a slope or
the risk of sand liquefaction of dams [22, 33, 34] although
its definition is still arguing in the engineering. In the paper,
seepage force is defined as follows:

F
!
sp = −γwi, ð8Þ

where i denotes pressure head gradient, dimensionless, and
γw is the unit weight of fluid (N/m3).

For the radial flow in Figure 1, the seepage force is simpli-
fied as follows:

Fsp = −
∂p rð Þ
∂r

: ð9Þ

The direction of the seepage force is in the opposite direc-
tion of the pressure gradient.

During hydraulic fracturing, high pressure wellbore fluid
flows into rock and the in situ pore pressure changes. Pore
fluid flowing zone around the wellbore with certain pore
pressure gradient will be formed. As shown in Figure 2, rock
matrix around a vertical wellbore satisfies the total stress
equilibrium equation under stable state.

∂σr

∂r
+ 1
r
∂τrθ
∂θ

+ σr − σθ
r

− R = 0,

1
r
∂σθ

∂θ
+ ∂τrθ

∂r
+ 2τrθ

r
− S = 0,

8>><
>>: ð10Þ

where R is the radial volume force per unit volume and S is
the circumferential volume force per unit volume. When
the fluid flows radially, R = Fsp, S = 0. Under axisymmetric
conditions, both the circumferential stress σθ and the radial
stress σr are only functions of r, and the shear stress τrθ is
0. Therefore, Equation (10) is reduced to

dσr
dr

+ σr − σθ

r
= Fsp: ð11Þ

As shown in Figure 2, when the fluid was under hydro-
static pressure state, pore pressure gradients in radius direc-
tion ∂p/∂r is equal to 0, and there is no seepage force.

However, when fracturing fluid flows in the radial direction
during hydraulic fracturing, there are pore pressure gradients
∂p/∂r, and there is a seepage force Fsp. The direction of Fsp is
consistent with the direction of fluid flowing.

2.2.2. Calculation of Seepage Force Stress Field. To study the
effect of seepage force, solve the seepage force equation
(Equation (11)). The internal and external boundary stresses
are zero as the effects of wellbore pressure pa and pore pres-
sure pb at outer boundary are already taken into account in
Equation (11).

σr = 0, r = ra,
σr = 0, r = re:

(
ð12Þ

Combining Equations (6), (11), and (12), the circumfer-
ential stress S4θ formed by the seepage force under the plane
strain condition during the steady-state flowing of wellbore
fluid into a vertical wellbore:

S4θ =
pa − pb
2 1 − νð Þ

ln r − ln ra + 2ν − 1
ln re − ln ra

−
r2e r2 + ra

2� 	
r2 re2 − ra2ð Þ

� �
: ð13Þ

It is well known that rock failure is controlled by the
Terazaghi’s effective stress [35]. The theory assumes when
the effective circumferential stress σθ ′ reaches the tensile
strength of a rock (σf ), at borehole wall, tensile fracture at
the wellbore occurs [2, 5, 12].

σθ′ ≥ σf : ð14Þ

To compare with traditional methods, three cases are
considered: rock is impermeable, pressured wellbore fluid
flows into rock without considering seepage force effect,
and pressured wellbore fluid flows into rock with seepage
force effect.

When considering the rock is impermeable, the total
effective circumferential stress is expressed as follows:

σθ′ = S1θ + S2θ − po: ð15Þ

Radial pressure gradient

Seepage force (Fsp)

Hydrostatic state

Pressure gradient line

Figure 2: Schematic graph of a seepage force around a wellbore.
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When considering the fact that pressured wellbore fluid
flows into the rock without considering seepage force effect,

σθ′ = S1θ + S2θ + S3θ − p rð Þ: ð16Þ

When considering the effect of seepage force (S4θ), the
total effective circumferential stress is

σθ′ = S1θ + S3θ + S4θ − p rð Þ: ð17Þ

Note, in Equation (17), S2θ is not included as the effect of
wellbore pressure (pa) is already considered in S4θ.

3. Analyses of Fracture Initiation under
Seepage Force

3.1. Comparison of Wellbore Breakdown Process for Three
Cases. In Section 2, circumferential stress fields around a well-

bore wall and corresponding formation breakdown conditions
are derived for steady-state fluid flow condition. During
hydraulic fracturing operation, wellbore pressurization rates
are relatively slow. The operation can be modeled using quasi-
static conditions [2].

The calculation conditions are given as follows. Consid-
ering a vertical circular wellbore borehole drilled in an isotro-
pic geologic medium, a 2D isotropic plane is used in the
analysis (Figure 1). The maximum and minimum horizontal
stresses are S11 = 20MPa and S22 = 15MPa. The initial well-
bore pressure pa and pore pressure po is assumed as 5 MPa.
The tensile strength of the rock σf is taken as 0 MPa. The
Poisson’s ratio in the isotropic plane is 0.25. The inner and
outer diameters of the wellbore are supposed as 1 dm and
10 dm, respectively. It is assumed that starting from t = 0 s,
the wellbore pressure starts to increase at a rate of 1MPa/s
until the wellbore wall is broken. That is, the effective circum-
ferential stress σθ ′ reaches the tensile strength of the rock σf .

t = 0 s t = 5 s t = 10 s t = 14.6 s

Figure 3: Wellbore breakdown process for impermeable rock case.

t = 0 s t = 5 s t = 8 s t = 11 s

Figure 4: Wellbore breakdown process for the case of wellbore fluid flowing into rock but no seepage force.

t = 0 s t = 3 s t = 5 s t = 7.9 s

Figure 5: Wellbore breakdown process for the case of wellbore fluid flowing into rock and accounting seepage force.
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The pore pressure at the outer boundary of wellbore during
the entire pressurization process is maintained at po (pb = po).

Equations (15)–(17) represent the three cases: rock is
impermeable, pressured wellbore fluid flows into rock with-

out considering seepage force effect, and pressured wellbore
fluid flows into rock with seepage force effect. Using the given
conditions, the wellbore breakdown processes for the three
cases are calculated under quasistatic conditions.
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Figure 6: The variation of σθ ′ with radial distance for impermeable rock.
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The calculated results for the three cases are shown in
Figures 3–5 (color ruler scale corresponds to the effective
circumferential stress value σθ ′).

From Figures 3–5, at time t = 0 s, the wellbore has not
been pressurized, and there is apparent stress concentration
at the wellbore wall. As the wellbore is pressurized, the effec-

tive circumferential compressive stress σθ ′ around the well-
bore gradually decreases and the stress concentration
gradually disappears. The breakdown points at the wellbore
wall for the three cases are in the directions of maximum
horizontal principal stress S11 (θ = 0 and π). When fluid
flows into the formation (Figure 4), the stress field varies
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Figure 8: The variation of σθ ′ with radial distance for the case of wellbore fluid flowing into rock and accounting seepage force.
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more intensely comparing to Case 1 (Figure 3). This proves
that fluid flowing into wellbore process should be considered
during the analysis of hydraulic fracturing. Under the action
of seepage force, as shown in Figure 5, the wellbore wall will
be broken very quick, taking only 7.9 s. The effect of seepage
force is markedly conducive to wellbore breakdown.

Figures 6–8 show the variations of the effective circum-
ferential stresses σθ ′ along the direction of the maximum
horizontal principal stress S11 for the three cases. From
Figures 6–8, the effective circumferential stress σθ ′ from the
wellbore wall ra decreases the fastest, and the decreasing speed
becomes slower gradually as r increases. For impermeable
rock (Case 1), σθ ′ trends to no variation anymore from the
distance of r = 6:5ra (Figure 6). When fluid flows in the well-
bore, due to the variation of the pore pressure pðrÞ, σθ ′ varies
in the whole modeling area. For the effect of seepage force
(Case 3), the effective circumferential compressive stress σθ ′
around the outer boundary even exceeds the initial stress state,
indicating that the seepage force gives a compression effect at
the outer boundary at the case condition (Figure 8).

3.2. Wellbore Breakdown Pressure under Different Outer
Boundary Conditions. To study the effect of formation in situ
stresses on wellbore breakdown for the three cases, two
situations of varying formation maximum and minimum
horizontal principal stresses are given. One situation is S11
and S22 increasing uniformly while keeping the difference
between S11 and S22 unchanged. The other situation is that
the difference between S11 and S22 is different.

From Equation (1), the circumferential compressive
stress generated by S11 and S22 at the well wall in the direc-

tion of maximum stress S22 (θ = 0 or π) is SðS = 3S22‐S11Þ.
When S11 and S22 increase uniformly, S indicates the change
in the stress concentration of the well wall and the magnitude
of the compressive stress value that needs to be overcome to
breakdown the wellbore wall by the fluid pressure in the
wellbore. Figure 9 shows the calculated breakdown pressure
versus the S values as S11 and S22 increase uniformly. From
Figure 9, when S11 and S22 increase uniformly, the forma-
tion breakdown pressure increases linearly for the three
cases. With S increasing, the gap of the formation breakdown
pressure values for the seepage force case (Case 3) is getting
greater for other two cases. The effect of seepage force
becomes more and more significant as the principal stresses
of the formation increase uniformly.

Figure 10 gives the variation of formation breakdown
pressure with the difference of the two in situ stresses (S11
-S22). From Figure 10, for the three cases, with the increasing
of S11-S22, formation breakdown pressure decreases linearly
and the gap of the formation breakdown pressure values for
seepage force case and the other cases is getting smaller.
The higher the difference between S11 and S22, the smaller
the effect of the seepage force.

4. Effect of Seepage Force for Different
Permeability Rock

Steady-state fluid flow in porous media is controlled by
Darcy’s law. For given fluid pressure in a wellbore and pore
pressure, the smaller the rock permeability, the greater the
pressure difference Δp in wellbore radial direction. Therefore,
the effect of seepage force on formation breakdown pressure
will be affected by the rock permeability.
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Figure 10: Formation breakdown pressures from the three cases when the difference between S11 and S22 varies.
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Using the same condition in Section 3.1, the formation
breakdown pressures are analysed with various permeabil-
ities for the three cases. Noting that in this section the pore
pressure pb at the outer boundary re is determined by the
rock permeability K (Q = 0:1 cm3/s; L = 10dm; μ = 1mPa·s).
During wellbore pressurization, different stable differential
pressures Δp are formed around the wellbore with different
permeability (K = 10mD, Δp = 10MPa; K = 50mD, Δp = 2
MPa; K = 250mD, Δp = 0:4MPa).

The formation breakdown process of the three different
permeability rocks under the acting of seepage force is shown
in Figure 11.

As shown in Figure 11, low-permeability rock (K = 10
mD) is the first to initiate fracture under the action of seepage
forces due to higher pressure differences and pore pressure
gradients. As the pore pressure gradient is small and the effect
of seepage force is not significant, the fracture initiation of
high permeability rock (K = 250mD) is slowest to get break-
down pressure. Although the pressure difference between the
inner and outer boundaries of the high-permeability reservoir
is small, the pore pressure at each point pðrÞ is relatively great.

Therefore, the area where the effective circumferential stress
field around the wellbore of the high-permeability reservoir
is disturbed during which wellbore pressurization is more
significant than that of the low-permeability rock.

In addition, the relationships between formation break-
down pressure and permeability for the three cases are shown
in Figure 12. Figure 13 gives the ratio between the formation
breakdown pressure of the case with seepage force and those
from other two cases.

It can be seen from Figures 12 and 13 that the formation
breakdown pressure for the case of fluid flowing into rock is
smaller than that for impermeable rock. As the permeability
increases, the effect of seepage force becomes less important,
and the formation breakdown pressure is gradually
approaching that without considering the effect of seepage
force.

The effect of seepage force is more significant in low-
permeability rock, where the formation breakdown pressure
is only 20.65% of the breakdown pressure of ignoring seepage
force. Therefore, the effect of seepage force should be applied
during the analysis of hydraulic fracturing.

K = 10 mD t = 0 s K = 10 mD t = 1.5 s K = 10 mD t = 3 s K = 10 mD t = 4.6 s

K = 50 mD t = 0 s K = 50 mD t = 2.5 s K = 50 mD t = 5 s K = 50 mD t = 7.7 s

K = 250 mD t = 0 s K = 250 mD t = 3 s K = 250 mD t = 5 s K = 250 mD t = 8.3 s

Figure 11: Formation breakdown process for three permeability rocks accounting seepage force.

9Geofluids



0 200 400 600 800 1000

14

16

18

20

22

24

26

Fo
rm

at
io

n 
br

ea
kd

ow
n 

pr
es

su
re

 P
 (M

Pa
)

Permeability K (mD)

Reservoir impermeable
Consider fluid seepage
Consider the seepage force

Figure 12: Relationship between formation breakdown pressure and permeability for three cases.

20.65

8.15

3.8
1.63 0.81

40.4

31.02

27.76
25.51 24.94

10 mD 25 mD 50 mD 100 mD 250 mD
0

5

10

15

20

25

30

35

40

45

Pe
rc

en
ta

ge
 (%

)

Permeability K (mD)

Relative to considering fluid seepage

Relative to impermeable reservoir

Figure 13: Reduction percentage of formation breakdown pressure from the case of considering seepage force to those from other cases.

10 Geofluids



5. Conclusions

(1) During hydraulic fracturing, wellbore fluid flows into
wellbore and will yield a seepage force due to fluid
drag forces. The seepage force acts on the rock matrix
in the fluid flowing direction and could be measured
by pore pressure gradient

(2) For a vertical well, the seepage force is beneficial to
breakdown the formation and thus lowers the well-
bore breakdown pressure

(3) The effect of seepage force on formation breakdown
increases as the two horizontal principal stresses
increase uniformly. Therefore, the deeper a forma-
tion, the greater action of the seepage force

(4) The greater the difference of the two horizontal
principal stresses, the lower effect of seepage force on
formation breakdown. Therefore, seepage force gives
more contribution to breakdown formation for isot-
ropy formation or formations with small difference
of the two horizontal stresses such as unconventional
reservoirs

(5) The greater the pore pressure gradient, the greater the
seepage force. Seepage force increases as rock perme-
ability decreases, and it should not be ignored in
hydraulic fracturing analysis, especially for low-
permeability formation

Data Availability

The [DATA TYPE] data used to support the findings of this
study are available from the corresponding author upon
request at deshengzhou@126.com.

Conflicts of Interest

The authors declare no conflict of interest.

Acknowledgments

This work was supported by the National Natural Science
Foundation of China (Grant Nos. 51934005, 51874242, and
51904244); the National Science and Technology Major
Project of China (Grant No. 2016ZX05050-009); the Natural
Science Basic Research Plan in Shaanxi Province of China
(Program No. 2019JQ-364); and the Scientific Research Pro-
gram Funded by Shaanxi Provincial Education Department
(Program No. 19JK0663).

References

[1] B. Haimson and C. Fairhurst, “Initiation and extension of
hydraulic fractures in rocks,” Society of Petroleum Engineers
Journal, vol. 7, no. 3, pp. 310–318, 1967.

[2] B. Haimson, Hydraulic Fracturing in Porous and Nonporous
Rock and its Potential for Determining In-Situ Stresses at Great
Depth, 1968.

[3] B. Haimson and C. Fairhurst, “Hydraulic fracturing in porous-
permeable materials,” Journal of Petroleum Technology,
vol. 21, no. 7, pp. 811–817, 1969.

[4] B. Haimson and C. Fairhurst, “In-situ stress determination at
great depth by means of hydraulic fracturing,” in The 11th
US Symposium on Rock Mechanics (USRMS). American Rock
Mechanics Association, Berkeley, CA, USA, June 1969.

[5] M. K. Hubbert and D. G. Willis,Mechanics of Hydraulic Frac-
turing, 1972.

[6] W. L. Medlin and L. Masse, “Laboratory investigation of frac-
ture initiation pressure and orientation,” Society of Petroleum
Engineers Journal, vol. 19, no. 2, pp. 129–144, 1979.

[7] F. Guo, N. R. Morgenstern, and J. D. Scott, “Interpretation of
hydraulic fracturing breakdown pressure,” International Jour-
nal of Rock Mechanics and Mining Sciences & Geomechanics
Abstracts. Pergamon, vol. 30, no. 6, pp. 617–626, 1993.

[8] I. Song, M. Suh, K. S. Won, and B. Haimson, “A laboratory
study of hydraulic fracturing breakdown pressure in tablerock
sandstone,”Geosciences Journal, vol. 5, no. 3, pp. 263–271, 2001.

[9] A. P. Bunger, A. Lakirouhani, and E. Detournay, “Modelling
the effect of injection system compressibility and viscous fluid
flow on hydraulic fracture breakdown pressure,” in Rock stress
and earthquakes-proceedings of the 5th international sympo-
sium on in-situ rock stress, pp. 59–67, Beijing, China, August
2010.

[10] S. J. Ha, J. Choo, T. S. Yun, and C. O. Liquid, “Liquid CO2 frac-
turing: effect of fluid permeation on the breakdown pressure
and cracking behavior,” Rock Mechanics and Rock Engineer-
ing, vol. 51, no. 11, pp. 3407–3420, 2018.

[11] Z. Tariq, M. Mahmoud, A. Abdulraheem, A. al-Nakhli, and
M. BaTaweel, “An experimental study to reduce the break-
down pressure of the unconventional carbonate rock by cyclic
injection of thermochemical fluids,” Journal of Petroleum Sci-
ence and Engineering, vol. 187, p. 106859, 2020.

[12] T. Ito and K. Hayashi, “Physical background to the breakdown
pressure in hydraulic fracturing tectonic stress measure-
ments,” International Journal of Rock Mechanics and Mining
Sciences & Geomechanics Abstracts. Pergamon, vol. 28, no. 4,
pp. 285–293, 1991.

[13] T. Ito, “Effect of pore pressure gradient on fracture initiation in
fluid saturated porous media: Rock,” Engineering Fracture
Mechanics, vol. 75, no. 7, pp. 1753–1762, 2008.

[14] X. Jin, S. N. Shah, J. C. Roegiers et al., “Breakdown pressure
determination-a fracture mechanics approach,” in SPE Annual
Technical Conference and Exhibition. Society of Petroleum
Engineers, New Orleans, LA, USA, September 2013.

[15] H. Fatahi, M. M. Hossain, S. H. Fallahzadeh, and M. Mostofi,
“Numerical simulation for the determination of hydraulic
fracture initiation and breakdown pressure using distinct ele-
ment method,” Journal of Natural Gas Science and Engineer-
ing, vol. 33, pp. 1219–1232, 2016.

[16] C. Xiao, H. Ni, X. Shi, and R. Wang, “A fracture initiation
model for carbon dioxide fracturing considering the bottom
hole pressure and temperature condition,” Journal of Petro-
leum Science and Engineering, vol. 184, p. 106541, 2020.

[17] R. Mourgues and P. R. Cobbold, “Some tectonic consequences
of fluid overpressures and seepage forces as demonstrated by
sandbox modelling,” Tectonophysics, vol. 376, no. 1-2,
pp. 75–97, 2003.

[18] P. R. Cobbold, B. J. Clarke, and H. Løseth, “Structural conse-
quences of fluid overpressure and seepage forces in the outer

11Geofluids



thrust belt of the Niger Delta,” Petroleum Geoscience, vol. 15,
no. 1, pp. 3–15, 2009.

[19] A. Zanella and P. R. Cobbold, 'Beef': Evidence for Fluid Over-
pressure and Hydraulic Fracturing in Source Rocks during
Hydrocarbon Generation and Tectonic Events: Field Studies
and Physical Modelling, 2012.

[20] A. Rozhko, Role of Seepage Forces on Hydraulic Fracturing and
Failure Patterns, 2007.

[21] A. Y. Rozhko, Y. Y. Podladchikov, and F. Renard, “Failure pat-
terns caused by localized rise in pore-fluid overpressure and
effective strength of rocks,” Geophysical Research Letters,
vol. 34, no. 22, 2007.

[22] C. Zhou, W. Shao, and C. J. van Westen, “Comparing two
methods to estimate lateral force acting on stabilizing piles
for a landslide in the Three Gorges Reservoir, China,” Engi-
neering Geology, vol. 173, pp. 41–53, 2014.

[23] J. Zou, S. Li, Y. Xu, H. C. Dan, and L. H. Zhao, “Theoretical
solutions for a circular opening in an elastic–brittle–plastic
rock mass incorporating the out-of-plane stress and seepage
force,” KSCE Journal of Civil Engineering, vol. 20, no. 2,
pp. 687–701, 2016.

[24] H. AlKhafaji, M. Imani, and A. Fahimifar, “Ultimate bearing
capacity of rock mass foundations subjected to seepage forces
using modified Hoek–Brown criterion,” Rock Mechanics and
Rock Engineering, vol. 53, no. 1, pp. 251–268, 2020.

[25] M. D. Zoback, D. Moos, L. Mastin, and R. N. Anderson, “Well
bore breakouts and in situ stress,” Journal of Geophysical
Research: Solid Earth, vol. 90, no. B7, pp. 5523–5530, 1985.

[26] A. J. Miles and A. D. Topping, “Stresses around a deep well,”
Transactions of the AIME, vol. 179, no. 1, pp. 186–191, 1949.

[27] W. Nowacki, Thermoelasticity, Elsevier, 2013.

[28] S. P. Timošenko and J. N. Goodier, Theory of elasticity,
McGraw-Hill, 1951.

[29] J. R. Rice and M. P. Cleary, “Some basic stress diffusion solu-
tions for fluid-saturated elastic porous media with compress-
ible constituents,” Reviews of Geophysics, vol. 14, no. 2,
pp. 227–241, 1976.

[30] M. A. Biot, “General theory of three-dimensional consolida-
tion,” Journal of Applied Physics, vol. 12, no. 2, pp. 155–164,
1941.

[31] A. Y. Rozhko, “Benchmark for poroelastic and thermoelastic
numerical codes,” Physics of the Earth and Planetary Interiors,
vol. 171, no. 1-4, pp. 170–176, 2008.

[32] J. Geertsma, “Problems of rock mechanics in petroleum pro-
duction engineering,” in 1st ISRM Congress. International
Society for Rock Mechanics and Rock Engineering, Lisbon, Por-
tugal, September 1966.

[33] B. D. Collins and D. Znidarcic, “Stability analyses of rainfall
induced landslides,” Journal of Geotechnical and Geoenviron-
mental Engineering, vol. 130, no. 4, pp. 362–372, 2004.

[34] R. F. Craig, Soil Mechanics, ELBS Edition, Great Britain, 4th
edition, 1987.

[35] K. Terazaghi, Theoretical Soil Mechanics, JohnWiley and Sons,
1965.

12 Geofluids



Research Article
Study on the Effect of High-Temperature Heat Treatment on the
Microscopic Pore Structure and Mechanical Properties of
Tight Sandstone

Liangbin Dou ,1,2,3 Guanli Shu ,4,5 Hui Gao ,1,2 Jinqing Bao ,1,2 and Rui Wang 1,2

1School of Petroleum Engineering, Xi’an Shiyou University, Xi’an 710065, China
2Key Laboratory of Unconventional Oil & Gas Development (China University of Petroleum (East China)), Ministry of Education,
Qingdao 266580, China
3Engineering Research Center of Development and Management for Low to Ultra-Low Permeability Oil & Gas Reservoirs in
West China, Ministry of Education, Xi’an 710065, China
4Department of Polymer Science and Engineering and State Key Laboratory of Metal Matrix Composites, Shanghai Jiao
Tong University, 800 Dongchuan Road, Shanghai 200240, China
5Xinjiang Keli New Technology Development Co., Ltd., 138 Youyi Road, Karamay, 834000 Xinjiang, China

Correspondence should be addressed to Liangbin Dou; 77129dou@163.com and Guanli Shu; shugl824@gmail.com

Received 14 August 2020; Revised 13 October 2020; Accepted 15 March 2021; Published 5 April 2021

Academic Editor: Paolo Madonia

Copyright © 2021 Liangbin Dou et al. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

The investigation of changes in physical properties, mechanical properties, and microscopic pore structure characteristics of tight
sandstone after high-temperature heat treatment provides a theoretical basis for plugging removal and stimulation techniques, such
as high energy gas fracturing and explosive fracturing. In this study, core samples, taken from tight sandstone reservoirs of the
Yanchang Formation in the Ordos Basin, were first heated to different temperatures (25-800°C) and then cooled separately by
two distinct cooling methods—synthetic formation water cooling and natural cooling. The variations of wave velocity,
permeability, tensile strength, uniaxial compressive strength, and microscopic pore structure of the core samples were analyzed.
Experimental results demonstrate that, with the rise of heat treatment temperature, the wave velocity and tensile strength of
tight sandstone decrease nonlinearly, yet its permeability increases nonlinearly. The tight sandstone’s peak strength and elastic
modulus exhibit a trend of the first climbing and then declining sharply with increasing temperature. After being treated by heat
at different temperatures, the number of small pores varies little, but the number of large pores increases obviously. Compared
to natural cooling, the values of physical and mechanical properties of core samples treated by synthetic formation water cooling
are apparently smaller, whereas the size and number of pores are greater. It can be explained that water cooling brings about a
dramatic reduction of tight sandstone’s surface temperature, generating additional thermal stress and intensifying internal
damage to the core. For different cooling methods, the higher the core temperature before cooling, the greater the thermal stress
and the degree of damage caused during the cooling process. By taking into consideration of changes in physical properties,
mechanical properties, and microscopic pore structure characteristics, the threshold temperature of tight sandstone is estimated
in the range of 400-600°C.

1. Introduction

With the further exploitation of oilfields, coal mines, and
geothermal energy and the increasing operations under the
deep geological conditions, the research on change in rock
properties after high-temperature heat treatment attracts

great attention [1]. While drilling in deep and high-
temperature reservoirs, the surrounding rock of the wellbore
is subject to a rapid temperature decrease after contacting
with drilling fluid andmechanical properties of the rock alter,
resulting in a favorable condition for breaking the rock but
undermining the stability of surrounding rock. In the course
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of hydraulic fracturing in high-temperature reservoirs, there
is a significant temperature difference between reservoir rock
and fracturing fluid. In this case, the mechanism of fracturing
involves both thermal fracturing and hydraulic pressure.
During the long-term extraction of geothermal energy, the
rock temperature gradually declines with the injection of cir-
culation water. Under the combined actions of in situ stress,
thermal stress, and hydraulic pressure, the reservoir rock
may rupture twice or more times, further enhancing reser-
voir permeability and heat exchange efficiency. Moreover,
as the development techniques advance, the phenomenon
that the formation is first heated up and then cooled down
in a quick manner takes place in the processes of the com-
bined perforation and hydraulic fracturing and the high
energy gas fracturing and plugging removal followed by
water injection. For this reason, it is of great importance to
study the changes in pores and permeability of high-
temperature rock after water cooling [2].

Sandstone is one of the most common types of sedimen-
tary rock and has been widely used in geological engineering
research, such as the evolution of the earth’s crust, oil and gas
migration and accumulation, geological CO2 storage, geo-
thermal exploitation, and nuclear waste storage [3]. Many
scholars [4–21] studied the physical and mechanical proper-
ties of sandstone under high temperatures. Of those studies,
experiments for the investigation of mechanical properties
of the rock under thermal treatment included the compres-
sion test under and after high temperature, the tensile test
under and after high temperature, creep test under high tem-
perature, and wave velocity measurements of the rock before
and after high temperature; constitutive models were estab-
lished for investigating the transient mechanical properties
of the rock under and after high temperature; numerical sim-
ulations were performed for the understanding of the rock’s
thermodynamic properties under high temperature [22].
Specifically, those studies evaluated the changes in elastic
modulus, uniaxial and triaxial compressive strength, tensile
strength, deformation characteristics, wave velocity, and
permeability of the sandstone after thermal treatment.

However, it is noted that the research on tight sandstone
is lacking as compared with that on conventional sandstone.
Tight sandstone reservoir is the key area of unconventional
resource development in the world [23, 24]. Due to the
complex mineral components and diverse depositional envi-
ronments, tight sandstones have various pore types and intri-
cate fractures, joints, and bedding planes. In the course of
high-temperature heat treatment or cooling of tight sand-
stone, physicochemical changes occur to some extent, giving
rise to a dramatic change in the internal structure of the
sandstone and sophisticating its physical and mechanical
properties [25]. Another point that lacks discussion is the
effect of high-temperature heat treatment on the microscopic
pore structure characteristics of tight sandstone. The
influencing mechanism of thermal treatment on the micro-
scopic pore structure and the corresponding mechanisms of
plugging removal and stimulation are vital for the selection
and optimization of techniques, such as high energy gas
fracturing, explosive fracturing, and unconventional air
oxidation thermal cracking.

In this work, the authors adopt tight sandstones taken
from tight sandstone reservoirs of the Yanchang Formation
in the Ordos Basin and investigate the variations of physical
and mechanical properties of tight sandstone after heat
treatment, especially the change in the microscopic pore
structure characteristics. Additionally, the changes and evo-
lution characteristics of microscopic structures at different
scales are identified with different cooling methods and at
various temperatures, aiming at providing a theoretical basis
for the high energy gas or explosive fracturing and the
combined perforation and hydraulic fracturing technique
in tight sandstone reservoirs.

2. Experimental Section

2.1. Core Samples. The core samples used in the experiments
were taken from tight sandstone reservoirs of the Yanchang
Formation in the Ordos Basin, which is located in northwest
China. The location and distribution of the studied tight
sandstone are displayed in Figure 1. During the early Paleo-
zoic, the Ordos Basin evolved from the continental margin
ocean basin to the coastal shallow ocean basin, the inland
basin, and the foreland basin and finally formed a basin
pattern with complete stratigraphic structure and simple
structure. In the Late Triassic, the Ordos Basin stretched
and subsided, forming a large freshwater lake inside the basin
and depositing a set of terrigenous clastic rock series domi-
nated by fluvial-lacustrine facies, which is the Yanchang
Formation. The Yanchang Formation is characterized by a
fluvial-lacustrine facies sedimentary system formed during
the continuous depression and stable sedimentation in the
Ordos Basin, which experienced the whole process of gener-
ation, expandation, evolution, and subduction. According to
the characteristics of the reservoirs, the Yanchang Formation
can be divided into 10 sections. Chang 8 and Chang 6 are the
main oil-bearing layers with relatively stable distribution and
good oil-bearing properties. The buried depth of the
Yanchang Formation in the study area is between 1650 and
2150m with multiple overlapped oil layers. The distribution
of oil layers is scattered, and the argillaceous and calcareous
interlayer is relatively developed with different thicknesses
and shielding conditions.

According to the general requirements of the rock
mechanical test, cylindrical core samples were prepared with
a diameter of 25mm and a height of 50mm. The porosity
and permeability of the cores are low. Due to the limitations
of coring costs and core quality, only three core samples were
selected for testing for each well depth. The porosity and per-
meability were determined by the Core Measurement System
(CM300, USA). The measurement ranges of porosity and
permeability are 0.01-40% and 0.00005-15D, respectively.
The device is composed of an ISCO pump, vacuum pump,
confining pressure pump, core holder, transfer containers,
flow meters, nitrogen bottle, and thermostat. The specific
experiment method porosity and permeability are measured
according to the industrial standard SY/T 5336-2006–
Practices for Core Analysis. The contents of minerals in
the core were measured with the X-ray diffractometer
(XRD-6000, Japan). The measurement method followed
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the industrial standard SY/T 5163-2010–Analysis Method
for Clay Minerals and Ordinary Non-Clay Minerals in
Sedimentary Rocks by the X-Ray Diffraction. Table 1 sum-
marizes the physical properties and mineral compositions
of the studied tight sandstones.

The cores used in this study were taken from the Chang 7
Member of the Yanchang Formation. The green contour line
in Figure 1 shows the thickness contour and sedimentary
facies of the Chang 7 tight sandstone, which has the charac-
teristics of large-scale distribution, good lateral continuity,
and large thickness variation. The maximum thickness is
130m, and the average thickness is above 10m.

The X-ray diffraction analysis indicates that types of clay
minerals in the studied area are mainly kaolinite, chlorite,
illite, and mixed illite/smectite, and their contents are
17.0%, 41.3%, 21.3%, and 20.4%, respectively. The occur-
rence characteristics of clay minerals are analyzed and
verified by SEM, and results are shown in Figure 2.

To avoid the impact of laboratory water on the micro-
scopic pore throat structure of tight sandstone during water
cooling and core flooding (for NMR measurement), the
synthetic formation water from the target reservoir was used

in the experiments (the water type is CaCl2, and salinity is
approximately 18000mg/L; the viscosity and density at
50°C are 0.521mPa·s and 1.02 g/cm3, respectively [26]).

2.2. Experimental Setups. In the experiments, a servo control
rock mechanics triaxial experimental system (Model TAW-
1000) was applied for the uniaxial compression test. This
system was equipped with the Germany DOLI company’s
EDC full-digital servo control. The wave velocity test was
performed using the Panamerics Model 5058PR high voltage
pulse-receiver; the longitudinal wave velocity was measured
by the Vaseline coupling test. The SXW-1200 high-
temperature box-type resistance furnace (manufactured by
the Shanghai Shiyan Electric Furnace Co., Ltd., China, with
the highest stability of up to 1200°C) was adopted for the
high-temperature heat treatment of tight sandstones.

The nuclear magnetic resonance (NMR) setup (manufac-
tured by the Niumag Corporation, China) was used to mea-
sure the T2 spectrum of synthetic formation water under
various experimental conditions. The NMR instrument is
comprised of a magnetic body, a radio frequency emitter,
and a data collection system. The basic parameters for
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NMR measurements are configured with the waiting time of
5 s, the echo time of 0.25ms, the scanning number of 16, and
the echo number of 1024.

The NMR technique is a nondestructive detection
method. The T2 spectrum of the core sample saturated with
single-phase fluid can reflect the internal pore structure of
the core. In a uniform magnetic field, the transverse relaxa-
tion time T2 is expressed as

1
T2

= 1
T2B

+ 1
T2S

= 1
T2B

+ ρ
S
V
, ð1Þ

where ρ is the relaxation rate (μm/ms) and S/V is the specific
surface area (1/μm).

Since T2B is far greater than T2, 1/T2B can be neglected
(i.e., the T2 relaxation contribution is mainly from surface
relaxation). The following is given:

S
V

= FS

rc
, ð2Þ

where FS is the shaper factor of the single pore (FS = 3 for
spherical pore and FS = 2 for cylindrical pore) and rc is the
pore radius (μm).

By replacing Equation (2), Equation (1) can be rewritten as

T2 =
rc
ρFS

: ð3Þ

Table 1: Properties and mineral compositions of the studied tight sandstone core samples.

Sample no. Porosity (%) Permeability (mD) Density (g/cm3)
Type and content (%) of mineral

Quartz Feldspar Carbonate Total content of clay minerals

H27-1 6.52 0.10 2.43 64.9 15.6 3.1 16.4

H27-2 6.76 0.12 2.42 59.7 18.4 4.4 17.5

H27-3 6.61 0.11 2.43 61.7 17.5 4.2 16.6

H28-1 6.98 0.15 2.58 60.2 16.8 10.7 12.3

H28-2 7.10 0.16 2.58 62.1 16.2 9.8 11.9

H28-3 7.08 0.16 2.57 61.4 16.4 9.5 12.7

H29-1 5.90 0.06 2.52 60.4 20.3 4.0 15.3

H29-2 6.31 0.07 2.53 61.5 21.5 3.5 13.5

H29-3 6.42 0.08 2.51 60.3 22.1 3.1 14.5

H30-1 9.11 0.21 2.50 52.7 20.9 12.0 14.4

H30-2 8.41 0.18 2.49 50.4 22.3 13.3 14.0

H30-3 9.03 0.19 2.50 50.5 22.3 12.4 14.8

(a) H27, 2054.70m, chlorite (b) H28, 1934.50m, kaolinite

(c) H29, 2073.20m, illite (d) H30, 2016.46m, Needle-leaf chlorite

Figure 2: The occurrence characteristics of clay minerals of the Yanchang Formation in the Ordos Basin.
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Assuming C = ρFS, Equation (3) can be transformed to

T2 =
1
C

⋅ rc: ð4Þ

As seen from Equation (4), the transverse relaxation time
T2 is in a positive linear relationship with the pore radius rc.
Thus, the measurement of hydrogen signals can be used to
calculate the fluid distribution in different pores.

2.3. Experimental Procedures. Four groups of cores (H27,
H28, H29, and H30) taken from the same well depth were
selected for experiments. The physical properties of each core
were measured at 25°C (i.e., the normal temperature). Each
group had three core samples: two of them were treated sep-
arately at 200, 400, 600, and 800°C, and another sample was
chosen as the blank case for comparison. The experimental
objective was to simulate the stimulation process of a tight
sandstone reservoir using high-energy gas or explosive frac-
turing followed by hydraulic fracturing and analyze the
microscopic pore structure and mechanical properties of
tight sandstone after water cooling and natural cooling. The
experimental procedures were summarized as follows:

(1) Core sample was put in an extraction container and
flushed with benzene and alcohol with a volume ratio
of 1 : 3 to remove residual oil. After that, the core was
placed in a thermostat and heated to a formation tem-
perature of 50°C; the temperature was remained
unchanged for 48h. Then the core was taken out to
measure the weight, dimensions, and gas permeability

(2) Given that the pore throat radius of tight sandstone
was small and the conventional vacuum saturation
was unable to fully saturate the pores of the core with
water, the core sample was placed in a core holder
and flushed with synthetic formation water using a
high-pressure displacement device. When the pro-
duced liquid was about 5 PV, the core was considered
fully saturated and the T2 spectrum was measured for
the first time. After that, the synthetic formation
water-saturated core was centrifuged by a PC-12B
centrifuge (the rotational speed was set at
11000 r/min), and the T2 spectrum was measured
again, as well as the permeability and longitudinal
wave velocity of the core

(3) After centrifugation, two cores chosen from the same
group were heated at a rate of 5°C/min. After reach-
ing the set temperature, it was kept for 2 h. Then
the cores were taken out and cooled by two methods,
i.e., natural cooling and synthetic formation water
cooling. After cooling, step (2) was repeated, and
the T2 spectrum and longitudinal wave velocity of
the core were measured

(4) At last, the uniaxial compression experiment was
performed for the core sample with a loading speed
of 0.02mm/min to obtain the stress-strain curve

3. Results and Discussion

3.1. Effect of High-Temperature Heat Treatment on Physical
Properties of Tight Sandstone

3.1.1. Variation of Acoustic Wave Velocity.When an acoustic
wave passes through different media, wave velocity varies. If
there are cracks, cavities, or other defects inside the media,
the acoustic wave velocity decreases. The wave velocity
reflects the matrix integrity and fracture development of the
rock. Due to the limited core samples, the normalization
method has been applied to exclude the influences of physical
properties and mineral compositions of different core
samples on acoustic wave velocity:

a = Si
So

× 100%, ð5Þ

where a is the variation of acoustic wave velocity, dimension-
less, and So and Si are the acoustic wave velocities of the core
before and after heat treatment, respectively (m/s).

Figure 3 displays variations of relative wave velocity of
core samples with temperature under different cooling
methods. It is observed that the declining amplitude of wave
velocity increases with temperature in the range of 25-800°C.
This is because core samples undergo heating and cooling
processes in the experiments. On the one hand, the degree
of damage in the core caused by heat treatment exacerbates
with the increment of temperature. On the other hand, the
temperature increase consequentially brings about a tem-
perature difference between the core and cooling fluid,
intensifying the effect of cold shock and aggravating the
cooling-induced damage [27]. These two factors contribute
to the decrease of wave velocity. At 600°C, the wave velocity
falls off markedly. In addition to thermal damage, it is also
attributed to the enlarged pores and newly formed micro-
cracks that are caused by the physicochemical changes of some
minerals due to heat adsorption during the high-temperature
heat treatment. For instance, as indicated in Table 1, the tight
sandstone contains a high content of quartz (the minimum
content is greater than 50%). At 573°C, the transition from α
-type to β-type quartz takes place. When the temperature
exceeds 400°C, the magnesium-illite and kaolinite begin
decomposition; when the temperature is beyond 500°C, the
dolomite, magnesium carbonate, and calcium montmorillon-
ite decompose [19, 28, 29]. The physicochemical changes of
these minerals significantly alter the microscopic pore struc-
ture of the core, increase the core volume, and further give rise
to a certain degree of spalling and fragmentation.

In the range of 25-800°C, comparing wave velocity
changes under two different cooling methods indicates that
the declining amplitude of wave velocity of the core under
synthetic formation cooling is 1.31%-10.12% higher than
that of the natural cooling. The possible reason for this
phenomenon can be explained that the surface temperature
of the core has a sharp decline during the water cooling;
hence, a higher temperature gradient is formed inside the
core, which brings about the secondary thermal stress, causes
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greater thermal damage, and accelerates the deterioration of
tight sandstone.

3.1.2. Variation of Permeability. Permeability change can be
used as an indicator to evaluate the degree of damage to the
core and the improvement of its physical properties under
the high-temperature heat treatment intuitively and quanti-
tatively. Figure 4 compares the permeability change of core
samples under synthetic formation water cooling and natural
cooling at 25-800°C (where Ko and Ki are the permeabilities
of the core before and after heat treatment, respectively). It is
noted that, under both cooling methods, the increasing
amplitude of permeability of the core goes up with tempera-
ture and there is a sudden change in permeability, implying
the existence of threshold temperature (i.e., the temperature
at which the physical properties of the core alter drastically).
Around the threshold temperature, the core’s permeability
undergoes a sudden change; below it, the permeability

increases slightly with temperature; above it, the permeability
increases rapidly with temperature. Accordingly, the results
from this figure imply that the threshold temperature of the
studied tight sandstone is between 400°C and 600°C. In this
range, the permeability of tight sandstone alters by orders
of magnitude, signifying that the internal structure of tight
sandstone has changed significantly. This change is consis-
tent with the variation of acoustic wave velocity, which can
be attributed to the chemical decomposition of some min-
erals (e.g., magnesium illite, kaolinite, dolomite, magnesium
carbonate, and calcium montmorillonite), the phase transi-
tion of some minerals (e.g., quartz), or the oxidation of some
rocks (such as siderite and pyrite).

Based on the permeability variations of core samples
under two different cooling methods, it is found that the
permeability of the synthetic formation water-cooled core is
increased by 3.34-29.45 times and that of the naturally cooled
core is risen by 2.08-25.45 times at 25-800°C. Considering
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thermal damages are almost the same at the identical temper-
ature under these two cooling methods, the effect of heating
is negligible. For the cores at the same temperature, the
effect of water cooling on the enhancement of permeability
is more significant than that of natural cooling. This is
because, compared to natural cooling, the temperature
difference between synthetic formation water and high-
temperature core is greater, leading to a stronger cold shock
and the propagation of original cracks in the core. This, in
turn, results in a higher increasing amplitude of permeabil-
ity under the water cooling.

As plotted in Figures 3 and 4, the biggest differences in
acoustic wave velocity and permeability emerge at 600°C,
but the differences become smaller at 800°C. The reason is
that the synthetic formation water cooling causes a more dra-
matic surface temperature drop of the core at 600°C, resulting
in a larger temperature gradient and greater thermal damage
which aggravates the degradation of the core. However, at
800°C, the minerals in tight sandstone are fully expanded
after high-temperature heat treatment. A large number of
micropores are formed, and the preexisting pores are further
enlarged and connected, which weaken the mechanical prop-
erties of the core. Although the water cooling could further
degrade mechanical properties, the effect is not significant
and thus the differences between these two cooling methods
are not obvious at 800°C.

3.2. Effect ofHigh-Temperature Treatment onRockMechanical
Properties of Tight Sandstone

3.2.1. Variation of Tensile Strength.Authors [30] have carried
out a series of the Brazilian splitting tests and longitudinal
wave velocity tests in tight sandstones of the Yanchang For-
mation in the Ordos Basin and established a tensile strength
prediction model for tight sandstone in terms of the longitu-
dinal wave velocity and density. The correlation coefficient of
the model is greater than 0.93, and the maximum error is
within 5% as compared to the measured field data.

σt = a ln Vp

� �
+ b:ρ − c, ð6Þ

where σt is the uniaxial tensile strength (MPa); VP is the lon-
gitudinal wave velocity (m/s); ρ is the rock density (g/cm3);
and a, b, and c are dimensionless coefficients. Considering
the effect of heat-induced microcracks on wave velocity, the
recommended values for coefficients a, b, and c are 16.69,
9.36, and 136.12, respectively.

After the high-temperature heat treatment, the dimen-
sions of the core at each temperature were measured. Exper-
imental results show that the diameter of the core is slightly
reduced, its length is enlarged somewhat, and its total volume
is increased. Accordingly, the density of the core is slightly
increased with temperature.

Due to the limited number of core samples in this study,
the tensile strengths of tight sandstone samples after high-
temperature heat treatment were analyzed by adopting the
above model (Equation (6)). Likewise, the normalization
method was applied to eliminate the effects of physical prop-
erties and densities of different rocks on tensile strength.

Figure 5 presents the comparison of the tensile strength
of core samples under two different cooling methods. With
the rise of temperature, the tensile strength of the core after
being cooled exhibits a decreasing trend, indicating that the
damage caused by heating and cooling the core reduces the
tensile strength. The declining amplitude of tensile strength
enlarges with the increase of heating temperature. Compar-
ing Figures 3 and 5 indicates that the declining amplitude
of tensile strength is greater than that of the acoustic wave
velocity, signifying that the propagation of cracks in the tight
sandstone after the heating and cooling treatments reduces
wave velocity and density of the core concurrently.

The tensile strengths of the core treated by synthetic for-
mation water cooling are 2.97% and 5.61% lower than that
of the core under the natural cooling at 200°C and 400°C,
respectively. It indicates that the effect of different cooling
methods on the tensile strength is not significant in this tem-
perature range. At 600°C, compared to the natural cooling, the
tensile strength of the core under the water cooling is 14.21%
lower. In addition, the density change is taken into account.
The densities of the cores after the water cooling and natural
cooling are 2.45 g/cm3 and 2.47 g/cm3, respectively, which
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are slightly decreased as compared to the densities of the cores
before heat treatment (2.53 g/cm3 and 2.51 g/cm3, respec-
tively). By combining these findings, it can be concluded that
water cooling has a greater impact on the tensile strength of
tight sandstone than natural cooling. This is because the water
cooling can promote the propagation of original cracks in the
core and aggravate the degree of thermal damage to the core.
The higher the chance of water cooling-induced crack propa-
gation and connectivity, the more severe the thermal damage.

3.2.2. Stress-Strain Characteristics. The stress-strain curves of
tight sandstones after synthetic formation water cooling and
natural cooling are plotted in Figures 6 and 7. After high-
temperature heat treatment and under the uniaxial com-
pression test, it is found that the stress-strain curve of the
core samples generally includes four stages, i.e., densifica-
tion, elasticity, yielding, and failure. With increasing
temperature, the peak stress of the water-cooled tight sand-
stone shows a trend of first rising and then declining, same
as the change in axial strain. In comparison with natural
cooling, the peak stress of the core after water cooling is
lower at each temperature and the stress drops rapidly after
reaching the peak of the stress-strain curve, presenting
certain brittle failure characteristics.

As indicated in these two figures, when the heating tem-
perature is below 600°C, the densification stage is not notice-
able in the stress-strain curve of tight sandstone after water
cooling and natural cooling. As the temperature continues
to rise, the densification stage emerges. The reason for this
phenomenon is that when the temperature is not high, the
thermal expansion coefficients of different minerals lead to
a small extent of uneven thermal expansion and deformation
between mineral particles. The consequent result is to cause
thermal deformation of some fine sandstone particles, pro-
mote the gradual closure of some original microcracks, and
improve the compactness of the core. As the temperature
goes up, the uneven expansion between mineral particles
becomes more pronounced. When the resulting thermal
stress exceeds the tensile strength of the core, new cracks
are induced and the number of microcracks climbs. Besides,
the effusion of crystal water from the mineral destroys the
crystal lattice structure of the mineral, resulting in increased
internal cracks and enhanced connectivity and thus exhibit-
ing a more obvious densification stage.

3.2.3. Variations of Peak Strength and Elastic Modulus. The
peak strength of the core can directly reflect its ability to
resist compression failure. Figure 8 compares the peak
strengths of core samples under two cooling methods. The
peak strengths of tight sandstones treated by synthetic
formation water cooling and natural cooling increase first
and then decrease sharply. For water cooling, the peak
strength reaches the maximum at 200°C and decreases signif-
icantly when the temperature drops down to 600°C; however,
for natural cooling, the peak strength attains the maximum
value at 400°C and falls thereafter. When the temperature is
not high (i.e., below 400°C for water cooling and less than
600°C for natural cooling), the heat may cause the thermal
deformation of some fine sandstone particles, but the
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expansion and deformation of the minerals are small, which
promotes the gradual closure of some original microcracks
and enhances the compactness and strength of the core.
Moreover, the damage caused by cooling after the high-
temperature heat treatment is less than the strengthening
effect of thermal action on the strength of the core. With
the further increment of temperature, the peak strengths
of the cores under two cooling methods drop significantly.
The peak strength of the water-cooled core is still lower
than that of the naturally cooled core, indicating that water
cooling has a greater impact on the peak strength of tight
sandstone after high-temperature heat treatment than
natural cooling.

Figure 9 shows the comparison of elastic modulus of core
samples under two different cooling methods, and a resemble
trend is observed like the peak strength. At 25-400°C, the
elastic moduli of core samples exhibit an overall increase with
temperature. When the cores are heated to 600°C, the elastic
moduli decline. The declining amplitude of elastic modulus
of the water-cooled core sample is larger than that of the nat-
urally cooled core, signifying that the significant deteriora-
tion has occurred to the mechanical properties of the core.
Compared to water cooling, the elastic moduli of the cores
under natural cooling are 8.41%, 15.32%, 34.93%, and
16.59% higher at four different temperatures (i.e., 25°C,
200°C, 400°C, and 600°C), respectively, which demonstrates
that the impact of water cooling on the elastic modulus of
the core is more obvious than that natural cooling.

3.3. Effect of High-Temperature Heat Treatment on Pore
Structure Characteristics of Tight Sandstone

3.3.1. Characteristics of NMR T2 Spectrum. The T2 spectrum
and pore size distributions of the tight sandstone samples
before and after natural cooling and water cooling at four dif-
ferent temperatures are plotted in Figures 10–13. Before heat
treatment, T2 values range from 0.1 to 1000.0ms and T2
spectrums present bimodal distribution. Most of the pore
diameters are less than 100.0ms, indicating that the original
core sample mainly contains micropore and mesopores and

has a small number of macropores. After cooling, T2 spec-
trums change significantly with temperature and exhibit
bimodal distribution generally. It is noticeable that, under
the water cooling, T2 spectrums display triple-modal distri-
bution at 600°C and 800°C.

In general, after heat treatment, the area enclosed by the
T2 spectrum of the tight sandstone enlarges with the incre-
ment of temperature. The synthetic formation water cooling
has a larger area of T2 spectrum than natural cooling. The
number of pores in the core sample before and after cooling
follows the sequence: original core sample < natural cooling
< water cooling.

3.3.2. Variation of Pore Structure. According to previous
studies on tight sandstone [26, 31], the pore sizes can be
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categorized into micropores (<10.0ms), mesopores
(10.0~100.0ms), and macropores (>100ms) in terms of the
NMR T2 value. As the temperature changes, pores with
different sizes exhibit different characteristics. As shown in
Figure 14, the number of micropores has little change at dif-
ferent temperatures under two different cooling methods. Yet

the number of mesopores goes up with temperature. When
the temperature reaches 800°C, the number of mesopores is
risen by 1.92 times under natural cooling and 2.14 times
under water cooling. It is worth noting that the number of
macropores varies most obviously; especially at 600°C, there
is a sudden increment of the number. At 800°C, the number
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of macropores is increased by 6.19 times under natural cool-
ing and 8.00 times under water cooling. The increment
amplitude of the overall pore volume is similar to that of
the number of mesopores.

At 200°C, there is no evident change in the number of
pores; at 400°C, the change is still not obvious, except that
the number of macropores under water cooling increases.
However, at 600°C, the number of micropores and

160

140

120

100

80

60

40

20

0
0.1 1.0 10.0 100.0 1000.0

A
m

pl
itu

de

T2, (ms)

Pre-heating of No.H30-1

Pre-heating of No.H30-2
Post-heating of No.H30-2 with water cooling

Post-heating of No.H30-1 with natural cooling

Figure 13: T2 spectrums and pore size distribution of the core samples (No. H30-1 and No. H30-2) at 800°C under two different cooling
methods.

8

6

4

2

G
ro

w
th

 m
ul

tip
le

0
0 200 400 600

Temperature (°C)
800

Micropores under natural cooling

Micropores under water cooling

Mesopores under natural cooling
Macropores under natural cooling

Macropores under water cooling
All pores under water cooling

All pores under natural cooling

Mesopores under water cooling

Figure 14: Variation of pores in tight sandstone with temperature under two different cooling modes.

11Geofluids



mesopores has a dramatic increase and this trend continues
up to 800°C. When the temperature is at a relatively high
value (e.g., 600°C or 800°C), the uneven thermal expansion
between minerals in the core becomes significant and the
ensuing temperature stress can exceed the strength limit of
the core, forming more pores than the original core sample.
Especially at 800°C, the pores in the core continue to grow
and connect to form large pores and more microcracks,
which leads to more severe damage to the core.

For the studied tight sandstone core samples, the varia-
tion of pore number measured by the NMR technique resem-
bles the change in mechanical characteristics. This similarity
explains to some extent the reason why the mechanical char-
acteristics of tight sandstone alter with temperature. The
permeability of the core primarily depends on the mesopores
and macropores.

Based on the variations of physical properties, mechani-
cal properties, and microscopic pore structure, the threshold
temperature of the tight sandstone is estimated between
400°C and 600°C. Above the threshold temperature, the main
characteristics of tight sandstone will change significantly.
Another finding from this study is that the cooling method
has no obvious impact on the threshold temperature.

In comparison with natural cooling, water cooling can
cause greater damage and more dramatic change in the phys-
ical properties of the core at a relatively lower temperature.
That explains why the threshold temperature under water
cooling is slightly lower than that under natural cooling.

4. Conclusions

In this paper, a series of tests have been carried out to study
the effect of high-temperature heat treatment on the physical
properties, mechanical properties, and microscopic pore
structure of tight sandstone under synthetic formation water
cooling and natural cooling. Based on the experimental
results, the following conclusions are obtained:

(1) Compared to natural cooling, the wave velocity of
tight sandstone cooled by synthetic formation water
is lower, but the permeability of the core is higher.
The maximum differences in wave velocity and per-
meability appear at 600°C

(2) With the increase of heating temperature, the tensile
strength of tight sandstone decreases, and the declin-
ing amplitude of tensile strength enlarges. The peak
strengths and elastic moduli of the tight sandstone
after water cooling or natural cooling show the trend
of first rising and then decreasing sharply. Under
water cooling, the peak strength and elastic modulus
reach the maximum values at 200°C; under natural
cooling, the maximum values are attained at 400°C.
When the core is heated up to 600°C, both peak
strength and elastic modulus fall dramatically

(3) The T2 spectrums of tight sandstone change signifi-
cantly with temperature and generally exhibit
bimodal distribution. At 600°C and 800°C under
water cooling, T2 spectrums present triple-modal

distribution. As the temperature goes up, the number
ofmicropores does not change evidently but the num-
ber of mesopores increases. When the temperature
reaches 800°C, the number of mesopores rises 1.92
times under natural cooling and 2.14 times under
water cooling. The number ofmacropores variesmost
obviously; especially at 600°C, there is a sudden incre-
ment of the number. The pore size and number of
pores of the tight sandstone sample after water-
cooling are higher than those after natural cooling

(4) Based on the variations of physical properties,
mechanical properties, and microscopic pore struc-
ture of tight sandstone, the threshold temperature is
estimated in the range of 400-600°C. Above the
threshold temperature, the main characteristics of
tight sandstone will change dramatically

In this paper, the impact of heat treatment time on the
physical and mechanical properties of tight sandstone is not
addressed (based on previous studies, the treatment time of
2 h was selected for the experiments). Besides, due to the
distinct mineral components of different tight sandstones,
the relationship between mineral components of tight sand-
stone and changes in the microscopic pore structure and
mechanical properties of the core during high-temperature
heat treatment is not identified. Hence, these problems will
be discussed in the next step.
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An experimental technique is developed to investigate the dynamic imbibition displacement mechanism in tight sandstone
formations of the Yanchang group of the Ordos basin. By combining the dynamic imbibition core flooding experiments and
NMR technique, the effects of the injection volume and rate on displacement efficiency are investigated. Moreover, the
displacement efficiency of dynamic imbibition is compared with that of static imbibition. This study gains insights into the
micromechanisms of dynamic imbibition in tight sandstone formations. It is found that the relative displacement efficiency of
dynamic imbibition increases with the increase of injection volume. But the increment amplitude decreases with the increase of
injection volume. With the same injection volume, the core displacement efficiency of dynamic imbibition with high
permeability is obviously improved. However, the core displacement efficiency decreases rapidly with the increase of injection
volume. Optimal injection volumes are recommended for tight sandstone formations with different permeabilities. With the
increase of the displacement rate, the core displacement efficiency of dynamic imbibition shows a trend of first rising and then
declining. There exists an optimal displacement rate in dynamic imbibition displacement, and the optimal displacement rate
almost linearly increases with the increase of core permeability. The static imbibition displacement efficiency increases with the
increase of soaking time, but the increment amplitude slows down obviously. The displacement efficiency of static imbibition in
small pores is higher than that of dynamic imbibition. The displacement efficiency of dynamic imbibition in large pores or
microcracks is significantly higher than that of static imbibition. This study provides theoretical support for the optimization
and improvement of the waterflooding recovery process in tight sandstone reservoirs.

1. Introduction

Tight oil is a key area of global unconventional oil develop-
ment [1]. Unconventional tight oil and gas resources in
China are widely distributed and have great development
potential [2, 3]. Tight oil and gas resources are found in the
Triassic strata of the Ordos basin, Permian strata of the Jung-
gar basin, Cretaceous strata of the Songliao basin, Paleogene
strata of the Bohai-Bay basin, and other strata, which have

broad prospects of exploration and development [4]. The
tight oil in the Ordos basin is a typical representative of the
tight oil resources of continental sedimentation in China.
However, compared with the marine tight oil in North
America [5–7], there are various types of pores and throats
in the tight sandstone reservoir of the Ordos basin. More-
over, the pores and throats are small and widely distributed,
with developed microcracks and strong heterogeneity [8].
This results in difficulties in water injection, serious water
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breakthrough and out, and low oil recovery in tight oil devel-
opment. It is of great importance to take advantage of imbi-
bition to improve waterflooding performance.

Imbibition, as an important displacement mechanism in
ultralow-permeability reservoirs, has been widely investi-
gated by a large number of scholars [9–23]. Extensive exper-
imental and theoretical studies were carried out to investigate
the effect of imbibition on oil recovery and establish classical
imbibition models. Spontaneous imbibition experiments
were conducted to investigate the ultimate oil recovery, pore
structure, and relative permeability curve related to imbibi-
tion, further confirming the dominant parameters of imbibi-
tion. In addition, some scholars [24–28] have studied the
effects of surfactants and other additives on imbibition dis-
placement. With the development of shale oil, the study of
imbibition displacement has been shifted from tight sandsto-
ne/carbonate reservoirs to shale oil reservoirs. Kuila et al.
[29] found that water could be imbibed into almost all nano-
pores of shale. Later, some scholars [30–34] carried out
experiments to study the imbibition displacement mecha-
nism in shale oil reservoirs and analyzed its feasibility. They
examined the effects of surfactant and pH value of suction
liquid on spontaneous imbibition recovery.

Compared with static imbibition, dynamic imbibition
considers the effect of fluid flow in the matrix and fracture
on imbibition displacement in the tight reservoir develop-
ment. Experimental studies on dynamic imbibition [35, 36]
have been carried out. They proved the existence of a critical
flow rate in the process of imbibition displacement. When
the flow rate is higher than the critical flow rate, water break-
through tends to occur. A corresponding numerical model
was developed to capture this phenomenon. Pooladi-
Darvish and Firoozabadi [37] analyzed the difference of
counter-current imbibition and cocurrent imbibition after
water breakthrough in the cores with different permeabilities.
Some scholars [28, 38–42] have studied the effects of core
wettability, initial water saturation, interfacial tension (IFT),
fluid viscosity ratio, soaking time, and permeability on
dynamic imbibition. Hammond and Unsal [43] simulated
and developed the correlation between the displacement
pressure and the imbibition rate during the dynamic imbibi-
tion process. Sharma et al. [44] quantitatively evaluated the
effects of the flow rate and viscosity ratio on dynamic imbibi-
tion displacement. They established a scaling model of
dynamic imbibition with the consideration of both the capil-
lary and viscous forces. Qiao et al. [45] and Andersen et al.
[46] studied the effect of viscous coupling on the efficiency
of dynamic imbibition displacement.

Previous studies mainly applied the conventional core
flooding setup to investigate the effect of dynamic imbibition
on oil recovery and displacement efficiency. However, the
real-time oil-water distribution in different pore-throat-
fracture systems cannot be characterized quantitatively dur-
ing the dynamic imbibition with conventional experiments.
Although some scholars have studied the effect of the injec-
tion rate on dynamic imbibition, few studies have been done
to investigate the relationship between the critical (optimal)
injection rate and the core permeability. The total injection
volume is very important for cost control and optimization

of water injection. Previous studies on the effect of injection
volume on the efficiency of dynamic imbibition displacement
are also lacking. Moreover, the comparison of oil and water
distribution in pore-throat-fracture systems between static
and dynamic imbibition has not been reported. The field
application conditions of imbibition recovery in tight reser-
voirs are still not clear.

In this work, an experimental technique is developed to
investigate the real-time distribution of oil and water in
pore-throat-fracture systems using tight sandstone cores
with various permeabilities in the Ordos basin. The effect of
the displacement rate and volume on oil-water distribution
in the core microstructure is well clarified. A correlation is
developed to represent the relationship between the displace-
ment rate, displacement volume, and core permeability. In
addition, the differences between static and dynamic imbibi-
tion on imbibition displacement are quantitatively evaluated.
This study provides a theoretical foundation for enhancing
oil recovery in tight sandstone reservoirs.

2. Experimental Section

2.1. Core Samples and Fluids. The cores used in the experi-
ments are from tight sandstone formations of the Yanchang
group in the Ordos basin. The porosity and permeability
are low, but microcracks are well developed. Based on the
FE-SEM (FEI Quanta200F) and thin section petrography
(TSP) technique tests for four samples shown in Figure 1, it
is found that types of pores of tight sandstone in the Yan-
chang group are mainly intergranular pores, followed by
feldspar dissolved pores and debris dissolved pores. The core
properties are shown in Table 1. The porosity ranges from
8.29% to 12.36%, and the permeability ranges from 0.138 to
2.451mD. Synthetic formation water in the target reservoir
is used in the experiments. The water used in the experiments
is the synthetic formation water in the target reservoir block
(water type is CaCl2, salinity is about 18000mg/l, and viscos-
ity and density at 50°C are 0.523mPa·s and 1.02 g/cm3,
respectively). The fluorocarbon oil is used in the experiments
(viscosity and density at 50°C are 3.67mPa·s and 0.82 g/cm3,
respectively). The viscosity and density are almost equivalent
to the formation crude oil. Fluorocarbon oil is able to shield
the signal of crude oil in NMR because it does not contain
hydrogen. The measured IFT between synthetic formation
water and fluorocarbon oil is 12.15mN/m using an interface
tensiometer. In addition, the contact angles of different cores
in oil/water/core systems were measured.

2.2. Experimental Setups. In this experiment, a constant rate
and constant pressure pump (ISCO-500D, USA) is used to
control the displacement rate and pressure. The confining
pressure can be controlled by injecting fluorocarbon oil with
a manual pump, and the maximum confining pressure can
reach 20MPa. The test temperature is controlled by the incu-
bator to maintain the formation temperature. The NMR
setup (Niumag Corporation, China) is used to measure the
T2 spectrum of synthetic formation water at various experi-
mental conditions. In addition, the experimental setups also
include transfer cylinders in which the brine is injected into
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core samples and a core holder which is made of PEEK mate-
rials with no hydrogen.

The NMR instrument includes a magnetic body, radiofre-
quency emitter, and data collection system. The basic param-
eters of NMR measurements are set. The waiting time and
echo time are 5 s and 0.25ms, respectively. The scanning num-
ber and echo number are 16 and 1024, respectively. It was
noted that fluorocarbon oil without hydrogen signals does
not affect the NMR response. As a result, there is no effect
on the measurement of the NMR T2 spectrum for brine.

2.3. Experimental Procedures. Figure 2 presents the schematic
diagram of the dynamic imbibition displacement experiment

using the low-field NMR technique. The test temperature is
50°C. The experimental procedures are summarized as
follows:

(1) Place the core in an extraction vessel with a volume
ratio of benzene to alcohol of 1 : 3 to wash the oil.
Heat the core to 105°C in an incubator after washing
oil and maintain the temperature for 48 h. Then, take
out the core and measure the dry weight and dimen-
sions of the core

(2) Due to the small pore radius of the tight reservoir,
conventional vacuum saturation cannot make the
core pore completely saturated with water. So, the
core is placed into the core holder, and a high-
pressure displacement device is used to inject syn-
thetic formation water into the core. When the pro-
duced liquid is about 5 PV, the NMR spectrum is
measured for the first time. The injection is contin-
ued until the production reaches 10 PV. The NMR
spectrum is measured again. When there is no signif-
icant difference between the two NMR spectra, it can
be concluded that the core pore is completely satu-
rated with formation water

490 𝜇m

(a) Intergranular pores (b) Intergranular pores and dissolved pores

(c) Microcracks (d) Dissolved pores

Figure 1: The pore types of the Yanchang group tight sandstone samples.

Table 1: Properties of experimental cores.

Sample
no.

Diameter
(mm)

Length
(mm)

Porosity
(%)

Permeability
(mD)

Contact
angle (°)

H-3 25.0 43.6 12.36 2.451 46.5

H-7 25.1 42.1 8.29 0.138 43.8

H-15 25.1 42.8 9.36 0.281 37.8

H-21 25.0 44.2 11.32 1.213 51.6
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(3) Displace fluorocarbon oil at a low rate using the high-
pressure displacement system. The core is considered
to be saturated with fluorocarbon oil when the liquid
production is 5 PV, and measure the T2 spectrum of
the core

(4) Displace the synthetic formation water at a constant
rate using the high-pressure displacement system,
and measure its T2 relaxation time spectrum

(5) Change the experimental conditions (displacement
rate, displacement volume, etc.) and repeat the exper-
imental procedures (1)-(4). It should be noted that
injection pressure can be adjusted timely to maintain
the constant displacement rate

2.4. Low-Field Nuclear Magnetic Resonance (NMR). The
decay rate of the NMR signal can be described by the longi-
tudinal relaxation time T1 and transverse relaxation time
T2. Because the measurement speed of T2 is fast, the T2 mea-
surement method is often used in NMR measurement. The
collision between the hydrogen nucleus and the pore wall
occurs when the hydrogen nucleus is in transverse relaxation
motion, which results in the energy loss of the hydrogen
nucleus. The more frequent the collisions, the faster the
energy loss of the hydrogen nucleus, thus accelerating the
transverse relaxation process of the hydrogen nucleus. The
frequency of collision between the hydrogen nucleus and
the pore wall is determined by pore size. The larger the pore,
the smaller probability the hydrogen nucleus collides with
the pore wall, and vice versa. The pore size is inversely pro-
portional to the relaxation rate of hydrogen nuclei, which is
the theoretical foundation to investigate pore structure using
the NMR spectrum (or T2 spectrum) [47]. T2 is calculated
using the following formula:

1
T2

= 1
T2B

+ 1
T2D

+ 1
T2S

, ð1Þ

where T2B is the relaxation contribution from the fluid itself
(i.e., bulk relaxation) with the unit of ms; T2D is the relaxa-
tion contribution from the magnetic gradient diffusion (i.e.,

diffusion relaxation) with the unit of ms; and T2S is the relax-
ation contribution from the rock surface (i.e., surface relaxa-
tion) with the unit of ms.

When NMR technology is applied to the analysis of tight
sandstone cores, the diffusion relaxation can be ignored
because it is too small. Therefore, the T2 relaxation time
mainly comes from surface relaxation, followed by bulk
relaxation. Surface relaxation is closely related to the specific
surface area of tight sandstone cores. The specific surface area
of rock refers to the ratio of the pore surface area to the pore
volume in rock. The larger the specific surface area, the larger
the surface relaxation, the smaller the T2 relaxation time, and
vice versa. Therefore, the T2 relaxation time of the core can
be expressed as

1
T2

= 1
T2B

+ 1
T2S

= 1
T2B

+ ρ
S
V
, ð2Þ

where ρ is the relaxation rate in μm/ms and S/V is the spe-
cific surface area in 1/μm.

Because T2B is much larger than T2, 1/T2B can be
neglected. The relaxation time is mainly from surface relaxa-
tion.

S
V

= FS
rc

, ð3Þ

where FS is the shape factor of the single pore (dimension-
less) and rc is the pore radius in μm.

By combining Equation (3), Equation (2) can be simpli-
fied as

T2 =
rc
ρFS

: ð4Þ

Using C = ρFS, Equation (3) can be transferred as

T2 = C ⋅ rc: ð5Þ

It is obvious that the relaxation time T2 is theoretically a
linear function of pore radius rc. Therefore, the distribution
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Figure 2: Schematic diagram of the dynamic imbibition displacement experiment.
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of fluids in various pores can be calculated by measuring the
signal of the hydrogen nucleus.

3. Results and Discussion

3.1. Effect of Injection Volume on Dynamic Imbibition. In
order to quantitatively evaluate the effect of the injection vol-
ume and rate on the dynamic displacement efficiency in tight
sandstone, the coefficient a is given to characterize the incre-
ment amplitude of displacement by dynamic imbibition at
different injection volumes and rates of formation water,
which is the relative displacement efficiency of dynamic
imbibition under different injection volumes.

a = Vi

V0
× 100%, ð6Þ

where V0 is the area of the T2 spectrum peak of irreducible
water in the core and Vi is the area of the T2 spectrum peak
of formation water under different injection volumes and
rates.

The displacement experiments are carried out using syn-
thetic formation water with a 0.1ml/min displacement rate at
different injection volumes. The effects of different injection
volumes on the dynamic imbibition displacement of the res-
ervoir core in the target block are evaluated, respectively, as
shown in Figures 3–6 and Table 2.

As shown in Figures 3–6 and Table 2, the relative dis-
placement efficiency of core dynamic imbibition increases
gradually with the increase of injection volume of synthetic
formation water. But the increased amplitude decreases obvi-
ously. With the same injection volume, the relative displace-
ment efficiency of core dynamic imbibition increases with the
increase of core permeability, especially for core samples No.
H-3 and No. H-21, as seen in Figures 3 and 6, respectively. T2
spectrums present bimodal distribution. For the cores with
high permeability, it contains more large pores (including
microcracks), and the displacement of dynamic imbibition
exhibits the best results at the same injection volume.

For ultralow-permeability reservoirs (permeability lower
than 1.0mD), as shown in Figures 4 and 5 for core samples
No. H-7 and No. H-15, when the injection volume is 1.0
PV, the increment amplitudes of relative displacement effi-
ciency of dynamic imbibition reach the maximum values of
30.6% and 49.6%, respectively. When the injection volume
increases from 1.0 PV to 1.5 PV, the increment amplitudes
of relative displacement efficiency are 18.1% and 21.7%,
respectively, with small reductions. When the injection vol-
ume increases from 1.5 PV to 2.0 PV, the increased ampli-
tudes of relative displacement efficiency are only 10.5% and
11.3%, respectively, with obvious reductions.When the injec-
tion volume increases from 2.0 PV to 2.5 PV, the increment
amplitudes of relative displacement efficiency reach the min-
imum values of only 5.0% and 4.9%, respectively. Therefore,
for ultralow-permeability reservoirs with permeability less
than 1.0mD, it is recommended to select an injection volume
of 1.5-2.0 PV in the field design of imbibition oil recovery to
achieve a high oil recovery.

For conventional low-permeability reservoirs (perme-
ability in the range of 1.0 to 10.0mD), as shown in
Figures 3 and 6, respectively, for core samples No. H-3 and
No. H-21, when the injection volume is 1.0 PV, the increased
amplitudes of relative displacement efficiency reach high
values of 91.7% and 80.3%, respectively. When the injection
volume increases from 1.0 PV to 1.5 PV, the increased ampli-
tudes of relative displacement efficiency are only 9.6% and
18.0%, respectively, with obvious reductions. When the injec-
tion volume increases from 1.5 PV to 2.0 PV, the increased
amplitudes of relative displacement efficiency are as low as
only 3.0% and 8.6%, respectively. When the injection volume
increases from 2.0 PV to 2.5 PV, the increased amplitudes of
relative displacement efficiency are as low as only 1.9% and
3.6%, respectively. Therefore, for tight reservoirs with rela-
tively high permeability, it is recommended to select an injec-
tion volume of 1.0-1.5 PV to appropriately reduce the
injection volume, so as to minimize the construction cost to
the most extent on the basis of ensuring the displacement
efficiency of dynamic imbibition.

3.2. Effect of the Displacement Rate on Dynamic Imbibition.
The dynamic imbibition displacement experiments are car-
ried out with 1.0 PV injection volume at different displace-
ment rates. The effects of different displacement rates on
the displacement efficiency of dynamic imbibition in the res-
ervoir core of the target area are evaluated (Figures 7–10).
The displacement efficiency under different displacement
rates is plotted based on Equation (6), as shown in
Figure 11. It can be seen from the experimental results that
the relative displacement efficiency of core dynamic imbibi-
tion increases and then decreases with the increase of the dis-
placement rate. There exists an optimal displacement rate
that achieves the highest relative displacement efficiency of
dynamic imbibition. The synergistic effect of capillary pres-
sure and viscous force can achieve the highest displacement
efficiency at an optimal displacement rate. When the dis-
placement rate is lower than the optimal displacement rate,
capillary pressure plays a dominant role, and crude oil in
small pores is easier to be produced. Therefore, it can be seen
from Figures 7–10 that the relative displacement efficiency of
small pores (left part of the T2 spectrum) at a low displace-
ment rate is higher than that at a high displacement rate.
When the displacement rate is higher than the optimal dis-
placement rate, the differential pressure drive plays a domi-
nant role, and the crude oil in large pores is easier to be
produced. Therefore, there exists an optimal displacement
rate to displace crude oil in the pores to the most extent. In
addition, when the displacement rate is high, the time of
the oil-water exchange in the pores is shortened, so that the
water in the pores is displaced prematurely, resulting in the
decrease of imbibition displacement efficiency. Therefore, it
is necessary to select the appropriate injection rate to achieve
the best displacement efficiency in the field construction
design.

It can be seen from Figure 11 that core samples with high
permeability (such as No. H-3 and No. H-21) have higher
relative oil displacement efficiency of dynamic imbibition
than core samples with low permeability (such as No. H-7
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And No. H-15). The high permeability of tight sandstone
means that not only there are more large pores but also there
might be more microcracks. These microcracks in the tight
core can increase the surface area of the core for imbibition
and provide more channels for the imbibition, effectively
promoting the imbibition. Under the experimental condition
of dynamic imbibition, the flowing formation water can
timely displace the oil replaced by imbibition from the large
pore, improving the imbibition to a certain extent.

It can be seen from Figure 12 that the optimal displace-
ment rate almost linearly increases with the increase of core

permeability. When the reservoir permeabilities are 0.138,
0.281, 1.213, and 2.451mD, the optimal displacement rates
are 0.05, 0.1, 0.2, and 0.4ml/s, respectively, and the corre-
sponding maximum displacement efficiency of imbibition is
142.2%, 149.6%, 210.2%, and 211.6%, respectively.

The linear correlation between optimal displacement
velocity and permeability is regressed as follows:

voptimal = 0:1444K + 0:0401,

R2 = 0:9897:
ð7Þ

180

160

140

120

100

A
m

pl
itu

de
80

60

40

20

0
.1 1.0 10.0 100.0

T2 (ms)
1000.0

Irreducible water
2.5 PV1.0 PV
2.0 PV

1.5 PV

Figure 3: T2 spectrum of the core sample No. H-3 under different injection volumes.
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3.3. Comparison of Static Imbibition and Dynamic
Displacement. From the results in Section 3.2, the relative dis-
placement efficiency of imbibition in small pores is higher at
the low displacement rate. Based on this conclusion, the core
sample No. H-2 is used to compare and analyze the effects of
static imbibition and dynamic imbibition on displacement
efficiency in this section. Static imbibition is also referred to
as spontaneous imbibition. A nonwetting phase is displaced
by a wetting phase in the porous medium only by capillary
pressure, without other pressure differences.

The static imbibition experiment is performed with the
same experimental equipment in Figure 2. After the synthetic

Irreducible water
2.5 PV1.0 PV
2.0 PV

1.5 PV

A
m

pl
itu

de

100

80

60

40

20

0
.1 1.0 10.0 100.0

T2 (ms)
1000.0

Figure 5: T2 spectrum of the core sample No. H-15 under different injection volumes.
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Figure 6: T2 spectrum of the core sample No. H-21 under different injection volumes.

Table 2: Dynamic imbibition displacement experiment results
under different injection volumes.

Sample
no.

Permeability
(mD)

1.0 PV
(%)

1.5 PV
(%)

2.0 PV
(%)

2.5 PV
(%)

H-3 2.451 191.7 201.3 204.3 206.2

H-7 0.138 130.6 148.7 159.2 164.2

H-15 0.281 149.6 171.3 182.6 187.5

H-21 1.213 180.3 198.3 206.9 210.5
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formation water is injected, the valves at the inlet and outlet
ends of the core are closed. The core is soaked for a period
of time, then the T2 spectrum is measured. When the soaking
time of static imbibition is 24 h, 48 h, and 96 h, the incre-
ments of the recovery factor are 172.1%, 206.2%, and
219.1%. The experimental results are shown in Figure 13, in
which the experimental conditions of the dynamic imbibi-
tion T2 spectrum are measured at the injection volume of 1
PV and injection rate of 0.2ml/s.

It can be seen from Figure 13 that the displacement effi-
ciency of static imbibition in small pores is higher than that

of dynamic imbibition. The displacement efficiency of static
imbibition increases with the increase of soaking time, but
the increased amplitude slows down obviously after reaching
a certain time, so the static imbibition also has the optimal
imbibition time. However, the displacement efficiency of
dynamic imbibition in large pores or microcracks is signifi-
cantly higher than that of static imbibition. In the process
of imbibition, the small pores can provide more forces for
imbibition because of the small capillary radius, while the
large pores or microcracks can provide an effective channel
for the oil replaced by dynamic displacement. It is possible
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to obtain the highest efficiency of imbibition recovery only
when these two aspects are combined effectively.

Therefore, in the actual field process of waterflooding
imbibition recovery, the static imbibition and the dynamic
imbibition can be combined to achieve a higher recovery effi-
ciency of tight sandstone reservoirs. In field application, a rel-
atively small injection rate is applied to avoid water
channeling. The well is then shut in for a while. The shut-in
period is determined by laboratory spontaneous imbibition
core experiments. An optimal injection rate is carried out
based on the conclusions in Section 3.2 to perform dynamic
imbibition to improve the final recovery factor.

4. Conclusion

The microdisplacement mechanisms of dynamic imbibition
are investigated based on the NMR technique. A set of exper-
iments, including dynamic displacement, spontaneous imbi-
bition, permeability measurements, and scanning electron
microscopy, are performed to analyze the effect of displace-
ment volume and displacement velocity on displacement effi-
ciency. Furthermore, the comparison between static
imbibition and dynamic imbibition on displacement effi-
ciency is performed. The conclusion can be summarized
based on experimental results:
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(1) The relative displacement efficiency of core dynamic
imbibition increases with the increase of injection
volume, but the increased amplitude decreases with
the increase of injection volume. Under the same
injection volume, the relative displacement efficiency
of core dynamic imbibition increases significantly
with the increase of core permeability. For ultralow-
permeability reservoirs with permeability less than
1.0mD, it is recommended to select an injection vol-
ume of 1.5-2.0 PV. For low-permeability reservoirs
with permeability greater than 1.0mD, it is recom-
mended to select an injection volume of 1.0-1.5 PV

(2) The displacement efficiency of core dynamic imbibi-
tion shows a trend of first rising and then declining
with the gradual increase of the displacement rate.
There exists an optimal displacement rate, under
which the synergistic effect of capillary pressure and
viscous force can achieve the highest displacement
efficiency of dynamic imbibition. The optimal dis-
placement rate almost linearly increases with the
increase of core permeability. At a low displacement
rate, the relative displacement efficiency in small
pores is higher

(3) The displacement efficiency of static imbibition
increases with the increase of soaking time, but the
increased amplitude slows down obviously after
reaching a certain time. The displacement efficiency
of static imbibition in small pores is higher than that
of dynamic imbibition. However, the displacement
efficiency of dynamic imbibition in large pores or
microcracks is significantly higher than that of static
imbibition
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In this paper, the sensitivity factors of CO2 huff-n-puff for multifractured horizontal wells (MFHWs) in tight oil reservoirs were
investigated through an experimental test and numerical simulation. The pressure-volume-temperature (PVT) experiment and
the slim tube experiment are used to understand the interaction mechanism between CO2 and crude oil, and the minimum
miscibility pressure (MMP) of the CO2-crude oil system is 17MPa. The single-well model was firstly established to analyze the
sensitivity factors on production performance of MFHWs by using CO2 huff-n-puff. The controlling factors of CO2 huff-n-puff
for MFHWs in tight oil reservoirs were divided into three categories (i.e., reservoir parameters, well parameters, and injection-
production parameters), and the impact of individual parameter on well performance was discussed in detail. The range of
reservoir parameters suitable for CO2 huff-n-puff of MFHWs is obtained. The reservoir permeability is from 0.1mD to 1mD,
the reservoir thickness changes from 10m to 30m, and the reservoir porosity is from 7% to 12%. Based on the reservoir
parameters of the target reservoir, the reasonable well and fracture parameters are obtained. The sensitivity intensity was
followed by the horizontal well length, fracture conductivity, fracture spacing, and fracture half-length. CO2 injection-
production parameters are further optimized, and the sensitivity intensity was followed by the single-cycle cumulative CO2
injection rate, the soaking time, the injection rates, and the production rates. It provides a reference for parameter optimization
of CO2 huff-n-puff for MFHWs in tight oil reservoirs.

1. Introduction

The tight reservoir has gradually become a hot spot of oil and
gas exploration and development in recent years. However,
due to the poor reservoir properties, the oil recovery factor
by the primary depletion is usually less than 10% [1–4].
Advanced horizontal drilling and hydraulic fracturing tech-
nologies have obtained economic production of tight forma-
tions, but rapid production decline of tight reservoirs is still a
major issue [5–7]. Gas injection through horizontal wells has
become one of the most promising enhanced oil recovery

(EOR) methods for tight reservoirs [8–10]. Meanwhile, CO2
injection is one of the most common EOR methods because
of its excellent displacing capacity, sweep efficiency, and pres-
sure propagation [11, 12]. CO2 flooding can greatly improve
the shortage of water flooding, and it is an effective way to
improve oil recovery [13, 14]. Song and Yang [15] collected
core samples from a tight formation with a permeability
range of 0.27-0.83mD to conduct a series of core flooding
experiments, and both the near-miscible and miscible CO2
huff-n-puff processes result in higher development efficiency
compared to that of water flooding. Several field applications
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of immiscible CO2 flooding in this reservoir showed poor
performance due to the early breakthrough of CO2 resulting
from the existing natural fractures [11, 16].

CO2 puff-n-huff seems to be a feasible method for
improving oil recovery in tight reservoirs. On the one hand,
CO2 huff-n-puff technology has relatively low cost and less
gas consumption. On the other hand, the gas channeling risk
caused by the reservoir heterogeneity can be greatly reduced,
and the injected CO2 can improve the oil displacement effi-
ciency by expanding crude oil volume, extracting the light
component, dissolving into crude oil, and reducing the vis-
cosity of crude oil during its interaction with the reservoir
oil [17–20]. Li et al. [21] proposed that CO2 huff-n-puff is
an important method for extra-ultra-low-permeability reser-
voirs or reservoirs with high water cut. And CO2 huff-n-puff
operations were more commonly applied in North America
than in China [22].

Hydraulic fractures can provide a large contact area for
the injected fluid, allowing CO2 to be effectively diffused
through the fractures [23]. In combination with the advan-
tages of horizontal well technology and CO2 stimulation,
the Jilin oil field [21, 22], the Parshall Oil Field, and the
Elm Coulee Oil Field in the Bakken Formation in the North
Dakota part [11, 24] have explored the development of CO2
huff-n-puff after fracturing in tight oil reservoirs and
achieved good development performance. However, current
studies on CO2 huff-n-puff through MFHWs mostly focused
on heavy oil reservoirs [25, 26] and complex faulted reser-
voirs, and there are few studies on parameter optimization
of CO2 huff-n-puff in tight oil reservoirs.

Optimization of the dominated factors of CO2 huff-n-
puff in tight reservoirs is significant for enhancing oil pro-
duction. Sun et al. [26] measured five sensitivity factors to
quantify their effects on CO2 huff-n-puff effectiveness using
the embedded discrete fracture model (EDFM) method.
The most important factor is CO2 diffusivity, followed by
the number of cycles, CO2 injection time, CO2 injection rate,
and CO2 soaking time. Wang et al. [6] only optimized the
operation parameters (i.e., CO2 injection time, soaking time,
and the injected CO2 amount) by numerical simulation. Yu
et al. [27] investigated the individual effects of reservoir per-
meability, fracture half-length, number of cycles, reservoir
heterogeneity, and CO2 diffusion coefficient for CO2 injec-
tion into the Bakken Formation. The sensitivity study
revealed that lower permeability, longer fracture half-lengths,
larger number of cycles, and higher molecular diffusivity are
favorable for the successful CO2 huff-n-puff. Zuloaga et al.
[28] performed cases studies with four uncertain parameters
including matrix permeability, well spacing, well pattern, and
fracture half-length with a reasonable range based on the
middle Bakken Formation; however, the production parame-
ters are not involved. Alharthy et al. [29] also performed sim-
ulation to evaluate the CO2 huff-n-puff process in the Bakken
Formation. However, the effect of uncertainties in matrix
permeability and fracture half-length on well performance
during CO2 injection was not investigated. Alfarge et al.
[17] applied the data analysis for the reported experimental
results obtained from 95 cases of naturally preserved core
samples to investigate the effect of 10 parameters which could

enhance or downgrade the CO2-EOR performance in shale-
oil reservoirs. And the design of experiments reported that
total organic carbon content (TOC) and exposure time are
the two main parameters which control CO2-EOR success
in shale reservoirs. Kerr et al. [30] conducted the sensitivity
studies on well communication behavior/impacts, injec-
tion gas compositions, injection rates, injection/produc-
tion cycling, and reservoir fluid types and informed the
development strategies about the Eagle Ford Formation.

Therefore, parameter optimization of CO2 huff-n-puff in
tight oil reservoirs is chaotic and incomplete. The aim of this
paper is to systematically investigate the influence of the sig-
nificant parameters on production performance of MFHWs
by using CO2 huff-n-puff in tight oil reservoirs. In this paper,
laboratory experiments including the pressure-volume-
temperature (PVT) experiment and the slim tube experiment
were conducted to evaluate the performance of CO2 huff-n-
puff processes in tight oil reservoirs and further clarify the
mechanism of CO2 injection into crude oil. In addition, we
performed numerical simulation to optimize parameters by
establishing mechanism models of CO2 huff-n-puff for
MFHWs in the tight oil reservoirs located in the Ordos Basin,
China. The main factors of CO2 huff-n-puff for MFHWs in
tight oil reservoirs were divided into three categories: reser-
voir parameters, horizontal well parameters, and injection-
production parameters. The influence of each parameter for
CO2 huff-n-puff was analyzed.

2. Laboratory Experiment

2.1. Materials. The light oil samples were collected from the
Ordos Basin, northwestern China, and applied to analyze
the phase behavior of the CO2-crude oil systems. The target
reservoir belongs to Chang 8 layers, with an average thick-
ness of 25m, the average permeability of the reservoir is
0.39mD, and the average porosity is 7.1%. The basic physical
properties of the reservoir are shown in Table 1, and the com-
ponents of the oil sample is presented in Table 2. Further-
more, the purity of CO2 used in the experiments is 99.999%.

2.2. Experimental Apparatus. First, the phase behavior of the
CO2-crude oil system was conducted using a PVT cell. Sec-
ond, the MMP of the CO2-crude oil system was measured
using a traditional slim tube.

A mercury-free DBR PVT system (produced by Cana-
dian BDR Company) was applied to measure the crude oil
properties and evaluate the CO2-crude oil interactions with
injected CO2. The schematic diagram of the DBR instrument
is shown in Figure 1. The main part of the PVT cell is a vis-
ible, high-pressure, high-temperature glass tube with a vol-
ume of 150ml. The experimental temperature tolerance
range of the instrument is 30-200°C, and the test accuracy
is 0.1°C. The experimental pressure tolerance is between 0.1
and 70MPa, and the test accuracy is 0.01MPa.

The traditional slim tube system is a highly simplified
one-dimensional model. Figure 2 shows the schematic of
the slim tube experiment device. Through the slim tube
model, the MMP of the injected gas and the actual reservoir
fluid can be simulated. The value of MMP obtained by the
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slim tube experimental test method is closest to the actual
reservoir gas injection. The length of the slim tube is
2000 cm, and the diameter is 3.8mm. The total pore volume
(PV) of the slim tube is 98.92 cm3, the average permeability of
the tube is 17.54D, and the average porosity is 42.73%.

2.3. Experimental Procedures. The preparation processes
(including cleaning, leakage testing, and live oil preparation)
were carried out before each test.

2.3.1. Phase Behavior Test in CO2-Crude Oil Systems. When
the preparation was completed, the prepared crude oil was
injected into the PVT cell under the reservoir conditions
(20.9MPa, 84°C). The properties of the crude oil were mea-
sured by changing the pressure and the CO2 concentrations.
The procedures are summarized as follows:

(1) Single Flash Test. The crude oil under the current forma-
tion temperature and pressure is simulated, and the oil and
gas reach equilibrium instantly. The purpose of the single
flash experiment is to obtain basic fluid parameters, such as
the gas-oil ratio, volume coefficient, and formation oil
density.

(2) Constant Composition Expansion (CCE) Test. The forma-
tion temperature is kept constant, and the expansion capacity
of the formation fluid is analyzed when the pressure changes.

(3) Swelling Test. Under the current formation pressure and
temperature, a certain proportion of CO2 is injected into
the crude oil. According to the designed gas injection times,
the injected CO2 is gradually dissolved completely into the
oil. After injection of CO2, the properties of the crude oil will
change, and the system saturation pressure, fluid density, and
viscosity will be tested. The effect of injected CO2 on the cur-
rent formation fluid system will be studied.

2.3.2. Slim Tube Experiment Test. Experimental test temper-
ature is 84°C. According to the conventional slim tube exper-
imental test method, the MMP should be selected from 4 to 6
points, and there should be two points above the miscible
pressure (satisfying the recovery factor above 90%) and two
points below the miscible pressure. In this experiment,
six injection pressures (11MPa, 13MPa, 14MPa, 16MPa,
18MPa, and 20MPa) will be chosen. During the displace-
ment process, when the volume of injected CO2 reaches
1.2 times PV of the slim tube at a certain rate (6.2ml/h),
the displacement experiment will be stopped. The recovery
rate of the slim tube under different pressures will be
measured.

3. Numerical Simulation

3.1. Numerical Model. Based on experimental test analysis,
numerical simulation was used to better analyze the mecha-
nism of the CO2 huff-n-puff process and the sensitivity fac-
tors. Based on the laboratory oil analysis results of the
single flash tests, constant composition expansion test, and
swelling test, a PVT model of the oil sample was built by
using the WinProp® module (version 2015), which was
developed by Computer Modelling Group Ltd. (CMG).

Then, the slim tube model was developed using the
GEM® module (CMG, version 2015) to match the MMP
value. A reservoir model with MFHWs was further estab-
lished in the GEM® module (CMG, version 2015) to analyze
the effect of parameters and optimize the parameters of CO2
huff-n-puff for MFHWs in tight oil reservoirs.

To better describe the properties of the oil sample and
improve the calculation efficiency, the original components
of the oil sample were divided into seven pseudocomponents
using the WinProp® module, including CO2, N2, C1, C2-C3,
C4-C6, C7-C15, and C16-C31+. More detailed data for the
Peng–Robinson (PR) Equation Of State (EOS) are shown in
Table 3. The relative permeability curves were taken from
the experimental statistics of the core flood tests, shown in
Figure 3. The relative permeability curves are assumed to be
the same in the slim tube model and single-well model.

3.1.1. Slim Tube Model. The parameters of the slim tube
model are consistent with the experiment. The dimension
(length, width, and height) of the model is 20m × 0:0038m
× 0:0038m. The grid block is 0:25m × 0:0038m × 0:0038
m in x, y, and z directions, respectively. There is one produc-
tion well at the beginning (x = 1) and one injection well at the
end (x = 80). The one-dimensional model is shown in
Figure 4. The model properties (reservoir temperature,
permeability, and porosity), injection pressures (11MPa,

Table 2: Components of the oil sample under the reservoir
conditions (20.8MPa, 84°C).

Carbon no. mol.% Carbon no. mol.% Carbon no. mol.%

CO2 0.05 C9 2.24 C21 1.37

N2 1.11 C10 2.93 C22 0.91

C1 24.53 C11 2.61 C23 0.91

C2 8.15 C12 1.69 C24 1.01

C3 11.04 C13 1.01 C25 0.96

iC4 1.59 C14 5.12 C26 0.82

nC4 4.06 C15 2.01 C27 0.87

iC5 2.43 C16 1.78 C28 0.82

nC5 2.7 C17 1.78 C29 0.87

C6 1.55 C18 1.05 C30 0.73

C7 0.8 C19 0.46 C31+ 5.95

C8 2.73 C20 1.33 Total 100

Table 1: The physical properties of the tight oil reservoir.

Parameter Value

Original formation pressure (MPa) 20.9

Reservoir temperature (°C) 84

Saturation pressure (MPa) 10.18

Crude oil viscosity (mPa·s) (20.9MPa, 84°C) 1.41

Solution gas-oil ratio (GOR) (Sm3/m3) (0.1MPa, 20°C) 88.9

Crude oil density (kg/m3) (0.1MPa, 20°C) 840
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13MPa, 14MPa, 16MPa, 18MPa, and 20MPa), and injec-
tion rate were the same as those of the experiment test.

3.1.2. Single-Well Model. The mechanism model of CO2 huff-
n-puff for MFHWs in tight oil reservoirs was established to
study the sensitivity factors combined with the physical
properties and fluid characteristics of the tight reservoir.

In order to consider the actual production situation and
avoid the impact of the reservoir boundary on the CO2 huff-
n-puff, compositional models incorporated with Local Grid
Refinement (LGR) of MFHWs for the tight reservoir were
established. The dimension of the model (length, width,
and height) is 2440m × 1640m × 26m. The grid block is
40m × 40m × 2m in x, y, and z directions. The single hori-
zontal well is in the central area of the model with planar
hydraulic fractures along the well, as shown in Figure 5.

The basic reservoir parameters for the simulation are sum-
marized in Table 4. The horizontal well parameters and
injection-production parameters are listed in Table 5. Dur-
ing the production stage, the minimum bottom-hole pres-
sure (BHP) was set to 11MPa (greater than saturation
pressure 10.18MPa).

3.2. Design of Schemes. Accordingly, the optimal values of
these parameters were obtained to quantify the effects of
several operation parameters [31]. There are 12 parame-
ters which are divided into three categories, including
reservoir parameters, horizontal well parameters, and
injection-production parameters. Design of schemes are
shown in Table 5. Each parameter includes 3 to 5 groups
of scenarios, and each scenario is compared with deple-
tion production.

Temperature sensor Pressure sensor

Computer system

Automatic pump

Fluid container

PVT cell
Test fluid

Pressure medium

Semiconical
metal piston

Figure 1: Schematic of the experimental setup for the property tests of the CO2-crude oil system.

Injected gas

Crude oil

Valve

Slim tube Gas-liquid
separation unit

Gas meter

N2

Displacement pump

Figure 2: Schematic diagram of the slim tube experiment device.

Table 3: Properties of pseudocomponents of the oil sample.

Components Molar fraction Critical pressure (atm) Critical temperature (K) Acentric factor Molar weight (g/mol)

CO2 0.0005 72.80 304.20 0.23 44.01

N2 0.0111 33.50 126.20 0.04 28.01

CH4 0.2454 45.40 190.60 0.01 16.04

C2-C3 0.1920 44.53 344.16 0.13 38.14

C4-C6 0.1233 34.92 451.05 0.22 67.46

C7-C15 0.2115 22.81 651.59 0.38 165.70

C16-C31+ 0.2163 11.91 826.44 0.73 394.18
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The CO2 injection timing is optimized based on the daily
oil rate of depleted production. It is concluded that the
appropriate delay of gas injection timing will help increase
the production of CO2 huff-n-puff [32–34].

Three indexes of the oil exchange rate, incremental oil
production [31], and incremental oil recovery factor [28]
were used to evaluate the effect of CO2 huff-n-puff. The oil

exchange rate is defined as the ratio of injected quality of
CO2 and the produced oil quality. The incremental oil produc-
tion is defined as the difference of cumulative oil production
between the depletion production and the CO2 huff-n-puff
production. The incremental oil recovery factor is defined as
the difference of the oil recovery factor between the depletion
production and the CO2 huff-n-puff production.
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Figure 3: The relative permeability curves in the single horizontal well model.
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4. Results and Discussion

4.1. Phase Behaviors of the CO2-Crude Oil System

4.1.1. Single Flash Test. The single flash test results of crude
oil are obtained by using the PVT test combined with numer-
ical simulation obtained, shown in Table 6. The testing
results agree with the field situation, and the relative error
of the numerical simulation is less than 5%.

4.1.2. CO2-Crude Oil Interaction Behaviors. When the pro-
portion of injected CO2 reaches 50% compared with the orig-
inal reservoir fluid, the saturation pressure of the crude oil
can increase by 7.6MPa. The crude oil expands by 1.35 times.
The viscosity reduction is close to 30%, and the crude oil sys-
tem becomes lighter. The experimental test results are shown
in Table 7. Therefore, it can be concluded that injecting CO2
into the target reservoir can effectively increase formation
energy and reduce viscosity of crude oil.

4.2. CO2 Miscibility Characteristics

4.2.1. MMP Test. Through the slim tube experiment test and
numerical simulation, the MMP of the CO2-crude oil system
is determined to be 17MPa, and the corresponding recovery
factor is above 90%. The test results are shown in Table 8 and
Figure 6.

4.2.2. Interphase Mass Transfer Mechanism of the CO2-Crude
Oil System. At the formation temperature, three pressure
points were selected in the slim tube model, 11MPa (less
than the miscible pressure), 16MPa (close to the miscible
pressure), and 20MPa (greater than the miscible pressure).
The CO2 injection volume was 0.6 PV.

More CO2 will dissolve in the oil with a faster dissolution
rate under greater injection pressure, shown in Figure 7(a).
The amount of light components (C1) extracted by CO2 also
becomes greater (Figure 7(b)). The effect of viscosity reduc-
tion is more obvious (Figure 7(c)), and the interfacial tension
of oil and gas phases (2 phases) is significantly reduced
(Figure 7(d)). When the injection pressure is 20MPa (greater
than the miscible pressure), the viscosity can be reduced from
1.41mPa·s to an average of 0.3mPa·s, and the viscosity
reduction can reach 78.7%. The interfacial tension of the dis-
placement front is reduced to 0 dyne/cm.

4.3. Effect of Reservoir Parameters

4.3.1. Reservoir Permeability. The timing of CO2 huff-n-puff
is determined as the daily oil rate of depletion production is
1.5m3/d. As shown in Figure 8, the permeability is enhanced

by 10 times and the cumulative oil production is increased by
3 to 4 times in the tight reservoir.

When the permeability varies from 0.1mD to 1mD, the
oil exchange rate changes significantly. If the permeability
is small enough, the diffusion of injected CO2 is very difficult
at the bottom of the hole, resulting in a rapid increase in the
pressure around the well, pushing the formation crude oil
farther. When the formation permeability exceeds 1mD,
CO2 diffuses rapidly at the bottom of the wellbore, and the
BHP decreases rapidly, leading to a decrease in relative incre-
mental oil production. When the reservoir permeability is
between 0.1mD and 1mD, it is more suitable for CO2 huff-
n-puff through MFHWs.

4.3.2. Reservoir Thickness. To evaluate the influence degree of
CO2 huff-n-puff on the reservoir, the influence of reservoir
thickness will be evaluated based on the variation of the oil
exchange rate and incremental oil recovery factor. Figure 9
shows that the oil exchange rate firstly increases and then
decreases with the increase in the reservoir thickness. When
the formation thickness is 26m, the oil exchange rate gets
the maximum value and the incremental oil recovery factor
has a decreasing tendency. It can be obtained that the reser-
voir thickness continues to increase, and the effect of CO2
huff-n-puff is less obvious. For the target tight reservoir,
when the reservoir thickness is between 10m and 30m, it is
better to use the CO2 huff-n-puff technology to enhance oil
recovery.

4.3.3. Reservoir Porosity. Similar to the evaluation of reservoir
thickness, the influence of reservoir porosity on the CO2 huff
and puff effect will be evaluated based on the variation of the
oil exchange rate and incremental oil recovery factor.

The timing of CO2 huff-n-puff is determined as the daily
oil rate of depletion production is 1.5m3/d. With the increase
in reservoir porosity, the oil exchange rate gradually
increases, but the increasing trend gradually slows down,
and the incremental oil recovery factor gradually decreases,
as shown in Figure 10.

For the target tight reservoir, when the porosity of the
reservoir is between 7% and 12%, it is better to use the CO2
huff-n-puff technology of MFHWs to improve oil recovery.

4.4. Effect of Horizontal Well Parameters

4.4.1. Length of the Horizontal Well. The timing of CO2 huff-
n-puff is determined as the daily oil rate of depletion produc-
tion is 1m3/d. As the horizontal well length increases, the oil
exchange rate and incremental oil production show an
increasing trend, but the increasing trend is gradually slow-
ing down as shown in Figure 11.

When the horizontal well is short, the BHP rises quickly
after CO2 injection, and the CO2 diffusion rate is very slow.
Therefore, the oil exchange rate and incremental oil produc-
tion are relatively low. If the length of the horizontal well is
long, the contact area between CO2 and crude oil is increased,
but the supplemental formation energy is weakened, and the
friction of fluid in the wellbore will be increased, thus reduc-
ing the increase in productivity. When the length of the

Table 4: Reservoir properties used for the simulation.

Properties Value

Initial reservoir pressure (MPa) 20.9

Reservoir temperature (°C) 84

Matrix porosity 7.1%

Matrix permeability (mD) 0.39

Saturation pressure (MPa) 10.18
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horizontal well is between 700m and 1200m, the oil
exchange rate is above 0.5.

4.4.2. Fracture Half-Length. The result of the influence is
shown in Figure 12: the oil exchange rate and incremental

oil production are gradually increasing with the fracture
half-length increased, but the trend is gradually slowing
down. The half-length of the fracture increases from 100m
to 140m, and the oil increase rate only increases by 12.4 t,
which has little impact on CO2 huff-n-puff. Meanwhile, the
longer the half-length of the fracture, the more difficult it is
to operate. It is concluded that the fracture half-length is
about 100m and the oil increase effect is better.

4.4.3. Fracture Spacing. Three groups of scenarios were
defined (fracture spacing, 80m (10 fractures), 120m (7 frac-
tures), 180m (5 fractures), and 240m (4 fractures)), and the
results are shown in Figure 13. When the fracture spacing
was reduced, the oil exchange rate and incremental oil pro-
duction are gradually increasing. Overall, the fracture spac-
ing changes from 240m to 80m, and the oil increase is
about 50 t, which has little impact on CO2 huff-n-puff. The

Table 5: Twelve parameters used in the simulation cases.

Parameter types Parameter Design of schemes Basic parameter value

Reservoir parameters

Permeability (mD) 0.039, 0.1, 0.39, 1, 3.9 0.39

Thickness (m) 6, 14, 26, 34 26

Porosity (%) 3, 7.1, 12, 15 7.1

Horizontal well parameters

Length (m) 240, 480, 720, 960, 1200 720

Fracture half-length (m) 60, 100, 124, 140 100

Fracture spacing (m) 80, 120, 180, 240 120

Fracture conductivity (mD·m) 10, 20, 30, 50 30

Injection-production parameters

Total CO2 injection (t) 500, 750, 1000, 1500, 2500, 4000 1500

CO2 injection rate (t/d) 30, 50, 75, 100, 150 50

Soaking time (d) 5, 10, 20, 30, 50 20

Production rate (m3/d) 5, 10, 20, 30, 50 50

Cycles 1, 2, 3, 4, 5 1

Table 6: Single flash test results of crude oil.

Test items Experimental value Simulation value Relative error (%)

Gas-oil ratio (GOR) (Sm3/m3) 85.2 82.4 3.24

Crude oil density (kg/m3) (20.9MPa, 84°C) 724.8 730.5 0.79

Crude oil density (kg/m3) (0.1MPa, 20°C) 840 845 0.68

Crude oil viscosity (mPa·s) (20.9MPa, 84°C) 1.41 1.407 0.19

Saturation pressure (MPa) 10.18 10.41 2.30

Table 7: The CO2-crude oil interactions at formation temperature.

CO2 mol
percentage (%)

Saturated
pressure (MPa)

Coefficient of
expansion

Viscosity
(mPa·s)

0 10.18 1 1.41

12.3 11.45 1.033 1.36

25.4 13.21 1.142 1.28

35.6 14.85 1.195 1.17

46.5 16.65 1.311 1.05

60.4 20.21 1.489 0.90

71.2 24.62 1.794 0.72

Table 8: Test results of MMP.

Displacement
pressure
(MPa)

Slim tube
experimental
recovery (%)

Numerical
simulation
recovery (%)

Relative
error (%)

11 72.56 71.90 -0.66

13 79.70 77.80 -1.90

14 82.20 79.64 -2.56

16 89.10 85.53 -3.57

18 92.16 90.49 -1.67

20 93.12 95.04 1.92
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Figure 6: Experiment test results of MMP.
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fracture spacing is about 120m, the oil exchange rate reaches
0.51, and the EOR effect is better.

4.4.4. Fracture Conductivity. As shown in Figure 14, the
cumulative oil production will be increased with larger frac-
ture conductivity. However, the oil exchange rate and the

incremental oil production show a trend of increasing first
and then decreasing, and an inflection point appeared
around 30mD·m. It is concluded that the fracture conductiv-
ity is 20mD·m-30mD·m, the oil exchange rate reaches 0.51,
and the oil increase effect is better.

4.5. Effect of Injection-Production Parameters

4.5.1. Cumulative CO2 Injection Rates. The length of the hor-
izontal well is 720m, and the timing of CO2 huff-n-puff is
determined as the daily oil rate of depletion production is
1m3/d. The CO2 injection rate is 50 t/d (2:7 × 104 m3/d),
and other conditions are consistent. Figure 15 shows that
a large amount of CO2 injection rates will increase more
oil production. And the incremental oil production shows
an increasing trend, but the trend gradually slows down.
The oil exchange rate increases firstly and then decreases.
When the cumulative CO2 injection rates are between
750 t and 1000 t, the oil exchange rate reaches the maxi-
mum value. When the oil exchange rate is combined with
the incremental oil production and economic benefits, the
optimal injection amount should be selected after the
maximum of the exchange rate. Therefore, the injection
volume from 1000 t to 2500 t is preferred, and the eco-
nomic benefit is better.
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Figure 7: Changes of two-phase fluid properties at different pressures.
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through CO2 huff-n-puff under different fracture spacing along
the horizontal wellbore.

0.4

0.45

0.5

0.55

0.6

700

720

740

760

780

800

0 20 40 60

O
il 

ex
ch

an
ge

 ra
te

 (t
/t)

In
cr

em
en

ta
l o

il 
pr

od
uc

tio
n 

(t)

Incremental oil production (t)
Oil exchange rate (t/t)

Figure 14: Incremental oil production and oil exchange rate
through CO2 huff-n-puff under different fracture conductivity.

9Geofluids



4.5.2. CO2 Injection Rates. The cumulative CO2 injection
rates are determined to be 1500 t (83:1 × 104 m3). The oil
exchange rate and the incremental oil production show an
increasing trend with higher CO2 injection rates, but the
trend gradually slows down as shown in Figure 16. The injec-
tion rates increase from 30 t/d to 150 t/d, and the incremental
oil production increases by 20 t. Also, the oil exchange rate
increases by 0.013 t/t, which has little impact on the oil pro-
duction. When the injection rate is 50 t/d, the oil exchange
rate can reach 0.51 and the EOR efficiency is better.

4.5.3. Soaking Time. Figure 17 indicates that the oil exchange
rate and the incremental oil production present an increasing
trend with longer soaking time, but the trend gradually slows
down. The soaking time is increased from 5d to 50 d, and the
oil increase rate is increased by 40 t. In addition, the oil
exchange rate is increased by 0.028 t/t, which has little impact
on the oil production. When the soaking time reaches 20
days, the oil exchange rate can reach 0.51 and the EOR per-
formance is better.

4.5.4. Production Rates. Under the restriction of the mini-
mum BHP of 11MPa, the results are shown in Figure 18:
when the production rate is 20m3/d, the oil exchange rate
and the incremental oil production reach the maximum
value. The production rate increases from 5m3/d to
50m3/d, the oil increase rate only increases by 24 t. And the
oil exchange rate increases by 0.016 t/t, so that the production
rate has little influence on CO2 huff-n-puff. Based on the
minimum BHP, the production rate should be greater than
20m3/d to fully release formation energy.

4.5.5. Cycles. Five cases are designed and the cycles change
from 1 to 5 cycles, and the cumulative CO2 injection rate of
a single cycle is 1500 t (83:1 × 104 m3). The timing of CO2
huff-n-puff for the first cycle is determined as the daily oil
rate of depletion production is 1m3/d, and the single cycle
time is 2 years. Other control conditions are kept constant
for all cases. The results are shown in Figure 19. The cumula-
tive incremental oil production increases as the cycles
increase, but the incremental oil production of the single
cycle gradually decreases. The cumulative oil exchange rate
was higher than 0.4 t/t in 3 cycles of CO2 huff-n-puff, and
the decline rate for the single cycle was less than 35%. The
overall EOR performance is good.
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4.6. Sensitivity Analysis. The purpose of sensitivity analysis is
to determine the quantitative effect of different parameters
on production performance. Identifying the parameters that
have an important impact on CO2 huff-n-puff performance
in the lab scale would give a good prediction for CO2-EOR
success or failure depending on reservoir properties prior to
the field application. Also, it would help to optimize the oper-
ating parameters in the field scale [14, 17]. In this study,
design of experiments for the factors affecting the perfor-
mance of the CO2-EOR huff-n-puff process in the lab scale
has been conducted. The main controlling factors affecting
CO2 huff-n-puff of MFHWs in tight oil reservoirs are deter-
mined. Based on reservoir parameters and choosing the oil
exchange rate as the evaluation index, the dominated factors
of the horizontal well and injection-production parameters
were analyzed by using a range analysis method.

According to the influence of each parameter, the maxi-
mum and minimum values of the oil exchange rate are
obtained, and the extreme value of the oil exchange rate of
each parameter within the scope of the scheme design is
obtained. The greater the variation of the oil exchange rate,
the greater the influence of this parameter on CO2 huff-n-
puff will be. Figure 20 shows that the length of the horizontal
well is the main controlling factor of the horizontal well by
CO2 huff-n-puff in tight oil reservoirs, followed by fracture
conductivity, fracture spacing, and fracture half-length.
Figure 21 shows that the cumulative CO2 injection rate is
the dominated factor of single-cycle injection-production
parameters by CO2 huff-n-puff through horizontal wells in
tight oil reservoirs, followed by the soaking time, the injec-
tion rates, and the production rates.

5. Conclusions

In this paper, laboratory experiments and numerical simula-
tion analysis of the reservoir are carried out to study the
mechanism and performance optimization of CO2 huff-n-
puff for MFHWs in tight oil reservoirs to provide theoretical
support for CO2 huff-n-puff technology.

(1) The PVT experiment and the slim tube experiment
proved that CO2 injection could effectively improve
the properties of crude oil, and the CO2-crude oil sys-
tem can easily achieve the miscibility condition (the
MMP is 17MPa). From the mechanism of the inter-
action between CO2 and crude oil, the feasibility of
CO2 injection to improve oil recovery in this reser-
voir was confirmed

(2) A single-well numerical model is established to ana-
lyze the influence of reservoir parameters, horizontal
well parameters, and injection-production parame-
ters on the CO2 huff-n-puff technology. The reason-
able parameters suitable for CO2 huff-n-puff
through MFHWs in the tight oil reservoir are
obtained. The reservoir permeability is 0.1mD to
1mD, the reservoir thickness is 10m to 30m, and
the reservoir porosity is 7% to 12%

(3) Based on the reservoir parameters, the reasonable
well and fracture parameters are obtained. The hori-
zontal well length is 700m to 1200m, the fracture
half-length is 100m, the fracture spacing is 120m,
and the fracture conductivity is 30mD·m. CO2
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injection-production parameters are further opti-
mized. The CO2 injection volume for a single cycle
is 1000 t to 2500 t, the CO2 injection rate changes
from 50 to 100 t/d (2:7 − 5:5 × 104 m3/d), and the
soaking time is between 20 d and 30 d. The produc-
tion rate is greater than 20m3/d, and the two or three
huff-n-puff cycles are preferred

(4) The sensitivity analysis of influencing factors was car-
ried out. The main controlling factors are the length
of the horizontal well and the cumulative CO2 injec-
tion rates
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The successful development of tight oil reservoirs in the U.S. shows the bright future of unconventional reservoirs. Tight oil
reservoirs will be the main target of exploration and development in the future, and CO2 huff-n-puff is one of the most
important methods to enhance oil recovery factor of tight oil reservoirs in North America. To improve the performance of CO2
huff-n-puff, injection and production parameters need to be optimized through numerical simulation. The phase behavior and
microscopic flow mechanism of CO2 huff-n-puff in porous media need to be further investigated. This paper presents a detailed
review of phase behavior and microscopic flow mechanism in tight porous media by CO2 huff-n-puff. Phase behavior in tight
porous media is different from that in a PVT cylinder since the capillary pressure in tight porous media reduces the bubble
point pressure and increases the miscibility pressure and critical temperature. The condensate pressure in tight porous media
and nonequilibrium phase behavior need to be further investigated. The microscopic flow mechanism during CO2 huff-n-puff in
tight porous media is complicated, and the impact of molecular diffusion, gas-liquid interaction, and fluid-rock interaction on
multiphase flow is significant especially in tight porous media. Nuclear magnetic resonance (NMR) and molecular simulation
are efficient methods to describe the microscopic flow in tight oil reservoirs, while the NMR is not cost-effective and molecular
simulation needs to be improved to better characterize and model the feature of porous media. The improved molecular
simulation is still a feasible method to understand the microscopic flow mechanism of CO2 huff-n-puff in tight oil reservoirs in
the near future. The microscopic flow model in micropore network based on digital core is worth to be established, and phase
behavior needs to be further incorporated into the microscopic flow model of CO2 huff-n-puff in tight porous media.

1. Introduction

The depletion of conventional oil resources makes it hard to
meet the requirement of human activity and industry, and
unconventional oil reservoirs (e.g., tight oil, shale oil) have
become the significant sources of energy supplement [1–5].
Tight oil reservoirs have been considered as the most prom-
ising resources among unconventional oil reservoirs. At pres-
ent, the main method to exploit tight oil reservoirs is primary
depletion after massive hydraulic fracturing along long hori-
zontal wells, but the primary recovery factor is only 5%~10%

[6–10]. Successful development of tight oil reservoirs has
been achieved in North America (e.g., Bakken Basin, Perm-
ian Basin, and Eagle Ford) by using CO2 huff-n-puff [11–17].

CO2 huff-n-puff has several advantages for improving the
oil recovery of tight oil reservoirs. Firstly, compared with
waterflooding, CO2 molecules can enter into the micro pores
more easily at the same injection pressure and CO2 huff-n-
puff can avoid water-sensitive effects. Secondly, lowmiscibility
pressure of CO2 in crude oil makes it easy to achieve miscible
state, which reduces the viscosity of crude oil [18–20]. Thirdly,
the consumption volume of CO2 is relatively small, and the oil
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increment is significant [21, 22]. Ma et al. [23] conducted
physical simulation experiments of CO2 huff-n-puff and N2
huff-n-puff in tight oil core. The results showed that the oil
recovery factor of through CO2 huff-n-puff is about five to
eight times higher than that of primary depletion, and the
cumulative oil recovery factor of tight oil core through CO2
huff-n-puff is higher than that through N2 huff-n-puff.

CO2 huff-n-puff has attracted extensive attention in
recent years. On the one hand, numerical simulation has
been performed to optimize injection and production param-
eters [24–26]. On the other hand, physical experiments have
been conducted to investigate the phase behavior and micro-
scopic flow mechanism to improve the CO2 huff-n-puff per-
formance in tight oil reservoirs [27]. The phase behavior in a
PVT cylinder is different from that in porous media. Previous
studies about phase behavior in tight porous media are
mainly based on the principle of flash equilibrium [28].
Recently, gas breakthrough has been observed for CO2
huff-n-puff in tight oil reservoirs. NMR and molecular
simulation are used to investigate this. In addition, core
experiments, mathematical models, etc. are used, which pro-
vide new ways for the study.

This paper firstly reviews the mechanism and dominated
factors of enhancing oil recovery by CO2 huff-n-puff. Then, it
presents a detailed review of phase behavior and gives the
achievements of microscopic flow mechanism in tight
porous media by CO2 huff-n-puff through different
research methods.

2. Mechanism and Dominated Factors of
Enhancing Oil Recovery by CO2 Huff-n-Puff

2.1. Mechanism of Enhancing Oil Recovery through CO2 Huff-
n-Puff. Studies on the main mechanism of enhancing oil
recovery through CO2 huff-n-puff in tight oil reservoirs are
dominated from Bakken basin in the U.S. [1, 11, 12]. CO2
huff-n-puff is implemented in Bakken tight oil reservoirs
after massive hydraulic fracturing. CO2 transports in the
fracture network firstly (see Figure 1(a)) and then infiltrates
into the matrix. Meanwhile, some crude oil is pushed into
the deep matrix by CO2 (see Figure 1(b)). The expansion of
CO2 after CO2 enters the matrix allows some of the crude
oil in the matrix to flow into the fracture. There are also dif-
ferences of gradient mass or concentration of CO2 and light
components in the oil and gas phase during the CO2 huff
and soaking stage. CO2 moves from the gas phase to the oil
phase, while light components move from the matrix to the
fractures [29] (see Figure 2). CO2 completely penetrates into
the matrix and mixes with crude oil as soaking time
increases. More oil flow into the fractures with the further
expansion of CO2. The reinflation of CO2 pushes crude oil
from the matrix flowing towards the fractures with the
decrease of reservoir pressure caused by oil production. The
functions of CO2 huff-n-puff are mainly reflected in the injec-
tion stage (pressure supplement), the soaking stage (the disso-
lution and diffusion), and the production stage (the dissolved
gas driving) [30].

The testing analysis of crude oil from YP1-7 well in Fuyu
oilfield indicated that the injected CO2 changed the physical

properties of crude oil. The light components are increased
after CO2 huff-n-puff, while the heavy components are
reduced. The viscosity of surface crude oil decreases by
50.7%, which enhances the flow ability of crude oil. The func-
tions of CO2 huff-n-puff in Fuyu tight oil reservoir are mainly
reflected in the extraction on heavy components of crude oil,
the viscosity reduction during miscibility, and the enhance-
ment of the formation permeability [32].

CO2 is also suggested for the exploitation of heavy oil res-
ervoirs in EOR [33]. Jia et al. [34] points that bubbles appear
and then been wrapped by resin and asphaltene, which forms
the semisolid membrane. The membrane prevents bubble
growing into a continuous phase, so “foamy oil” forms at this
time. Viscosity of crude oil is obviously decreased, which
contributes a lot to a high oil recovery factor [35].

A lot of the parameters (e.g., injection pressure, injection
rate, fracture length, soaking pressure, and time of each cycle)
are optimized by numerical simulations after understanding
the physical mechanism of CO2 huff-n-puff in tight oil
reservoirs.

2.2. Dominated Factors for CO2 Huff-n-Puff in Tight Oil
Reservoirs. Zuloaga et al. [36] established a numerical reser-
voir simulation model referring to the fluid and formation
data from middle Bakken formation. It was found that the
incremental oil recovery factor of tight oil reservoir by CO2
huff-n-puff is higher than that of CO2 flooding when the per-
meability is lower than 0.03mD (see Figure 3). CO2 flooding
is preferred when formation permeability exceeds 0.03mD.

Sun et al. [37] simulated CO2 huff-n-puff after fracturing
in horizontal wells of middle Bakken oilfield by using the
embedded discrete fracture model. The results suggested that
CO2 diffusivity had a greater influence on oil production than
the number of cycles, injection time, etc. (see Figure 4). Jia
et al. [1] built a CMG-GEM model based on the geological
and PVT data from Bakken formation, and found that
molecular diffusion plays a significant role for enhancing oil
recovery factor. A maximum of 39% underestimation of oil
recovery will be caused if molecular diffusion is ignored in
the study.

Wang [38] pointed out that the properties of crude oil
under formation condition became better, and its saturation
pressure and volume coefficient are increased with the
increase of CO2 injection volume. The degree of reserve
recovery becomes greater with the increase of the soaking
pressure (Figure 5), but the CO2 consumption per unit of
oil production also becomes higher. The low viscosity of
crude oil and the long soaking time contribute a lot to the
final recovery factor of the tight oil reservoir through CO2
huff-n-puff.

Yang et al. [39] simulated the CO2 huff-n-puff in a tight
oil reservoir by means of physical simulation experiment.
The final recovery factor of CO2 huff-n-puff is 12.5% higher
than that of elastic production. The tight oil reservoirs in
Xinjiang show medium to strong water sensitivity. To
improve the tight oil recovery factor after depletion develop-
ment, Ma et al. [23] carried out a physical simulation exper-
iment of CO2 huff-n-puff in the laboratory. The analyses
show that more depletion energy is released by dissolved
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CO2 expansion with a lower the production pressure, which
results in a higher oil production and a greater cumulative
recovery factor. The cumulative recovery factor of CO2 huff-
n-puff is increased by 16%~34%, which is about five to eight
times of the recovery factor by primary depletion (see Figure 6).

Liu [40] carried out laboratory experiments and field tests
for Gaotaizi tight oil reservoir in Songliao Basin. The results
showed that CO2 huff-n-puff has good adaptability and is

an effective measure to improve the recovery factor of tight
oil reservoirs. The parameters (CO2 huff-n-puff time, injec-
tion rate, total injection volume, soaking time, and produc-
tion flow pressure) were optimized to provide references for
the production based on the evaluation of oil increment
and oil exchange rate and the production dynamic analysis.
In addition, parameters need to be optimized including peri-
odic injection volume, injection pressure, and soaking pres-
sure [29]. Ma et al. [41] found that injecting 0.1 PV CO2 in
the first cycle and carrying three cycles is the optimal eco-
nomic scheme through the core experiment of Ordos tight
oil reservoir. The scheme can improve the recovery factor
up to 34.65%.

The above numerical simulations and experiments show
that CO2 huff-n-puff is a feasible technology to improve the
recovery factor of tight oil reservoirs. Soaking time and
CO2 diffusivity are two dominated factors for CO2 huff-n-
puff in tight oil reservoirs. The phase behavior in tight porous
media and microscopic flow mechanism plays an important
role in updating of engineering software, so the difference of
phase behavior and microscopic flow mechanism in tight
porous media cannot be ignored in the numerical simulations.

3. Phase Behavior in Tight Porous Media

The effect of tight porous media on fluid phase behavior can-
not be ignored. Recently, theoretical studies are carried out
on phase behavior in tight porous media, which mainly base
on the principle of flash equilibrium and consider factors
such as capillary pressure, adsorption of hydrocarbons on
the surface of porous media, migration of critical parameters
for hydrocarbon components, and pore structure distribu-
tion of porous media [28, 42].

It is necessary to consider the wall effect of the pores,
including the influence of capillary pressure and adsorption
when simulating PVT experiments of shale oil. The oil
recovery factor is reduced due to the adsorption of heavy
oil recombination on the pore wall [43]. Lemus et al. [43]
pointed that bubble point pressure will decrease because of
capillary pressure. Nojabaei et al. [44] considered the effect
of small pores on bubble point pressure and dew point pres-
sure. The calculated three curves with different pore sizes
indicate that the bubble point pressure decreases as the pore

Initial injection: CO2
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CO2
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CO2 starts to permeate rock based on pressure gradient.

CO2 carries oil into
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Figure 1: Two stages of CO2 huff-n-puff process in fractured tight oil reservoir [31].
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Figure 2: Mass transfer between oil and gas [29].
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size is becoming smaller, especially at the lower temperature
(see Figure 7). Besides, the dew point pressure increases if the
pressure is greater than that determined at the cricon-
dentherm, but decreases when pressure is lower than calcu-
lated at cricondentherm. Yang and Li [45] corrected the
effects of molecular-wall interaction and geometric con-
straints on molecular-wall interaction. They carried out
numerical simulation of the natural gas huff-n-puff in middle
Bakken formation. The results show that the phase envelope
of fluids in the reservoir tends to shrink. Under the condition
of reservoir temperature, the bubble point pressure of the
middle Bakken oil decreased by 17.32% considering the con-
finement effect. Sheng et al. [46] found that the bubble point
temperature of crude oil increases with the pore diameter
becoming smaller. Pang et al. [47] established a theoretical
model to predict bubble point and dew point of oil in tight
reservoirs. The calculation results show that the bubble point
decreases as permeability becomes poor due to the increase of

capillary pressure (see Figure 8(a)). Compared with Nojabaei
et al. [44], the method proposed by Pang et al. [47] is more
practical because permeability is often used in petroleum
industry. Besides, the dew point increases in the upper dew
point interval but decreases in the lower dew point interval
(see Figure 8(b)). Wu et al. [48] studied CO2 injection in mid-
dle Bakken reservoir and found that bubble point pressure
and minimum miscibility pressure (MMP) decreased with
the increase of pore size. Zhu [49] found that the diffusion
rate of oil and gas decreased while the pore size became
smaller, and the inflection point pressure of displacement
efficiency of n-decane was slightly larger than that of the
MMP of the system in the PVT cylinder, which proved the
effect of porous media on the MMP of n-decane. Yu et al.
[50] studied the impact of injected gas composition on misci-
bility pressure, and found that the methane and nitrogen
increased the miscibility pressure and delay the miscibility
or near-miscibility between CO2 and crude oil.
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Studies have shown that the critical temperature and pore
size are linearly negatively correlated. The capillary pressure
reduces the bubble point pressure and the critical parameters.
Jiang [28] compared the PVT experiment and the phase
behavior experiment of fluid in porous medium. The bubble
point pressure in porous medium was lower than that in the
measured value in PVT cylinder after the crude oil was satu-
rated with CO2, and the bubble point pressure reduction
increases with the decrease of dissolved CO2 and decrease
of the core permeability. The results of phase behavior in
tight porous media are summarized in Table 1. Generally,
reduction of bubble point pressure, the bubble point temper-
ature, and the MMP increase as permeability of porous
media becomes lower.

It is difficult to observe the change of material in tight
porous media directly by conventional measurement methods

so that noninterventional and visible method is introduced to
measure the fluid phase behavior with the advances in exper-
imental instruments [51]. MRI and X-ray CT are the most
important noninterventional and visible methods for investi-
gating the phase changes of oil in porous media [52]. Li et al.
[51] scanned residual oil in cores after CO2 immiscible flood-
ing and miscible flooding by CT. It was obvious that residual
oil saturation in cores after immiscible flooding was signifi-
cantly higher than that after miscible flooding. Therefore, mis-
cible flooding should be used to improve the recovery factor of
tight oil reservoirs. There is an optimal gas injection volume,
beyond which the increase of oil recovery factor is little (see
Figure 9). In addition, Li et al. [51] also found that increasing
CO2 injection rate under miscibility condition had little influ-
ence on displacement efficiency. It indicates that when the
miscibility pressure is achieved, it almost realizes a first contact
miscibility with crude oil in porous media.

Although several important parameters of fluid phase
behavior in tight porous media have been studied, the differ-
ence of the condensate pressure in the tight porous media
from that in a PVT cylinder needs to be studied, which is sig-
nificant for the development of gas-condensate reservoirs.
Nonequilibrium phase behavior and the influence of capil-
lary pressure on phase behavior need to be further investi-
gated to obtain more reliable and accurate results.

4. Microscopic Flow in Tight Oil Reservoirs

The microscopic flow of oil and injected gas in tight oil reser-
voirs has received much attention since the microscopic fluid
flow is different from that in conventional reservoirs due to
the small pore size [53–55]. Therefore, multiple experimental
methods have been used to investigate the microscopic flow
mechanism in tight oil reservoirs. At present, NMR experi-
ments, molecular simulations, and other methods have been
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used to analyze the microscopic flow of CO2 huff-n-puff in
tight reservoirs.

4.1. NMR Experiments. NMR spectroscopy can be used to
quantitatively analyze changes of fluid distribution, which is
convenient for studying changes of oil saturation during
CO2 huff-n-puff in tight oil reservoirs [56]. Ma et al. [23] ana-

lyzed eight cycles of CO2 huff-n-puff by NMR spectroscopy
and found that the crude oil in large pores was produced
firstly, and then oil from small pores was produced gradually
with the increase of CO2 huff-n-puff cycles (see Figure 10).
Therefore, the proportion of crude oil produced from the
large pores decreases, while the proportion of crude oil pro-
duced from the small pores increases gradually. Wang et al.
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Figure 8: The effect of tight porous media on (a) bubble point and (b) dew point [47].

Table 1: Summary of the study on phase behavior in tight porous media.

Objects Reference Results

Wall effect
Sandoval et al. [43] It is necessary to consider the wall effect while simulating PVT

experiment of shale oil.Lemus et al. [43]

Bubble point

Jiang [28]
The pressure reduction of bubble point pressure in porous media

increases as the core permeability decreases.

Lemus et al. [43] The bubble point pressure decreases because of the capillary pressure.

Nojabaei et al. [44] The bubble point pressure decreases especially at the lower temperature.

Yang and Li [45]
The phase envelope tends to shrink. The bubble point pressure of middle

Bakken oil decreases by 17.32% when the constraint effect is taken into account.

Pang et al. [47] The bubble point decreases due to the capillary pressure.

Wu et al. [48] The bubble point pressure decreases with the increase of pore size.

Dew point
Pang et al. [47] The dew point increases due to the capillary pressure.

Nojabaei et al. [44]
There is either a decrease or increase for dew point pressure considering

the effect of small pores.

Bubble point temperature Sheng et al. [46] The bubble point temperature increases as the pore diameter becomes smaller.

Minimum miscibility pressure

Wu et al. [48]
The MMP decreases with the increase of pore size.

Zhu [49]

Yu et al. [50] The impurity gas increases the miscibility pressure.

Critical temperature Jiang [28] The critical temperature has a linear negative correlation with the pore size.
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[57] pointed out that crude oil flowed out to the core surface
due to the expansion of CO2 after CO2 injection, which
caused the relaxation time of oil less than the original
645ms. In the first exposure experiment, the oil in each
pore can be mobilized with the increase of the exposure
time. More oil was produced from the macro pores
(29ms ≤ T2 ≤ 645ms) than that from the micro pores
(T2 ≤ 29ms) (see Figure 11).

Chen et al. [58] performed experiment using online NMR
spectrometers and concluded that residual oil in tight cores is
mainly distributed in pores with pore diameters below
0.1μm after CO2 displacement. Xiao et al. [59] analyzed
immiscible flooding of CO2 in tight oil formation using phys-
ical simulation experiments and NMR. They pointed out that
reducing asphaltene precipitation is essential to prevent core
permeability reduction.

NMR experiments are applied to analyze the pore size
distribution, residual oil distribution, and permeability
changes. It can quickly quantify multiple indexes at the same
time to better analyze the microscopic flow mechanism by
NMR. However, the NMR experiment costs a lot compared
with other methods. Besides, the core analyzed by NMR
equipment is so small that it can only reflect microscopic flow
in limited area in tight oil reservoirs. The main conclusions of

microscopic flow in tight porous media by NMR are summa-
rized in Table 2.

4.2. Molecular Simulation. Traditional methods are hard to
analyze adsorption and flow characteristics of tight oil
reservoirs due to the limitations of large proportion nano-
pores in tight oil reservoirs. With the development of
computer science, molecular simulation has attracted wide
attention to be recognized as a feasible method to investigate
microscopic flow in tight oil reservoirs [60–62]. Guo [63]
used the nonequilibrium molecular dynamics to simulate
the flow of alkanes in quartz pores and dolomite pores.
Results show that the velocity profiles of alkanes in quartz
pores and dolomite pores are parabolic, and the velocity of
alkane increases with the increase of driving force or pore
width. n-Pentane flows in quartz pores tends to slip, and
the slip length increases with the increase of driving force,
but decreases firstly and then tends to be stable with the
increase of pore width (see Figure 12). However, no slip
occurs in dolomite pores. The flow rate of n-pentane in two
types of pores shows a nonlinear trend with the change of
pressure gradient, in which convectional flow rules described
by Darcy’s law are not applicable.
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Figure 9: CT scanning images of residual oil at different CO2 injection volumes [51].
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Slip phenomenon occurs when gas flows through porous
media, especially in unconventional reservoirs [64]. Duan
et al. [65] proposed an apparent permeability model to
describe the gas flow in tight pores considering the boundary
layer. The result shows that the velocity profile is plunger-
like, and the velocity of gas molecules at the wall is consistent
with that of free phase gas molecules (see Figure 13). This
indicates that the slippage of gas molecules is significant at
the wall. With the increase of pressure, the slippage phenom-
enon disappears gradually.

Zhu et al. [66] studied the CO2 huff-n-puff with Niobrara
samples saturated with C10 and C17 by molecular dynamics
simulation and found that CO2 molecules could replace C10
and C17 on the surface of calcite, which results in desorption
and flow of hydrocarbon molecules. To analyze CO2 huff-n-
puff in organic shale, Ali et al. [67] created the kerogen
molecular structure and simulated CO2 huff-n-puff in shale
saturated with dodecane by molecular dynamics. The results
indicate that there is an optimal soaking time after which the
recovery factor is not affected by soaking time anymore.
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Table 2: Summary of microscopic flow mechanisms by NMR.

Research contents Reference Main conclusions

Oil flowing process

Ma [23]
The crude oil in the large pore is first produced, and then the crude

oil in the small pore is gradually produced under the action
of concentration difference and molecular diffusion.

Wang et al. [57]
The crude oil flows out to the core surface due to the expansion of CO2.

The oil in each pore can be mobilized with the increase of the
exposure time in the first exposure experiment.

Residual oil distribution Chen et al. [58]
After CO2 displacement, residual oil was mainly distributed in pores

with pore diameter below 0.1 μm.

Permeability Xiao et al. [59]
Reducing the damage of asphaltene deposits to the core permeability

is very important for improving oil recovery factor.
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pentane flowing in quartz pore [63].
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Additionally, CO2 is more easily adsorbed than dodecane so
that dodecane is replaced by CO2. Fang et al. [68] simulated
the process of CO2 extracting hydrocarbon with reservoir
depressurization by molecular dynamics. The calculation
results show that the extraction amount of the alkane is dif-
ferent with depressurization rate changes. An appropriate
depressurization rate can keep extraction at a high value
(see Figure 14).

Molecular simulation can be used to analyze the flow
velocity, flow rate, slip, adsorption, and extraction during
CO2 huff-n-puff in tight oil reservoirs. But only small-scale
molecular simulation is available due to the complicated
and large-scale calculation at present. The composition of
porous media and fluid simulated by molecular simulation
is relatively simple compared with the real situation. Besides,
pore shapes are diverse and the surface of pore is rough,
which needs to be taken into account for molecular simula-
tion [69]. Hence, the molecular simulation needs to be
improved to better model microscopic flow and achieve more
accurate results. The results of microscopic flow in tight
porous media by molecular simulation are summarized in
Table 3.

4.3. Other Methods. Other methods are also used to study the
microscopic flow besides NMR and molecular simulation.

Zhou et al. [70] pointed out that sand filling model shows
poor reference to the application in tight oil reservoirs so that
the outcrop plate model was applied to discuss the influence
of injection pressure on CO2 huff-n-puff. When CO2 is
injected with a pressure lower than miscibility pressure,
CO2 enters the matrix in a free state, causing CO2 fingering
in the porous media. And CO2 is dissolved in the crude oil
after soaking at a pressure higher than the miscibility pres-
sure. Some crude oil traps the free CO2 inside the matrix.
In the production stage, the free CO2 forms gas driving
directly with pressure decreasing, which is beneficial to
improve the EOR efficiency. Nguyen et al. [71] conducted
direct visualization experiments with a microfluidic system.
Results show that the efficiency of huff-n-puff depends on
the solubility and miscibility of injected gas in crude oil.
CO2 is more soluble in crude oil than N2. During the
production stage, CO2 can form more bubbles in the fracture
network, which gradually expand with the local mass trans-
ferring between gas and liquid. With pressure reduction,
bubbles displace the crude oil (see Figure 15). Alfarge et al.
[72] confirmed that molecular diffusion is the main factor
to control CO2 EOR in shale through comprehensive exper-
imental investigation, field test data, and numerical simula-
tion. Through core experiments, it is speculated that the
exposure time and contact area between the injected CO2
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Figure 13: Simulation results of velocity profiles for 5 nm slit under different pressures [65].
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and the target formation need to be significantly increased to
achieve better EOR performance during the CO2 huff-n-puff.
Li et al. [73] studied the penetration depth of CO2 huff-n-puff
in tight oil reservoirs based on core experiments and numer-
ical simulation. The results showed that the penetration
depth of CO2 in the first cycle was 105.6 ft and the penetra-
tion volume was approximately 36% of the reservoir volume
in reservoirs where the hydraulic fracture spacing was 600 ft.

Natural fracture spacing shows the greatest impact on the
penetration depth.

Most of the pre-Darcy flow models may cause errors due
to the improvement of crude oil properties with CO2 injec-
tion in simulation of the nonlinear flow degree. Based on
the high-precision experimental data of representative cores
in Fuyu reservoir, Wang et al. [74] proposed a new pre-
Darcy model to characterize the influence of CO2 huff-n-

Initial oil saturation, P = 10 MPa Oil saturation = 85%, P = 2.8 MPa

Oil saturation = 93%, P = 7 MPa Oil saturation = 80%, P = 0.5 MPa

Oil saturation = 92%, P = 3.5 MPa Oil saturation = 60%, P = 0.2 MPa

A

B

C

D

E

F

(a) N2 huff-n-puff

Initial oil saturation, P = 10 MPa Oil saturation = 15%, P = 2.5 MPa

Oil saturation = 82%, P = 7 MPa Oil saturation = 10%, P = 2 MPa

Oil saturation = 40%, P = 5 MPa Oil saturation = 5%, P = 1 MPa

A

B

C

D

E

F

(b) CO2 huff-n-puff

Figure 15: Images in visual fracture networks during depressurization [71].

Table 3: Summary of microscopic flow mechanisms by molecular simulation.

Objects Reference Results

Flow velocity
Guo [63]

In quartz pores and dolomite pores, the flow velocity profile
of alkane is parabolic, and the flow velocity of alkane increases

with the increase of driving force or pore width.

Duan et al. [65]
The velocity profile is plunger-like, and the velocity of gas

molecules at the wall is consistent with that of free gas molecules.

Slip
Guo [63]

The slip length of n-pentane flowing in quartz pores increases
with the increase of driving force, and decreases firstly and then tends to

be stable as the pore width increases.

Duan et al. [65] The slippage phenomenon disappears gradually as the pressure increases.

Flow rate Guo [63]
The flow rate of n-pentane in pores shows a nonlinear trend

with the change of pressure gradient.

Desorption
Zhu et al. [66] CO2 could replace C10 and C17 from the surface of calcite.

Ali et al. [67] Dodecane could be replaced by CO2 from the pore wall.

Extraction Fang et al. [68] An appropriate depressurization rate can keep extraction at a high status.
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puff on the description of nonlinear flow degree. The simula-
tion results show that the proposed pre-Darcy flow model
can describe the reduction of the nonlinear degree well when
the properties of crude oil are improved. Chen et al. [75]
established a mathematical model considering boundary
layer effect based on the three-dimensional random network
model. The factors affecting pore scale flows in tight forma-
tion are analyzed. The results showed that the absolute per-
meability is no longer a fixed value due to the boundary
layer effect, but it increases as the pressure gradient increases.
When the displacement pressure gradient is large enough,
the permeability reaches a stable value, which is independent
of the fluid viscosity (see Figure 16). Under the same pressure

gradient, the connectivity becomes greater, and absolute per-
meability and velocity increase as the average coordination
number of the pore increases. At the same pressure gradient,
the boundary layer becomes thicker as the fluid viscosity
increases. Also, the effective flow space becomes smaller,
and the permeability and velocity decrease.

The above experimental and theoretical researches are
summarized in Table 4. Experimental researches are visual-
ized while theoretical researches are more precise and intrin-
sic, which provides new ways to study the microscopic flow
mechanism of CO2 huff-n-puff in tight oil reservoirs.

In this section, the microscopic flow mechanism of CO2
huff-n-puff in tight oil reservoirs is discussed. Various

Table 4: Summary of microscopic flow mechanisms by other methods.

Methods Reference Main conclusions

Experiments

Outcrop plate model experiment Zhou et al. [70]
To inject CO2 at pressure lower than miscible pressure, which is

conducive to CO2 fingering into the reservoir and driving out more
crude oil when the well is opened.

Direct visualization experiments with a
microfluidic system

Nguyen et al. [71]

The solubility of CO2 is bigger than that of N2 so that CO2 forms
more bubbles within the fracture. Bubbles gradually expand
with the local mass transferring between gas and liquid and

pressure reduction, and then displace the crude oil.

Core experiment Alfarge et al. [72]
Increasing the exposure time and contact area between the injected

CO2 and the target formation can achieve better performance
of CO2 huff-n-puff.

Core experiment and numerical simulation Li et al. [73]
Natural fracture spacing shows the greatest impact on the

CO2 penetration depth.

Theory

Pre-Darcy model Wang et al. [74]
The pre-Darcy flow models can reduce errors caused by
the improvement of crude oil properties while simulating

the nonlinear flow degree.

Mathematical model Chen et al. [75]
Due to the boundary layer effect, the absolute permeability

is no longer a fixed value.
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methods are investigated and classified. NMR can quantify
residual oil distribution and permeability quickly, while
molecular simulation can be used to analyze the flow velocity,
flow rate, and slip in tight oil reservoirs clearly. Other
methods provide new visible ways and models to analyze
the microscopic flow mechanism of CO2 huff-n-puff in tight
oil reservoirs.

The above researches are of great significance to better
understand the microscopic flow mechanism of CO2 huff-
n-puff in tight oil reservoirs. In the near future, the improved
molecular simulation is a considerable method to study the
microscopic flow mechanism because the molecular-level
flow mechanism can be discussed by molecular simulation
while traditional methods cannot do it. The microscopic flow
model in micropore network based on digital core is worth to
be established, and it is important that phase behavior be
taken account into the microscopic flow model of CO2
huff-n-puff in tight porous media.

5. Conclusions

Understanding of phase behavior in tight porous media and
microscopic flow mechanism is important for optimizing
CO2 huff-n-puff in tight oil reservoirs.

(1) The effect of CO2 huff-n-puff is mainly reflected in
the injection stage (pressure supplement), the soak-
ing stage (the dissolution and diffusion), and the pro-
duction stage (the dissolved gas driving), during
which the viscosity of crude oil has been decreased
and the oil flows much easier. Soaking time and
CO2 diffusivity are two important factors for enhanc-
ing oil recovery factor through the numerical simula-
tions of CO2 huff-n-puff. The difference of phase
behavior and microscopic flow mechanism in tight
porous media from that in conventional reservoirs
cannot be ignored in the numerical simulations

(2) The effect of tight porous media on the phase behav-
ior of fluid cannot be ignored since the capillary pres-
sure in tight porous media reduces the bubble point
pressure, increases the miscibility pressure and criti-
cal temperature, and shrinks the phase envelope.
The difference between the condensate pressure in
the tight porous media and that in a PVT cylinder
needs to be discussed, which is significant for the
development of gas-condensate reservoirs. Addition-
ally, nonequilibrium phase behavior and the influ-
ence of capillary pressure on phase behavior need to
be further investigated to make the results more con-
sistent with the real situation

(3) The microscopic flow of fluid in tight oil reservoirs is
different from that in conventional reservoirs because
molecular diffusion, gas-liquid interaction, and fluid-
rock interaction are especially predominant in tight
porous media. NMR and molecular simulation are
significant methods to understand the microscopic
flow in tight oil reservoirs, while NMR can quickly
quantify several indexes at the same time and molec-

ular simulation can be used to analyze the molecular-
level movement of gas and oil clearly. In the future,
the improved molecular simulation is still a feasible
method to describe and investigate the microscopic
flow mechanism of CO2 huff-n-puff in tight oil reser-
voirs. The microscopic flow model in micropore net-
work based on digital core is worth to be established,
and the phase behavior needs to be taken into
account the microscopic flow model
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Tight oil is an important unconventional resource, and sand production is an inevitable challenge during the field development. In
this paper, based on data from the Daqing oilfield in Songliao Basin, the sand production of the tight sandstone oil reservoir is
studied from the perspective of seepage and in situ stress distribution. Based on the combination of the formation fluid seepage
law and the stress distribution around the well, a sand production prediction model is proposed to quantitatively estimate the
sand production rate. The sand production prediction model is built based on the derivation of the sand production rate, which
is well validated against the field data in the Daqing field with a relative error of 4.38%.The following conclusions are drawn: (1)
after the critical pressure difference is exceeded, the sand production rate is smaller with a higher flowing bottom-hole pressure;
(2) a smaller sand production radius makes the formation more unstable and causes a more severe sand production; and (3)
various sand production rates exhibit due to different permeabilities. A larger permeability results in a higher sand production
rate. The findings of this study can help for sand production prediction in the tight sandstone oil reservoir.

1. Introduction

Tight oil and gas is a popular energy source in the oil indus-
try, which supports the oil and gas revolution [1]. According
to statistics, the total reserves of global tight oil reservoirs are
about 9294 × 108 t, and the technically recoverable reserves
are about 460 × 108 t, among which more than 60% of the
tight oil resources are mainly concentrated in 6 countries
including Russia, the United States, China, Libya, Argentina,
and Australia [2]. The technically recoverable amount of
tight oil in the United States is about 81:2 × 108 t, more than
six times that of China. Although there are abundant
resources in tight oil reservoirs, the recovery rate is generally
low. In the Bakken formation in North America, for example,
as one of the earliest tight reservoirs in the world, the average
recovery from natural depletion in the Bakken formation is

only 5% to 10%. In 2016, the annual production of tight oil
in the United States reached 2:12 × 108 t, accounting for
52.6% of the total crude oil production in the United States.
In the same year, the external oil dependence percentage in
the United States dropped to about 33%.

The development of tight oil reservoirs in China started
relatively late [3]. So far, a number of tight oil reserves have
been discovered in Ordos, Songliao, Junggar, and Bohai
bay, but they are basically in the early technical stage [4].
The supporting technologies for tight reservoir development
in the United States cannot be directly applied to tight reser-
voir development in China due to the following reasons:
most tight reservoirs in the United States are marine deposits,
with high pressure, high gas-oil ratio, high oil mobility, and
brittle reservoir rocks. Most of the tight reservoirs in China
are continental deposits with insufficient formation energy,
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low gas-oil ratio, crude oil of high viscosity, and high content
of rock-plastic minerals, which negatively affect the fractur-
ing of reservoirs. In contrast, China’s tight reservoirs have a
more complex geology, worse reservoir physical conditions,
and more severe technical challenges. At present, China has
not formed a mature development theory, experience, and
equipment for the economic development of tight reservoirs,
and the key technologies of tight reservoir development are
still in the preparation stage before the breakthrough. China’s
tight oil reservoirs are still in their infancy due to the small
scale, low production per well, and high development costs.
In summary, the economic deviation of China’s tight oil
development poses a greater challenge to economic develop-
ment [5].

Sand production is the inevitable problem in the develop-
ment of tight oil fields. The prediction of sand production is
now a popular research topic in both academia and industry.
Generally, the sand production happens when the formation
stress exceeds the rock strength, which is dominated by the
cementation of cements, adhesion of fluids, and friction
between particles[6]. The formation stress includes the struc-
tural stress, overburden stress, flow force, and production
pressure difference [7]. The mechanical mechanisms of sand
production include three failure types (Figure 1): (1) shear
failure. The rock will exhibit the status of elastic deformation
or plastic deformation while the effective stress of rock
exceeds its compressive strength; (2) tensile failure. The flow
channel for sand production will be generated if the stress
exceeds the tensile strength; this is, the sand production will
happen if the stress at the borehole is higher than the tensile
strength; (3) bond failure. This mechanism is more signifi-
cant in the weak cementation formation. The bond strength
dominates the erosion of bare surfaces. The sand will be pro-
duced if the drag force caused by fluid flow is higher than the
bond force [8]. Thus, a sand production prediction model is
essential for sand control and well management [9].

The sand production is closely related with the petrophy-
sical and fluid properties [10]. Many papers reported the
sand production under the stress theory, classical sand pro-
duction factors, sand production experiment, and effects of
wetted fluid concentration on sand arch. Based on these stud-
ies, the main controlling factors for sand production are geol-
ogy, well completion, and oil/gas production [11, 12]. The
geological factors include structural stress, interparticle
bonding, and fluid properties [13]. Completion factors
include borehole size, well deviation, and perforation. Pro-
duction factors include production pressure difference, fluid
flow in the formation, water injection, formation damage,
and other factors. Transport of oil in the fractured tight res-
ervoirs can be thought of as an advective-diffusive-reactive
flow process [14]. Other factors include oil viscosity and rock
wettability. Under the pressure decline, the viscosity of
degased oil increases, and the wettability changes from
water-wet to oil-wet. These will transform the capillary pres-
sure from driving force to resistant force, which leads to the
increase of dragging force of fluid and promotes the sand
production[15]. However, previous studies are focused more
on the qualitative methodology with considering very few
factors. The sand production mechanism can only be deeply

understood by finding a clear relationship between rock
properties, fluid flow, and sand production rate [16].

Few studies have been performed on sand production
prediction for the tight sandstone oil reservoir [17]. In the
industry, the sand production factors of the tight sandstone
oil reservoir are still not clear, and factors resulting in the
sand production risk are also in need to be explored [18].
Around the tight oil production wells after large-scale frac-
turing, rocks are cracked and destroyed under artificial action
formation rock structure, so formation stress should be the
main cause of sand production, and crude oil mainly flows
into the bottom of the well through the fracture after fractur-
ing. With the focus on these limitations, this study provides a
sand production prediction model to dynamically assist the
sand control.

Previous studies have mostly described the sand produc-
tion mechanism qualitatively. In this paper, a quantitative
calculation model for sand production of tight oil reservoir
is obtained by combining the seepage law of tight oil with
the analysis of well stress. The sand production prediction
model in this study is firstly constructed by bridging the
rock mechanical theory and fluid flow [19]. This model is
secondly validated against the field data from the Daqing
oilfield in Songliao Basin. The sand production mechanisms
are thirdly discussed based on the model, which provides
theoretical basis for the tight sandstone oil reservoir devel-
opment [20–22].

Firstly, the seepage model of the tight sandstone oil reser-
voir is established to obtain the sand production within the
sand production radius; then, the stress around the well is
analyzed to calculate the sand production radius, and finally,
the two are used to obtain the sand production from the tight
sandstone oil reservoir.

2. Model Establishment

Due to the extremely low permeability of tight reservoirs,
large-scale fracturing is generally required for production.
The seepage of oil and gas in fractures follows Darcy’s law,
and the permeability of fractures is far greater than that of
the formation matrix. Therefore, oil flow can be considered

Sand production

Mechanical
mechanisms

Shear failure

Tensile failure

Bond failure

Geology

Well completion

Oil production

Influencing factors

Figure 1: General sketch of the sand production problem.
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only through fractures during production, ignoring the
formation bedrock oil production. The reservoir is assumed
as a circular finite oil reservoir as shown in Figure 2. The
reservoir thickness, the boundary radius, and the well radius
are expressed as h, re, and rw.

The main assumptions are as follows:

(1) Only the flow of oil and solid phases is considered

(2) Isothermal condition

(3) Effects of well completions on sand production are
omitted

Under the plastic deformation, the relationship between
the volume change and the shear velocity is as follows
[23, 24]:

∂ν
∂r

+ γ∙
ν

r
= ∧θα

∂ν
∂r

−
ν

r

� �
, ð1Þ

θσ = sgn ∂ν
∂r

−
ν

r

� �
: ð2Þ

The expansion coefficient ∧ is related with radial
stress; the flow-pattern coefficient γ equals to 1 in the
radial flow case and 2 in the spherical flow case. By
solving equation (2), the solid velocity can be obtained
as follows:

v = C
rn
,

n = γ+∧θα
1−∧θα

:

ð3Þ

The oil and sand production rates can be calculated as
equations (4) and (5), respectively:

qf = 2πrhw rð Þ, ð4Þ

qs = 2πrhv rð Þ: ð5Þ
For the sand production formation, the velocity differ-

ence between oil and solids can be calculated as follows:

w − v = βK
μ

∙
dp
dr

, ð6Þ

qf
2πrh −

C
rn

= βK
μ

∙
dp
dr

: ð7Þ

The integration procedure is as equations (8)–(10):

ðre
rw

qf
2πrh dr −

ðrc
rw

C
rn
dr =

ðpe
pw

βK
μ

dp, ð8Þ

qf
2πh ln re

rw
−
C rc

1−n − rw
1−n� �

1 − n
= βK pe − pwð Þ

μ
, ð9Þ

C =
qf /2πh ln re/rw − βK pe − pwð Þ/μ

rc1−n − rw1−nð Þ/1 − n
: ð10Þ

The sand production rate can thus be obtained as
follows:

qs rwð Þ =
qf ln re/rwð Þ − 2πhβK pe − pwð Þ/μ
h i

1 − nð Þ
rc1−n/rw1−n − 1ð Þ : ð11Þ

The stress distribution around the well is studied by
taking a microelement of the rock around the well, and
the stress can be classified as radial stress (σr), tangential
stress (σθ), axial stress (σz), and shear stress (Figure 3,
σθr , σθz , and σrz).

The principal stress around the wellbore can be expressed
by matrix eigenvalues [25, 26]:

σr − σ σrθ σzr

σθr σθ − σ σθz

σzr σzθ σz − σ

��������

��������
r = 0: ð12Þ

h

rw
rc

pc

pe

re

Figure 2: Circular finite oil reservoir model.

𝜎𝜃r

𝜎r
𝜎z𝜃

𝜎z

𝜎zr

𝜎rz
𝜎r𝜃

𝜎𝜃z𝜎𝜃

d𝜃

Figure 3: Microunit stress around the wellbore.

3Geofluids



The principle stress can be got as follows:

σ1′ =
−b − 2A

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
cos θ/3ð Þp

3

σ2′ =
−b + cos θ/3ð Þ + ffiffiffi

3
p

sin θ/3ð Þ
� 	 ffiffiffiffi

A
ph i

3

σ3′ =
−b + cos θ/3ð Þ − ffiffiffi

3
p

sin θ/3ð Þ
� 	 ffiffiffiffi

A
ph i

3

8>>>>>>>>>><
>>>>>>>>>>:

, ð13Þ

where

b = − σr + σθ + σzð Þ, ð14Þ

c = σrσz + σθσz + σrσθ − σr
2 − σθ

2 − σz
2, ð15Þ

d = − σrσθσz + 2σrθσθzσzr − σrσθz
2 − σθσzr

2 − σzσrθ
2�
,
ð16Þ

A = b2 − 3c, B = bc − 9d, ð17Þ

θ = arccos 2Ab − 3B
2A

ffiffiffiffi
A

p
� �

: ð18Þ

The reservoir pressure is a function of flowing bottom-

hole pressure (FBHP) within the boundary of sand produc-
tion, which can be expressed as follows:

pc = pw + p0
ln re/rwð Þ ln rc

rw
ð19Þ

especially when the radius equals to rc

σ1 pw, rcð Þ − βbpp pw, rcð Þ = 2Ytan φ

2 + π

4
� 	

+ σ3 pw, rcð Þ − βbpp pw, rcð Þ
h i

tan2 φ

2 + π

4
� 	

:

ð20Þ

The maximum and minimum stress σ1 and σ3 can be
obtained based on stress matrix:

σ1 pw, rcð Þ =max σ1′ , σ2′ , σ3′
n o

, ð21Þ

σ3 pw, rcð Þ =min σ1′ , σ2′ , σ3′
n o

: ð22Þ

Calculate the value of σ1′ , σ2′ and σ3′ at a certain radius,
then the values of σ1 and σ3 are determined, and σ1 and σ3
are substituted into Equation (20). When Equation (20) is

Table 1: Petrophysical parameters of the Daqing oilfield.

Average reservoir
pressure/MPa

Reservoir boundary
radius/m

Well radius/m Permeability/10-3 μm2 Depth/m Thickness/m Viscosity/mPa·s

28.66 186.47 0.1015 2.3 2540-2536 53.5 19.5
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Figure 4: Relationship between flowing bottom-hole pressure and sand production rate.
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equal, the radius is determined to be the sand producing
radius rc, so the sand quantity can be calculated according
to Equation (11).

3. Results and Discussions

In order to validate the accuracy of the proposed model, the
Daqing oilfield in Songliao Basin is selected. The parameters
of this tight sandstone oil reservoir are shown in Table 1.
Based on these parameters, the critical FBHP of sand produc-
tion is calculated and validated against real date.

Field measurement reports the critical FBHP which is
24.21MPa, and the critical pressure difference is 4.45MPa.
This model provides an estimation of 25.27MPa for the
FBHP, which has a relative error of 4.38% compared with
field data. This validation indicates the proposed model is
both practical and accurate.

3.1. Effects of Flowing Bottom-Hole Pressure on Sand
Production. The sand production rate is related with FBHP.
Figure 4 shows the sand production rate under FBHP of
18MPa, 19MPa, 22MPa, and 25MPa. The solid line is the

sand production rate from the model, and the dotted points
are the sand production rate from field measurement. With
the time being, the FHP becomes smaller, and the sand pro-
duction is easier. Specially, the sand production rate is the
highest under the FBHP of 18MPa. As the well completion
factor is not considered in this model, thus the estimated crit-
ical BHP is higher than the real data. There are two types of
sands during the sand production: (1) the free sands in the
pores and (2) the detached sands from rock matrix. The sand
production curve thus has an inflection point. With the time
being, the relative difference between the model result and
real data is smaller, which further shows the practical appli-
cation of this model.

3.2. Effects of Sand Production Radius on the Sand Production
Rate. The FBHP is significantly affected by sand production
radius. With a larger sand production radius, the critical
pressure difference will be higher. A larger sand production
radius results in a lower sand production rate under a certain
FBHP. Figure 5 shows the sand production rate under the
FBHP of 18MPa and sand production radii of 0.20m,
0.22m, 0.24m, and 0.25m. Overall, the possibility of sand
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Figure 5: Relationship between the sand production rate and time under difference sand production radii (18MPa).
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Figure 6: Relationship between the sand production rate and time under different permeabilities (18MPa).
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production is larger with the increase of producing time.
While a location is closer to the borehole, the moment of
force on a particle is larger, which further results in a higher
sand production rate. This is because the oil production rate
near the borehole is high, and the rock failure is severe, which
is caused by a quick change of oil saturation and pore pres-
sure. Compared with the near-wellbore region, the possibility
of sand production in the region far away from the borehole
is much lower.

3.3. Effects of Permeability on the Sand Production Rate. The
sand production rate is also significantly affected by the per-
meability. Figure 6 indicates the sand production rate under
the FBHP of 18MPa and different formation permeabilites
(2.3mD, 3.0mD, 4.0mD, and 5.0mD). We can see that the
sand production rate is higher with a larger permeability.
This is because the oil rate is higher under a larger permeabil-
ity, which leads to a rapid change of pore pressure and oil
saturation.

4. Summary and Conclusions

Although the fluid seepage and stress distribution around the
well have been considered in the development of tight sand-
stone reservoirs, the problems encountered in actual reser-
voir development are more complicated. For example, the
non-Darcy seepage of the formation fluid, the multimedia
seepage, and the complicated stress distribution around the
well, this model does not consider the above problems, there
are still deficiencies, and the calculation results still have
errors compared with the actual situation.

The sand production prediction model is built based on
the derivation of the sand production rate, which is well val-
idated against the field data in the Daqing field with a relative
error of 4.38%. The main conclusions of this paper are as
follows:

(1) The sand production rate of the tight sandstone oil
reservoir is closely related with FBHP. While the crit-
ical pressure difference is exceeded, a higher FBHP
leads to a lower sand production rate

(2) The critical FBHP is significantly affected by sand
production radius. Under a certain FBHP, the sand
production is more severe with a smaller sand pro-
duction radius and a closer distance to borehole

(3) Different tight sandstone oil reservoir permeabilities
result in various sand production rates. A higher
permeability induced a more rapid change of pore
pressure and oil saturation, which further increases
the possibility of sand production

Nomenclature

Roman Symbols

qf : oil production rate, m3/d
K : permeability, 10-3μm2

h: thickness, m

p: pressure, MPa
μ: viscosity, mPa s
∧: expansion coefficient
γ: flow-pattern coefficient
v: solid velocity, m/s
r: radial distance, m
C: integration constant, m
n: expansion index
w: oil velocity
ðdp/drÞ: pressure gradient
β: coefficient
re: boundary radius, m
rw: well radius, m
rc: sand production radius, m
pe: reservoir pressure, MPa
pw: FBHP, MPa.
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Reservoir heterogeneity is regarded as one of the main reasons leading to low oil recovery for both conventional and
unconventional reservoirs. High-permeability layers or fractures could result in ineffective water or gas injection and generate
nonuniform profile. Polymer microspheres have been widely applied for the conformance control to overcome the bypass of
injected fluids and improve the sweep efficiency. For the purpose of examining the plugging performance of submicron-sized
microspheres in high-permeability porous media, systematic investigations were implemented incorporating macroscale
blocking rate tests using core samples and pore-scale water migration analysis via nuclear magnetic resonance (NMR).
Experimental results indicate that microsphere particle size dominates the plugging performance among three studied factors
and core permeability has the least influence on the plugging performance. Subsequently, microsphere flooding was conducted
to investigate its oil recovery capability. Different oil recovery behaviors were observed for cores with different permeability. For
cores with lower permeability, oil recovery increased stepwise with microsphere injection whereas for higher permeability cores
oil recovery rapidly increased and reached a plateau. This experimental work provides a better understanding on the plugging
behavior of microspheres and could be employed as a reference for screening and optimizing the microsphere flooding process
for profile control in heterogeneous reservoirs.

1. Introduction

Reservoir heterogeneity has long been a major issue that
leads to unsatisfactory oil recovery efficiency and high water
cut during waterflooding for both conventional and uncon-
ventional reservoirs [1–3]. Dominant flow pathways can be
developed along high-permeability layers and natural or arti-
ficial fractures for tight reservoirs in which injected water or
gas prefers to flow hence diminishing the sweep efficiency [3–
6]. Due to the bypass of water, there still remain unswept
areas in lower permeability regions with considerable oil
recovery potential. In the meantime, high water production
could increase the cost and energy consumption of the subse-

quent transportation and water treatment. Therefore, it is of
significance to adjust waterflooding profile and improve the
sweep efficiency to reduce water cut and achieve higher oil
recovery efficiency.

To counter the nonuniform waterflood front, profile con-
trol technology has been developed to plug the high-
permeability layers and divert the flow towards lower perme-
ability areas [4, 7–10]. Methods like polymer flooding [11–
14] and foam flooding [15–17] were considered to effectively
improve the mobility ratio and sweep efficiency. However,
issues like shear thinning and injectivity of polymer solution
limited its performance in enhancing oil recovery [14]. Oil
and water distribution becomes increasingly complex

Hindawi
Geofluids
Volume 2020, Article ID 8869760, 9 pages
https://doi.org/10.1155/2020/8869760

https://orcid.org/0000-0001-6721-4589
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2020/8869760


especially during later stage of oil field development such that
polymer flooding cannot fully meet the demand for the pro-
file control. Subsequently, polymer particles, for instance,
preformed particle gels (PPGs) [18, 19], colloidal dispersed
gels (CDGs) [20, 21], and polymer microspheres (PMs) [22,
23], were applied to engage in in-depth profile control owing
to its small size, elastic characteristics, and the ability to pen-
etrate into lower permeability areas. Extensive studies have
been done on the fabrication and performance evaluation
on these polymer particles [24]. PPGs are polymers with rel-
atively large size and can be applied for conformance control
of fractures and high-permeability layers [25]. The fabrica-
tion, mechanical properties, and plugging performance of
PPGs have been extensively investigated both in lab and field
[19, 26, 27]. CDGs are colloids suspended in the solution
with characteristics like smaller size, lower polymer concen-
tration, and longer formation time, yet CDGs should be care-
fully applied in harsh conditions [21, 28]. As the complexity
of the reservoir pore throat structure raises after water injec-
tion and other flooding methods, demand has grown for
polymer particles with more flexibility and stability to adjust
the injection profile.

Recently, polymer microspheres with nano- to microme-
ter size were developed and applied for deep profile control.
Features like small size, elasticity, and better deformability
allow the migration of microspheres towards smaller pores
and deeper formation with lower permeability. Different
types of polymer microspheres with unique characteristics
have been proposed in the literature and widely applied in
the oil field [29–33]. The plugging performance of polymer
microspheres and the aspects impacting its plugging and
migration have been previously investigated [22, 23, 34, 35].

It was proposed that polymer microspheres undergo
dynamic plugging in other words plugging, deformation,
mobilization, and replugging thus enabling the profile con-
trol of deeper formation [30, 31, 36]. Different plugging
mechanisms were also directly visualized via transparent
micromodel [31] and scanning electron microscopy (SEM)
[35]. Majority of the work is focused upon the migration
behavior and rheological property of microspheres for deep
profile control as well as the compatibility of the particle size
to pore throat size. To obtain a solid understanding on the
plugging performance of microspheres in a heterogeneous
reservoir, systematic investigation on the parameters affect-
ing its plugging performance in both deep formation and
high-permeability zones could be essential. However, less
attention was paid to the plugging capability of sub-
micron-sized microspheres in higher permeability regions.
The controlling factor for microsphere plugging performance
remains unclear.

Therefore, in this work, submicron polymer micro-
spheres with varying concentrations and particle sizes have
been used to examine its capability to plug high-
permeability porous media. To evaluate its plugging perfor-
mance and investigate the plugging mechanism, a systematic
investigation was implemented incorporating the effect of
rock permeability, microsphere size, and concentrations on
the plugging performance. Macroscale blocking rate of core
samples using microspheres as well as the pore-scale inspec-
tion of water migration via NMR scanning has been inte-
grated to obtain a better understanding of the plugging
mechanism. Based upon the results obtained from this exper-
imental work, influence of each examined parameter on the
plugging performance was analyzed and the controlling fac-
tor was determined. This work also provides a reference
and guidance to optimize the profile control operation in
the field application via submicron polymer microspheres
in heterogeneous reservoirs.

2. Experimental Setup

2.1. Materials. Artificial cores were fabricated using quartz
sand and epoxy resin with designated permeability gradient
distributed from 100 to 500mD. They were utilized to exam-
ine the plugging performance of different microsphere solu-
tions under various permeability conditions and perform
coreflooding experiments to evaluate the enhanced oil recov-
ery potential of microsphere solution. The average length and
diameter of the cores are 4.9 cm and 2.5 cm, respectively.
Detailed physical properties of the core samples are listed in
Table 1. Distilled water and paraffin oil were used to perform
the corresponding experiments.

Microspheres used in this work were acrylamide-based
polymer particles fabricated via inverse emulsion polymeri-
zation. It consists of an outer hydrophilic shell, a middle
hydrophobic layer, and a cationic core. Microsphere solution
was prepared by diluting the polymer microsphere emulsion
with distilled water. Microsphere solutions with varying con-
centrations (0.05, 0.1, 0.15, and 0.2wt%) and particle sizes
(50, 100, 300, and 800nm) were used in the experiments.

Table 1: Physical properties of the cores used in the experiments.

Core no. Permeability (mD) Porosity (%) Pore volume (cm3)

1 99 30.812 7.632

2 95 31.312 7.548

3 197 20.861 4.997

4 202 20.992 5.005

5 288 28.671 7.034

6 297 27.787 6.836

7 294 28.089 6.809

8 293 26.396 6.392

9 300 27.370 6.582

10 302 28.118 6.898

11 293 28.956 6.972

12 307 29.514 7.208

13 293 29.684 6.969

14 300 29.536 6.990

15 308 28.074 6.834

16 302 27.931 6.641

17 402 25.021 6.023

18 399 28.077 6.684

19 516 26.869 6.431

20 525 27.317 6.498
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2.2. Experimental Procedures. In order to evaluate the plug-
ging performance of submicron-sized microspheres on the
high-permeability regions, microsphere flooding was con-
ducted. The core samples were vacuumed for 3 hours
followed by the saturation process with distilled water for
10 hours to ensure that all cores were fully saturated. To
obtain the initial distribution of the aqueous phase inside
the core, NMR (MesoMR23-60H-I) tests were implemented
for all the core samples. Afterwards, the core sample was
placed in the core holder. Microsphere solution was then
injected into the core with an injection rate of 0.3mL/min.
Inlet pressure of the core holder was automatically moni-
tored and recorded during the flooding process ranging from
0.01 to 0.6MPa. Volume of the collected displaced fluids was
measured to obtain the permeability of the core sample after
the microsphere solution injection. The flooding process
ceased as the measured pressure became stable. The second
NMR test was performed for each core sample afterwards
to acquire the information on the aqueous phase distribution
and saturation. The whole process was repeated using micro-
sphere solutions with varying concentrations and particle
sizes inside differential permeability cores. The experimental
setup was sketched in Figure 1.

The aforementioned microsphere flooding experiments
were regarded as the preliminary evaluation to screen the
optimal microsphere solution concentration and micro-
sphere size and obtain its plugging mechanism. To further
examine the oil displacement efficiency by the submicron
microspheres, another set of experiments emulating the oil
recovery process were conducted. Fresh core samples with
two permeability levels were selected based upon the experi-
mental results and evaluation. The core samples experienced
the similar preparation steps involving vacuuming and estab-
lishment of initial water saturation. Subsequently, initial oil
saturation was developed by oil injection at a rate of
0.3mL/min into the core until no more water was produced.
Waterflooding and microsphere flooding were conducted
afterwards, respectively, at an injection rate of 0.3mL/min
until the measured pressure reached a plateau and no more
oil was recovered. 10MPa confining pressure was applied to
the displacement system. Recovered oil was collected; there-
fore, oil recovery rate by two flooding methods was attained.

The experimental workflow for two sets of experiments was
also demonstrated in Figure 2.

3. Results and Discussion

3.1. Plugging Performance Evaluation of Microspheres

3.1.1. Effect of Core Permeability. Core samples with varying
permeability were employed to investigate the influence of
rock permeability on the plugging performance of micro-
spheres. Two types of microsphere solutions were used for
this set of experiments. Core samples used for the experi-
ments were nos. 1, 3, 5, 17, and 19 for the 100nm 0.1% case
and nos. 2, 4, 6, 18, and 20 for the 300nm 0.1% case, respec-
tively. Figure 3 plots the relationship between blocking rate
and core permeability. Blocking rate was calculated by the
ratio of permeability reduction after the microsphere injec-
tion to the permeability of the core after water saturation,
namely, higher blocking rate implies that larger portion of
the pore space is plugged by the injected microspheres.
Reversely, lower blocking rate suggests that injected micro-
spheres cannot effectively block larger pores and might pass
through the core instead. For the 100nm microsphere solu-
tion with 0.1% concentration, the blocking rate fluctuates as
the permeability increases yet a distinct trend was not
observed and this fluctuation could be possibly due to insuf-
ficient particle size that leads to unstable plugging perfor-
mance, whereas for the 300nm microsphere solution with
0.1% concentration the blocking rate almost remains the
same as the permeability increases indicating that micro-
sphere with this particle size demonstrates more stable plug-
ging behavior and better fits the high-permeability cores used
in the experiments. In general, this result implies that rock
permeability might not be the major factor affecting the plug-
ging capability of the microspheres. When using differently
sized microspheres, however, rock permeability could still
make a difference in the pore scale. To understand the migra-
tion of water after microsphere injection, NMR scanning was
conducted after both water saturation andmicrosphere injec-
tion. Pore size distribution of the artificial core samples
majorly falls in the range from 0.26 to 7.65μm, and they were

Pressure sensor Computer

Water

Core holder

Microsphere
solution

OilPump

Figure 1: Schematic of the experimental setup.
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further categorized as small pores, medium pores, and large
pores based upon the relaxation time [37].

In Figure 4, water distribution before and after micro-
sphere injection was compared by selecting two core samples
with large permeability contrast. Core no. 1 possesses smaller
permeability, and NMR scanning shows the majority of the
cores characterized as medium pores and large pores are
scarce. Water saturation inside medium pores decreased after
the microsphere injection, and this portion of water was relo-
cated to small pores suggesting microspheres successfully
plugged relatively larger pores and diverted the flow path.
For the higher permeability core, majority of the pores are
characterized large pores. After microsphere injection, water

inside large pores mainly migrated to medium pores and lim-
ited amount of water to small pores. Despite the fact that
macroscale blocking rate does not change distinctly as rock
permeability changes, rock permeability still has an impact
on the pore-scale water distribution and relocation as micro-
spheres blocked preferential flow paths.

3.1.2. Effect of Microsphere Size and Concentration. Perme-
ability is the inherent property of the reservoir whereas
parameters like microsphere size and concentration are con-
venient to adjust in the oil field. Therefore, the effect of
microsphere size and its concentration was investigated to
comprehend the mechanism of profile control using micro-
spheres and optimize the formula for microsphere injection.
Figure 5 shows the blocking rate of differently sized micro-
spheres on core samples with the same permeability, and it
demonstrated the relationship between blocking rate and
microsphere size under two concentration levels. In this set
of experiments, core samples with 300mD permeability were
selected. Core samples used for the experiments were nos. 7,
5, 6, and 8 for 0.1% concentration level and nos. 9, 10, 11, and
12 for 0.2% concentration level, respectively. In general, lin-
ear relation was not observed, and in fact, blocking rate
shows nonmonotonic change as the microsphere size
increases. For the lower microsphere concentration condi-
tion, 100nm particle size showed better blocking capability
possibly attributed to its compatibility with the pore throat
size of the core sample. For higher microsphere concentra-
tion condition, microsphere with 300nm size showed rela-
tively better plugging performance. When microsphere
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Figure 2: Workflow of the experimental procedures of (a) evaluation on microsphere plugging performance and (b) coreflooding
experiments.
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solution with larger particle size was used, a discrepancy in
blocking rate was observed between two concentration levels.
Higher microsphere concentration results in better plugging
performance. To analyze the pore-scale migration of water
after microsphere flooding with different particle sizes, water
distribution change inside two core samples possessing the
same permeability was obtained from NMR scanning with
the solution concentration of 0.2%. As shown in Figure 6,
for core samples with the same permeability, it is intuitive
that larger microspheres could effectively block larger pores
as indicated by an evident decrease in water saturation in
large pores and increase in medium pores after microsphere
injection shown in Figure 6(b). Little saturation change in
small pores revealed that larger microsphere has a limited
effect on plugging small and medium pores despite its nano-
to microscale size. Compared with Figure 6(b), Figure 6(a)
shows the water saturation change after microsphere injec-
tion with smaller particle size using the same permeability
core. It is not as effective as larger microspheres in terms of
plugging large pores as indicated by less decrease in the water
saturation inside large pores.

As for the relationship between blocking rate and micro-
sphere concentration, Figure 7 shows that when larger
microspheres were used blocking rate slightly increases as

the concentration increases yet the trend flattens out. Further
increase of the concentration might not lead to distinct
improvement of the blocking rate. Core samples used for
the experiments were nos. 13, 5, 14, and 10 for 100nm parti-
cle size and nos. 15, 6, 16, and 11 for 300 nm particle size,
respectively. When smaller microspheres were used, block
rate increases as the concentration increases. However, there
is an abrupt decrease in the blocking rate at larger concentra-
tion especially at 0.2%. It was postulated that for smaller sized
microspheres, blocking of larger pores relies upon the accu-
mulation due to its insufficient size. When the concentration
was increased to 0.2%, microspheres originally gathered and
plugged in the pores could be squeezed out by the subse-
quently injected microspheres leading to a lower blocking
rate, namely, higher microsphere concentration does not
necessarily result in higher blocking rate and microsphere
particle size should be taken into consideration as well. Pre-
sumably, for higher permeability regions, a critical concen-
tration and microsphere size exist and beyond which the
growth potential of its plugging performance can be limited.
This suggests that for oil field application lower microsphere
concentration solution could be more cost-effective consider-
ing the expense of the microsphere flooding and elevating
microsphere concentration might not lead to considerable
improvement in oil recovery. Water saturation change was
also plotted in Figure 8 based upon the NMR scanning
results. In general, microsphere particles are capable of
blocking large pores and divert the fluid flowing towards
majorly medium pores and small pores and the blocking of
large pores depends upon the specific microsphere concen-
tration and particle size. As shown in Figure 8(b), for micro-
sphere solution with 100nm particle size at 0.2%
concentration, the migration of water was not as significant
as others and this pore-scale observation coincided with the
macroscale blocking rate. Interestingly, core sample no. 15
exhibits different pore size distribution than others that
majority of the pore space are characterized as large pores.
Microsphere particles still effectively block partial large pores
resulting in the migration of water to mainly medium pores
and small pores.
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injection and “after” denotes after microsphere injection. Microsphere particle size is 100 nm and its concentration is 0.1%.
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Overall, to determine the dominant factor impacting the
blocking rate, statistical analysis was conducted. In this
mixed-type orthogonal experiments, three factors were
involved which are core permeability, microsphere particle
size, and solution concentration. For core permeability, five
factor levels were involved and they are 100, 200, 300, 400,
and 500mD, respectively. For microsphere size, four factor
levels were involved and they are 50, 100, 300, and 800nm,
respectively. For microsphere solution concentration, four
factor levels were involved and they are 0.05, 0.1, 0.15, and
0.2%, respectively. Based upon the analysis of the range dem-
onstrated in Table 2, the ranking of factors that have greater
impact on the blocking performance of microspheres is
microsphere size, microsphere solution concentration, and
core permeability successively. The corresponding micro-
sphere size and concentration resulting in higher blocking
rate were 300nm and 0.15%, respectively. Microsphere size
was considered as the dominant factor impacting the block-
ing rate. Therefore, based upon the experimental results,
appropriate microsphere size matching with the pore size of

the rock could more effectively block the desired region. Core
permeability on the other hand has the least influence on the
blocking rate among the examined factors indicating
submicron-sized microspheres could be applied for profile
control in high-permeability regions.

3.2. Oil Displacement Efficiency. To further evaluate the effi-
ciency of enhancing oil recovery by microsphere injection,
waterflooding and microsphere flooding were conducted.
Four cores with two permeability levels were selected.
According to the previous results, microsphere with 300nm
particle size was chosen to perform the flooding experiments.
Details of the experimental setup and results are displayed in
Table 3. Generally, incremental oil was recovered by micro-
sphere flooding with the average incremental rate of 9.34%
under the experimental conditions yet the incremental rate
depends on the microsphere solution used. The permeability
of core no. 10 is three times as large as that of core no. 1; how-
ever, the incremental oil recovery rate is similar when the
microsphere concentration is 0.15%. On the contrary, when
the microsphere concentration decreases to 0.05%, core no.
2 with lower permeability exhibits higher incremental oil
recovery rate than core no. 14. For small-sized microspheres,
the blocking capability of large pores possibly depends upon
the accumulation of microspheres. Optimal microsphere
concentration can be conducive to plug larger pores and ulti-
mately recovery more oil.

Oil recovery rate as a function of pore volumes of micro-
sphere solution injected for the four core samples was plotted
in Figure 9 to closely examine the blocking behavior of
microspheres. First of all, for lower permeability cores (core
no. 1 and no. 2), microsphere concentration has a distinct
impact on the oil recovery pattern. Injection of higher con-
centration solution quickly improves the oil recovery rate
and then gradually recovers more oil. The curve also displays
step growth of the oil recovery indicating the potential migra-
tion of the microspheres into lower permeability areas that
leads to the enhanced oil recovery. For core no. 2, it clearly
shows a slower response to microsphere injection when the
solution concentration is lower. The trend of the curve is
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Figure 6: Water distribution inside the core sample of the same permeability (300mD) after injection of microspheres with (a) 50 nm and (b)
800 nm particle size. “Before” denotes before microsphere injection and “after” denotes after microsphere injection. Microsphere
concentration is 0.2%.
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similar to that of core no. 1 demonstrating a step growth
characteristic yet the final recovery rate is lower which could
be owing to insufficient microspheres in the core and inade-
quate waterflood profile control. Unlike the lower permeabil-
ity scenario, when the core permeability is much higher, a
rapid increase in oil recovery was observed as the micro-
sphere solution was injected despite its concentration. Pre-
sumably, dominant seepage channels are easier to form in
higher permeability media, and the gathering of micro-
spheres could effectively divert the flow paths resulting in a
significant enhancement in oil recovery. However, the curves
for both core nos. 10 and 14 quickly reach a plateau indicat-
ing continuous injection of the microsphere solution could

sabotage the original plugging by relocating and even flush-
ing out the microspheres such that additional oil recovery
was not attained. In this case, increasing solution concentra-
tion could be helpful to achieve a higher recovery rate in
higher permeability porous media as indicated by comparing
the curves of core no. 14 with no. 10 yet the increase might
not be significant. In the field application, to plug high-
permeability layers using submicron microspheres, an
instant improvement could be observed yet the long-term
effect of microspheres on oil recovery might not be satisfac-
tory. To further improve the oil recovery, development plan
could be adjusted and switched to higher concentration or
even larger particle size based on the statistical analysis show-
ing particle size has greater influence on the blocking rate.
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Figure 8: Water distribution inside the core sample of the same permeability (300mD) using microsphere solution of (a) 100 nm 0.05%, (b)
100 nm 0.2%, (c) 300 nm 0.05%, and (d) 300 nm 0.2%. “Before” denotes before microsphere injection and “after” denotes after microsphere
injection.

Table 2: Statistical analysis on the factors impacting the blocking
rate of microspheres.

Factor
level

Microsphere
size (nm)

Microsphere solution
conc. (%)

Permeability
(mD)

1 50 0.05 100

2 100 0.1 200

3 300 0.15 300

4 800 0.20 400

5 500

Range 6.17 5.09 4.77

Order 1 2 3

Table 3: Oil recovery rate by waterflooding and microsphere
solution.

Core
no.

Microsphere
conc. (%)

Oil recovery
by

waterflooding
(%)

Oil recovery
by

microsphere
(%)

Incremental
oil recovery
rate (%)

1 0.15 44.15 55.70 11.55

2 0.05 32.41 41.00 8.59

10 0.15 53.24 64.30 12.06

14 0.05 48.33 53.50 5.17
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When a step growth in oil recovery is observed after micro-
sphere injection, increasing its concentration could more
effectively enhance oil recovery. To summarize, for a fixed
microsphere particle size, higher oil recovery could be
achieved by increasing the solution concentration. However,
to accomplish higher oil recovery for cores with larger per-
meability, the effectiveness of increasing solution concentra-
tion can be limited.

4. Conclusions

In this work, the plugging performance of submicron micro-
sphere solution on high-permeability porous media was
investigated. Artificial core samples with designated perme-
ability were employed to examine the plugging capability of
different microsphere solutions. Experimental results indi-
cate that microsphere size has a greater impact on the block-
ing rate than microsphere concentration and core
permeability. Larger microsphere mainly blocks large pores
whereas smaller microsphere has moderate plugging capabil-
ity on large pores. The effect of microsphere concentration
on the blocking rate should be combined with particle size
to evaluate the plugging performance. Noteworthily, core
permeability is not the dominant factor impacting the plug-
ging performance based upon the experimental results and
statistical analysis. This suggests that small-sized micro-
spheres are capable of blocking higher permeability regions
and achieve flow diversion to smaller pores. Simulated oil
recovery process demonstrated that incremental oil recovery
could be attained by the microsphere injection. Quicker
response to the microsphere injection was observed for
higher permeability cores. For cores with lower permeability,
oil recovery increases stepwise as more microsphere solution
is injected until a plateau is reached. When a microsphere
solution with the same particle size was used, increasing the
concentration could contribute to higher oil recovery yet
the increment in oil recovery is associated with rock perme-
ability. Overall, this experimental work could be beneficial
for screening the polymer microsphere candidate for profile
control of both conventional and unconventional reservoirs
that have developed preferential flow paths or fractures to

improve the sweep efficiency and ultimately enhance oil
recovery.
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Predicting apparent gas permeability (AGP) in nanopores is a major challenge for shale gas development. Considering the
differences in the gas molecule-pore wall interactions in inorganic and organic nanopores, the gas transport mechanisms in
shale remain unclear. In this paper, gas flow channels in shale, which are separated into inorganic pores and organic pores, are
treated as nanotubes. Inorganic pores are assumed to be hydrophilic, and organic pores are assumed to be hydrophobic. In
organic pores, multiple bulk free gas and surface adsorbed gas transport mechanisms are incorporated, while the bulk gas and
water film are considered within inorganic pores. This paper presents a unified multiple transport mechanism model for both
organic nanopores and inorganic nanopores. Unlike the earlier models, the presented models consider the absorption, stress
dependence, real gas, and water storage effects on gas transport comprehensively for the entire flow regime. The results are
validated with published data which is more in line with the real situation. The results show that (1) the AGP decreases
gradually as the pore pressure decreases but that the decrease is sharp in small pores, (2) the AGP decreases dramatically when
considering the real gas effect at 50MPa in a 2 nm pore size, and (3) for a small pore size at the critical high-water saturation,
AGP might increase suddenly as the flow regime changes from continuum flow to slip flow. The findings of this study can help
for better understanding of the gas transport mechanisms for the entire flow regime in shale.

1. Introduction

Shale gas has become increasingly vital in supplying hydro-
carbon energy due to its potential to offset conventional gas
production declines. A shale gas reservoir typically has nano-
sized pores, which can be categorized into pores in organic
matter (OM) and pores in inorganic matter (IOM) according
to the mineral composition, microstructure, and wettability
differences [1, 2]. The pores in OM vary in size from nano-
meter scale to micrometer scale, while those in IOM are on
the nanometer scale [3, 4]. Generally, the bulk gas transport
capacity and surface diffusion should simultaneously be con-
sidered for the coexistence of bulk gas and adsorbed gas
phases in organic pores [5]. For the absorbed gas, the adsorp-

tion flux decreases as the gas desorbs during depressuriza-
tion, which increases the organic pore flow channel [6–8].
However, IOM is mainly composed of quartz and clay con-
tent, which are prone to absorb water [4, 9]. Hence, bulk
gas phases and water films coexist in the pores of IOM [10].

The gas transport in shale nanopores is very different
from that due to conventional macropore mechanisms
because the molecular free path is comparable to the pore size
[11]. The strong interfacial effects between the gas and nano-
tube walls increase with increasing Kn; consequently, a con-
tinuum approach with no-slip boundary conditions is no
longer valid [12]. Kn is defined as the ratio of the mean free
path of molecules to the flow path aperture [13] and is
applied to characterize the gas flow regime as continuum
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flow (0 < Kn < 10−3), slip flow (10−3 < Kn < 10−1), transition
flow (10−1 < Kn < 10), and free molecular flow (10 < Kn) [14].

A single-nanopore gas transport mechanism investiga-
tion is the theoretical basis for AGP modeling of actual core
samples, which has attracted widespread attention [15, 16].
Experimental tests and simulations have been applied to
model single-nanopore gas transport capacity [14]. It is usu-
ally time-consuming and is extremely difficult to perform
laboratory gas transport experiments for the nanopore range
considering bulk gas, absorbed gas, real gas, and stress depen-
dence, among other multifactor coupling effects. Second,
numerical methods, such as molecular simulation via the
lattice Boltzmann model (LBM), are powerful tools for
studying gas transport behavior. Third, Qiu et al. [17,
18] studied the phase behavior of fluids confined in nano-
pores through experimental methods and found that the
supercritical region of the confined fluid exists in the low
pressure range. However, due to the complexity of the
rough pore surface slip boundary, most LBM applications
to model gas flow require considerable computational
resources and time requirements, which is difficult to
account for in practical engineering [4].

To overcome the inconvenience of the numerical
method, two different analytical multiscale unified models
are developed, coupling various flow regimes for shale gas
flow through nanopores. The first method is to solve the
Navier-Stokes equation directly by incorporating Maxwell’s
first-/second-order slip velocity slip boundary condition in
the form of a rarefaction effect to cover the entire flow
regime. Coupling a second-order slip velocity boundary, Bes-
kok [19] derived a unified nanoscale pore gas transport
model for all flow regimes on the basis of the Hagen-
Poiseuille equation. However, Karniadakis et al. [20] noted
that the unified flowmodel with general slip boundary condi-
tions resulted in a significant error from that obtained
through a direct simulation via the Monte Carlo method.
To improve the prediction accuracy, Civan [21] introduced
a rarefaction coefficient into the unified equation; this
coefficient varies with Kn and can be determined by
numerical or experimental data. Following this concept,
several investigators [22, 23] further extended the model
by incorporating shale gas transport mechanism differ-
ences in the OM and IOM. Although the prediction accu-
racy improved by the introduction of the rarefaction
coefficient, the second-order model slip boundary condi-
tion is unable to model gas through porous media, while
the first-order model is also valid in the low-moderate
Kn number regime [24].

Another approach that expresses the shale gas transport
capacity by different equations based on the Kn number
was proposed. In this approach, the transition flow capacity
is superimposed by slip flow and free molecule flow through
their weighting coefficients. Adzumi [25] performed experi-
ments on gas transport in circular capillaries, and a contribu-
tion coefficient term was applied to express the transition
flow regime involvement of viscous flow and Knudsen’s flow.
However, these models did not provide the contribution
coefficient. Javadpour [26] directly superposed the gas trans-

port capacity of slip flow and Knudsen diffusion to develop
an AGP model. Furthermore, Darabi [27] introduced the
fractal dimension into Knudsen diffusion to consider the
pore surface roughness effect based on Javadpour’s model,
although both models ignored the gas transition flow regime
transport capacity.

To directly overcome the limitation of flow capacity sum-
mation, several investigators introduced contribution coeffi-
cients to fuse different flow regimes. Wu et al. [28] utilized
the weighting coefficient expressed by the molecular collision
frequency to model gas slip flow and Knudsen diffusion
transport capacity for the entire flow regime. Zeng et al.
[29, 30] extended this model by directly incorporating sur-
face effects. Chai et al. [23] integrated real gas effects, gas
desorption, surface diffusion, etc., to propose a comprehen-
sive gas transport model. However, these models consider
that all the flow states coexist and ignore the gas flow state
as determined by Kn [14] and the absorbed water film effect.
In addition, under the high-temperature and high-pressure
conditions of formations in actual gas-shale reservoirs, the
assumption that gas molecules can be represented as a point
is inappropriate due to the size of gas molecules compared to
that of nanopores, and the real gas effect should be consid-
ered [27, 31]. In addition, Ross and Bustin [32, 33], after ana-
lyzing porosity and permeability test results, reported that
shale gas sample permeability was highly stress-dependent,
which further complicates shale gas transport.

Overall, the currently established models are unable to
consider all the above transport mechanisms and fail to con-
sider shale gas flow capacity differences between organic and
inorganic pores. It is urgent to develop a fully coupled unified
single-nanopore AGP model for shale gas, merging all the
aforementioned gas transport mechanisms. This paper
develops a simple but rigorous method to model the trans-
port of shale gas through nanopores via various flow regimes.
The remaining parts of this paper are organized as follows:
the mathematical modeling is presented in Section 2.
The model comparison and validation are presented in
Section 3. The effects of the storage medium and pore size,
stress dependence, real gas, surface diffusion, and water
storage on the AGP are investigated in Section 4. Finally,
several conclusions are provided in Section 5. Due to the
complexity of considering multiphase flow, this paper does
not consider the flow capacity of shale fluids in the pres-
ence of multiphase flow.

2. Mathematical Modeling

In the physical model, we consider bulk gas and adsorbed gas
phases in organic pores and bulk gas and adsorbed water
phases in inorganic pores, as shown in Figure 1.

2.1. Bulk Gas Transport Mechanisms. Kn is usually used to
characterize shale gas flow regimes [34].

Kn =
λ

d
, ð1Þ
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where λ is the molecular mean free path, m, and d is the effec-
tive radius of the nanopores, m.

The following equation is used to determine the mean
free path:

λ p, Tð Þ = kBTffiffiffi
2

p
πδ2p

, ð2Þ

where kB is the Boltzmann constant, 1:3805 × 10−23 J/K; T is
the formation temperature, K; δ is the gas molecule collision
diameter, nm (the value of which is 0.42 nm for CH4); and p
is pore pressure, MPa.

Substituting Equation (2) into Equation (1), one can
obtain a more detailed expression of Kn for the gas:

Kn p, Tð Þ = kBTffiffiffi
2

p
πδ2p

⋅
1
d
: ð3Þ

The gas transport mechanism is controlled by different
equations for each flow regime according to Kn, as shown
in Figure 2. We will derive unified multiple transport mech-
anism models for the entire flow regime in the following
section.

2.1.1. Continuum Flow. The gas transport regime in pores is
continuous flow when Kn < 10−3. The number of collisions
between the gas molecules and pore wall is assumed to be
negligible, and the gas flow rate can be expressed by Hagen-
Poiseuille’s equation ([35]):

Jvicious = −ρ ⋅
k∞
μ

⋅ ∇p = −ρ ⋅
r2

8μ
⋅ ∇p, ð4Þ

where Jvicious is the continuum flow volume flux, kg/(m2·s);
ρ is the gas density, kg/m3; k∞ is the intrinsic permeabil-

ity, m2; μ is the gas viscosity, Pa·s; r is the nanopore
radius, m; p is the pore pressure, Pa; and ∇ is the pressure
gradient operator symbol.

2.1.2. Slip Flow. The gas transport regime in pores is contin-
uous flow with a slippage effect when 10−3 < Kn < 10−1. In
this regime, the gas velocity near the pore wall is no longer
zero due to the slippage effect, which satisfies Klinkenberg’s
equation. Therefore, the AGP for slip flow can be written as
[36] follows:

kslip = k∞ ⋅ 1 +
bk
paver

� �
, ð5Þ

where kslip is the slip flow regime AGP, m2; bk is the gas slip
factor, MPa; and paver is the gas phase mean pressure, MPa,
which is equal to the pore pressure.

bk is defined as [27, 37]

bk =
8πRT
M

� �0:5
⋅
μ

r
⋅

2
α
− 1

� �
, ð6Þ

where R is the universal gas constant, J/(mol·K), which is
8314 J/(kmol/K); M is the molar mass, kg/mol; and α is the
tangential momentum accommodation coefficient (TMAC),
dimensionless.

By inserting Equation (6) into Equation (5), one can
obtain the AGP correction form that takes into account the
slippage effect:

kslip = k∞ ⋅ 1 +
8πRT
M

� �0:5
⋅

μ

pavgr
⋅

2
α
− 1

� �" #
: ð7Þ
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Figure 1: Illustration of absorbed gas/water inside shale nanopores.
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By substituting (7) into (4), one can obtain

Jslip = −ρ ⋅
kslip
μ

⋅ ∇p = −ρ ⋅
r2

8μ

⋅ 1 +
8πRT
M

� �0:5
⋅

μ

pavgr
⋅

2
α
− 1

� �" #
⋅ ∇p,

ð8Þ

where Jslip is the volume flux for the slip regime, kg/(m2·s).

2.1.3. Free Molecule Flow. The gas transport regime is free
molecule flow when Kn > 10. The collision between the gas
molecules and the pore walls is the most important influenc-
ing factor, and the gas transport satisfies Knudsen diffusion,
which can be expressed as [38, 39]

JKnudsen =
M
ZRT

⋅Dk ⋅ ∇p, ð9Þ

where JKnudsen is the volume flux for the slip regime,
kg/(m2·s); Dk is the Knudsen diffusion constant, m2/s; and
Z is the deviation factor.

Additionally, the Knudsen diffusion constant can be writ-
ten as [14, 26]

Dk =
2r
3

⋅
8RT
πM

� �0:5
: ð10Þ

During the gas flow in nanopores, the wall roughness has
a profound effect on the Knudsen diffusion constant. The
effective Knudsen diffusion constant influenced by roughness
can be written as [27, 40]

Deff‐k =
dm
d

� �Df ‐2
⋅Dk, ð11Þ

where Deff‐k is the effective Knudsen diffusion constant, m2/s;
dm is the gas molecule diameter; and Df is the pore wall frac-
tal dimension, dimensionless.

Substituting Equations (10) and (11) into Equation (9),
the Knudsen diffusion incorporating pore wall roughness
can be written as

JKnudsen =
M
ZRT

⋅
2r
3

⋅
dm
d

� �Df ‐2
⋅

8RT
πM

� �0:5
∇p: ð12Þ

2.1.4. Transition Flow. For 10−1 < Kn < 10, the momentum
transfer of molecules between the pore walls is important,
and the continuous flow and Knudsen flow mechanisms
coexist under such conditions [41]. It is vital to calculate
the comprehensive apparent permeability through reason-
able weighting coefficients of both gas transport mecha-
nisms together. Considering gaseous mixtures flowing
through capillaries simultaneously under continuum flow
and Knudsen diffusion, Adzumi [42] introduced a contri-
bution coefficient term ε to express each of the flow
regimes involved in gas transport:

J t = Jvicious + εJKnudsen, ð13Þ

where J t is the volume flux, kg/(m2·s), and ε is the contri-
bution coefficient term, dimensionless.

Adzumi [42] noted that the value of ε varies between 0.7
and 1.0 smoothly. Unfortunately, Adzumi [42] did not
explain how to obtain the specific value ε in his experiments.
Based on Adzumi’s research, Mohammad [43] expressed the
total mass flow as a superposition of the viscous flow and free
molecular flow as follows:

J t = 1‐εð ÞJvicious + εJKnudsen: ð14Þ

To reflect the flow difference results for different regimes,
the following equation is applied to provide reasonable
results that vary with the Knudsen number for all the flow
regimes ([43]):

ε = CA 1 − exp
−Kn

KnViscous

� �� �s
, ð15Þ

where CA and S are constants, dimensionless, which are 1;
KnViscous equals Kn when the flow regime transfers from vis-
cous to diffusion flow, which is usually set as 0.3. The simu-
lation results show that Equation (15) fit the Monte Carlo
simulation data well, which is much better than Beskok’s
model with the first-/second-order model slip boundary [34].

Obviously, the slip effect is not considered in Equation
(14). We propose a modification of Equation (14) in this
paper:

J t = 1‐εð ÞJslip + εJKnudsen: ð16Þ

2.2. Absorbed Gas Transport Mechanisms

2.2.1. Gas Desorption. For the absorbed gas, the adsorption
layer thickness decreases as the gas desorbs during depressur-
ization, which increases the organic pore radius, as shown in
Figure 1(a). The modified Langmuir adsorption isotherm
equation is adopted to model this effect ([39]):

V =VL ⋅ θ, ð17Þ

θ =
p/Z

p/Z + pL
, ð18Þ

where V is the adsorbed gas volume per shale unit weight
under standard conditions, m3/kg; VL is the Langmuir vol-
ume under standard conditions, m3/kg; θ is the gas coverage
under certain pressures, dimensionless; and pL is the Lang-
muir pressure, Pa.

The absorbed gas in the organic matter inner wall recedes
the pore flow radius as

ref or = re or − θ ⋅ dm, ð19Þ

where ref or is the effective pore flow radius considering gas
desorption, m, and re or is the original pore radius of the
organic pore, m.
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2.2.2. Surface Diffusion. Surface diffusion is a complicated
process of adsorbed phase transport that can be categorized
into adatom and cluster diffusion [38]. Several different math-
ematical models have been presented to express the surface
diffusion phenomenon. In this paper, it is assumed that the
adsorption and desorption processes would reach equilibrium
instantly, which satisfies the Langmuir equation requirement:

Jsurface = −M ⋅Ds ⋅
Cs maxpL
p + pLð Þ2 ⋅ ∇p, ð20Þ

where Ds is the coefficient surface diffusion, m2/s, and Csmax is
the maximum adsorption concentration, mol/m3.

2.3. Multifactorial Effect Mechanisms

2.3.1. Stress Dependence Effect. The effective confining pres-
sure will increase during shale gas depressurization, which
will reduce the nanopore porosity and permeability. The fol-
lowing power law equations can be obtained ([44]):

k = k0
pe
po

� �−s

, ð21Þ

φ = φ0
pe
po

� �−q

, ð22Þ

where s and q are the material constants, dimensionless,
which can be obtained by permeability and porosity labora-
tory experiments under different effective pressures; k is the
permeability considering the effective stress, μm2; k0 is the
permeability under the condition of atmospheric pressure,
μm2; pe is the effective stress, MPa (i.e., pc‐p); pc is the confin-
ing pressure, MPa; p0 is the atmospheric pressure, MPa; φ is
the porosity under the effective stress, dimensionless; and φ0
is the porosity at atmospheric pressure, dimensionless.

For capillary nanotubes, the relationship between the nano-
pore radius and intrinsic permeability can be written as [45]

r = 2
ffiffiffiffiffi
2τ

p
ffiffiffiffiffi
k
φ0

s
: ð23Þ

Following Equations (21)–(23), the pore effective radius
considering the stress dependence effect can be written as

ref = r
pe
po

� �0:5 q−sð Þ
, ð24Þ

where ref is the effective flow radius considering the stress
dependence effect, m.

2.3.2. Water Storage Characteristics within Inorganic
Nanopores. The shale clay layer minerals with additional nega-
tively charged electrostatic properties are prone to cause the
water molecules to adsorb onto the interpore surface under
actual reservoir conditions. The water film formation will reduce
the inorganic pore effective radius shown in Figure 1(b), and
one can obtain the following water saturation equation:

sw =
vw
vp

=
πr2e inlc − πr2eff inlc

πr2e inlc
=
r2e in − r2eff in

r2e in
: ð25Þ

Rearranging Equation (25) gives the relationship between
reff in and ref in:

reff in = ref in
ffiffiffiffiffiffiffiffiffi
1‐sw

p
, ð26Þ

where sw is the shale pore water saturation, dimensionless; vw
and vp are the bound water volume and pore volume, respec-
tively, m3; re in is the hydrodynamic radius for inorganic pores
taking the stress dependence effect into account, m; reff in is the
inorganic pore effective flow radius considering the stress
dependence effect and water storage characteristics, m; and lc
is the capillary length, m.

2.3.3. Real Gas Physical Properties. The mutual force and vol-
ume of gas molecules should be considered for evaluating
shale gas reservoirs under realistic high-pressure and high-
temperature conditions. The real gas effect, due to the gas
compressibility factor and gas viscosity, is different from that
under ideal conditions and should be considered carefully.
Here, we apply pseudopressure and pseudotemperature to
determine the gas compressibility factor ([39]):

Z = 0:702p2r e
‐2:5Tr‐5:524pre‐2:5T r + 0:044T2

r ‐0:164T r + 1:15,
ð27Þ

pr =
p
pc
, ð28Þ

Tr =
T
Tc

, ð29Þ

where pr is the pseudopressure, dimensionless; Tr is the pseu-
dotemperature, dimensionless; pc is the critical pressure,
MPa; and Tc is the critical temperature, K.

The effective viscosity for gas transport in nanopores can
be presented as [46]

μeff = 1 × 10−7
� �

Kd exp XρY
� �

, ð30Þ

Kd =
9:379 + 0:01607Mð ÞT1:5

209:2 + 19:26M + Tð Þ , ð31Þ

ρ = 1:4935 × 10−3
pM
ZT

, ð32Þ

X = 3:448 +
986:4
T

+ 0:01009M, ð33Þ

Y = 2:447 − 0:2224X, ð34Þ
where μeff is the effective viscosity of the gas transport in
nanopores, Pa·s; Kd is the intermediate variable of the viscos-
ity calculation, dimensionless; ρ is the gas density, kg/m3; X is
the density multiplication factor, dimensionless; and Y is the
density index, dimensionless.
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2.4. The Coupling Transport Mechanism for
Organic/Inorganic Nanopores. In this section, we build uni-
fied AGP models for modeling gas transport through nano-
pores with various values of Kn; these models are valid for
modeling the entire flow regime and take multiple transport
mechanisms into account. The presented models also con-
sider the difference in the flow mechanism between organic
and inorganic nanopores.

2.4.1. The AGP Model for Organic Nanopores. The total mass
flux is determined by the bulk gas and adsorbed gas phases of
the organic pores. The flow capacity equation can be written
as follows according to the value of Kn.

(1) Continuum Flow (Kn < 10−3). The bulk gas AGP is
obtained through the linear superposition of the con-
tinuum flow formula and surface diffusion formula:

kapp or1 =
ref f or − θ ⋅ dm
� �2

8
+M ⋅Ds ⋅

Cs maxpL
p + pLð Þ2 ⋅

μeff
ρ

,

ð35Þ

where ref f or is the effective flow radius for organic
pores considering gas desorption and the stress
dependence effect, m.

(2) Slip Flow (10−3 < Kn < 10−1). The AGP of bulk gas
due to the updated Klingenberg effect formula and
the surface diffusion formula is obtained through
their linear superposition:

kapp or2 =
ref f or − θ ⋅ dm
� �2

8
1 +

8πRT
M

� �0:5
"

⋅
μeff

pavg ref f or − θ ⋅ dm
� � ⋅ 2

α
− 1

� �#

+M ⋅Ds ⋅
Cs maxpL
p + pLð Þ2 ⋅

μeff
ρ

:

ð36Þ

(3) Free Molecule Flow (Kn > 10). The bulk gas AGP due
to Knudsen flow and absorbed gas surface diffusion is
given as

kapp or3 =
M
ZRT

⋅
2 ref f or − θ ⋅ dm
� �

3

⋅
dM

2 ref f or − θ ⋅ dm
� �

 !Df ‐2

⋅
8RT
πM

� �0:5

⋅
μeff
ρ

+M ⋅Ds ⋅
Cs maxpL
p + pLð Þ2 ⋅

μeff
ρ

:

ð37Þ

(4) Transition flow (10−1 < Kn < 10). The AGP of bulk
gas due to slip flow and free molecule flow, consider-
ing the surface diffusion formula, is given as

kapp or4 =
ref f or − θ ⋅ dm
� �2

8
⋅

8πRT
M

� �0:5
"

⋅
μeff

pavg rep − θ ⋅ dm
� � ⋅ 2

α
− 1

� �#

⋅ 1 − εð Þ + 2 ref f or − θ ⋅ dm
� �

3
⋅

8RT
πM

� �0:5

⋅
μeff
ρ

⋅ ε +M ⋅Ds ⋅
μeff
ρ

⋅
Cs maxpL
p + pLð Þ2 :

ð38Þ

2.4.2. The AGP Model for Inorganic Nanopores. The AGP for
inorganic nanopores is determined by the bulk gas transport
mechanisms and water film properties. Considering the
stress dependence and real gas effect, the AGP for inorganic
pores can be written as

(1) Continuum Flow (Kn < 10−3)

kapp in1 =
r2eff in
8

ð39Þ

(2) Slip Flow (10−3 < Kn < 10−1)

kapp in2 =
r2eff in
8

1 +
8πRT
M

� �0:5
⋅

μeff
pavgreff in

⋅
2
α
− 1

� �" #

ð40Þ

(3) Free Molecule Flow (Kn > 10)

kapp in3 =
2reff in
3pavg

⋅
dm

2reff in

� �Df ‐2
⋅
8RT
πM

0:5
⋅
μeff
ρ

ð41Þ

(4) Transition Flow (10−1 < Kn < 10)

kapp in4 =
r2eff in
8

⋅
8πRT
M

� �0:5
⋅

μeff
pavgreff in

⋅
2
α
− 1

� �" #
⋅ 1 − εð Þ

+
2reff in
3pavg

⋅
dm
d

� �Df ‐2
⋅

8RT
πM

� �0:5
⋅
μeff
ρ

⋅ ε

ð42Þ
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2.5. The AGP Model for Organic/Inorganic Nanopores. The
final AGP equations for organic and inorganic pores can be
obtained through the apparent liquid phase permeability

model of organic pores and inorganic pores established in
Section 2.4.

(1) The AGP Model For Organic

(2) The AGP model for Inorganic

3. Model Comparison and Validation

Validation of the presented AGP models is demonstrated
in this section. The coupled models established in this
paper are compared with the models proposed by Xiong
et al. [47], Asana et al. [48], and Song et al. [11], as shown
in Table 1.

Table 1 clearly shows that the AGP models presented by
Xiong et al. and Asana et al. incorporate free gas and surface
diffusions to model gas transport. However, they ignore
the phase behavior influence on the gas viscosity, stress
dependence, desorption, and water storage effects on pore
diameter. In their models, the apparent gas permeability is
irrespective of Kn. Although Song et al.’s model considers
the difference in the free gas and adsorbed gas transport
properties between the organic and inorganic pores, it
ignores the effect of nanopore diameter on water storage.
The presented models are rather general, assuming that
real shale is composed of both organic and inorganic mat-
ters. The presented models are capable of modeling
adsorbed gas in organic nanopores and adsorbed water
films in inorganic nanopores, and the stress dependence

and real gas effects are incorporated to more closely reflect
the actual reservoir conditions, unlike in the previously
established models.

Inputting the basic parameters listed in Table 2, the AGP
for different models over the entire Kn range are calculated
and shown in Figure 3.

Figure 3 illustrates the AGP of organic and inorganic
pores versus pressure results from the presented model com-
pared with those of Song et al.’s, Asana et al.’s, and Xiong
et al.’s models for organic and inorganic nanopores. The pre-
sented model calculation results fit well with those of Song
et al.’s, Asana et al.’s, and Xiong et al.’s models for organic
and inorganic nanopores when Kn < 0:1. The presented
model also fits well with Asana et al.’s model in the range
of 0:1 < Kn < 1 for an organic nanopore, while the presented
model achieves the same trend as that of Song et al.’s model
for an organic nanopore when Kn > 0:1, which indicates that
the presented model is valid. Notably, for values of Kn greater
than 0.1, one interesting phenomenon exhibited in
Figure 3(a) is that the AGP determined by Song et al.’s model
shows a sudden increasing trend. The reason for this change
is that Song et al.’s model is modified from Beskok-

kapp or1 =
ref f or − θ ⋅ dm
� �2

8
+M ⋅Ds ⋅

Cs maxpL
p + pLð Þ2 ⋅

μeff
ρ

, Continuum flow Kn < 10−3
� �

,

kapp or2 =
ref f or − θ ⋅ dm
� �2

8
1 +

8πRT
M

� �0:5
⋅

μeff
pavg ref f or − θ ⋅ dm
� � × 2

α
− 1

� �" #
+M ⋅Ds ⋅

Cs maxpL
p + pLð Þ2 ⋅

μeff
ρ

, Slip flow 10−3 < Kn < 10−1
� �

,

kapp or3 =
M
ZRT

⋅
2 ref f or − θ ⋅ dm
� �

3
⋅

dM
2 ref f or − θ ⋅ dm
� �

 !Df ‐2

×
8RT
πM

� �0:5
⋅
μeff
ρ

+M ⋅Ds ⋅
Cs maxpL
p + pLð Þ2 ⋅

μeff
ρ

, Freemolecule flow Kn > 10ð Þ,

kapp or4 =
ref f or − θ ⋅ dm
� �2

8
⋅

8RT
πM

� �0:5
⋅

μeff
pavg rep − θ ⋅ dm
� � ⋅ 2

α
− 1

� �" #
⋅ 1 − εð Þ + 2 ref f or − θ ⋅ dm

� �
3

⋅
8RT
πM

� �0:5
⋅
μeff
ρ

⋅ ε +M ⋅Ds ⋅
μeff
ρ

⋅
Cs maxpL
p + pLð Þ2 , Transition flow 10−1 < Kn < 10

� �

8>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>:

ð43Þ

kapp in1 =
r2eff in
8

, Continuum flow Kn < 10−3
� �

,

kapp in2 =
r2eff in
8

1 +
8πRT
M

� �0:5
⋅

μeff
pavgreff in

⋅
2
α
− 1

� �" #
, Slip flow 10−3 < Kn < 10−1

� �
,

kapp in3 =
2reff in
3pavg

⋅
dm

2reff in

� �Df ‐2
⋅

8RT
πM

� �0:5
⋅
μeff
ρ

, Freemolecule flow Kn > 10ð Þ,

kapp in4 =
r2eff in
8

⋅
8πRT
M

� �0:5
⋅

μeff
pavgreff in

⋅
2
α
− 1

� �" #
⋅ 1 − εð Þ + 2reff in

3pavg
⋅

dm
d

� �Df ‐2
⋅

8RT
πM

� �0:5
⋅
μeff
ρ

⋅ ε, Transition flow 10−1 < Kn < 10
� �

8>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>:

ð44Þ
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Karniadakis’s model with a first-order model slip boundary
condition, which incorporates a tan function, causing the
AGP to fluctuate with Kn, while B-K’s model with a first-
order model slip boundary condition is also valid at low to
moderate values of Kn [24]. In Asana et al.’s and Xiong
et al.’s organic permeability models, the AGP remains con-
stant when Kn > 1 and is not related to Kn. These models
neglect the phase behavior effect on gas properties, and the
gas property values are treated as constants. However, in
our derived model, the comprehensive effects of the flow
regime, stress dependence, phase behavior, and real gas on
the AGP are incorporated. Therefore, the gas viscosity and
compressibility factor properties vary with pressure; these
differences cause the organic AGP to decrease as Kn increases
[49]. Additionally, the stress dependence, phase behavior,
real gas effects, and water film effect are considered in the
presented model, causing the organic nanopore AGP to be
smaller than those of Asana et al.’s and Xiong et al.’s models.

4. Results and Discussion

In this section, we further analyze the effects of the stor-
age medium, stress dependence, real gas, surface diffu-

sion, and water storage on AGP. The basic parameters
are listed in Table 2.

4.1. Storage Medium and Pore Size. Figure 4 shows that the
AGP in organic/inorganic pores with sizes of 2 nm, 20nm,
and 200nm varies from 1.0 to 50.0MPa at a temperature of
412K under reservoir conditions. In general, the AGP gener-
ally decreases gradually as the pore pressure decreases and
decreases sharply for small pores (i.e., 2 nm and 200nm).
Taking the pore size 2 nm as an example, the AGP can reduce
from 0.1197mD to 0.0007858mD in organic pores as the
pore pressure increases from 1.0MPa to 50MPa. However,
the AGP of the 200 nm pore remains constant with a pore
pressure increase. This difference arises because in the con-
tinuum flow regime, the AGP is mainly determined by the
pore size. In addition, the AGP in organic pores is usually
greater than that in inorganic pores, which is attributed to
the absorbed/surface diffusion in organic pores and the water
film in inorganic pores. Notably, in the flow transition region,
i.e., as the flow regime transitions from transition flow
(Kn > 0:1) to slip flow (10−3 < Kn < 10−1), the AGP in inor-
ganic pores is greater than that in organic pores. In
Figure 4, the flow transition pore pressure is 1MPa to

Table 2: Basic simulation data.

Parameter name Symbol Unit Numerical value

Gas type CH4 — —

Ideal gas constant R J/(mol·K) 8.314

Temperature T K 412

Molecular weight Mgas kg/mol 1:6 × 10−2

Gas viscosity μ Pa·s 1:76 × 10−5

Nanopore diameter d nm 0.35~1010
Rarefaction coefficient α Dimensionless 0.8

Gas molecular diameter dm m 0:34 × 10−9

Confining pressure pcon Pa 61:8 × 106

Mean formation pressure pavg Pa 30:9 × 106

Atmospheric pressure pat Pa 101300

Maximum adsorbed gas concentration Csmax mol/m3 24080

Langmuir pressure pL MPa 2.38

Surface diffusion coefficient Ds m2/s 2:73 × 10−10

Material constant q Dimensionless 0.04

Material constant s Dimensionless 0.08

Porosity φ Dimensionless 0.047

Critical pressure pc Pa 4:834 × 10−6

Critical temperature Tc K 150.86

Nanopore surface roughness Df Dimensionless 2.5

Grain density ρgrain Lbm/ft3 166

Langmuir volume V sl scf/ton 50

Pore compressibility Cg 1/psi 3 × 10−6

Water saturation sw Dimensionless 0.3
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3MPa for a pore size of 20nm but 21MPa to 25MPa for a
pore size of 2 nm.

4.2. Stress Dependence Effect. Figure 5 presents the conditions
of considering the stress dependence effect to the AGP in
organic nanopores within 2 and 20nm pores from 1.0 to
50.0MPa under a temperature of 412K. The AGP decreases
as the effective pressure increases, which is confirmed by
the definition of effective pressure. As shown in Figure 6,
the deviation in the stress dependence effect for pore sizes

of 2 nm and 20nm, the ratio of change in the AGP to the
AGP in the organic pore, varies from -20.45% to -13.69%.
This result implies that the stress dependence effect has a
profound effect on the AGP and cannot be neglected. Nota-
bly, the stress dependence effect usually reduces the AGP
under any pressure, except at a certain pressure stage, as
shown for a pore size of 2 nm between 21MPa and 25MPa,
because the AGP increases as the pore pressure decreases,
and the slip flow parameters also change with pore pressure.
Assuming that the in situ stress is constant, these changes
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Figure 3: Comparison of organic and inorganic matters with other models (p = 30:9MPa, T = 412K).
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have two consequences: (1) The permeability will increase
with the increase in pore pressure (i.e., the effective pore pres-
sure will decrease). (2) The slip flow will increase with
increasing pore pressure, thus decreasing the AGP. There-
fore, the final permeability value is determined by the inter-
play of the effective stress and slip flow effect.

4.3. Real Gas Effect. Figure 7 shows the organic pore AGP
comparison between real gas and ideal gas as the pressure
increases from 1MPa to 50MPa for pore sizes of 2 nm and
20nm. The effect of real gas has a dramatic influence on

the organic pore AGP calculated by the ideal gas model under
pressures lower than 30.0MPa for a pore size of 20nm and
for pressures greater than 30MPa for a pore size of 2 nm
(Figure 8). This result occurs because the real gas compress-
ibility varies with pressure and temperature, while the gas
compressibility is assumed to be constant for an ideal gas
[50]. Notably, the real gas effect can dramatically reduce the
AGP from that calculated by the ideal gas model at 50MPa
for the 2 nm pore size because the continuum flow regime
in 2 nm pores and the increased viscosity at high pressures
have a profound effect on gas permeability. According to
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Figure 4: AGP comparison between organic and inorganic pores with different sizes under reservoir conditions.
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Equations (29)–(36), the real gas viscosity can increase from
1:85 × 10−5 to 2:62 × 10−5 Pa·s (the relative error is 44.4%) as
the pore pressure increases from 1.0 to 50MPa at 323K.
Clearly, the real gas effect cannot be neglected.

4.4. Surface Diffusion Effect. Figure 9 shows the difference in
the AGP in organic pores between considering surface diffu-
sion and not considering surface diffusion at diameters of
2 nm and 20nm as the pressure changes from 1MPa to
50MPa. It is obvious that the surface diffusion effect on
organic pore permeability decreases as the pore pressure
decreases. As shown in Figure 10, the surface effect exerts a
profound influence on the organic permeability at the 2 nm
pore size for the entire range of pressures, especially for low

pressures. The surface diffusion effect has little influence on
the reduction in the 20nm pore size under high pressure
because the surface diffusion permeability is determined by
the surface diffusion coefficient and the adsorbed gas maxi-
mum adsorption concentration to the squared pore pressure,
Csmax/p2. Obviously, the increase in Csmax/p is greater than
the increase in gas maximum adsorption concentration as
the pore pressure increases. In addition, the surface diffusion
contribution to the organic pore permeability increases as the
pore radius decreases because under the same formation
pressure, the ratio of absorbed gas area to the total pore area
in a section increases as the pore size decreases. Under the
condition of a pore size of 2 nm, the surface diffusion perme-
ability deviation ranges from 74.85% to 1.67% for the pore
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Figure 6: Curves of the ratio of change in the AGP to the AGP in the organic pore without considering the stress dependence.
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pressure increase from 1MPa to 50MPa, revealing that sur-
face diffusion should be considered under low pressures.
When the pore pressure is greater than 10MPa in the
20 nm pore, the surface diffusion contribution is smaller than
1.0%, which can be ignored.

4.5. Water Storage Effect. The gas permeability results of our
models for different inorganic pore sizes with water storage
are compared in Figure 11. The AGP at a low water satura-
tion is generally larger than that at a high water saturation,
which is consistent with the findings of other studies [51,
52]. In our model, according to Equation (28), the gas flow
radius decreases as the water saturation increases. However,
the AGP does not always decrease as the water saturation

increases for a small pore size. Figure 11 indicates a step
change relationship between kapp in and sw; namely, kapp in
first decreases with the increase in sw at a low sw but then
increases after sw reaches a critical value. According to Equa-
tion (26), the increase in sw implies a decrease in the nano-
pore flow radius. For the gas flow regime satisfying
continuum flow, kapp in decreased as water saturation
increases, according to Equation (39). As sw further increases,
the effective pore size decreases and Kn increases, and the
flow regime of the gas transfers from continuum flow to slip
flow. The decrease in reff in does not imply a decrease in the
gas kapp. Based on Equation (42), the water saturation effect
on gas kapp in can be divided into two parts: reff in and bk .
The effective flow radius of the inorganic pore decreases,
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Figure 8: Curves of the ratio of change in the AGP to the AGP in the organic pore without considering the real gas effect.
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while the gas slippage factor bk increases under higher water
saturation conditions. Whether kapp in increases or decreases
with sw depends on the coupled effect of reff in and bk . kapp in
clearly exhibits a turning point as the water saturation
increases to 50% for a pore size of 2 nm because the gas flow
states have changed from a continuous flow regime to a slip
flow regime. However, kapp in exhibits no turning point with
sw for a pore size of 20 or 30 nm within the continuum flow
regime for all the water saturations investigated.

5. Summary and Conclusions

Shale organic/inorganic pore analytical AGP models are
derived in this paper. The presented AGP model results

match well with the results calculated via the models of Xiong
et al., Asana et al., and Song et al. Unlike the earlier models,
the presented models consider absorption, stress depen-
dence, water storage, and real gas effects on organic/inor-
ganic gas transport comprehensively for the entire flow
regime. The results demonstrate that the AGP generally
decreases gradually as the pore pressure decreases but that
the decrease is sharp in small pores. Generally, the AGP usu-
ally decreases when taking the stress dependence effect into
account. In real situations, the final permeability value is
determined by the interplay of the effective stress and slip
flow effects. Notably, the AGP decreases dramatically when
considering the real gas effect at 50MPa in a 2nm pore size.
Clearly, the surface effect exerts a profound influence on the
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organic permeability of the 2 nm pore for the entire range of
pressures investigated, especially at low pressures. The AGP
usually decreases as the water saturation increases for high-
water saturation conditions, considerably reducing the effec-
tive gas pathways. For a small pore size at the critical high-
water saturation, kapp might increase suddenly as the flow
regime changes from continuum flow to slip flow.

Nomenclature

Roman Alphabet

bk : Gas slip factor (MPa)
CA: Constants (-)
Csmax: Maximum adsorption concentration (mol/m3)
d: Effective radius of the nanopores (m2)
dm: Gas molecule diameter (-)
Dk : Knudsen diffusion constant (m2/s)
Deff ‐k : Effective Knudsen diffusion constant (m)
Df : Pore wall fractal dimension (-)
Ds: Coefficient surface diffusion (m2/s)
Jvicious: The continuum flow volume flux (kg/(m2·s))
Jslip: Volume flux for the slip regime (kg/(m2·s))
JKnudsen: Volume flux for the Knudsen regime (kg/(m2·s))
J t: Volume flux (kg/(m2·s))
Jsurface: Volume flux for the surface diffusion (kg/(m2·s))
kB: Boltzmann constant (-)
Kn: Knudsen number (-)
k∞: Intrinsic permeability (m2)
KnViscous: Kn when the flow regime transfers from viscous

to diffusion flow (-)
Kd: Intermediate variable of the viscosity calculation (-)
kslip: Slip flow regime AGP (m2)
kapp in1: The apparent permeability of shale inorganic

pores when the fluid flow pattern is continuum
flow (m2)

kapp in2: The apparent permeability of shale inorganic
pores when the fluid flow regime is slip flow (m2)

kapp in3: The apparent permeability of shale inorganic
pores when the fluid flow regime is free molecule
flow (m2)

kapp in4: The apparent permeability of shale inorganic pores
when the fluid flow regime is transition flow (m2)

kapp or1: The apparent permeability of shale organic pores
when the fluid flow pattern is continuum flow (m2)

kapp or2: The apparent permeability of shale organic pores
when the fluid flow regime is slip flow (m2)

kapp or3: The apparent permeability of shale organic
pores when the fluid flow regime is free
molecule flow (m2)

kapp or4: The apparent permeability of shale organic pores
when the fluid flow regime is transition flow (m2)

lc: Capillary length (-)
M: Molar mass (kg/mol)
p: Pore pressure (MPa)
paver: Gas phase mean pressure (MPa)
pL: Langmuir pressure (MPa)
pc: Confining pressure (MPa)

pe: Effective stress (m)
pr: Pseudopressure (-)
q: Material constants (-)
r: Nanopore radius (m)
R: Universal gas constant (J/(mol·K))
ref or: Effective pore flow radius considering gas

desorption (m)
re or: Original pore radius of the organic pore (m)
ref : Effective flow radius considering the stress

dependence effect (m)
re in: Hydrodynamic radius for inorganic pores taking

the stress dependence effect into account (m)
reff in: Inorganic pore effective flow radius considering

the stress dependence effect and water storage
characteristics (m)

ref f or: Effective flow radius for organic pores considering
gas desorption and the stress dependence effect (m)

S: Constants (-)
s: Material constants (-)
Sw: Shale pore water saturation, dimensionless (-)
T : Formation temperature (K)
Tr: Pseudotemperature (-)
Tc: Critical temperature (K)
V : Adsorbed gas volume per shale unit weight under

standard conditions (m3/kg)
VL: Langmuir volume under standard conditions

(m3/kg)
vw: Bound water volume (m)
vp: Bound water pore volume (m3)
X: Density multiplication factor (-)
Y : Density index (-)
Z: Gas compressibility factor (-)

Greek Alphabet

λ: Molecular mean free path (m)
δ: Gas molecule collision diameter (m)
ρ: Gas density (kg/m3)
μ: Gas viscosity (Pa·s)
μeff : Effective viscosity of the gas transport in nanopores (Pa·s)
∇: Pressure gradient operator symbol (-)
α: Tangential momentum accommodation coefficient

(TMAC) (-)
ε: Contribution coefficient term (-)
θ: Gas coverage under certain pressures (-)
φ: Porosity under the effective stress (-)
φe: Porosity at atmospheric pressure (-).
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Darcy’s law is not suit for describing high velocity flow in the near wellbore region of gas reservoirs. The non-Darcy coefficient β
of the Forchheimer’s equation is a main parameter for the evaluation of seepage capacity in gas reservoirs. The paper presented a
new method to calculate β by performing gas and con-water flow simulations with random 3D micropore network model.
Firstly, a network model is established by random fractal method. Secondly, based on the network simulation method of non-
Darcy flow in the literature of Thauvin and Mohanty, a modified model is developed to describe gas non-Darcy flow with
irreducible water in the porous medium. The model was verified by our experimental measurements. Then, we investigated
the influence of different factors on the non-Darcy coefficient, including micropore structure (pore radius and fractal
dimension), irreducible water saturation (Swi), tortuosity, and other reservoir characteristics. The simulation results showed
that the value of the non-Darcy coefficient decreases with the increase in all: the average pore radius, fractal dimension,
irreducible water saturation, and tortuosity. The non-Darcy coefficients obtained by the fractal method of microparameters
are estimated more precisely than the conventional methods. The method provides theoretical support for the productivity
prediction of non-Darcy flow in gas reservoirs.

1. Introduction

The Darcy law describes the flow of the subsurface fluid and
shows the linear relationship between the pressure gradient
and the volume flow (Darcy’s velocity). However, Darcy’s
law only applies to laminar and viscous flows. At high veloc-
ities, such as high-velocity flows near the wellbore, fluid flow
behaves as an inertial flow, and Darcy’s law fails to follow this
high-velocity seepage law. Forchheimer proposed a classical
Forchheimer equation with a non-Darcy coefficient β to esti-
mate non-Darcy effects in Equation (1) and accounted for the
impact of both viscous and inertial effects.

ΔP
L

= μ

K
U + βρU2: ð1Þ

Since then, the non-Darcy coefficient β has attracted a lot

of research. Coefficient β can be obtained from analytical
methods, physical experiments, and numerical simulations.
Geertsma [1] conducted an experiment to establish the quan-
titative relationship between non-Darcy coefficient and
porosity and permeability as well as influence of the immo-
bile fluids on non-Darcy coefficients. Frederick and Graves
[2] also studied experimentally the seepage process of gases
in porous media considering the influence of both mobile
and immobile water on nonlinear seepage of gases. Reid
et al. [3] researched high-speed non-Darcy flow process of
gas-water fluids in porous media and determined that the
presence of irreducible and mobile water affects the gas flow
in porous media, both of which reduce the gas permeability
and increase the non-Darcy coefficient. However, at the same
time, the effect of movable water on gas permeability and
non-Darcy coefficient was found to be more significant than
that of irreducible water.
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Thauvin andMohanty [4] reported the nonlinear seepage
phenomena of gas by establishing the pore structure model
considering the influence of pore characteristics on the
non-Darcy coefficient. Firoozabadi [5], Jones [6], and others
obtained the non-Darcy coefficient β for different rocks by
physical methods. A 2D random pore network developed
by Neeman et al. [7] was found that the porous medium
structure has a strong effect on the flow properties. Later,
Chukwudozie et al. [8] used LBM to estimate the permeabil-
ity, tortuosity, and β factor of porous rock.

Dou [9] used analytic methods and determined that non-
Darcy β coefficient is a function of pore size, permeability,
friction coefficient, and drag coefficient. Li [10] expanded
his analytical research and determined that the β is also
dependent on the fluid density and fluid viscosity. Wang
et al. [11] obtained the relationship between β, permeability,
and porosity in high-pressure gas reservoirs by statistical
analysis of data from multiple sets of rock samples under dif-
ferent overburden tests. Ren et al. [12] established the nonlin-
ear seepage law affected by irreducible water in low
permeability reservoirs based on the laboratory seepage
experiment results.

Thus, just from the short overview of the previous litera-
ture mentioned above, one can see that a lot of theoretical
and experimental work was conducted to obtain different
forms of non-Darcy coefficient expression, of which the main
form is the quantitative relationship between permeability,
porosity, and the non-Darcy coefficient. However, due to
the different methods applied as well as various porous media
and fluids, the non-Darcy coefficient expressions are quite
different [13–15]. There are two orders of magnitude differ-
ence in the results calculated by different expressions with
the same parameters. The fundamental cause of this differ-
ence is the intrinsic complexity of micropore structure.

The goal of our work is to obtain an inner relationship of
the non-Darcy flow in porous media by a random fractal
pore-scale network model. We carried out some flow experi-
ments at different pressure drops and showed the validity of
the Forchheimer’s equation. We vary certain pore-scale
parameters, study the way it affects various flow parameters,
and identify the correlation between different parameters.
The mathematical characterization was carried out to con-
firm the essence of the nonlinear flow. This study is limited
to single-phase flow in isotropic porous media.

2. Methodology

The section mainly presents the dynamic simulation method
of non-Darcy flow using random fractal network model.

2.1. Construction of Network Model by Random Fractal
Theory. Since the first pore network by Fatt [16], a pore
numerical model is a versatile studying platform for a variety
of subjects [17]. Piri and Blunt [18] developed a quasistatic
random network model for researching numerous fluid con-
figurations for two- and three-phase flow. Even since then,
the complex geometry of the pore space may be recon-
structed [19, 20]. Fang et al. [21] established a fundamental
network model, and Mohammadi et al. [22] modified the

model to calculate Scri. Consequently, the construction of
pore networks is extremely effective for the research of vari-
ous type of flowing process in porous medium [23–25].

The pore sizes and the throats in the pore network model
are also the key to be determined for researchers [26, 27]. It is
difficult to describe the irregular pores in traditional geome-
try. Various studies have shown that the intrinsic properties
of the pore meet the statistical significance of fractal distribu-
tion [28–31]. We have recently established a constructing
digital core method based on fractal theory [32]. The fractal
characteristics of pore size are calculated by capillary pres-
sure curve measured from the mercury injection experiment
[33]. We then developed a procedure for constructing a 3D
pore-throat structure.

Our last paper [27, 32] gives the detailed derivation
procedure for the fractal relationship between the pore
radius (r), fractal dimension (D), minimum pore radius
(rmin), and random number (ζ).

r = rmin
ξ1/D

: ð2Þ

Porous media are considered to be consisted of large
amounts of pore throats which interconnect large and
small pores and shrinkage intervals. These pores and pore
throats can be described as “points” and “edges” in a 3D
network model. The pore nodes are randomly distributed,
and the pore throats are connected with a pore as the
pore’s coordination number which is generally between 1
and 6. Based on the node position coordinates, the pore’s
coordination number, and the principle that the closest
pores should be priorly connected, one can first establish
the main structural framework of a 3D PNM by connect-
ing the “points” and “edges” and then obtain the geomet-
rical parameters of pores and throats including its radius
and length, shape factor, and volume to form a PNM with
the topology structure and geometric characteristics of
actual core pores.

2.2. Numerical Simulation of Gas Phase Non-Darcy Flow. The
dynamic model is adopted using the Matlab program. The
pore-throat structure shown in Figure 1 was used as a unit
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x

Figure 1: Dimension of the throat structure in the pores.
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to analyze the pressure drop caused by the fluid flowing into
the pores [34]. The fluid flow corresponds to the Hagen-
Poiseuille equation during the laminar flow in a porous
medium. Its pressure drop is a primary mechanism to over-
come the viscous drag. In our model, in addition to consider-
ing the viscous drag, the tortuosity and the pressure drop of
inertial resistance caused by the gradual pore-throat radius
gradient were taken into account.

Based on the pore level law presented by Thauvin and
Mohanty [4], the viscous pressure drop between the centers
of two adjacent pores can be described by the following equa-
tion in single-phase Darcy (slow or Stokes) flow,

Δpv =
8μLt
r2t

u: ð3Þ

In the near wellbore region, the velocity is higher, and
Reynolds number increases to the order of Re ~10 in typical
gas wells. In porous media, the inertial terms become so
important that it affect the additional pressure loss. It was
also taken into account:

Δpb = 0:9f ρu2: ð4Þ

The pressure drop resulting from the narrowing of the
tunnel can be expressed as:

Δpc = 1:45 − 0:45 rt
rb1

� �2
−

rt
rb1

� �4
( )

ρu2

2 : ð5Þ

The pressure drop caused by widening of the tunnel is
expressed by the following equation:

Δpe = 1 − rt
rb2

� �2
" #

rt
rb2

� �2 ρu2

2 : ð6Þ

Based on the above equations, the total pressure drop
across the structural unit can be obtained as:

Δp = Δpv + Δpb + Δpc + Δpe: ð7Þ

The pressure and velocity relationship in pore level is
combined in the network model to calculate macroscopic
flow parameters.

Equation (7) is shown below:

Δp = au + bu2, ð8Þ

wherein a and b are shown, respectively:

a = 8μLt
r2t

,

b = 0:9f ρ + 1:45 − 0:45 rt
rp1

 !2

−
rt
rp1

 !4" #
ρ

2

+ 1 − rt
rp2

 !2" #
rt
rp2

 !2
ρ

2 :

ð9Þ

Mass balance is applied in one of the principal directions
of the pore. The relation between velocity, u in a throat, and
the pressure drop between the two adjacent body centers is
given by Equation (8). To solve this system of equations, we
used the Newton-Raphson method. The calculations are
repeated at several different pressure drops to verify the For-
chheimer equation. The calculations are also repeated for
pressure drops applied in each of the pore directions.

In this work, numerical simulations in pore scale are run
at specified pressure gradients; meanwhile, the boundary
conditions in the network consist of fixed inlet and outlet
pressures.

3. Model Validation

We designed six groups of non-Darcy experiments for low
permeability sandstone samples. To ensure that the experi-
ments are carried out in porous media, CT scanning was used
to scan the samples to avoid the existence of microfractures
in the stage of preparation and the end. Finally, two real cores
with #1 and #2 were selected.

3.1. Establishment of Pore Network Model. The original data
and calculated fractal feature parameters of the rock samples
in the certain gas reservoir are given in Table 1 by the capil-
lary pressure curve Figure 2. The first step gets the informa-
tion of the pore and throat size distribution using Equation
(2). Through the relationship between porosity and the pore
number, the porosity of rock samples #1 and #2 is 15.2% and
17.2%, respectively, so the corresponding pore numbers are
1053 and 1268. The second step is to generate a pore network
model that best fits the original shape of the rock sample, the
best model that accurately represents the true capillary pres-
sure characteristics of the core sample.

The size of the random fractal micropore network estab-
lished in this paper is 3:00mm × 3:00mm × 3:00mm, as
shown in Figure 3, in which the pore numbers are 1053 and
1268; the throat numbers are 2476 and 2982, respectively;
the average coordination numbers are 4.362 and 4.614; and
the tortuosities are 1.46 and 1.62. In this model, we assume

Table 1: Parameters of the cores.

Sample
Fractal regime

Porosity (%) Swi (%) Permeability (mD) �r (μm)
Dimension (D) rmin (μm) rmax (μm)

#1 2.5942 2.613 100.75 15.9 52.32 3.1 4.369

#2 2.6465 3.835 87.45 17.6 54.64 3.2 6.351
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that the shape of pore and throat is triangle, and the value
ranges from 0 to 0.0418. The shape factor of pore and throat
was given by the Weibull distribution.

3.2. Simulation of the Non-Darcy Experiment. Nitrogen and
distilled water corresponded to the gas and liquid phases,
respectively. The experiments were performed at room tem-
perature. The core was placed in a holder and fixed with a
pressure ring. The outlet pressure was fixed at a certain value.
Inlet pressure was regulated to change the pressure gradient
as needed. Gas flow was monitored and adjusted by flow
meters. The experimental results are shown in Table 2.

We proved the validity of the new method by compar-
ing it with the experiments result. The porous network in
our model was filled with water and gas as well as the
experiments. Water in the pores was in the film form;
thus, it did not participate in the flow. The irreducible
water in the network model was established according to
the principle of small channel occupancy. The gas state
was chosen to be constant because of the very small pres-
sure changes under the simulated conditions. The network
model had four closed sides and two open ones (the
entrance and exit sides). There was no fluid flow through
the four closed sides. The flow process was in quasisteady
state, and the flow parameters only changed with space
but not over time [35]. The model ambient conditions
were room temperature. The nitrogen viscosity is
0.011mPa·s, and the density is 150 kg/m3.

Based on the two sets of network models established
earlier in the text, we simulated the single-phase nonlinear
gas flow and obtained the average gas flow rate under dif-
ferent pressure gradients. The relationship between gas
flow rate and pressure gradient was obtained. The experi-
mental results were compared with the simulated ones (see
Figure 4).

As can be seen from Figure 4, the flow rate gradually
increases with the pressure gradient increase, showing a sig-
nificant nonlinear relationship. The experimental results are
relatively close to the simulated ones.

According to Darcy’s law, the corresponding gas perme-
ability at each flow rate can be obtained using the following

equation:

‐ dp
dx

= μ

kg
v: ð10Þ

As the gas velocity increases, the gas permeability calcu-
lated from the Darcy’s formula decreases mainly because
the gas shows nonlinear seepage flow type, and the flow resis-
tance increases together with the flow rate. The calculated
permeability was less than the intrinsic absolute permeability
of the model.

According to the Forchheimer equation, the seepage
velocity and pressure gradient of a fluid can be expressed
as a binomial equation, in which the coefficient of the
binomial first power phase is the ratio of the fluid viscosity
μ to its permeability k. The quadratic phase coefficient is
the product of non-Darcy coefficient and fluid density.
The quantitative relationship between the pressure gradi-
ent and the flow rate can be determined using the above
equations. The pressure gradient and the flow rate are
obtained from the flow simulation.

1
kg

= 1
k
+ β

ρv
μ
, ð11Þ

where kg is the gas permeability for different gas velocities,
k is the absolute permeability of the network model, β is a
non-Darcy coefficient, ρ is the gas density, μ is the gas vis-
cosity, and v is the gas flow rate. The slope of the linear
relationship between 1/kg and ρv/μ in Cartesian coordi-
nates is the non-Darcy coefficient β. It was compared with
the calculated result of Geertsma formula, which is
expressed as:

β = 0:005
∅5:5 1 − Swið Þ5:5kg0:5
� � : ð12Þ

In the formula, Swi represents the irreducible water sat-
uration, and ∅ represents the porosity.

The non-Darcy coefficients calculated by the network
model and the experiments are shown in Table 3. However,
the results of the two samples calculated by the Geertsma for-
mula are close due to the similar values. The difference
between two samples in the internal microscopic structure
causes the different coefficients. The non-Darcy coefficients
obtained by the fractal method of microparameters are esti-
mated more precisely than the conventional methods. It
shows that the non-Darcy flow network model is effective.

4. Factors Affecting the Non-Darcy
Coefficient by the Fractal Method

The non-Darcy flow model in random fractal pore network
can effectively evaluate the non-Darcy flow coefficient. The
internal factors affecting the non-Darcy coefficient are
focused on in this section.
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Figure 2: Capillary pressure curves of the two groups of rock
samples.
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4.1. The Impact of Irreducible Water Saturation. To study the
influence of irreducible water saturation, we simulated the
nonlinear seepage flow under five irreducible water satura-
tion levels (Swi = 0, 0.1, 0.2, 0.35, and 0.5) with different frac-
tal dimensions and obtained the non-Darcy coefficients
under different conditions. Several data points from the liter-
ature [36] were added to the graph as well (see Figure 5).

Non-Darcy coefficient increased with irreducible water
saturation [37–39] was mainly because the irreducible water
filled the corners of the pores, only partially leaving the rest of
the space for the gas. The indirectly reduced throat radius
decreases the flow passage and aggravates the nonlinear flow
of gas. Gas flow radius has a quantitative relationship with
the gas saturation Sg. Since there are only gas and water
phases in the pores, Sg = 1 − Sw. We used the power function
to fit the relationship between non-Darcy coefficient and
irreducible water saturation:

β = a × 1‐Swið Þb, ð13Þ

where β is the non-Darcy coefficient in m-1; a and b are
parameters (b is ~-4.5 according to the fitting).

4.2. The Impact of Fractal Dimension. To analyze the influ-
ence of fractal dimension on non-Darcy coefficients, the
value of fractal dimension D was changed during the recon-
struction of the rock sample data by the random fractal
method. All other parameters were unchanged. Five groups

of three-dimensional network models with D = 2:4, D = 2:5,
D = 2:6, D = 2:7, and D = 2:8 were established. The simula-
tion of nonlinear gas flow in the presence of irreducible water
was carried out, and the non-Darcy coefficients under differ-
ent fractal dimensions are shown in Figure 6.

The fractal dimension reflects the complexity of pore
radius distribution. The larger the fractal dimension, the
greater the heterogeneity of pore radii and the larger the
non-Darcy coefficients are. The relationship between the
non-Darcy coefficient and the fractal dimension can be fitted
using exponential function:

β = a ×Db, ð14Þ

where β is the non-Darcy coefficient in m-1; a and b are the
parameters (the value of b obtained from the fitting was
~4.5).

4.3. The Impact of Average Pore Size. To analyze the effect of
pore size on non-Darcy coefficients, the value of rmin was
changed during the reconstruction of the rock sample data
by using the random fractal method. Five three-
dimensional network models with average pore radii of r =
1, 3, 5, 7, and 9μm were established. The simulation of non-
linear seepage of gas under different irreducible water condi-
tions was carried. The corresponding non-Darcy coefficients
are shown in Figure 7.
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Figure 3: The microcosmic network models of rock sample #1 (a) and rock sample #2 (b).

Table 2: Gas flow velocity under different pressure gradients.

Inlet pressure (MPa) Outlet pressure (MPa)
Pressure gradient

(MPa·m-1)
Flow velocity
(cm·min-1)

#1 #2 #1 #2

12.1 12 1.78 1.31 2.265 0.82

12.3 12 5.33 3.39 8.765 1.84

12.5 12 8.89 6.56 12.03 2.35

12.7 12 12.44 9.18 16.01 3.65

12.9 12 16.00 11.80 20.56 4.46
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The relationships of non-Darcy coefficient and the aver-
age pore radius are consistent under different irreducible
water saturations (see Figure 7): the non-Darcy coefficient
decreases with the increase of the average pore radius, which
agrees with the literature data [36]. This relationship can be
fitted using the following power function:

β = a × rb, ð15Þ

where β is non-Darcy coefficient in m-1; a and b are param-
eters (the value of b obtained from the fitting was ~-4.5).

4.4. The Impact of Tortuosity. To analyze the effect of tortuos-
ity on non-Darcy coefficients, the value of tortuosity was
changed, while the other parameters remained unchanged.
Five sets of three-dimensional network models with tortuos-
ity of τ = 1, τ = 1:3, τ = 1:5, τ = 2:0, and τ = 2:5 were estab-
lished and obtained non-Darcy coefficients are shown in
Figure 8.

The relationship between the non-Darcy coefficient and
the tortuosity behaves similarly, and the non-Darcy coeffi-
cient increased with the increase of the tortuosity. We fitted
this relationship using the following power function:

β = a × τb, ð16Þ

where β is non-Darcy coefficient in m-1; a and b are param-
eters (the value of b obtained from the fitting was ~1.52).

4.5. Fractal Characterization of Non-Darcy Coefficients.
According to the analysis in the previous section, the non-
Darcy coefficient can be characterized as a function of the
average pore radius, fractal dimension, tortuosity, and irre-
ducible water saturation. The mathematical characterization
form is shown below.

β = αD4:5τ1:52

r4:5 1‐Swð Þ4:5 , ð17Þ

where α is the proportionality constant, and its value depends
on the fluid properties (viscosity, density) as well as other
parameters. Non-Darcy coefficients and their related param-
eters were inserted into Equation (17) to obtain α for differ-
ent conditions. The value of α was calculated to be equal to
3 × 108 through trial and error calculations. Therefore, the
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Figure 4: Gas velocity and pressure gradient curves of rock sample #1 (a) and rock sample #2 (b).

Table 3: Comparison of the β by the different method.

Sample number
Calculated from the
experiments (m-1)

β (m-1)
In network model By Geertsma In Equation (18)

#1 1.78E9 1.99E9 5.76E10 1.49E9

#2 7.21E8 6.66E8 2.08E10 3.79E8

Irreducible water saturation
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0.0

5.0e+8

1.0e+9

1.5e+9

2.0e+9
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D=2.8
Data from the J. M. Lombard et al.(1999)
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Figure 5: Curves of non-Darcy coefficient and irreducible water
saturation at different fractal dimension.
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mathematical expression of non-Darcy coefficient of this
model is:

β = 3 × 108 × D4:5τ1:52

r4:5 1‐Swð Þ4:5 : ð18Þ

The non-Darcy coefficient calculated by Equation (18)
and the corresponding experimental results are shown in
Table 3. We can see that the order of magnitude of non-
Darcy coefficient calculated by the experimental data was
similar to Equation (18). Equation (18) we conducted by
the fractal method of microparameters reflects the influence
of rock internal structure on seepage flow. It is more precise
than the conventional methods that are obtained by the
physical parameters of porosity and permeability. The math-
ematical characterization was carried out to confirm the

essence of the nonlinear flow. This study is limited to
single-phase flow in isotropic porous media.

5. Conclusion

(1) Fractal theory was used to analyze the microscopic
pore size distribution obtained by two sets of real core
mercury injection methods to determine the fractal
dimensions and pore sizes. The constructed pore net-
work models are in good agreement with real cores

(2) The gas single-phase nonlinear seepage model was
established. Besides the viscous resistance, both the
tortuosity and the gradual change of the pore-throat
radius can produce extraresistance. Based on the
three-dimensional network model, the relation curve
of flow rate and pressure gradient was obtained by
the simulation of the single-phase seepage with irre-
ducible water, and these results were compared with
the non-Darcy tests. The validity of the model was
confirmed by the good agreement between the
obtained non-Darcy coefficient with the calculated
results of non-Darcy experiments

(3) The sensitivity analysis demonstrated that the value
of the non-Darcy coefficient decreases with the
increase in all parameters: the average pore radius,
fractal dimension, irreducible water saturation, and
tortuosity. A quantitative relationship between the
non-Darcy coefficients of gas nonlinear seepage and
these factors was established. We demonstrated
non-Darcy flow characteristics by the fractal method

Nomenclature

f : Fraction of the fluid from a throat that bends at the
next body

F: Fraction of the pore throats closed
k: Permeability (Darcy)
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Figure 6: Curves of non-Darcy coefficient and fractal dimension at
different irreducible water saturation.
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Figure 7: Curves of non-Darcy coefficient and average pore radius
at different irreducible water saturation.
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kg: The gas permeability
K : Permeability tensor (Darcy)
L: Path length from one body center to another (cm)
Lt: Pore-throat length (cm)
Δp: Pressure drop (atm)
Δpb: Pressure drop due to bending in the path (atm)
Δpc: Pressure drop due to contraction (atm)
Δpe: Pressure drop due to expansion (atm)
Δps: Pressure drop for Stokes’ flow (atm)
P: Pressure (atm)
q: Flow rate (cm3/s)
rb: Body radius (cm), rb1 is the radius of pore 1, rb2 is the

radius of pore 2
rt: Throat radius (cm)
rmin: Minimum value of the radius (cm)
rmax: Maximum value of the radius (cm)
r: The pore radius (cm)
D: Fractal dimension
ζ: Random number
u: Interstitial velocity (cm/s)
υ: Superficial velocity (cm/s)
β: Non-Darcy coefficient (cm-1)
μ: Viscosity (g·cm-1·s-1)
φ: Porosity (%)
ρ: Density (g·cm-3)
τ: Tortuousity.
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Natural fractures in tight sandstone formation play a significant role in fracture network generation during hydraulic fracturing.
This work presents an experimental model of tight sandstone with closed cemented preexisting fractures. The influence of
closed cemented fractures’ (CCF) directions on the propagation behavior of hydraulic fracture (HF) is studied based on the
hydraulic fracturing experiment. A field-scaled numerical model used to simulate the propagation of HF is established based on
the flow-stress-damage (FSD) coupled method. This model contains the discrete fracture network (DFN) generated by the
Monte-Carlo method and is used to investigate the effects of CCFs’ distribution, CCFs’ strength, and in-situ stress anisotropy,
injection rate, and fluid viscosity on the propagation behavior of fracture network. The results show that the distribution
direction of CCFs is critical for the formation of complex HFs. When the angle between the horizontal maximum principal
stress direction and the CCFs is in the range of 30° to 60°, the HF network is the most complex. There are many kinds of
compound fracture propagation patterns, such as crossing, branching, and deflection. The increase of CCFs’ strength is not
conducive to the generation of branched and deflected fractures. When the in-situ stress difference ranges from 3MPa to 6MPa,
the HF network’s complexity and propagation range can be guaranteed simultaneously. The increase in the injection rate will
promote the formation of the complex HF network. The proper increase of fracturing fluid viscosity can promote HF’s
propagation. However, when the viscosity is too high, the complex HFs only appear around the wellbore. The research results
can provide new insights for the hydraulic fracturing optimization design of naturally fractured tight sandstone formation.

1. Introduction

Hydraulic fracturing is the key technology to improve the oil
and gas development of the unconventional reservoir. The
hydraulic fracture (HF) can effectively increase the migration
channel of oil and gas and improve production and recovery
[1–4]. The existence of the natural fracture (NF) system in
the tight sandstone formation will change the HF’s propaga-
tion path, which makes the HF generate many propagation
patterns [5–8]. It is of considerable significance to under-
stand the propagation mechanism of HF under the influence
of NFs and reveal the formation condition of the complex HF

network for the optimization of hydraulic fracturing in the
tight sandstone formation.

Due to the lack of accurate and effective monitoring tech-
nology, the field cannot directly observe the HF’s propaga-
tion process in the underground reservoir. At present, the
propagation law of HF in unconventional reservoirs is not
clear. Many scholars have studied the interaction between
HF and NF by laboratory-scale fracturing experiments and
numerical simulation. Hou et al., Zou et al., and Xie et al.
[9–12] carried out a series of triaxial hydraulic fracturing
experiments with natural shale. They investigated the influ-
ence of bedding planes on the HF’s propagation behavior

Hindawi
Geofluids
Volume 2020, Article ID 8833324, 22 pages
https://doi.org/10.1155/2020/8833324

https://orcid.org/0000-0002-9152-2597
https://orcid.org/0000-0003-2127-9699
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2020/8833324


through acoustic emission (AE) monitoring technology. Tan
et al. [13] classified the propagation pattern of HF in shale
formation into four types: simple fracture, fishbone-like frac-
ture, fishbone-like fracture with fissure opening, and multi-
lateral fishbone-like fracture network. Zou et al. [14] carried
out triaxial fracturing experiments on layered tight sandstone
and studied the effect of natural fractures on CO2 induced
fracture propagation behavior. However, the fractures’ distri-
bution in the outcrop of natural rock is random, which is dis-
advantageous to the quantitative analysis of the fracture
propagation mechanism. Therefore, some researchers tried
to explore the interaction between HF and NF through the
artificial fracturing specimen. In some studies, sandstone
slice, gypsum slice, glass slice, or printing paper were placed
in the cement mortar to simulate the NFs [15–20]. However,
solid materials cannot reflect the friction effect and mechan-
ical characteristics of closed NF. Some studies proposed to
use the interface between artificial core blocks to simulate
NF [21–26], but this kind of experiment model can only
study the influence of a single preexisting fracture on the
HF propagation path.

Due to the high cost and limited scale of laboratory exper-
iments, many scholars have developed different numerical
simulation methods to explore the HF propagation mecha-
nism. Guo et al., Shi et al., Vahab et al., Hirmand et al., Rueda
Cordero et al., Liu et al., and Zheng et al. [27–33] used the
extended finite element method (XFEM) to study the propa-
gation process of complex HFs in fractured reservoirs. Wang
proposed a global cohesive zone model and used it to study
the formation conditions of the fracture network in fractured
reservoir [34]. Zhou et al., Wang et al., Yoon et al., and Zhang
et al. [35–38] used two-dimensional particle flow code
(PFC2D) to simulate the effect of NF characteristics on the
HF propagation behavior. Amir et al. combined the extended
finite element method (XFEM) and discrete element method
(DEM) to simulate the HF propagation in porous media with
natural fractures [39]. Tang proposed a fully coupled flow-
stress-damage (FSD) model to simulate the damage and fail-
ure process of heterogeneous materials [40]. Many studies
used the FSD model to study the propagation process of HF
[41–44]. Li et al. [45] used the FSD model to simulate the
initiation, propagation, and associated stress evolution during
the fracturing process in the glutenite formation and studied
the influence of the confining stress ratio, gravel sizes, and
gravel volume content on the hydraulic fracturing pattern in
a conglomerate specimen. Wang et al. [46] used the FSD
model to study the influence of the injection rate on the prop-
agation behavior of HF in the formation containing a discrete
fracture network (DFN). Men et al. [47] simulated the influ-
ence of bedding planes’ direction and mechanical characteris-
tics on the propagation path of HF in the shale formation. Li
et al. [48] used this method to simulate the multistage hydrau-
lic fracturing process and studied the influence of fracture
spacing and stress anisotropy on the propagation and reorien-
tation of three HFs.

To explore the HF propagation behavior in tight sand-
stone formation containing multiple groups of CCFs, a new
laboratory-scale fracturing experimental model is designed
in this paper. The model not only has a closer mechanical

property to tight sandstone but also contains multiple groups
of closed cemented preexisting fractures. The hydraulic frac-
turing experiments with this experimental model are carried
out to study the influence of fracture network direction on
the propagation behavior of HF. Then a large-scale numeri-
cal model used to simulate the hydraulic fracturing process
in naturally fractured tight sandstone formation is estab-
lished by the coupled FSD method. The discrete fracture net-
work (DFN) generated in the model is based on the Monte-
Carlo method. Through the numerical simulation, the effects
of CCFs’ distribution, CCFs’ strength, in-situ stress anisot-
ropy, injection rate, and fluid viscosity on the propagation
behavior of the HF network are investigated.

2. Hydraulic Fracturing Experiment of
Fractured Tight Sandstone Formation

2.1. Preparation of Fracturing Specimen. The research object
of this paper is Quan-4 tight sandstone formation of Songliao
basin in China. According to the statistics of the NFs from 16
coring wells, 58.3% of the NFs have a dip angle greater than
80° and 73% have a dip angle greater than 60°, which indi-
cates that the fractures in this area are mainly high-angle
NF. The observations and measurements of full-sized rock
cores show that the NF density is 0.24–0.85 with an average
of 0.58.

A new artificial experimental model is used in this study
to quantitatively analyze the influence of CCF network direc-
tion on HF’s propagation. Compared with the existing exper-
imental model, the new model not only contains several
groups of CCFs with different directions but also has
mechanical properties closer to that of natural tight sand-
stone. The preparation process of this model includes two
key steps:

Step (a): determination the mortar formula of artificial
tight sandstone

The materials for making artificial tight sandstone
specimens include natural quartz sand, clay, epoxy resin,
and densifier. The screening steps of the mortar formula
are shown in Figure 1. According to different formulas, the
mortar is mixed and poured into the mold. The mortar spec-
imens are solidified under the compaction pressure for 48
hours and are maintained in the incubator for 24 hours.
The artificial tight sandstone specimens with the closest
physical and mechanical properties to the natural tight sand-
stone are selected through the mechanical property test and
permeability test of each group of mortar specimens.

Step (b): simulation of CCFs in the hydraulic fracturing
specimen

The structure of the artificial tight sandstone fracturing
specimen is shown in Figure 1. The specimen size is 300
mm × 300mm × 300mm. The specimen contains three
layers, and each layer is 100mm thick. L-A and L-C represent
the upper and lower barriers, respectively. L-B is the hydrau-
lic fracturing target layer, which contains closed cemented
preexisting fractures in different directions. The preparation
procedures are as follows: (I) the mortar is poured into the
mold and solidifies under 40MPa compaction pressure. After
48 hours, the upper barrier (L-A) is formed. (II) According to
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the formula determined in step (a), the mortar is prepared and
poured into themold which contains L-A. Then, the steel sheets
(0.5mm thick) are inserted into the mortar according to the
design direction and position. (III) All steel sheets are taken
out from themortar slowly after L-B has solidified for one hour.
Themold containing L-A and L-B is compacted at a pressure of
30MPa for 48 hours. Then the preexisting fractures in L-B are
closed and cemented under compaction pressure. (IV) The
lower barrier is prepared according to step (I).

The angle between the CCF and the direction of horizon-
tal maximum principal stress are defined as θ in this paper.
Considering that the natural fractures in the formation can-
not be in the same direction, the angle θ of CCFs in the three
fracturing specimens are set to 0° ± 15°, 45° ± 15°, and 90° ±
15°. The comparison of basic mechanical parameters of the
artificial experimental model and natural tight sandstone is
shown in Table 1.

2.2. Experimental System and Procedure. The triaxial hydrau-
lic fracturing physical simulation experiment system of
Northeast Petroleum University is used in our experiment
(Figure 2). The injection rate is set to 5ml/min, the horizon-
tal maximum principal stress and the horizontal minimum
principal stress are set to 20MPa and 16MPa, and the verti-
cal stress is set to 25MPa. Slick water mixed with red tracer is
used as the fracturing fluid. The acoustic emission (AE) sys-
tem is used to monitor the initiation and propagation of
hydraulic fractures in the specimens during the experiment.
Eight AE sensors were installed in the groove of the loading
plates. The frequency-domain of the AE system was 125–
750 kHz, and the gain of the channel preamplifier was 40dB.

2.3. Analysis of Experimental Results

2.3.1. Analysis of Hydraulic Fracture Geometry. Figure 3(a)
shows the HFs’ propagation patterns observed at the
interface between L-A and L-B. The yellow lines and red lines
represent the CCFs that are not affected and communicated

by hydraulic fractures, respectively. It can be seen that the
direction of CCFs has a significant impact on the propagation
behavior of HF. In specimen #1 (θ = 0° ± 15°), all the four
CCFs on the HF’s propagation path are communicated by
HF. Due to the small angle between the CCFs and the direc-
tion of the horizontal maximum principal stress, a simple
crack with symmetrical wings is finally formed. In specimen
#2 (θ = 45° ± 15°), the HF interacts with eight CCFs and has
obvious deflection behaviors. There are two possible propa-
gation behaviors of HF after encountering CCFs: deflection
along with the CCF and penetration through the CCF. In
specimen #3 (θ = 90° ± 15°), the HF penetrates the two CCFs
near the wellbore with a reinitiation after a short extension
distance along with the CCF. Subsequently, the HF crosses
through the remaining CCFs and propagates to the direction
of horizontal maximum principal stress. This shows that the
geometry and propagation pattern of the HFs are the most
complex when the angle between the horizontal maximum
principal stress direction and CCPF is between 30° and 60°.

2.3.2. Analysis of Injection Pressure-Time Curves. The charac-
teristics of the injection pressure-time curve can be used to
analyze the propagation behaviors of HF. As shown in
Figure 4, the initiation and propagation process of HF can
be divided into four stages:

Stage (I): pressurization and fracture initiation stage. The
injection pressure increases sharply with the continuous
injection of fracturing fluid. When the injection pressure
exceeds the sum of the rock tensile strength and the horizon-
tal minimum principal stress, the rock surrounding the well-
bore breaks and the initial HF appears

Stage (II): main fracture propagation stage. The main HF
propagates in the rock matrix. The injection pressure-time
curve is relatively stable and has no significant fluctuation

Stage (III): fracture interaction stage. The HF interacts
with the preexisting fractures significantly, which makes the
injection pressure fluctuate obviously
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Figure 1: Preparation procedure of artificial tight sandstone specimens with multiple CCFs.
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Stage (IV): pump stop stage. The HF propagates to the
boundary of the specimen, and the injection pressure curve
declines sharply

The characteristics of the stage (I), (II), and (IV) of three
specimens are similar, but stage (III) has different changes.
At the stage (III) of specimen #1, the injection pressure

Table 1: The basic mechanical parameters of the artificial experimental model and natural tight sandstone.

Type of specimen
Compressive strength

(MPa)
Tensile strength (MPa)

Elastic modulus
(GPa)

Poisson’s ratio
Permeability
(10-3 μm2)

Porosity (%)

Artificial tight sandstone 61.8 6.5 24.9 0.19 0.26 11.8

Natural tight sandstone 64.3 4.5 25.6 0.168 0.493 8.54

(a) Test system (b) AE system

Figure 2: Hydraulic fracturing experimental system and acoustic emission monitoring system.
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Figure 3: Hydraulic fracture morphology observed in the cross-section of the fractured specimen and reflected by AE data.
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decreased twice and then increased again. When the HF inter-
sects with the CCFs, the CCFs dilate and open, and the fractur-
ing fluid leaks into the opened fractures, which makes the
pressure drop greatly. When the opened fracture is filled with
fracturing fluid, the injection pressure increases again to meet
the mechanical conditions of HF propagating in the rock
matrix again. At the stage (III) of specimen #2, the injection
pressure curve fluctuates violently and has many peaks. At this
stage, the propagation patterns of HF include deflection and
penetration. Under the joint action of the reinitiation of the
rockmatrix and the opening of preexisting fractures, the injec-
tion pressure appears violent fluctuation. At the stage (III) of
specimen #3, when the HF interacts with the first set of preex-
isting fractures, the injection pressure only fluctuates slightly
and lasts for a short time. In the subsequent fracturing process,
the change of injection pressure is small. This shows that the
HF mainly propagates in the rock matrix and has no signifi-
cant interaction with the CCFs.

3. Field-Scale Hydraulic Fracturing
Numerical Simulation

Due to the limitation of the simulation scale of laboratory
experiments, only three groups of hydraulic fracturing exper-
iments are carried out to study fracture direction’s influence
on HF’s propagation. In this paper, the influence of other
key factors on the complex fracture propagation law in frac-
tured tight sandstone formation is studied through a two-
dimensional numerical model based on the FSD method.

3.1. The Coupled Flow-Stress-Damage (FSD) Numerical
Method. The FSDmodel considers the coupling effects of flow,
stress, and damage on the permeability changes caused by the

propagation of fractures and the evolution of rock damage.
The assumptions of the model are as follows: (1) The water-
rock coupling relationship is based on the Terzaghi principle,
the rock seepage conforms to Darcy’s law, and the rock defor-
mation process of fluid-solid coupling conforms to the Biot
consolidation theory. (2) The material of the model element
is assumed to be elastic brittle material with certain residual
strength. (3) The damage of the material element follows the
maximum tensile strength criterion and Mohr-Coulomb fail-
ure criterion. (4) Rock is heterogeneous material, and its phys-
ical and mechanical parameters follow Weibull distribution.

The element in the FSD coupling model is defined in five
states: elastic deformation, tensile failure, compression fail-
ure, tensile separation, and compression contact, as shown
in Figure 5(a). The current state of each element is deter-
mined by its damage history, current stress-strain level, and
material properties. Failure paths occur when elements
damage, contact, and separate. When the stress state of an
element satisfies any strength criterion, it begins to accumu-
late damage. In the elastic damage mechanics, the elastic
modulus of the element decreases with the damage. Based
on the assumption of strain equivalence, the elastic modulus
of damage element is given by the following formula:

Ed = 1 −Dð ÞE0, ð1Þ

where D is the damage variable.
There is only one failure mode for the elastic brittle

element with residual strength. The compressive stress should
be positive, and the stress-strain relationship is shown in
Figure 5(b). When the minimum principal strain of the ele-
ment exceeds the uniaxial tensile strain or the minimum
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Figure 4: The injection pressure-time curves of each specimen.
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principal stress exceeds the uniaxial tensile strength deter-
mined by the test, it is considered as the failure in the tensile
mode.

σ3 ≤ σt0, ð2Þ

ε3 ≤
σt0
E

: ð3Þ

In the multiaxial stress state, the damage variable of the
element in the tensile mode can be expressed as:

D =
0 �ε ≤ εt0,
1 εt0 < �ε ≤ εt1,
1 �ε > εt1:

8
>><

>>:

ð4Þ

In this case, after the element is damaged, the permeability
coefficient of the element can be expressed as follows:

K =
K0e

−β σ3−αpð Þ D = 0,
ξK0e

−β σ3−αpð Þ 0 <D ≤ 1:

(

ð5Þ

When the shear stress of the element satisfies the
Mohr-Coulomb failure criterion, it is considered as failure
in shear mode.

σ1 − σ3
1 + sin φ

1 − sin φ
≥ σc0: ð6Þ

In the multiaxial stress state, the damage variable of the
element in the shear mode can be expressed as:

D =
0 ε1 < εc0,

1 − σrc
ε1E0

εc0 ≤ ε1:

8
<

:
ð7Þ

In this case, after the element is damaged, the perme-
ability coefficient of the element can be expressed as fol-
lows:

K =
K0e

−β σ1−αpð Þ D = 0,
ξK0e

−β σ1−αpð Þ D > 0:

(

ð8Þ

where �ε is the equivalent principal strain of the member; εt0
is the elastic ultimate strain; εt1 is the ultimate tensile strain
when the element is completely damaged; ξ is the perme-
ability damage factor; σ1 and σ3 are the maximum and
minimum effective principal stress; σt0 and σc0 are the ten-
sile failure strength and compressive failure strength of the
element; σrt is the residual tensile strength of the element;
K is permeability coefficient.

Compared with other hydraulic fracturing numerical
simulation models, the FSD coupling model is based on the
finite element and statistical damage theory. It considers the
heterogeneity of material properties and can simulate the
dynamic fracturing process of the heterogeneous reservoir.

3.2. Applicability Verification of Numerical Model. To verify
the applicability and accuracy of the numerical method, a
two-dimensional numerical model of the hydraulic fractur-
ing experiment is established. This model has a size of 400
mm × 400mm and includes 40000 elements. The position
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and direction of the preexisting fractures are consistent with
the experiment model. The seepage boundary with a flow rate
of 0 is applied around the model. The stress conditions and
the rock mechanical parameters are the same as those in
the experiment, as shown in Table 2.

3.2.1. Analysis of Hydraulic Fracture Geometry. It can be seen
from Figure 6 that the fracture propagation patterns of
numerical simulation are in good agreement with the exper-
iment. The interaction stage (stage III) of the three numerical
models is significantly different. The numerical model of
specimen #1 finally appears a simple HF along the direction
of horizontal maximum principal stress, which is consistent
with the experimental results. It is worth noting that before
the HF intersects with the CCF, some damage elements have
appeared on the CCF. With the increase of water pressure,
the HF encounters the CCF, and the number of damaged ele-
ments on the CCF increases rapidly. The HF connects the
whole CCF in about 5 time steps. In the numerical model
of specimen #2, the HF interacts with the first set of CCFs
and appears the composed propagation pattern including
penetration and deflection. After the branching fractures
are formed in the numerical model, the propagation direc-
tion of some HFs changes, and the geometry of HFs becomes
complex. In the numerical model of specimen #3, the HF
deflects slightly at the first set of CCFs and then propagates
into the rock matrix with a short deflection distance. Then,
the HF penetrates through the remaining CCFs. In this pro-
cess, only a few damage elements appear near the interaction
point, and the CCFs remain closed.

3.2.2. Analysis of Injection Pressure-Time Curves. In Figure 7,
the initiation pressure of specimen #1 is 23.4MPa. The injec-
tion pressure decreases sharply and increases again at step 40
and step 70, respectively. These are the moments when the
HF interacts with the CCFs. Due to the normal stress on
the surface of CCF in specimen #1 is small, the connected
CCFs are completely damaged. Thus, the filtration of the
fracturing fluid into the preexisting fracture is significant,
and the injection pressure curve is greatly reduced.

The initiation pressure of specimen #2 is 24.4MPa. The
injection pressure fluctuates sharply from step 20 to 114.
During this stage, the complex branching propagation frac-
tures appear because of many kinds of interaction patterns

between HF and CCFs. The violent interaction is accompa-
nied by frequent filtration and pressure holding, which
results in the violent fluctuation of the injection pressure
curve. At step 114, the injection pressure has a sharp decline,
which is the moment when the HF intersects with the second
set of CCFs and deflects along with the opened fractures.
After step 120, although the injection pressure fluctuates,
the overall pressure is lower than that of step 20-114. During
this stage, the HF not only deflects along the opened CCFs
but also continue to expand in the rock matrix.

Compared with the other two groups of experiments, the
initiation pressure (26.6MPa) and propagation pressure of
specimen #3 are both larger. Besides, the whole fracturing
process of specimen #3 lasts a long time (276 steps), which
is due to the HF mainly propagates in the rock matrix. At
step 78, the injection pressure decreases slightly and rises
rapidly. At this time, the HF intersects with the first set of
CCFs, and the injection pressure decreases under the effect
of filtration. However, due to the large normal stress on
the CCFs in specimen #3, the resistance of CCF to open is
large. Thus, the HF repenetrates the two CCFs after a short
extension distance along with the CCF. After step 90, the
injection pressure is relatively stable, which shows that HF
penetrates through the remaining CCFs and propagates in
the rock matrix.

3.3. Numerical Model of Hydraulic Fracturing with Discrete
Fracture Network (DFN). To study the influence of other
key factors on the propagation behavior of HFs in tight sand-
stone formation with CCF network, a field-scale numerical
model is established based on the FSD coupling method, as
shown in Figure 8. The model has a size of 400m × 600m
and includes 240000 elements. A two-dimensional DFN gen-
eration program is generated based on the Monte-Carlo
method. According to the fracture geometry parameters
obtained from the field statistics, the DFN is inserted in the
numerical model. The fracture parameters of the stochastic
modeling method mainly include length, azimuth, opening,
and density. This paper focuses on the influence of CCFs
on HFs’ propagation, so the influence of fracture opening is
not considered. The width of CCFs is equivalent to the width
of an element. There are two groups of CCFs in the numerical
model, and the relevant parameters are in Table 3. The azi-
muth angle θ is the angle between the direction of CCFs
and the direction of horizontal maximum principal stress.
In the DFN model, the lengths of CCFs satisfy the normal
distribution, and the azimuth angles of CCFs satisfy the log-
arithmic normal distribution. The physical and mechanical
parameters of the numerical model are shown in Table 2.
In the middle of the model, there is a perforation parallel to
the direction of the horizontal maximum principal stress
with a length of 5m.

4. Analysis of Numerical Simulation Results

4.1. Influence of CCFs Distribution Direction. In the numeri-
cal model, the azimuth angle (θ) of the two groups of natural
fractures are set to ±15°, ±30°, ±45°, ±60°, ±75°, ±90°, and the
standard deviation is 0. The injection rate is 10m3/min, the

Table 2: Mechanical parameters in the numerical model.

Parameter Rock matrix Natural fracture

Homogeneity 3.5 2.5

Elastic modulus (GPa) 25.0 3.0

Compressive strength (MPa) 62.0 5.0

Tensile strength (MPa) 6.5 0.5

Poisson’s ratio 0.2 0.25

Coefficient of residual strength 0.2 0.3

Permeability (10-3 μm2) 0.3 3.0

Porosity (%) 0.12 0.5

Coupling coefficient 0.1 0.1
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viscosity of the fracturing fluid is 60mPa·s, and the tensile
strength of CCF is set to 1MPa. The in-situ stress is set as
σH = 35MPa, σh = 30MPa. Although the numerical simula-
tion includes six groups, we only compare the four groups
with a significant difference to facilitate the analysis. These

four groups of simulation results can represent the trend of
all simulation.

As shown in Figure 9, when the azimuth angle θ is less
than 30°, the HFs mostly propagate along the CCFs with only
a small deflection. When θ is small, the normal stress acting
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Figure 6: Propagation patterns of HFs in different stages of each numerical model.
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on the CCFs is small. After the HF intersects with the CCFs,
the CCFs are easy to open. Under the induction of opened
CCFs, the HF propagates along the direction of the fracture
development direction. When the azimuth angle θ is ±45°,
the deflection amplitude of HF is larger when it encounters
the CCFs. Besides, there are some branching fractures in
the HFs’ propagation path, and the fracture geometry after
fracturing is complex. When the azimuth angle θ is ±60°,
the HFs deflect sharply along the CCFs. There are many
kinds of compound fracture propagation patterns, such as
penetration, branching, deflection, and offsetting. When the
azimuth angle θ is ±60°, the fracture geometry after hydraulic
fracturing is the most complex. When azimuth angle θ is
±75°, the deflection amplitude of the HF along the CCFs
becomes smaller. The propagation pattern of HFmainly pen-
etrates or repenetrates the CCFs after a short extension dis-
tance along the CCF accompanied by a small number of
branching fractures.

Figure 10 shows the injection pressure-step curves of
numerical models. The initiation pressure of HF tends to
increase gradually with the increase of the azimuth angle θ.
The smaller the θ is, the easier the HF will deflect along the
CCFs, and the lower the required propagation pressure is.
On the contrary, the larger the θ is, the easier the HF will
cross through the CCFs and propagate in the rock matrix.

In Figure 11, the total equivalent hydraulic fracture
length (EL) and propagation area of complex fracture net-
work (PA) increase with the increase of the azimuth angle θ
from 15° to 60°. When θ exceeds 60°, the EL and PA decrease
again. When θ ranges from 45° to 60°, the normal stress act-
ing on the CCF is small and the shear stress along the CCF is
large. The CCFs have complex fracture behaviors such as
dilation, opening, and shear sliding, and the HF has a variety

of propagation patterns such as penetration, deflection, and
offsetting. Therefore, when θ ranges from 45° to 60°, both
the EL and PA can meet the requirements of increasing oil
and gas production.

4.2. Influence of CCFs Tensile Strength. The establishment of
DFN based on the parameters in Table 3. Under the condi-
tion that other parameters remain unchanged, the tensile
strength of CCFs is set to 0.1MPa, 0.4MPa, 0.7MPa,
1.0MPa, 1.3MPa, and 1.6MPa, respectively.

Figure 12 shows a comparison of four representative frac-
ture propagation patterns. The HF network’s complexity
after hydraulic fracturing decreases with the increase of ten-
sile strength of CCFs from 0.1MPa to 1.6MPa. When the
strength of CCFs is small, CCF is easier to be activated during
the hydraulic fracturing process, which promotes the forma-
tion of deflecting or branching fractures. When the tensile
strength of CCFs is large, the stress produced at the tip of
HF is not enough to drive the activation and opening of
CCFs. In this case, the possibility and distance of HF deflec-
tion are small, and the complexity of the fracture network
after hydraulic fracturing is low.

In Figure 13, the tensile strength of CCFs has little
effect on HF’s initiation pressure when the azimuth angle
of CCFs is unchanged. The initiation pressure ranges from
36.3~37.9MPa. However, the CCFs’ tensile strength has an
impact on HF’s propagation pressure. The propagation pres-
sure increases with the increase of CCFs’ tensile strength.
In naturally fractured reservoirs, the HFs mainly deflect
and propagate along the CCFs or branch at the intersec-
tion point. Thus, the greater the tensile strength of the
CCFs, the greater the resistance to fracture propagation
that needs to be overcome.
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hydraulic fracturing
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Figure 8: Two-dimensional numerical model of hydraulic fracturing in the fractured tight sandstone formation.
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In Figure 14, the EL and PA have a negative correlation
with the tensile strength of CCFs. Under the same stress con-
dition, the resistance of CCFs open and shear slip decreases
as the tensile strength of CCFs decreases. The smaller the ten-
sile strength of CCFs is, the greater the activation degree of
CCFs is, and HFs are easier to communicate with more
branching propagation fractures.

4.3. Influence of In-Situ Stress Anisotropy. The establish-
ment of DFN based on the parameters in Table 3. The
numerical model sets the minimum horizontal principal
stress (σh) to 30MPa and changes the maximum horizon-
tal principal stress (σH) to adjust the anisotropy of in-situ
stress. The horizontal in-situ stress difference of the model
is as follows: 0MPa, 1.5MPa, 3.0MPa, 4.5MPa, 6.0MPa,
and 7.5MPa. Other parameters of the numerical model
remain unchanged.

Figure 15 shows a comparison of four representative frac-
ture propagation patterns. The horizontal in-situ stress dif-
ference (Δσ) has a significant effect on HFs’ propagation

patterns. When Δσ is 0MPa, the in-situ stress has no control
over the fracture propagation direction. The HFs mainly
propagate along the CCFs after the intersection, and the
overall propagation direction of HFs is consistent with the
distribution direction of CCFs. At this time, although the
fracture morphology is complicated, the propagation length
of HF is limited. When Δσ is 1.5MPa, the control of in-situ
stress anisotropy on the propagation direction of HFs
increases, but most HFs still propagate along the CCFs with
a large deflection angle. When Δσ is between 3MPa and
6MPa, the HF and the CCF have obvious interaction behav-
iors, and the geometry of fracturing fractures is complex and
the propagation length is long. When Δσ exceeds 6MPa, in-
situ stress has a strong control of fracture propagation. The
deflection behavior of HFs decreases while the penetration
and offsetting behaviors increase. Although HF has a good
propagation length, the complexity of fracture morphology
decreases after hydraulic fracturing.

In Figure 16, the initiation pressure of HF has a slight
increase from 37.7MPa to 38.6MPa with the increase of Δσ.

Table 3: The geometric parameters of the DFN model.

Group Density
Length of CCF (m) Azimuth angle (°)

Average value Standard deviation Distribution type Average value Standard deviation Distribution type

# a 0.005 20 10
Normal distribution

45 7 Logarithmic normal
distribution# b 0.005 20 10 -45 7
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Figure 9: The propagation patterns of HFs under different fracture distribution directions.
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The initiation of HF mainly overcomes the sum of horizontal
minimum principal stress and rock tensile strength. In this
group of simulations, σh is a fixed value, so the variation of ini-
tiation pressure is very small. However, the propagation pres-

sure of HF increases with the increase of Δσ. The increase of
σH will increase the normal stress acting on the surface of
the CCF, and the resistance to be overcome when the HF
propagates along CCFs will increase.
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In Figure 17, both the EL and PA increase first and
then decrease as Δσ increases from 0MPa to 7.5MPa.
The EL reaches the maximum when Δσ is 4.5MPa, while
the PA reaches the maximum when Δσ is 3MPa. This
shows that when Δσ is less than 3MPa, the propagation
of HF is dominated by the direction of CCFs, which can-
not guarantee the effective propagation length. However,
when Δσ exceeds 6MPa, the propagation of HF is domi-
nated by in-situ stress, and the degree of HF deflecting
and branching is low.

4.4. Influence of Injection Rate. The establishment of DFN
based on the parameters in Table 3. The injection rate of frac-
turing fluid is set to 4m3/min, 6m3/min, 8m3/min,
10m3/min, 12m3/min, and 14m3/min, respectively. The in-
situ stress is set as σH = 35MPa, σh = 30MPa. Other param-
eters of the numerical model remain unchanged.

In Figure 18, when the injection rate is 4~6m3/min,
the HF interacts with CCFs and forms branching and
deflecting propagation patterns, but the degree of branch-
ing and deflecting of the fracture is small. When the injec-
tion rate increases to 8m3/min, the interaction between
HFs and CCFs is strengthened, and HFs’ geometry
morphology is more complicated. On the whole, the
hydraulic fracture network after fracturing becomes more
complicated with the increase of the injection rate of
fracturing fluid.

In Figure 19, the initiation pressure of HF increases from
39.7MPa to 44.3MPa with the increase of the injection rate.
Besides, the higher the injection rate, the faster the pressure
rise rate in perforation and fracture initiation rate. The
HF’s propagation pressure is positively correlated with the
injection rate, while the hydraulic fracturing duration is neg-
atively correlated with the injection rate.
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Figure 12: Hydraulic fracture propagation patterns under different tensile strength of CCFs.
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In Figure 20, the EL and PA gradually increase with the
increase in the injection rate. However, when the injection rate
is increased from 12m3/min to 14m3/min, the increase rate of

the EL and PA decreases. It shows that an appropriate increase
in the injection rate of fracturing fluid is conducive to improv-
ing the hydraulic fracture network’s complexity and sweep
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Figure 13: Injection pressure-step curves under different tensile strength of CCFs.
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Figure 15: Hydraulic fracture propagation patterns under different in-situ stress anisotropy.
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area. Still, when the injection rate exceeds 12m3/min, the
improvement degree of fracturing modification effect by the
increase in the injection rate is no longer noticeable.

4.5. Influence of Fracturing Fluid Viscosity. The establishment
of DFN based on the parameters in Table 3. The viscosity of
fracturing fluid is set to 20mPa·s, 40mPa·s, 60mPa·s,
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Figure 17: Total equivalent hydraulic fracture length and propagation area of the complex fracture network.
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Figure 18: Hydraulic fracture propagation patterns under different injection rates.
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80mPa·s, 100mPa·s, 120mPa·s, respectively. The in-situ
stress is set as σH = 35MPa, σh = 30MPa. Other parameters
of the numerical model remain unchanged.

In Figure 21, when the fluid viscosity is 20mPa·s and
40mPa·s, the HFs’ propagation pattern is intricate, and the
crisscrossing network fractures are formed in the model.
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But when the fluid viscosity exceeds 60mPa·s, the complexity
of HFs gradually decreases with the continuous increase of
fluid viscosity.

In Figure 22, the initiation pressure of HF gradually
increases from 36.15MPa to 40.05MPa with the increase
of fluid viscosity. The higher the fluid viscosity is, the fas-
ter the initiation speed of HF is. There is a good positive
correlation between fracture propagation pressure and
fracturing fluid viscosity. When the fracture is stably
extending, the high viscosity fracturing fluid will encounter
greater resistance when flowing in the fracture, and larger
injection pressure is required to maintain the propagation
of the HF.

In Figure 23, both the EL and PA increase when the fluid
viscosity increases from 20mPa·s to 40mPa·s. But when the
fluid viscosity exceeds 60mPa·s, the EL and PA gradually
decrease after hydraulic fracturing. This shows that in the
naturally fractured tight oil reservoir, appropriately increas-
ing viscosity can reduce the filtration loss of fracturing fluid
and promote fracture propagation. However, when the
viscosity is too high, the resistance of fracturing fluid in the
fracture is too large, which limits the fracture propagation
and eventually leads to the complex fracture network only
form in a limited range around the perforation.

5. Conclusions

In this paper, a new laboratory fracturing experimental
model is designed, which not only has mechanical properties

closer to natural tight sandstone but also contains several
groups of closed cementing preexisting fractures. Based on
exploring the influence of fracture network direction on
hydraulic fracture propagation through hydraulic fracturing
experiments, a field-scaled hydraulic fracturing numerical
model of naturally fractured tight sandstone formation is
established by combining FSD coupling model and Monte-
Carlo simulation method. The effects of natural fracture
distribution direction, natural fracture tensile strength, in-
situ stress anisotropy, fracturing fluid injection rate, and frac-
turing fluid viscosity on the propagation of complex fracture
networks are studied by this numerical model. It can be
concluded as follows.

(1) The experiment results show that when θ is 45° ± 15°;
the HF has two kinds of propagation behaviors when
interacting with CCFs: penetration and deflection,
which leads to the most complicated HF geometry.
The numerical simulation results show that when θ
ranges from 45° to 60°, the CCFs on the propagation
path of HF include a variety of complex fracture
behaviors such as dilation, opening, and shear slid-
ing. This makes the HF appear in many propagation
patterns such as penetration, deflection, branching,
and offsetting. The numerical simulation results are
in good agreement with the experimental results

(2) The tensile strength of CCFs has a significant influ-
ence on HF’s propagation patterns. As the decrease
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Figure 21: Hydraulic fracture propagation patterns under different fracturing fluid viscosity.
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of CCFs’ tensile strength, the number of CCFs con-
nected by HFs increases, and the deflection ampli-
tude of HFs increases

(3) When the horizontal in-situ stress difference is less
than 3MPa, the propagation behavior of HF is domi-
nated by the distribution direction of CCFs, and the
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Figure 22: Injection pressure-step curves under different fracturing fluid viscosity.
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effective propagation length of hydraulic fracture HF
is limited. When the horizontal stress difference
exceeds 6MPa, the HF propagation is dominated by
in-situ stress anisotropy, and the complexity and
spread area of HFs are limited. Therefore, when the
horizontal stress difference of tight sandstone forma-
tion is within the range of 3~6MPa, the propagation
length and spread area of the HF network can be guar-
anteed simultaneously

(4) The increase of the injection rate of fracturing fluid is
helpful to increase the complexity and spread range
of HF network, but the improvement degree of frac-
turing modification effect by increasing the injection
rate is no longer obvious when it exceeds 12m3/min

(5) An appropriate increase in the viscosity of fracturing
fluid can reduce the filtration loss and promote the
expansion of the HF. However, when the fluid viscos-
ity is too high, the resistance of fracturing fluid in the
fracture is too high, which will lead to the complex
fracture network only appearing in a limited range
around the perforation

Nomenclature

HF: Hydraulic fracture
NF: Natural fracture
CCF: Closed cemented fracture
FSD: Flow-stress-damage coupling model
DFN: Discrete fracture network
θ: The angle between horizontal maximum principal

stress and preexisting fractures
Δσ: Horizontal in-situ stress difference
EL: Total equivalent hydraulic fracture length
PA: Propagation area of the complex fracture network
K: Permeability coefficient
D: Damage variable
ξ: Permeability damage factor
εt0: Elastic ultimate strain
εt1: Ultimate tensile strain
σt0: Tensile failure strength
σc0: Compressive failure strength
σrt: Residual tensile strength of the element.
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Stimulated reservoir volume (SRV) which is generated by horizontal drilling with multistage hydraulic fracturing governs the
production in the shale gas reservoirs. Although microseismic data has been used to estimate the SRV, it is high-priced and
sometimes overestimated. Additionally, the effect of stress sensitivity on SRV is not considered in abnormal overpressure areas.
Thus, the objective of this work is to characterize subsurface fracture networks with stress sensitivity of permeability through the
shale gas well production data of the early flowback stage. The flowback regions are first identified with the flowback data of two
shale gas wells in South China. Then, we measured the permeability stress sensitivity of the core after fracturing, coupled to the
dynamic relative permeability (DRP) calculation to obtain an accurate and simple DRP curve. After that, a comprehensive
model is built considering dynamic two-phase relative permeability function and stress sensitivity. Finally, we compared the
calculated results with the microseismic data. The results show that the proposed model could reasonably predict the SRV using
the flowback data after fracturing. Additionally, compared with the microseismic data, the stress sensitivity should be included,
especially in the abnormal overpressure block. It is believed that this mathematical model is accurate and useful. The work
provides an efficient approach to estimate stimulated reservoir volume in the shale gas reservoirs.

1. Introduction

The development of shale gas has gained increasing attention
with the decline of the production from conventional reser-
voirs [1, 2]. Due to the ultralow permeability of shales (from
10−23 to 10−17 m2) [3], a combination of horizontal drilling
and multistage hydraulic fracturing has been widely used to
SRV, which increases effective contact significantly to
improve gas production from an individual well. Therefore,
characterization of the stimulated reservoir volume appears
to be of vital importance to manage and predict shale reser-
voir performance [4, 5].

While microseismic data has been extensively used to
validate the stimulated reservoir volume, the SRV obtained
directly from the microseismic data is generally overesti-
mated. For example, SRV would include large unstimulated

void regions by the convexity assumption [6–9]. Also, imple-
mentation of microseismic techniques in a field sometimes is
not cost-effective, which limits a wide application in fields.
Therefore, using early production data after hydraulic frac-
turing together with early flowback data of hydraulic fluids
is fast becoming a key instrument in evaluating SRV [10–
13], namely, transient analysis of flowback data.

Two-phase flow appears to be a classic and representative
flow behavior during the flowback process after hydraulic
fracturing [2, 14]. For example, a large number of production
data obtained from wells in the Horn River shale show that
two-phase flow was observed for every single well during
the flowback process after hydraulic fracturing [15, 16].
Clarkson [17] and Williams-Kovacs and Clarkson [18] also
discovered two-phase flow within 48 hours of well opening
and production in the Barnett and Marcellus shales.
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Similarly, the two-phase flow stage occurs in the Silurian
Longmaxi Formation shale gas wells in South China after
the well opening [19]. And an even greater advance in the
research of production data patterns is that after processing
the production data from shale gas wells in the Horn River
Basin, Adefidipe et al. [20, 21] and Xu et al. [22, 23] divided
the production data into two stages as early gas production
(EGP) and late gas production (LGP) for the “V” shape of
the relationship between the gas-water ratio (GWR) and
the cumulative gas production. They believed that the EGP
stage was special and worth studying because the LGP stage
already had a matrix gas supply.

To take advantage of the two-phase flow characteristics
during the early gas production (EGP) stage, research studies
have endeavored to estimate the SRV by coupling rock physics
with various types of reservoir models. For example, Ezulike
et al. [24–26] integrated an explicitly determined dynamic rel-
ative permeability (DRP) function in linear dual-porosity
models to explore the two-phase flowback data. The function
extends the single-phase water flow equation to gas-water
two-phase flow which was calculated using cumulative pro-
duction data of water and hydrocarbon compounds. Clarkson
et al. [17, 27, 28] initially used an improved method for
coalbed methane (CBM) flow to analyze multiphase flows.
They assumed that the flow of gas and water through the gen-
erated fracture network was similar to the simultaneous flow
of gas and water during long-term production from fractured
coal reservoirs. Later, they proposed a large number of two-
phase flow models based on this assumption to quantitatively
calculate multiflow data, including tight oil and tight gas, to
help analyze the flow characteristics of shale gas wells which
are analogous to analyzing two-phase (gas and water) CBM
production. And in the follow-up research work [29–32], they
verified the analysis results from the above methods by inte-
grating various techniques, including a modified material bal-
ance equation (MBE) applied to before-breakthrough (BBT)
(before gas breakthrough) single-phase rate-transient analysis
(RTA) and after-breakthrough (ABT) (after gas break-
through) multiphase rate-transient analysis (RTA).

While the aforementioned models provide insights in
calculating SRV through multiflow data quantitatively, chal-
lenges of applying these models to the field remain because
the Langmuir volume needs to be increased in the calculation
process, which will lead to some extent uncertainty and inac-
curacy. To overcome the complexity of applying these
models in fields, Clarkson et al. [17, 28] and Fu et al. [33]
established a linear matching curve relation to describe the
straight line relationship between rate-normalized pressure
(RNP) and material balance time (MBT). This is because
fracture permeability and fracture volume can be obtained
on the basis of the characteristics of the fitting curve. Also,
Alkouh et al. [34] modified a log-log plot of RNP and RNP
derivative against MBT for both the oil and gas cases and
provided a straightforward approach to calculate the key
fracture parameters covering fracture permeability and frac-
ture half-length. However, the influence of fracture com-
pressibility during the flowback process is not taken into
consideration in the models, which likely leads to estimation
error of the total compressibility.

However, due to some defects in the hypothesis of DRP
function, a nonlinear phenomenon occurs when the model
is applied to some field cases. And the phenomenon of the
nonzero intercept leads researchers to question the physical
properties of these problems. It may be due to the inaccura-
cies caused by stress sensitivity in some areas. In particular,
there is abnormal overpressure in shale gas reservoirs in
southern China [35], so the influence of stress sensitivity,
especially for the two-phase relative permeability, has to be
taken into account [36]. Moreover, all the researchers did
not make a production data verification and comparison
with the microseismic data.

We thus aimed to develop a stress-dependent two-phase
relative permeability, which can be used to extend the exist-
ing single-phase model. Also, we proposed a new multiphase
model to estimate SRV and fracture characteristics. More-
over, to verify our model, we compared the results with the
microseismic data.

In this work, we first processed the production data of
shale gas wells and obtain the gas-water ratio characteristics.
Then, we calculated the simple and practical two-phase
dynamic relative permeability (DRP) based on the produc-
tion data collected in the field belonging to shale gas wells
in southern Sichuan. Subsequently, the stress-strain curves
of permeability are obtained by using the laboratory experi-
ments. Finally, the material balance equation and diffusion
equation are used to process the production data to derive
the model, thus calculating fracture parameters. We com-
pared the calculation results with the microseismic data to
verify the rationality and accuracy of the calculation results.

2. Data Preparation

2.1. Field Data from a Typical Shale Gas Reservoir in Southern
China. In this work, we selected the flowback data from two
production wells located in southern China: the shale gas for-
mations of the Lower Silurianare, a typical marine shale gas
reservoir. A large number of micron-nanoscale pores are
developed in the mineral grains and organic matter [37].
These pores are the main channels for shale gas storage and
migration, which play an important role in improving shale
gas storage performance and providing good storage space
for marine shale gas accumulation and enrichment [38].
The depth of the shale gas reservoir is over 2000m at subsur-
face with a formation pressure coefficient up to 2.0. The
thickness of the entire shale reservoir is about 100m with
porosity ranging from 2% to 4% and matrix permeability of
0.001mD. The production at the early stage was about 10 ~
20 × 104 m3/d with a stable production around at 5 ~ 8 ×
104 m3/d.

The east-west anticline structure belt with few faults is
arranged in the left echelon row as the main geological struc-
ture of this area [39]. This drilling platform is located at the
end of the anticline structure. Although two compresso-
shear faults exist around the well pad, the overall upper lat-
eral sealing performance leads to an effective accumulation
and preservation of shale gas [37, 38]. Figure 1 shows the lay-
out of the horizontal well group. Due to the low quartz con-
tent in the high-quality shale segment at the bottom of the
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Longmaxi Formation, natural fractures are not developed
throughout the reservoir [40]. In the whole horizontal well
group, Well 1, Well 4, and Well 5 are located in one forma-
tion, while Well 2, Well 3, Well 6, and Well 7 belong to
another formation.

In this work, we used data fromWell 3 and Well 4 to test
our model for the following two reasons. Firstly, the two wells
were drilled through the shale gas reservoir in different direc-
tions and are located in two different formations. Secondly,
microseismic monitoring is conducted in the two wells
together with a comprehensive drilling, completion data,
and well test data. Figure 2 shows gas and water production
rates of the two wells. The two wells both experienced gas
breakthrough immediately after well opening and produc-
tion, meaning that there was no single-phase flow. The differ-
ence is that Well 3 experienced a precipitous drop in
production at one point (80 hrs), while Well 4 experienced
a more gentle fluctuation, possibly due to different formation
conditions. We are sorry that there is no further research on
the causes of this phenomenon in this paper on account of
insufficient high-frequency production data or complete
adjacent test well data.

2.2. Producing Gas-Water Ratios (GWR). In order to explore
the trend of GWR of production data, this section simply
processes and analyzes the production data to observe
whether there is an immediate gas breakthrough after the
production of shale gas wells [17, 27], which means that
SRV can be calculated by establishing relevant models based
on production data in this area.

This is largely because the effective fracture network sys-
tem is saturated with both the gas and water phases after two
shut-ins. The gas source here is assumed to be from three
aspects: (1) the originally existing initial gas in the active nat-
ural fracture, (2) the gas displaced by fracturing fluid under
the influence of the strong countercurrent water imbibitions
into the shale matrix due to the huge pressure difference dur-
ing the first shut-in period, and (3) the gas accumulation that
resulted from spontaneous imbibitions of fracturing fluid
during the second shut-in period [41, 42].

Similarly, before establishing the model, we also need to
use the gas-water yield ratio to gain the V-shaped trend.
Thus, we processed the initial two-phase production data of
Well 3 and Well 4 and finally obtained the trend of the gas-

water ratio (GWR). Figure 3 shows a V-shaped trend GWR
over time as a feature of early two-phase flowback data.
Although the inflection points in the GWR curves of the
two wells occur at different times due to different formation
conditions and production systems, the same V-shaped trend
still appears obviously. Ghanbari et al. [15] and Abbasi [16]
also found the V-shaped GWR in the wells drilled in the
Horn River shales in Canada.

The gas-water ratio decreases and then increases, and we
can study it from the most basic theory. Assume that the gas-
water two-phase flow satisfies Darcy’s law:

Q = −
kA
μ

dP
dL

, ð1Þ

where Q is the fluid flow rate under pressure P, m3/s; k is the
fluid permeability, μm2; A is the fluid flow area, m2; μ is the
fluid viscosity, mP·s; P is the pressure, MPa; and L is the fluid
flow length, m.

After ignoring the capillary force in the fracture network
system, the gas-water ratio becomes

qg
qw

= μw
μg Pð Þ

krg Sg
� �

krw Swð Þ
∂Pg
∂Pw

≈
μw

μg Pð Þ
krg Sg

� �
krw Swð Þ , ð2Þ

where qg and qw are the flow rates of the gas phase and water
phase, respectively, m3/d; μw and μgðPÞ are the viscosity of
the gas phase and water phase under P pressure, respectively,
mP·s; krgðSgÞ and krwðSwÞ are the relative permeability of the
gas phase and water phase under their respective saturation,
μm2; Sg and Sw are the saturation of the gas phase and water
phase, dimensionless; and Pg and Pw are the pressure of the
gas phase and water phase, respectively, MPa.

After the well opening for production, the gas viscosity
decreases with the decrease of pressure, while the water vis-
cosity remains relatively unchanged. According to the change
of the gas-water ratio over time, the ratio of gas-water relative
permeability decreases. Therefore, on the basis of the rela-
tionship between permeability and saturation, it can be
inferred that the saturation ratio has a corresponding varia-
tion trend, meaning that the initial gas saturation (Sgi) is
not zero, which also proves the existence of initial free gas
in the fracture before well opening. When the wellbore stor-
age effect disappears, the gas flows from the matrix to the
fracture network, resulting in the replenishment of gas in
the fracture system. Accordingly, the gas saturation increases,
so the gas-water relative permeability increases and the gas-
water ratio decreases. This is why the slope of the GWR curve
drops first and then rises.

In general, the negative slope on the GWR diagnostic plot
is called early gas production (EGP) and the rise of the GWR
diagnostic plot is called late gas production (LGP). It is gen-
erally believed that the EGP region is the stage of wellbore
storage effects and both the gas and water productions come
from the effective fracture connected with the horizontal
well. Also, the increase of water relative permeability is
greater than the reduction of gas viscosity. The LGP phase

Well 1

Well 2

Well 3

Well 7

Well 6

Well 5

Well 4

Figure 1: Well pad schematic. Seven MFHWs drilled in the
southern Sichuan Basin.
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is the result of the matrix gas transfer to the fracture network
after wellbore effects becoming negligible [10, 11, 17, 25–27].
According to the above analysis, we have figured out that in
the EGP stage, the ground flow of flowback is only from the
effective fracture system, while after the LGP stage beginning,
the matrix gas initiates participation in the flow. Therefore,
we will establish an analysis model for the EGP phase to cal-
culate the SRV of shale gas wells after multistage fracturing.

3. Methods

3.1. Material Balance Equation (MBE) and Diffusion
Equation for the Fracture System. In order to facilitate the
establishment of the mathematical model for the EGP phase,
the fracture network around the shale gas fractured well is
simplified into the SRV region composed of the matrix sys-
tem and fracture system. As shown in Figure 4, the effective
fracture system is made up of a fracture section and a matrix
section. The fracture section consists of artificial hydraulic
fractures, the secondary fractures generated by fracturing,
and active natural fractures. The matrix section is the shale
matrix connected to the fracture section. It is worth noting
that the desorption and adsorption processes were ignored
in the material balance equation (MBE) [17, 43].

This model simplifies complex, active natural and sec-
ondary fractures, as well as artificial hydraulic fractures, into
a simple fracture system. The length of the artificial hydraulic
fracture is used as the width of the entire stimulated reservoir
volume, and the length of the horizontal wellbore is used as
the length. In the whole stimulated reservoir area, the height
of the major fracture, including the matrix part connected to
the fracture system, participates in the flow. In the equivalent
fracture system, the fracture is saturated with fracturing fluid
(water phase) and natural gas (gas phase). It is assumed that
no matrix gas is involved in the flow during the early gas pro-
duction (EGP).

It is assumed that the fracture system can be approxi-
mated as a homogeneous/closed/tank system. And the fluid
flow from the fracture to the horizontal well is assumed to
be linear. The mechanism driving the gas-water flow includes
two aspects: (1) fracture closure and (2) expansion of the
fluid (gas-water phase). Kuchuk et al. [44] also considered
the assumption that fracture closure and expansion of water
and free gas in the fracture system drive the accumulation of
natural gas and water at the surface suggesting the occur-
rence of pseudo-steady-state flow in fractured reservoirs.

In general, for the purpose of facilitating the establish-
ment and solution of the model, we made the following
assumptions: (1) capillary pressure in fracture systems is
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Figure 2: Diagnostic plots for two wells in shale gas formations belonging to southern Sichuan. (a) Production rate plot for Well 3. (b)
Production rate plot for Well 4.
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Figure 3: Diagnostic plots for two wells in shale gas formations belonging to southern Sichuan. (a) GWR plot for Well 3. (b) GWR plot for
Well 4.
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ignored; (2) the gas from the matrix is negligible in the EGP
stage; (3) the fracture system is approximated as a homoge-
neous/closed system; (4) Darcy’s law applies to fluid flow;
and (5) the effective fracture system is saturated with fractur-
ing fluid (water phase) and natural gas (gas phase) initially.

Effective compressibility terms are defined using simpli-
fied gas material balance equations (MBEs) [45–48]. In this
work, the material balance equation (MBE) of the gas phase
in the fracture network is simplified. The effects of gas and
water (fracturing fluid) expansion and fracture closure are
classified as the “effective compressibility” term given by

~Ct = 1 −
Gp
Gfi

� �
Bg
Bgi

SgiCg + 1 −
Wp
W fi

� �
SwiCw + 1

V fi

∂V f
∂Pf

,

ð3Þ

where Gp and Gfi are the cumulative gas production and ini-
tial volume of gas in the fracture, respectively, m3; Bg and Bgi
are the gas formation volume factor and gas formation vol-
ume factor at initial conditions, respectively, m3/m3; Sgi and
Swi are the initial gas phase saturation and initial water phase
saturation, respectively, dimensionless; Cg and Cw are the gas
compressibility and water compressibility, respectively, Pa-1;
Wp and W fi are the cumulative water production and initial
volume of water in the fracture, respectively, m3; V f and V fi
are the volume of effective fractures and volume of effective
fractures at initial conditions, m3; and Pf is the fracture pres-
sure, Pa.

~Ct is analogous to the total compressibility term proposed
for conventional multiphase well testing. This is represented
as a function of measurable flowback parameters, including
cumulative gas production and cumulative water production.
Each term in its expression outlines different driving mecha-
nisms in the fracture system: (1) expansion of the gas phase,
(2) expansion of liquid phase, and (3) fracture closure.
Among them, ð1/V fiÞð∂V f /∂Pf Þ is similar to the formation
compressibility coefficient in traditional conventional mate-

rial balance analysis [49]. When dealing with fractures, it
refers to the inverse of the fracture stiffness determined by
the elastic or strain energy required to keep the hydraulic
fracture open [50].

Ignoring the gas flow rate from the matrix system to the
fracture, the gas phase material balance equation is

0 − qgρ
0
g =

∂
∂t

Vg tð Þ� �
ρRg

h i
, ð4Þ

where ρg
0 and ρg

R are the density of gas at surface conditions
and reservoir conditions, respectively, kg/m3; and VgðtÞ is
the volume of gas in the fracture system at any time, m3.

According to the relationship between gas volume Vg,
fracture volume V f , and water volume Vw in the fracture
system, the definition of gas compressibility is obtained as

−qgBg =Vgcg
∂Pf
∂t

−
∂Vw
∂t

+ ∂V f
∂t

, ð5Þ

where V f , Vg, and Vw are the fracture volume, gas vol-
ume, and water volume in the fracture system, respec-
tively, m3.

By substituting the gas production Gp and water produc-
tion Wp, then using the chain rule, the total volume of frac-
tures is derived:

−
1
V fi

qgBg + qwBw
� �

=
Gfi −Gp
� �

Bgcg
GfiBgi/Sgi

∂Pf
∂t

+
Wfi −Wp
� �

Bwcw
WfiBwi/Swi

∂Pf
∂t

+ 1
V fi

∂V f
∂Pf

∂Pf
∂t

,

ð6Þ

where Bw is the water formation volume factor at initial con-
ditions, m3/m3.

In the early gas production (EGP), it is assumed that Bw
≈ Bwi, the final material balance equation, can be obtained

Stimulated reservoir volume

Secondary fracture and active natural fracture

Hydraulic fractureMatrix
Wellbore

Surface

Two phase flow
of gas and water

Wellbore

Equivalent main fracture

Figure 4: Schematic diagram of the horizontal well with multistage hydraulic fracturing for the development of material balance equation.
Dashed arrows show fluid flow direction, which is sequentially from the matrix to fractures and fractures to the wellbore.
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by defining a compressibility term and the total fluid flow
rate by simplifying the above equation is

∂Pf
∂t

= −
qt

~CtV fi
, ð7Þ

where qt = qgBg + qwB is total producing rate, m3/d.
Given that single-phase, steady-state flow can be

described using the continuity equation and Darcy’s law,
the single-phase gas diffusion equation in the fracture system
is given by Zhang and Winter [51]:

∇
Pf
μgZ

∇Pf

" #
= ϕf
K f

Pf
Z

~Ct
∂Pf
∂t

, ð8Þ

where Z is the gas compressibility factor, dimensionless; φf is
the porosity for the fracture system, dimensionless; and ∇ is
the gradient operator.

Define the pseudopressure and pseudotime functions
[46, 52] as

ψ Pfð Þ =
ðPf

0

2Pf
μgZ

∂Pf , ð9Þ

ta =
ðt
0

kg tð Þ
μg~Ct

∂t, ð10Þ

where kgðtÞ is the relative permeability of the gas at a given

time, μm2; and ~Ct is the total effective compressibility, Pa-1.

Then, the governing equation of single-phase gas flow in
the fracture system is

∂2ψ Pfð Þ
∂y2

= ϕf
K f

∂ψ
∂ta

: ð11Þ

3.2. Coupling Stress Sensitivity with Dynamic Relative
Permeability Function. In Equation (10), kgðtÞ is the variable
function of single-phase gas with time. By introducing the
dynamic relative permeability (DRP) function krgðtÞ, the dif-
fusion equation of single-phase gas is transformed into the
diffusion equation of the two-phase system [53].

The method in this paper is similar to that in Ezulike and
Dehghanpour’s study [53], but due to the geological condi-
tions of formations belonging to southern Sichuan being dif-
ferent from those of North America, the dynamic relative
permeability (DRP) function of the gas phase is obtained by
using the method of fitting field data. In the previous study,
we have assumed that the fracture system is saturated with
gas and water. The relationship between cumulative gas and
water production and time can be reported through field
data. Therefore, the gas-water saturation in the fracture sys-
tem can be established as a function of gas-water production
with time. Given the characteristics of abnormal overpres-
sure in this area, the stress sensitivity in this area cannot be
ignored [36, 54, 55]. Therefore, the stress-sensitive model
was considered in the dynamic relative permeability func-
tion. The specific process is shown in Figure 5.

In Figure 6, the relative permeability of the cores after
fracturing in the research area is tested through laboratory
experiments. The curve of pressure change with time during
the flowback period is shown in Figure 7. Stress-strain

Dynamic relative permeability curve
kr vs. t

(the dynamic relative permeability
curve is established by fitting method)

The stress sensitive
correction model

k vs. Pf

Dynamic relative permeability
curve considering stress sensitivity

krg vs. t

Cumulative water production
changing with time

Gw vs. t

Vfi

Gw(t)
Vfi

Vfi – Vgi
Sw(t) = –

(saturation relationships with
time in the fracture system)

Sw + Sg = 1

Drainage permeability curve
kr vs. Sw

(the relative permeability curve
of the core in the research

area is tested in the laboratory)

Water saturation changing with
time in the fracture system

Sw vs. t

Figure 5: Procedure to estimate the dynamic relative permeability (DRP) curve considering stress sensitivity.
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experiments were performed to describe the curves between
dimensionless permeability and effective stress by stabilizing
the confining pressure and reducing the internal pressure.
This is more in line with the actual formation flowback pres-
sure changes. The early flowback stage of shale gas wells after
well opening is significantly short; therefore, it can be
assumed that the formation pressure has not changed much,
but the inner pressure begins to decrease after the fluid flows
out of the cores.

Take the stress sensitivity experiments of cores belonging
to the stimulated area of Well 3 as an example. Both the
matrix and the fractures are most likely contained in these
cores. We had required as many experiments as possible to
obtain the stress-sensitive test data in the stimulated region
after fracturing as accurately as possible. However, subject
to the insufficient samples or the different distances of sam-
ples from the horizontal well, these data maybe cannot repre-
sent the whole area in fact but still have considerable
reference and research value.

The specific experimental procedures are as follows: (1)
the initial confining pressure was set as the original forma-
tion pressure which is 38MPa, and the internal pressure
was 23MPa; (2) the confining pressure was increased to
58MPa slowly which is the formation pressure before well
opening for flowback, and the internal pressure was
increased to 43MPa at the same time to keep the effective
stress constant; and (3) the internal pressure was reduced to
different pressure points to increase the effective stress, and
the gas permeability of the sample was measured after each
pressure point was stabilized.

Dimensionless permeability is defined as

K
K0

= ae−b pi−pfð Þ, ð12Þ

where K is the relative permeability of the gas at a given time,
μm2; K0 is the initial gas relative permeability, μm2; and a are
b are stress sensitivity coefficients by experiments,
dimensionless.

The experimental results are reported in Figure 8.
According to the calculation method in Figure 5, the results
in Figure 9 were finally obtained. Then, according to the fit-
ting curve, the function of gas-phase relative permeability
changing with time is

krg tð Þ = αt − β: ð13Þ

Since the above equation is obtained based on flowback
data and core experiment relative permeability, α and β are
called the flowback data coefficient and flowback data inter-
cept, respectively, which are determined by the data fitting
curve.

3.3. Two-Phase Flowback Model for Early Gas Production
(EGP). By substituting Equation (13) into Equation (10),
the governing equation of single-phase gas flow in the frac-
ture system is changed into the two-phase flow model. This
means that when gas-water two-phase flow occurs in the
fracture system, the new real pseudotime function is trans-
formed into

ta =
ðt
0

krg tð Þ
μg~Ct

∂t: ð14Þ

In order to establish the relationship between pseudo-
pressure function and pseudotime function, we make the fol-
lowing transformation:

∂ψ
∂ta

= ∂Pf
∂t

× ∂ψ
∂Pf

× ∂t
∂ta

: ð15Þ

And ∂Pf /∂t is derived by the final material balance equa-
tion (Equation (7)); in a similar way, we can gain ∂ψ/∂Pf and
∂t/∂ta by the defined pseudopressure (Equation (9)) and new
pseudotime equation (Equation (14)), respectively. Finally,
Equation (15) becomes

∂ψ
∂ta

= −
2
V fi

qt
krg tð Þ

Pf
Z
: ð16Þ

Define the equivalent gas rate as [48]

q∗g =
1

krg tð Þ qgBgi + qwBw
h i

: ð17Þ

Substituting Pf /Z in Equation (16) using the real gas law,
then combine it with the equivalent gas rate (Equation (17)):

∂ψ
∂ta

= −
2
V fi

Pi
Zi

� 	
q∗g : ð18Þ

By substituting ∂ψ/∂ta (Equation (18)) in Equation (11),
we can establish the two-phase diffusion equation:

∂2ψ Pfð Þ
∂y2

= ϕf
K f

−
2
V fi

Pi
Zi

� 	
q∗g : ð19Þ
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Figure 6: Gas-water relative permeability curve of the cores from
Well 3 and Well 4.
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Then, the following inner and outer boundary conditions
can be solved: y = Ye, ∂ψðPf Þ/∂y = 0, and y = 0, ψðPf Þ = ψ
ðPwf Þ.

Define the fracture storage coefficient as

Cst =
V fiZi
2Pi

: ð20Þ

Then, the following relationship is gained:

ψ �Pf
� �

− ψ Pwfð Þ
q∗g

= ϕf
K f

1
Cst

Y2
e
3

� 	
: ð21Þ

Substitute Equation (20) into Equation (18) and integrate
to obtain

ta = Cst
ψ Pið Þ − ψ �Pf

� �
q∗g

: ð22Þ

By combining Equation (22) with Equation (15), we can

modify the final two-phase flow model of the early gas pro-
duction stage as follows:

ψ Pið Þ − ψ Pwfð Þ
q∗g

" #
= 1

Cst

� 	
ta +

ϕf
K f

1
Cst

� 	
Ye

2

3

� 	
: ð23Þ

Theoretically, a plot of the rate-normalized pseudopres-
sure (RNP) vs. the pseudotime should yield a straight line
relationship. With the pseudotime function as an indepen-
dent variable and the left side of the equation as a dependent
variable, the slope and intercept can be obtained according to
the fitting curve, and the relationship between the equivalent
fracture porosity/half-length of the effective fracture system
and effective fracture system permeability can be described
as follows:

Cst =
1

slope = V fiZi
2Pi

, ð24Þ

YD = y‐axis intercept
slope = ϕf

K f

Ye
2

3

� 	
: ð25Þ

3.4. Analysis Procedure. We propose the following analysis
procedure:

(1) Obtain and process water and gas flowback data to
explore a V-shaped gas-water ratio trend (see
Figures 2 and 3 and Equation (2))

(2) The early flowback period (EGP) is distinguished
from the late flowback period (LGP) according to
the V-shaped trend of the GWR curve (see Figure 3)

(3) Conduct a simpler fracture network system model
for the EGP (see Figure 4)

(4) Calculate effective compressibility by Equation (3)
to deduce the two-phase material balance equation
(MBE) (Equation (7)) for the fracture system
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Figure 7: Casing pressure and effective stress changed with time for two wells in shale gas formations belonging to southern Sichuan. (a)Well
3 and (b) Well 4.
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(5) Define the pseudopressure and pseudotime func-
tions (Equations (9) and (10)) to deduce the gas dif-
fusion equation (Equation (11)) of the fracture
system

(6) Plot the gas-water relative permeability curve (see
Figure 5) and the curves of dimensionless perme-
ability with effective stress (see Figure 8) by
experiments

(7) Calculate gas DRP coupling stress sensitivity (see
Figure 9) following the steps by Figure 6 to trans-
form the gas diffusion equation (Equation (11)) into
the two-phase diffusion equation (Equation (19))

(8) Modify the final two-phase flow mode (Equation
(23)) by combining Equation (22) with Equation
(15)

(9) Plot rate-normalized pressure change with pseudo-
time (see Figure 10)

(10) Calculate SRV by Equation (24) and effective frac-
ture system permeability by Equation (25)

(11) Verify the analytical model against microseismic
data (see Figure 11)

The flowback data we need to obtain include production
rates and pressure and cumulative production data profiles.
Then, we got a V-shaped trend in the gas-water ratio curve
by processing the flowback data. Thus, an analytical model
was established for the EGP stage. Finally, the calculated
results were compared with the microseismic data to validate
the mathematical results.

4. Results and Discussions

4.1. Stimulated Reservoir Volume. We apply the analytical
model presented above to analyze the flowback data of Well
3 and Well 4. However, there are several issues that need to
be addressed and discussed:

(1) It is difficult to gain an appropriate initial gas satura-
tion of the fracture system from actual field data.
Unlike conventional numerical simulation, this
parameter is unknown in actual field data. After the
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Figure 9: Dynamic relative permeability function over time considering stress sensitivity for two wells in shale gas formations belonging to
southern Sichuan. (a) DRP fitting curve for Well 3. (b) DRP fitting curve for Well 4.
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Figure 10: Analysis of EGP data of two wells belonging to southern Sichuan: rate-normalized pressure change with pseudotime. (a) Well 3
and (b) Well 4.
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fracturing operation is completed, the effective frac-
ture system connecting the wellbore is filled with
fracturing fluid approximately. Thus, after the well
is opened for flowback operation and before produc-
tion, the volume of the recovered fracturing fluid
under the ground is filled with gas renewedly. There-
fore, in this paper, we take a reasonable value which is
the recovery percentage of the total injection amount
of fracturing fluid as the initial fracture system gas
saturation in calculation. According to Xu’s paper
[48], there is a little significant difference between
the actual value of initial gas saturation and the
recovery percentage. However, this was still not rig-
orous enough. Then, other possible values are
substituted into the calculation by us to get the new
SRV. The results showed that the impact of this value
on SRV estimation was not obvious within the error
range, and the difference was less than 1% compared
with the microseismic data

Due to that, fracturing fluid may leak off into the existing
inactive natural fractures and into the matrix during injec-
tion; the fluid flowback percentage decreases, but the initial
gas saturation in the fracture system increases. Hence, when
a significant portion of the injected fluid volume does not
contribute to create fracture volume, this value of the initial
gas saturation for calculation is actually low. One direction
of future work is to consider using the results to iteratively
optimize the initial gas saturation value.

(2) The value of the fracture closure term in the total
compressibility cannot be accurately expressed. For-
tunately, it is found that this value has no obvious
influence on the results in the calculation process.
Since this value refers to the inverse of fracture stiff-
ness when dealing with fractures, it is considered to
give a reasonable value in the subsequent work from
the perspective of rock fracture mechanics

The final model calculation results are shown in
Figure 10. Since microseismic detection technology was used
to estimate the final hydraulic fracture stimulated effect in the

two wells. We compared the calculated results with the
microseismic data and finally found that the difference
between the calculated results of the analytical model and
the microseismic data was minor, as shown in Figure 11. This
reason is that quantities of fractures that do not connect
effectively with fracture systems are counted in the final
result when microseismic detection techniques are used.
Those “dead” fractures skew the microseismic results.

4.2. Effective Fracture System Permeability of Stimulated
Reservoir. As shown in Table 1, after obtaining the slope of
rate-normalized pressure change with pseudotime (see
Figure 10), SRV was gained by Equation (17). On the basis
of the average length of hydraulic fractures provided by the
microseismic data of the drilling platform where Well 3 and
Well 4 are located and the average porosity of the cores after
fracturing obtained through experiments, the permeability of
the effective fracture system in the stimulated region is calcu-
lated by using Equation (18). The results are shown in
Table 1, where the absolute deviation refers to the difference
between the SRV calculated by the analytical model and esti-
mated by the microseismic data, and the relative deviation
refers to the ratio of the absolute deviation to the SRV esti-
mated by microseismic data. Numerical errors in porosity
of the effective fracture system are responsible for the error
of permeability.

If the SRV estimated by microseismic data is taken as a
reference for comparison, the specific calculation process is
as follows:

dA =VA − VM, ð26Þ

dR =
VA −VMð Þ

VM
, ð27Þ

where dA and dR are the absolute deviation and the relative
deviation between the SRV calculated by the analytical model
and estimated by the microseismic data, respectively, m3; and
VA and VM are the SRV calculated by the analytical model
and the SRV estimated by the microseismic data, m3.

(a)

Analytical
model
3.4811

Analytical
model
3.8478

Microseismic
data

3.5966

Microseismic
data

4.1305

3.0

3.2

3.4

3.6

3.8

4.0

4.2

Well 3 Well 4

SR
V

 (1
07 m

3 )

(b)

Figure 11: (a) Renderings of microseismic detection technology for Well 3 andWell 4. (b) Comparison between the analytical model and the
microseismic data.
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4.3. Analytical Model without Considering Stress Sensitivity. If
the stress sensitivity effect is not considered in the process of
the DRP calculation, the deviation of the DRP curve will
occur, as shown in Figure 12. And the curve with a large error
was substituted into the step shown in Section 3.4 to get the
result in Figure 13. As a result, both the slope and the inter-
cept of the RNP curve had changed. We obtained the new
slope and intercept of the curve and calculated a new SRV
according to Equations (17) and (18). Then, the calculation
results and corresponding deviations as shown in Figure 14
were obtained.

It can be seen that the relative deviation calculated with-
out considering the stress sensitivity effect is greater than that
calculated with considering the stress sensitivity effect. More-
over, because the real SRV has been overestimated by the
microseismic data, the calculation results of the model with-
out considering the stress sensitivity effect are higher than
those of the microseismic data, which further indicates that
the calculation results without considering the stress sensitiv-
ity effect in the high-pressure area will have a large error,
which cannot be ignored.We also calculated the permeability
of the effective fracture system, and the effective permeability

Table 1: Different results of the analytical model and microseismic data.

Parameter name Well 3 Well 4

SRV calculated by the analytical model 3:4811 × 107 m3 3:8478 × 107 m3

SRV estimated by the microseismic data 3:5966 × 107 m3 4:1305 × 107 m3

The absolute deviation 1:1150 × 106 m3 2:8270 × 106 m3

The relative deviation 3.2% 6.8%

Effective fracture system permeability 0.301mD 0.244mD

Average half-length of hydraulic fractures 320m 285m

Effective fracture system porosity 15.5% 13.8%

𝛼 = 0.000091
𝛽 = 0.00514
R2 = 0.987
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Figure 12: Dynamic relative permeability function over time without stress sensitivity for two wells belonging to southern Sichuan. (a) DRP
for Well 3. (b) DRP for Well 4.

RNP = 0.016ta+20.73
R2 = 0.985

0.0
0.2
0.4
0.6
0.8
1.0
1.2
1.4
1.6
1.8
2.0

0.0 0.2 0.4 0.6 0.8 1.0 1.2

RN
P 

(1
06 kP

a2 /(
cp
⁎

m
3 /d

))

ta (106day⁎kPa/cp)

(a)

RNP = 0.015ta+127.2
R2 = 0.956

0.0

0.2

0.4

0.6

0.8

1.0

1.2

0.0 0.1 0.2 0.3 0.4 0.5 0.6

RN
P 

(1
06 kP

a2 /(
cp
⁎

m
3 /d

ay
))

ta (106day⁎kPa/cp)

(b)

Figure 13: Analysis without considering stress sensitivity of EGP data of two wells in shale gas belonging to southern Sichuan: rate-
normalized pressure change with pseudotime. (a) Well 3 and (b) Well 4.
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of Well 3 and Well 4 was 0.432mD and 0.283mD, respec-
tively. It can be seen that the calculation results are 43.50%
and 15.75%more than those considering the stress sensitivity
effect.

5. Conclusions

In this paper, a comprehensive model is developed to predict
SRV in the shale gas reservoirs using the flowback data after
fracturing. The stress sensitivity is included as well. The
results of SRV are compared with the microseismic data.
The following conclusions can be drawn:

(1) The flowback data show that the gas-water ratio is V-
shaped, i.e., the early descending stage and the late
ascending stage in this field, which can be used to
estimate the volume of the effective fracture system

(2) The stress sensitivity is a key factor affecting the per-
meability of the effective fracture system as well as the
SRV in the shale gas reservoirs. Once it is neglected,
the estimation will be overestimated

(3) Stress sensitivity is taken into account to forecast
SRV in this typical block. Results show that the rela-
tive deviation of stimulated reservoir volume calcu-
lated by this proposed model and the microseismic
data is less than 10%, indicating that this method
could provide reasonable prediction
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This study investigated the effects of microfabric and laminae on the pore structure and gas transport pathways of the Silurian
Longmaxi shales from Sichuan Basin. 23 shale samples with varied lithofacies were comprehensively investigated by mineralogy,
organic geochemistry, pycnometry, and low-pressure nitrogen adsorption analysis. The fabric and laminae of these samples were
identified using petrographic microscope and scanning electron microscopy. Permeabilities were measured using the nonsteady-
state method on both perpendicular and parallel to bedding shales. The effective pore diameter controlling gas transport was
estimated from gas slippage factors obtained in permeability measurements. These values were also compared to those
calculated using the Winland equation. Siliceous shales studied are faintly laminated to nonlaminated and have larger porosity
and specific surface area. Argillaceous/siliceous mixed shales are well laminated, whereas argillaceous shales contain many
oriented clay flakes along the lamination. Both porosity and surface area are positively correlated with TOC content. Unlike
most conventional reservoirs, there is a negative correlation between porosity and permeability values of the samples studied.
Permeabilities parallel to bedding, ranging from 0.4 to 76.6 μD, are in control of the oriented clay flakes and silty microlaminae.
Permeability anisotropy values of the shales vary between 1.3 and 49.8. Samples rich in oriented clay flakes and microlaminated
fabric have relatively larger permeability and permeability anisotropy values. The effective transport pore diameters derived
from gas slippage measurements are slightly lower than those calculated from the Winland equation. However, both methods
have shown that the effective transport pore diameters of argillaceous shales (averaging 552 nm) are significantly higher than
siliceous shales (averaging 198 nm), which underlines the control of microfabric, rather than porosity, on gas transport pathways
of the shales studied.

1. Introduction

Shale systems have received increased research activities
since hydrocarbons have been commercially extracted from
unconventional reservoirs. Shale reservoirs consist of vari-
ous fine-grained sedimentary rocks that mainly include
mudrocks, shales, and siltstones [1–3]. Due to the large
variability in lithology and involvement of organic matter,
reservoir characteristics of shales are very complex. To
characterize the complex pore structure, innovative
approaches are implemented to obtain information about
the nanometer- to micrometer-sized pore systems of shales

[4–8]. A variety of organic matter-hosted and inorganic
matter-related pores with pore size ranging from micropore
(<2nm, IUPAC classification) to mesopore (2–50 nm,
IUPAC classification) to macropore (>50 nm, IUPAC classi-
fication) have been reported in shales [9–11]. Pore structure
characteristics (morphology, porosity, pore size distribution,
and specific surface area) of shales are found to be associated
with rock composition, total organic carbon (TOC) content,
maturity, and other geological factors [12–16].

Permeability is one of the most important petrophysical
parameters for reservoir evaluation and hydrocarbon pro-
duction [17, 18]. Since shale reservoirs commonly have
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permeabilities down to micro- to nano-Darcy range, steady
and nonsteady-state flow tests are employed to determine
the permeability values of shales [19]. Permeabilities are
affected by many geological factors, including fabric, lithol-
ogy, mineralogy, pore size distribution (PSD), and microfrac-
tures. Studies on high-maturity Horn River shales have
shown that the matrix permeabilities were largely related to
the connectivity between macropores and micropores [20].
Permeability values of coarser grained sandstones are com-
monly higher than those of finer grained mudstones by sev-
eral orders of magnitude [21]. Permeabilities are further
affected by diagenetic process. Mechanical compaction and
mineral cementation can significantly decrease pore space
and fluid transport pathways of rocks. Clay minerals are
reported to cement with the framework minerals and thus
decrease permeability of Eagle Ford shales [22]. It should be
noted that most of the samples in these studies are low-
maturity or organic-lean, and most porosity is associated
with the interparticle pores of inorganic matter. Recently,
advanced scanning electron microscopy has documented
diverse pores in shale systems [6, 16]. However, there are
relatively few detailed studies to relate pore structure to
the transport properties of shales. Especially, organic mat-
ter- (OM-) hosted pores are critical for gas adsorption in
many overmature marine shales [23–25], but the role of
OM-hosted pores on fluid storage and transport needs
more study in detail. Furthermore, permeability can be esti-
mated from more easily determined petrophysical proper-
ties, such as mean pore diameter and pore throat size
distribution [26, 27]. However, many pore space analysis
methods are conducted at atmospheric pressure. It would
be much more meaningful to apply these pore structure
parameters in the estimations of permeability under in situ
conditions [19, 28]. What is more, the effective pore diameter
for gas transport can be further derived from gas slippage in
gas permeability measurements [29]. These link a direct rela-
tionship between pore structure and gas transport.

Concerns about the economic potential of shale systems
have led to many studies about reservoir properties of
shales [12, 30, 31]. Significant progresses have been
achieved in basin structure, sedimentology environment,
organic geochemistry, and petrophysical features of shales
[17, 32–36]. Shales are commonly composed of fine-
grained minerals intercalated with coarser-grained quartz
and carbonate microlaminae. High-frequency laminations
and strong heterogeneities probably lead to different perme-
ability values and significant permeability anisotropy even on
the same formation [37, 38]. Gas transport in shales is con-
trolled not only by geometry (pore size distribution) but also
topology of pores (connectivity, preferential pathways, etc.)
[39]. Although some studies have documented the heteroge-
neities and the pore systems associated with facies in gas
shales [30, 40, 41], the effects of microfabric and laminae
on gas flow are not yet described in detail.

We report on a suite of shale samples that represent
various properties from the Jiaoshiba area, Sichuan Basin,
China. This study examines the role of microfabric and
laminae on pore space and transport properties of shales.
With a combination of imaging observation (petrographic

microscope and scanning electron microscope) and fluid
invasion measurements (helium expansion porosimetry,
low-pressure N2 adsorption-desorption, and pulse-decay N2
tests), petrophysical properties of Longmaxi shales are com-
prehensively characterized. Pore structures of various shales
are qualitatively described. The effects of minerals and
microfabric on porosity, PSD, and pore structure of shales
are discussed. Furthermore, both the Winland equation and
gas permeability measurements are applied to calculate the
effective pore diameter. Hereby, controls of microfabric and
laminae on gas transport on shales are assessed.

2. Geological Background

Jiaoshiba shale gas field, the first commercially developed
shale reservoirs in China, is located in the Fuling District,
Chongqing Municipality, in the eastern Sichuan Basin
(Figure 1). Gas production in the Jiaoshiba shale reservoir
is reported to be up to 50 × 104 m3/day per well [42]. The
Jiaoshiba structure is a wide and gentle anticline, constrained
by two sets of northeast-trending faults [43–45]. As a part of
Sichuan Basin, the Jiaoshiba structure was subjected to mul-
tistage tectonic movements during the formation of Yangtze
platform [43, 46]. In Late Ordovician-Early Silurian time, the
Sichuan Basin transformed from a passive continental mar-
gin basin to a foreland basin. Because of the uplift in the
southern, central, and eastern boundaries, the Sichuan Basin
formed a shelf structure of being open on the northern side.
Correspondingly, the sedimentary environment was under-
compensated and anoxic in the study area [47–49]. There
were two global transgressions at the end of Ordovician
period and the beginning of Silurian period [50, 51],
which caused the deposition of Ordovician Wufeng-
Silurian Longmaxi (O3w-S1l) shale system. After that, the
sea level gradually declined. A mass of terrigenous detrital
materials were involved in the middle and late deposition
of S1l Formation [49].

From the lower to upper sections of O3w-S1l shales, the
sedimentary facies transformed gradually from deep-water
shelf to shallow-water shelf [52]. The O3w-S1l shales can be
approximately divided into three members based on litholog-
ical features. The lower member of the Longmaxi shales
(including the O3w formation), deposited in a deep-water
shelf sedimentary environment, is dominated by dark gray
and black siliceous shales. A lot of benthic algae, radiolarian,
graptolite, and radiolarian fossils are documented in the
lower section of Longmaxi shales previously [52], which pro-
vide organic matter for siliceous shales [16]. At the same
time, the sedimentary environment was anoxic and euxinic
when siliceous shales were deposited, which is beneficial to
the preservation of organic matter in siliceous shales [47].
The middle part of Longmaxi Formation is basin-slope facies.
Compared to the early deposition of Longmaxi shales, the
supply of terrigenous clasts at the middle Longmaxi Forma-
tion was significantly increased [46, 52]. Consequently, litho-
logical features of the shales gradually converted from
siliceous into silt-bearing shales. Silty laminae are developed
well in the middle part of Longmaxi shales. The upper section
was formed in shallow-water shelf environments [48]. Shales
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Figure 1: Geological structure of the Sichuan Basin (modified after [44]). (a) Location of the study area in Sichuan Basin. (b) Tectonic map of
the Jiaoshiba area, the top buried depth map of Longmaxi formation, and sampled shale gas well A.

Table 1: Lithofacies, TOC, and mineralogy compositions of the Longmaxi shale samples. TOC and mineral content are presented in weight
percent (wt %).

Sample Depth (m) Lithofacies TOC Quartz Total feldspar Carbonates Pyrite Total clays I/S Illite Chlorite

JYA-1 2527.8 CM 0.5 33.3 8.6 0.0 1.8 56.3 19.7 11.3 25.3

JYA-2 2531.1 CM 0.3 31.1 6.2 0.0 0.0 62.7 18.8 17.6 26.3

JYA-3 2537.1 CM 0.6 30.5 7.0 2.2 1.5 58.8 21.2 16.5 21.2

JYA-4 2540.5 CM 1.0 32.2 8.1 2.2 1.9 55.6 20.0 16.7 18.9

JYA-5 2543.1 CM 1.4 34.7 4.2 5.0 3.3 52.8 15.8 15.8 21.1

JYA-6 2549.2 M 2.3 32.3 6.0 10.9 3.9 46.9 19.2 10.8 16.9

JYA-7 2551.2 CM 1.5 33.1 3.7 3.7 1.7 57.8 16.8 17.9 23.1

JYA-8 2553.1 CM 1.7 35.3 5.7 2.3 1.5 55.2 17.7 16.6 21.0

JYA-9 2563.1 M 1.4 37.4 8.2 10.0 3.0 41.4 17.4 14.9 9.1

JYA-10 2563.4 M 2.0 38.1 7.6 9.1 4.0 41.2 14.4 14.4 12.4

JYA-11 2569.3 M 1.4 35.9 9.7 11.7 1.9 40.8 16.7 11.4 12.6

JYA-12 2579.4 M 2.3 37.2 6.2 5.9 2.2 48.5 17.5 15.5 15.5

JYA-13 2582.0 S 2.5 38.4 9.3 11.9 5.5 34.9 12.2 16.1 6.6

JYA-14 2585.4 S 3.1 40.6 7.6 9.8 5.1 36.9 19.2 11.4 6.3

JYA-15 2587.2 S 3.0 44.7 7.2 6.8 4.1 37.2 18.2 14.1 4.8

JYA-16 2593.0 M 1.4 30.6 7.5 36.6 3.4 21.9 10.7 7.0 4.2

JYA-17 2594.0 S 2.6 41.3 7.0 13.9 4.0 33.8 15.6 11.8 6.4

JYA-18 2597.3 S 3.0 47.1 7.2 12.6 6.6 26.5 13.0 10.3 3.2

JYA-19 2600.1 S 3.0 45.2 7.9 14.5 4.0 28.4 13.6 11.1 3.7

JYA-20 2603.3 S 3.0 38.5 12.9 19.4 4.9 24.3 10.5 11.2 2.7

JYA-21 2606.2 S 4.0 53.2 10.5 7.3 3.8 25.2 13.6 8.8 2.8

JYA-22 2612.2 S 4.4 49.3 8.10 6.3 4.3 32.0 16.3 14.1 1.6

JYA-23 2615.3 S 5.3 58.4 3.50 8.1 5.5 24.5 13.2 8.3 2.9
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in the upper section are dominated by light gray mudstones
and siltstones [52]. The variability of lithology from the lower
to the upper member of the Longmaxi shales in Jiaoshiba
area offers a suitable case for assessing the relationship
between shale lithofacies and reservoir characteristics. The
Longmaxi Formation in the Jiaoshiba area varies in thickness
from 60 to 150m. Longmaxi shales with the vitrinite reflec-
tance equivalent values being higher than 2.0% are highly
overmatured [25, 47].

3. Experimental Section

3.1. Sample Preparation.Marine shale samples were collected
from the lower to upper section of Longmaxi Formation.
Twenty-three samples with depth ranging from 2527.8 to
2615.3m were obtained from a shale gas well drilled in the
Jiaoshiba shale gas field (Table 1). Samples were selected to
cover the variability of total organic carbon (TOC), inorganic
minerals composition, and shale lithofacies. 21 cylindrical
plugs with 25–40mm in length and 25.4mm (1 inch) in
diameter were drilled parallel to the bedding, and 8 plugs
were drilled perpendicular to bedding. Cylindrical plugs were
dried in a vacuum oven (105°C) for at least 12 h before poros-
ity and permeability measurements. Petrologic and scanning
electron microscope analyses were carried out on subsamples
(fragments). Mineralogical components, TOC content, and
low-pressure nitrogen adsorption-desorption analyses were
performed on dry particles (0.15mm particle size).

3.2. Imaging Methods. Petrologic observations were con-
ducted on polished thin sections to analyze the rock fabric,
texture, microorganism, and mineralogy. Polished thin sec-
tions with thickness between 0.02 and 0.06mm were pre-
pared and photographed using a Leica DMRX microscope.

Visual pore structure was observed on a Zeiss Merlin
Compact field emission-scanning electron microscope (FE-

SEM). This apparatus is equipped with backscattered elec-
tron (BSE) and secondary electron (SE) detectors and
achieves the highest pixel resolution of about 0.8 nm at
15 kV operating voltage. Shale samples were ion polished
and coated with gold before the visual observations.

3.3. Low-Pressure Low-Temperature Nitrogen (N2)
Adsorption. Low-pressure N2 adsorption-desorption experi-
ments at –196°C (77K) were performed to obtain informa-
tion about the specific surface area, pore size distribution
(PSD), and pore volume. Powder shales were first degassed
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Figure 2: Ternary diagram of the mineralogy of the Silurian shale samples. Shale samples were classified into three groups: siliceous shale
lithofacies (S), argillaceous/siliceous/calcareous mixed shale lithofacies (M), and silica-rich argillaceous shale lithofacies (CM).
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Figure 3: Relationship between TOC content and quartz content of
shale samples. There is obviously a stronger positive relationship
between TOC content and quartz content in organic-rich siliceous
shale lithofacies (S) samples.
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overnight at 105°C in a vacuum chamber. N2 adsorption and
desorption isotherms were obtained by collecting adsorption
data on degassed samples at a pressure up to 730mmHg. The
nitrogen adsorption data were interpreted to obtain specific
surface area and PSD according to Brunauer-Emmett-Teller
(BET) and Barrett-Joyner-Halenda (BJH) theories [53].

3.4. Helium Pycnometry and Gas Permeability. Helium pyc-
nometry was applied on dried cylindrical plugs to determine
the skeletal density (ρskeletal). The bulk density (ρbulk) of these
plugs was measured from the geometric dimensioning of
cylindrical plugs using a caliper and the weight of samples.
Then, porosity values (ϕ) under unconfined conditions were
determined from the bulk density and skeletal density values
according to ϕ = 1 − ρbulk/ρskeletal.

Gas permeability coefficients were measured on dried
cylindrical samples using N2 as measuring gas at room tem-
perature. Sample plugs were placed in a customer-designed
pulse-decay permeameter (PDP-200, Core Lab) at a selected
confining pressure of 2000 PSI. Small pressure pulses of
about 0.5–1.0MPa were introduced to the upstream reservoir,
and the pressures of the upstream and downstream reservoirs

were monitored with high-precision pressure transducers.
Different average pore pressures are obtained via introducing
several small-pressure pulses. The nonsteady-state nitrogen
permeability at different pore pressures was determined
using a linear regression performed on the pressure time data
according to the fundamental flow equations [37]. The mea-
sured nitrogen permeability was corrected using the Klinken-
berg method based on the permeability values at different
pore pressures [29].

4. Results

4.1. Mineralogy and TOC Content.Mineralogy compositions
of the studied Longmaxi samples are illustrated in Figure 2.
The Jiaoshiba shale samples mainly consist of quartz (30.5–
58.4%) and clay minerals (21.9–62.7%) with a minor amount
of plagioclase (3.5–9.9%), dolomite (0–32.2%), calcite (0–
8.4%), pyrite (0–6.6%), and potassium feldspar (0–3.0%).
These agree with the results of other studies, showing that
quartz and clays are the most common minerals in the
Jiaoshiba shales [47]. In general, quartz content in our sam-
ples decreases from the bottom to top Longmaxi Formation

(a)

(a)

(b)

(b)

(c)

(c)

(d)

(d)

Figure 4: Transmitted light thin section images of siliceous shale lithofacies (S). (a) Faint laminae of silty quartz. JYA-17, Kh = 24:4μD,
2594.03m. (b) Slight laminae of silty quartz. Mixed organic matter and clays (black) distributed between the laminae. JYA-18, Kh = 14:95 μD,
permeability anisotropy ðβÞ = 9:3, 2597.3m. (c) No obvious lamina is observed. Miniature lenticular clay flakes distributed along the
lamination. JYA-22, Kh = 0:4 μD, permeability anisotropy ðβÞ = 1:3, 2612:2m. (d) Nonlaminated siliceous shale. Abundant radiolarians are
observed. Some radiolarians are replaced by pyrite. JYA-23, 2615.29m.
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whereas clay minerals present a reverse tend (Table 1). TOC
content in our data set ranges from 0.3 to 5.3wt.% with a
mean value of 2.2wt.% (Table 1). TOC content is relatively
higher in the lower member of Longmaxi Formation. There
is a positive correlation between quartz and TOC content
(Figure 3). The positive correlation is due to that the quartz
in the lower part of Longmaxi Formation is mainly of bio-
genic origin [20].

4.2. Types of Shales. Lithofacies record geological information
about the rock types, texture, bedding, mineral compositions,
grain size distribution, and sorting and roundness characteris-
tics [40, 41]. Initially, lithofacies were mainly applied to
analyze the mineralogy and petrology of conventional reser-
voirs [54]. Since the shale gas development is active, lithofacies
were introduced to unconventional reservoirs [24, 41]. Shale
lithofacies comprehensively describe reservoir characteristics
and quality [41]. Based on the mineralogy composition,
shales can be divided into siliceous shales (siliceous minerals
content > 50%), argillaceous/siliceous mixed shales (siliceous,
carbonate, and clay minerals content is less than 50%, respec-
tively), and argillaceous shales (total clays content > 50%)
(Figure 2 and Table 1).

4.2.1. Siliceous Shales. Siliceous shales (S) are mainly found in
the lower member of Longmaxi Formation (Table 1). Siliceous
shale samples are rich in quartz and relatively low in clay
minerals. In siliceous shales, the content of siliceous minerals
ranges from 50.3% to 66.2% with a mean value of 56.5%. The
total clay mineral content ranges from 25.6% to 38.9% with
an average of 31.9%. Illite-smectite (I/S) mixed clay minerals
represent the major components of clay minerals (range
from 10.5% to 19.2% with an average of 14.5%), followed
by illite (range from 8.3% to 16.1% with an average of
11.7%) and chlorite (averages 4.1%). Siliceous shale samples
are commonly rich in pyrite. Pyrite in siliceous shales
exhibits an average of 4.8% (ranges from 3.8% to 6.6%).

Thin sections of siliceous shales show that the fabric of
siliceous shales ranges from faintly laminated to nonlaminated
with increasing depth (Figure 4). Abundant radiolarians are
observed in siliceous shales (Figure 4(d)). Some radiolarians
are replaced by pyrite. Most of the quartz particles in siliceous
shales are silt-sized scale. Clays are dyed by organic matter
and scattered in the minerals. Only minor lenticular clay
flakes are observed along the lamination (Figure 4(c)).
Siliceous shales are TOC-rich. Siliceous shales have TOC
content ranging from 2.5% to 5.3% (average 3.4%).

(a)

(a)

(b)

(b)

(c)

(c)

(d)

(d)

Figure 5: Transmitted light thin section images of argillaceous/siliceous mixed shale lithofacies (M). (a) Laminae of silty quartz. JYA-6,
Kh = 25:9μD, permeability anisotropy ðβÞ = 2:9, 2549.19m. (b) Laminae of silty quartz. JYA-10, Kh = 68:2μD, permeability anisotropy ðβÞ
= 8:9, 2563.4m. (c) Well-laminated fabric. Mixed organic matter and clays distributed between the laminae. JYA-11, Kh = 14:2 μD,
2569.28m. (d) Slight laminae of silty quartz. JYA-16, Kh = 11:3 μD, 2593.02m.
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4.2.2. Argillaceous/Siliceous Mixed Shales. Argillaceous/silic-
eous mixed shales (M) are mainly distributed in the middle
section of Longmaxi Formation (Table 1). This kind of shales
is characterized by the moderate siliceous and clay mineral
contents. In this kind of shale lithofacies, siliceous mineral
content is between 39.4% and 47.6% (averages 44.1%), while
total clay mineral content varies between 22.7% and 50.0%
(averages 41.4%). Mass contents of I/S mixed clay minerals
(averages 16.0%), illite (averages 12.3%), and chlorite (aver-
ages 11.8%) are comparable in mixed shales.

The argillaceous/siliceous mixed shales (M) are well lam-
inated (Figure 5). The laminae mainly consist of silty quartz.
The width of laminae ranges from 0.01 to 0.40mm. Clays in
argillaceous/siliceous mixed shales are commonly dyed by
organic matter. TOC content of the mixed Longmaxi shales
is between 1.4% and 2.3% with a mean value of 1.8%.

4.2.3. Argillaceous Shales. The argillaceous shales (CM) are
the predominant lithofacies in the upper section of Longmaxi
Formation (Table 1). This kind of shales is characterized by

the highest content of total clays and the lowest content of
quarts. The total clay mineral content in CM shales studied
varies from 54.6% to 62.7% (averages 58.0%), whereas the
siliceous mineral content ranges between 37.3% and 42.7%
(averages 39.8%). Chlorite is the highest content of clay min-
erals in CM shales. Chlorite exhibits a mean of 22.4% (ranges
from 18.9% to 26.3%), and I/S mixed clay minerals average
18.6% (ranges from 15.8% to 21.2%). Slight of pyrite is found
in CM shales (averages 1.6%).

Thin sections of CM shales show nonlaminae to intermit-
tent laminae (Figure 6). In argillaceous shales, many long
striped and large lenticular clay flakes are oriented along
the lamination. Minor organic flakes are also found in CM
shales (Figure 6(a)). Quartz is either scattered in the minerals
(Figures 6(a) and 6(b)) or exhibits intermittent laminae
(Figures 6(c) and 6(d)). TOC content of CM shales is really
low and ranges from 0.3% to 1.7% (averages 1.0%).

4.3. Visual Pore Structure. FE-SEM imaging experiments
were conducted on selected Longmaxi shales representing

(a)

(a)

(b)

(b)

(c)

(c)

(d)

(d)

Figure 6: Transmitted light thin section images of silica-rich argillaceous shale lithofacies (CM). (a) Long striped clay flakes distributed along
the lamination. Minor organic flakes are intermittent along the lamination. No obvious laminae of silty quartz are observed. JYA-2, Kh =
76:6μD, permeability anisotropy ðβÞ = 13:4, 2531.09m. (b) Long striped and lenticular clay flakes distributed along the lamination.
Organic flake along the lamination is observed. Clay flakes are dyed by organic matters. Minor laminae of silty quartz are intermittently
along the lamination. JYA-3, Kh = 64:7μD, permeability anisotropy ðβÞ = 49:8, 2537.09m. (c) Intermittent laminae of silty quartz.
Miniature lenticular clay flakes are along the lamination. JYA-4, Kh = 2:0 μD, 2540.47m. (d) Slight laminae of silty quartz. Miniature
lenticular clay flakes are along the lamination. JYA-8, Kh = 7:8 μD, permeability anisotropy ðβÞ = 10:6, 2553.09m.
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different kinds of shale lithofacies. Many organic matter
(OM) particles in siliceous shales are spongy (Figure 7).
The diameter of OM particles varies from several to dozens
of micrometers (Figures 7(b) and 7(c)). Among them, abun-
dant OM-hosted pores with a diameter of several to hun-
dreds of nanometers are developed. The OM-hosted pores
are commonly elliptoid (Figures 7(c) and 7(d)). A certain
amount of irregularly polygonal pores can also be observed
in siliceous shales (Figure 7(d)).

In mixed shales (M), OM particles are dispersed and
commonly captured in the pore spaces among rigid frame-
work minerals (Figure 8). A handful of OM-hosted pores
can be found in these residual organic matters (Figures 8(c)
and 8(d)). OM particles with large volume occur in argilla-
ceous/siliceous mixed shales, but pores are less developed in
these bulky OM particles (Figure 8(b)). Apparently, these
bulky OM particles are difficult to be thermally decomposed
or migrated. Dissolution pores are commonly found in argil-
laceous/siliceous mixed shales (Figures 8(c) and 8(d)). These
dissolution pores appear to be so scattered that they are prob-
ably less connected. Dissolution-related pores/rims develop
among the boundaries of feldspar grains (Figure 8(c)).

When it comes to CM shales, the amount of silty with
large particles becomes less than that in mixed shales (M).
Clay minerals are really common in the field of vision
(Figure 9). Most clay flakes are oriented along the lamination
(Figure 9(a)). There are many intraparticle pores in clay
flakes, and these pores can be enhanced by bending/splitting
related to compaction (Figure 9(c)). A spot of organic matter

is captured in the corners of framework minerals
(Figure 9(c)). However, these residual organic matters are
either nonporous or less porous. Kerogen-clay aggregates
are commonly observed and parallel with lamination
(Figure 9(d)). However, many pore spaces in kerogen-clay
aggregates are unobservable due to strong postcompaction.
Large OM particles with smooth surface can be observed
occasionally, but OM pores are unobservable in these OM
particles under the resolution of FE-SEM (Figure 9(b)).

4.4. Porosity, Pore Size Distribution, and Pore Structure
Parameters. Porosity of the Longmaxi shales studied ranges
from 1.5% to 7.1% and averages 3.7% (Table 2). The porosity
values of shale samples are associated with shale lithofacies.
Siliceous shales generally show higher porosity values than
other shales (Figure 3). Porosity of siliceous shales is between
3.4% and 7.1% with an average of 4.9%. Porosity of mixed
shales ranges between 1.9% and 3.3% (averages 2.4%),
whereas the porosity of argillaceous shales ranges from
1.5% to 4.3% (averages 3.1%). Positive relationships exist
among TOC content, siliceous mineral content, and porosity
values of the Longmaxi shales studied (Figure 10).

Low-pressure N2 adsorption-desorption isotherms for
the Longmaxi Formation samples are shown in Figure 11.
Samples rich in organic matter generally adsorb the high
amount of nitrogen. What is more, siliceous shale samples
obviously adsorb a higher amount of N2 than other samples
(Figure 11(a)). All these Longmaxi shales exhibit hysteresis
loops, formed by the divergence between adsorption and

(a)

(a)

(b)

(b)

(c)
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(d)

(d)

Figure 7: FE-SEM images of siliceous shales (S). (a) Back-scattered electron of siliceous shale lithofacies. (b) Ellipsoid pores in spongy organic
matter particles. (c) Abundant pores in spongy organic matter particles. (d) Abundant mesomacropores in organic matter particles.
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desorption branches. It is interesting to observe that the areas
of hysteresis loops on siliceous shales (S) are generally higher
than that of mixed (M) and argillaceous shales (CM).
According to the physical adsorption theory, the shape of
hysteresis loop is associated with the complexity of pore
structure [53]. Large hysteresis loops qualitatively indicate
that pores of the materials are mainly inkbottle-shaped or
amorphous. The pore structure of siliceous shales are much
more complicated than other samples, which are probably
related with the high TOC content of siliceous shales [16].

The adsorption branches of nitrogen adsorption iso-
therms were used to calculate the PSD. All the samples
exhibit broad PSDs ranging from micropores to mesopores
and macropores (Figure 11). PSD of these Longmaxi shales
are dominantly bimodal. There is one maximum in the
microporous ranges of PSDs. The other maximum is in the
2–3nm on the PSDs. Comparing the peaks of different
shales, it is found that the first peak in the micropore range
of siliceous shales (S) is obviously higher than others,
whereas the second peak of mixed (M) and argillaceous
shales (CM) is slightly higher than siliceous shales (S).

Pore structure parameters measured by N2 adsorption on
the Longmaxi shales are summarized in Table 2. BET-specific
surface areas of the Longmaxi shales vary from 9.7 to
26.9m2/g, with a mean value 17.0m2/g. The total pore vol-
umes vary from 0.011 to 0.033 cm3/g. Both specific surface
areas (SSA) and pore volumes of siliceous Longmaxi shales

are higher than those of mixed (M) and argillaceous (CM)
Longmaxi shales. The total pore volume of S, M, and CM
shales averages as 0.023, 0.017, 0.015 cm3/g, respectively.
TOC content shows obviously positive linear relationships
with both the BET SSA and pore volume (Figures 12(a) and
12(b)), indicating that the pore structure of organic-rich
marine shales is controlled by organic matter. The intercept
of these linear fitting is approximately 9m2/g and
0.01 cm3/g (Figures 12(a) and 12(b)), which is related to the
inorganic matter. A moderate positive correlation exists
between siliceous mineral content and pore structure param-
eters (Figures 12(c) and 12(d)). Negative relationship exists
between clay mineral content and pore structure parameters
of the Longmaxi shales (Figures 12(e) and 12(f)).

4.5. Permeability and Permeability Anisotropy. Gas perme-
ability values of overall 29 core plugs were determined.
Among them, twenty-one samples were drilled parallel to
bedding and eight plugs were perpendicular to bedding. Par-
allel to bedding, the Klinkenberg-corrected nitrogen perme-
ability (intrinsic permeability) values measured using the
pulse-decay permeameter on the confining pressure of
2000 psi ranging from 0.4 to 76.6μD (10-18m2) (Table 2).
The Klinkenberg-corrected permeability values measured
parallel to bedding (Kh) of siliceous shales are generally lower
than those of other shales. The average Kh of the Longmaxi
shales studied decrease in a descending order: argillaceous

(a)

(a)

(b)

(b)

(c)

(c)

(d)

(d)

Figure 8: FE-SEM images of argillaceous/siliceous mixed shales (M). (a) Back-scattered electron of argillaceous/siliceous mixed shale
lithofacies. There are many silt-sized quartz particles in argillaceous/siliceous mixed shale sample. (b) Large OM particles in
argillaceous/siliceous mixed shale, but pores are less developed. (c) Dissolution-related rims in the boundary of feldspar. Dissolution-
related pores in calcite are less connected. (d) OM-hosted pores in the residual OM particles.
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shales (37.6μD)>mixed shales (24.4μD)>siliceous shales
(8.2μD). The permeability measured perpendicular to bed-
ding (Kv) of these samples ranges between 0.3 to 8.9μD. Per-
meability anisotropy values show large variations and range
from 1.3 to 49.8. The permeability anisotropy is related to
the fabrics and mineralogy of the samples (Figures 4, 5, and
6). The Kh of argillaceous shales are generally more than
one order of magnitude higher than that measured perpen-
dicular to bedding (Table 2). Furthermore, samples rich in
laminated fabric always show high permeability anisotropy
(Figure 4).

Gas slippage factors for nitrogen on these shales range
from 0.04 to 0.88MPa. Gas slippage factors of siliceous shales
are larger than argillaceous shales. The slippage factors of sili-
ceous minerals range from 0.14 to 0.26MPa, while those of
argillaceous shales are between 0.07 to 0.14MPa.

5. Discussion

5.1. The Effect of Minerals and Microfabric on Pore Structure.
Mineralogical controls on pore spaces have been extensively
investigated on both marine and lacustrine shales [12, 16].
Generally, there is a positive correlation between porosity
and TOC content of many mature and overmature shale sys-
tems [16]. Similarly, porosity of the Longmaxi shales in our
data set is positively related to TOC content. The average
porosity related to inorganic matter is estimated as 1.7%

according to the interception of the linear relationship
(Figure 10(a)). The positive correlation between TOC con-
tent and porosity of Longmaxi shales studied underlines the
key role of organic matter on pore spaces of overmatured
marine shales. With increasing TOC content, peaks in the
microporous range in PSD of Longmaxi shales are higher
(Figure 11(b)). TOC content also shows an obviously positive
relationship with BET SSA of Longmaxi shales studied
(Figure 12(a)).

Further investigations reveal that porosity of shale sam-
ples is associated with the types of shales. Porosity of sili-
ceous shales (averages 4.9%) is commonly larger than
mixed shales (averages 2.4%) and argillaceous shales (aver-
ages 3.1%) (Table 2). High porosity values of siliceous shales
(S) are ascribed to high TOC content (Figure 7). However,
inorganic matter contributes a lot to the pore space of mixed
shales (M) and argillaceous shales (CM). For argillaceous/si-
liceous mixed shales, dissolution-related porosity is com-
monly observed in feldspars and carbonates. Dissolution-
related pores occur as intraparticle pores in feldspars and
carbonate grains or interparticle pores at the rims of car-
bonates (Figure 8). This kind of pore mainly forms by the
dissolution of organic acidic during the process of hydrocar-
bon generation [15, 16]. Moreover, silty quartz and carbon-
ates occur in laminae as clasts (Figure 5) and serve as rigid
skeleton to support matrix. Interparticle pores exist between
soft organic matter and rigid clasts (Figure 8). These kinds

(a)

(a)

(b)

(b)

(c)

(c)

(d)

(d)

Figure 9: FE-SEM images of silica-rich argillaceous shales (CM). (a) Back-scattered electron of silica-rich argillaceous shales. Abundant clay
flakes are commonly oriented along the lamination. (b) Nonporous organic matter particles in silica-rich argillaceous shale. There is
microfracture between organic matter particle and framework minerals. (c) Intraparticle pores are observed in clay flakes. (d) Pores in
oriented kerogen-clay aggregates.
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of interparticle pores occur as preferable transport pathways
for bitumen and gas.

Argillaceous shales have specific microfabrics. In argilla-
ceous shales, clay minerals are deformed (Figure 9(c)). Intra-
particle pores are situated along cleavage planes of clay flakes
and enhanced by bending/splitting related to compaction.
Interparticle pores also exist between soft clay flakes and rigid
clasts (Figure 9(c)). The inorganic-porosity seems to be
reflected in the PSD. The peaks in 2–3nm range of mixed
(M) and argillaceous shales (CM) are higher than those of
siliceous shales (Figures 11(b), 11(d), and 11(f)), which is
likely contributed by clay minerals [55].

Linear combination is a useful tool to quantitatively
assess the petrophysical properties of rocks [12, 25]. Total
porosity of shales can be viewed as the sum of porosity values
related to OM, framework minerals, and total clay minerals:

ϕ = ρbulk · wTOC · �vOM +wFramework · �vFramework +wClay · �vClay
� �

ð1Þ

Here,wOM,wFramework , andwClay are the mass fractions of
OM, framework minerals (quartz, carbonates, pyrite, etc.),
and total clays, respectively; �vOM, �vFramework , and �vClay

Table 2: Pore structure, porosity, permeability, and permeability anisotropy (β) of the shale samples.

Sample Lithofacies
Porosity
(%)

BET SSA
(m2/g)

Pore
volume
(mL/g)

Pore
diametera

(nm)

Kh
(μD)

KV
(μD)

Permeability
anisotropy (β)

Slippage
factor
(MPa)

Transport pore
diameterb (nm)

2rp35
c

(nm)

JYA-1 CM 2.1 10.1 0.0115 4.5 22.13 — — 0.05 569 686

JYA-2 CM 1.5 9.7 0.0114 4.7 76.64 5.70 13.4 0.04 787 1386

JYA-3 CM 2.0 12.7 0.0133 4.2 64.70 1.30 49.8 0.04 826 1133

JYA-4 CM 4.2 14.0 0.0151 4.3 2.04 — — 0.14 218 172

JYA-5 CM 4.3 14.1 0.0161 4.5 52.10 — — 0.05 589 732

JYA-6 M 2.1 18.5 0.0190 4.1 25.92 8.90 2.9 0.12 269 740

JYA-7 CM 4.3 16.4 0.0178 4.3 — — — — — —

JYA-8 CM 3.5 17.4 0.0186 4.3 7.76 0.73 10.6 0.10 322 342

JYA-9 M 3.3 14.5 0.0169 4.6 1.17 — — 0.39 80 150

JYA-
10

M 1.9 15.0 0.0171 4.5 68.20 7.63 8.9 0.03 983 1186

JYA-
11

M 3.0 11.9 0.0150 5.0 14.22 — — 0.13 246 481

JYA-
12

M 2.4 18.7 0.0213 4.5 25.35 — — 0.07 463 690

JYA-
13

S 4.3 18.9 0.0211 4.5 7.53 — — 0.16 256 307

JYA-
14

S 5.0 20.6 0.0223 4.3 7.01 — — 0.26 158 276

JYA-
15

S 5.4 21.2 0.0244 4.6 10.96 — — 0.14 305 326

JYA-
16

M 1.9 10.8 0.0117 4.3 11.25 — — 0.10 315 532

JYA-
17

S 3.9 16.1 0.0196 4.9 24.41 — — 0.14 294 545

JYA-
18

S 3.4 18.4 0.0218 4.7 14.95 1.60 9.3 0.14 290 466

JYA-
19

S 4.0 18.7 0.0210 4.5 1.09 — — 0.37 111 133

JYA-
20

S 4.4 18.7 0.0196 4.2 4.77 1.38 3.5 0.25 169 248

JYA-
21

S 7.1 21.5 0.0229 4.3 2.33 — — 0.34 120 145

JYA-
22

S 5.8 26.8 0.0334 5.0 0.40 0.30 1.3 0.51 81 71

JYA-
23

S 5.9 26.9 0.0254 3.7 — — — — — —

aThe average pore diameter was determined by low-pressure N2 adsorption analysis. bThe transport pore diameter was derived from gas slippage measurement
on parallel to bedding samples. cThe dominant pore-throat aperture ðrp35Þ was estimated using the Winland equation [59].
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(cm3/g) are the pore volume of organic matter, framework
minerals, and total clays, normalized to the mass of rock,
respectively.

The bulk density (ρbulk) and porosity (ϕ) values can be
determined from helium pycnometry measurements, while
the mass fractions of individual mineral components can be
obtained from XRD analysis. Thus, there are three unknown
parameters (specific pore volumes �vOM, �vFramework , and �vClay)
in the physical model, which can be simultaneously solved
using a multielement nonlinear regression on a suit of shale
samples. The fitted �vOM, �vFramework , and �vClay of the Longmaxi
shales is 0.4534 cm3/g, 0.0002 cm3/g, and 0.0124 cm3/g,
respectively. Consequently, the organic matter-hosted pores
account for 79% of the total porosity while clay minerals
pores account for 20% of total porosity in siliceous shales
(Figure 13). In mixed shales, organic matter-hosted pores
account for 62% while the pore spaces associated with clay
minerals account for 38% of the total porosity. Argillaceous
shales are dominant by pores associated with clay minerals.
In argillaceous shales, clay minerals account for 62% of the
total porosity while the OM-hosted pores account for 37%.
It should be noted that the linear combination method pro-

vides fast and semiquantitative characterization of pore
spaces. The effects of mineralogy on porosity and pore space
of rocks are much more complicated and associated to the
interaction between organic and inorganic matters. The con-
tribution of organic matter to porosity of argillaceous shales
is probably an optimistic value since it is difficult to find lots
of OM-hosted pores in argillaceous shales (Figure 9).

5.2. The Effect of Microfabric and Laminae on Permeability
and Permeability Anisotropy. Shale permeability is related
to many geological controls: including fabric, texture, lithol-
ogy, porosity, and pore size distribution [20, 38]. Geological
controls on permeable property of tight shales are always
rock specific. In Devonian gas shales from the Horn River
and Liard Basins of Canada, high matrix permeability shales
were found to contain connected transport pathways
between macropores and micropores [20]. Gas shales con-
taining balanced ratio of micro-, meso- and macropores have
higher matrix permeability values. Yang and Aplin [21] ana-
lyzed the effect of lithology on permeability of deeply buried
mudstones and found that coarser-grained mudstones
always have higher permeability values than finer-grained
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Figure 10: Relationship between porosity and (a) TOC content, (b) siliceous minerals content, (c) carbonate content, and (d) clay minerals
content of shale samples.

12 Geofluids



mudstones. However, permeable property of Longmaxi
shales in our data set is mainly associated with the fabric
and laminae instead of pore-size distributions. Though the
porosity of mixed shales (M) and argillaceous shales (CM)
is lower than that of siliceous shales (S), the average Kh values

of argillaceous shales (37.6μD) and mixed shales (24.4μD)
are obviously larger than those of siliceous shales (8.2μD).
The reason for that is that the clay flakes and the microlami-
nae of clasts oriented to the lamination/bedding noticeably
influence the permeabilities (Kh) of these Longmaxi shales
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Figure 11: Low-pressure nitrogen adsorption isotherms and of pore size distributions of shale samples. (a, b) Siliceous shale lithofacies (S); (c,
d) argillaceous/siliceous/calcareous mixed shale lithofacies (M); (e, f): silica-rich argillaceous shale lithofacies (CM).
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studied (Figures 5 and 6). Intraparticle pores of oriented clay
minerals and interparticle pores between rigid clast particles
and soft minerals (clay minerals or OM) are commonly dis-
tributed along the lamination/bedding of argillaceous shales
and mixed shales (Figures 8 and 9). Though the inorganic
matter-related porosity is less than OM-hosted porosity, the
intraparticle pores in clay minerals and interparticle pores
between organic and inorganic minerals play a significant
role (preferable pathways) in fluid transport processes. These
can be illustrated by the residual bitumen (migrabitumen)

captured in these pore spaces among grains (Figures 8(c)
and 8(d) and Figure 9(c)). Conversely, siliceous shales at
the bottom of Longmaxi Formation are mainly formed in
euxinic sediment environment [48, 49]. Siliceous shales in
Longmaxi Formation are obviously less in laminae compared
to mixed and argillaceous shales (Figure 4). In siliceous
shales, a lot of spongy organic matter are distributed without
any preferred direction in the vision of SEM (Figure 7). What
is more, permeabilities (Kh) of siliceous shales with faint lam-
inae (JYA-17, JYA-18) are also higher than nonlaminated
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Figure 12: The relationship between (a) TOC content and specific surface area, (b) TOC content and total pore volume, (c) siliceous mineral
content and specific surface area, (d) siliceous mineral content and pore volume, (e) clay mineral content and specific surface area, and (f) clay
mineral content and pore volume of shale samples.
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siliceous shales (JYA-22, Figure 4). In a word, TOC content
does influence the porosity of these Longmaxi shales but is
not the critical factor on permeability.

The porosity-permeability relationships of shales have
been assessed in previous investigations. Some investigators
reported a power law relationship between porosity and
permeability [21]. In this study, there is a weak negative rela-
tionship between porosity and permeability coefficients
(Figure 14). The fabric and texture highly influence the rela-
tionships between porosity and permeability. Though the
porosity of siliceous shales is larger than other shales, perme-
ability values of this kind of shales are actually lower. The
intraparticle pores of oriented clay minerals and interparticle
pores between organic and inorganic matters (microlaminae

of clasts) develop in M and CM shales (Figures 5 and 6),
which contribute to both Kh and Kv.

Permeability anisotropy (the ratio of horizontal perme-
ability Kh to vertical permeability Kv) has been reported on
shale systems [37, 56]. Permeability anisotropy of Longmaxi
shales in this study varies from 1.3 to 49.8 (confining pressure
of 2000 psi), which is comparable to other shales [37]. Perme-
ability anisotropy is related to the pores with oriented align-
ment, permeable layers, and preferable migration pathway of
shales. In this study, permeability anisotropy of argillaceous
shales is higher than that of siliceous shales (Figure 15).
The permeability anisotropy values of three siliceous shale
samples are less than ten, whereas Kh of argillaceous shales
are generally higher than Kv more than one order of
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15Geofluids



magnitude. This is probably related to the microfabric of the
shales. Abundant clay flakes are oriented to the lamination in
argillaceous shales (Figures 6(a) and 6(c)), whereas quartz in
siliceous shales is randomly orientated and clays are scattered
(Figures 4(a) and 4(d)). Furthermore, samples rich in lami-
nated fabric (sample) always show high permeability anisot-
ropy (Figure 4(b) and Figure 5(b)).

5.3. Effective Transport Pore Diameter of Shales. The effective
transport pore diameter can be derived from gas slippage fac-
tors during permeability measurements [19, 57]. By assum-
ing cylindrical pores, the effective transport pore diameter
is a function of gas slippage factors using the theory of Klin-
kenberg [29]:

d = 8cλPm

b
ð2Þ

where d ðmÞ is effective pore diameter for gas transport;,c ≈ 1
is the Adzumi constant, λ ðmÞ is the gas mean free path, Pm
ðPaÞ is mean pore pressure, and b ðPaÞ is the gas slippage
factor.

Combined with the slippage factors, the effective trans-
port pore diameter for gas transport in the shales parallel to
the bedding ranges from 80 to 983nm at the experimental
confining pressure. These values are much higher than the
average pore diameters derived from low-pressure N2
adsorption analysis (Table 2). The pore diameter obtained
from low-pressure N2 adsorption analysis is a representation
of pore structure of shale matrix, while the pulse-decay per-
meability is directional and strongly influenced by the occur-
rence of preferential pathways (laminae or microfractures).
The effective transport pore diameter of siliceous shales
ranges between 81 and 305nm (averaging 191 nm), while
the effective transport pore diameter of argillaceous shales
ranges from 218 to 826nm (averaging 552nm). There is a

negative correlation between TOC content and effective trans-
port pore diameters of the shales studied (Figure 16(a)), while
a positive correlation exists between clay mineral content
and effective transport pore diameters of shale samples
(Figure 16(b)). This further implies that there are developed
preferred transport paths in argillaceous shales. Through
comparison with the visual pore structure characteristics, it
is thought that the intraparticle pores between the oriented
minerals are the preferential transport pathways.

The Winland equation, originally developed from mer-
cury intrusion capillary pressure (MICP) measurements of
conventional reservoir rocks, was recently used to identify
the flow unit and estimate the dominant pore throat diame-
ters for fluid flow in shales [58]. Though the Winland equa-
tion is an empirical method based on MICP data, it
provides visual information about the pore diameter and per-
meability. The Winland equation describing the rock perme-
ability (mD), porosity (decimal), and rp35 (dominant pore-
throat aperture, μm) can be written as [58, 59]

rp35 = 2:665
k

100ϕ

� �0:45
: ð3Þ

Using the permeability and porosity values, the dominant
pore throat diameter (2rp35) for fluid transport estimated
from the Winland method ranges from 71 to 1386 nm
(Table 2). These values are slightly larger than those esti-
mated from gas slippage measurements, which is probably
related to the difference of tortuosity in shales and the con-
ventional reservoir rocks. However, both these two methods
show that the effective transport pore diameters of siliceous
shales are commonly lower than those of argillaceous shales
(Figure 17). The dominated pore-throat diameter of siliceous
shales lies between 50 and 300 nm, while that of argillaceous
shales is between 100 and 1000 nm. These values underline
the controls of microfabric and texture on transport path-
ways of Longmaxi shales.

6. Conclusions

Comprehensive investigations on reservoir characteristic of
Longmaxi shales from a shale gas well in the Jiaoshiba area,
Sichuan Basin, were conducted. Special attentions were
focused on the effects of microfabric and laminae on pore
structure and gas transport pathways of shales. The following
conclusions can be drawn:

(1) In general, there are three different kinds of lithofa-
cies in the Longmaxi Formation: faintly laminated
to nonlaminated siliceous shales (S), laminated
mixed shales (M), and argillaceous shales (CM) with
oriented clay flakes. Porosity of these Longmaxi
shales studied is positively correlated with TOC con-
tent and ranges from 1.5 to 7.1%. Organic matter
approximately contributes 79% to the pore spaces of
siliceous shale samples, whereas interparticle pores
related to inorganic matter contribute 63% to the
pore spaces of argillaceous shale samples
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Figure 15: Klinkenberg-corrected permeability coefficients
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(2) The intrinsic permeability of Longmaxi shales paral-
lel to bedding (Kh) ranges between 0.4 and 76.6μD.
The average parallel to bedding permeability values
decreases in a descending order: CM shales (averag-
ing 37.6μD)>M shales (averaging 24.4μD)>S shales
(averaging 8.2μD). Permeability anisotropy of shales
varies from 1.3 to 49.8

(3) Permeability of these shales mainly depends on the
rock microfabric, other than TOC content and poros-
ity. There is a negative correlation between perme-
ability values and porosities of the samples studied.
Samples with well-developed laminae and oriented
clay flakes show higher permeability and permeabil-
ity anisotropy

(4) The effective transport pore diameter was estimated
using two different methods: gas slippage measure-
ments and theWinland equation. The effective trans-
port pore diameters of argillaceous shales (averaging
552nm) are commonly larger than those of siliceous
shales (averaging 198nm), which is related to the
preferential transport pathways of laminated fabric
and intraparticle pores of oriented clay minerals
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Figure 16: The relationship between (a) TOC content, (b) clay mineral content, and transport pore diameter of shale samples.
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