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3 School of Management, Harbin Institute of Technology, Harbin 150001, China
4Mechatronics Group, Singapore Institute of Manufacturing Technology, 71 Nanyang Drive, Singapore 638075
5 Faculty of Engineering and Applied Science, University of Ontario Institute of Technology, 2000 Simcoe Street, ON, Canada L1H 7K4

Correspondence should be addressed to Zhuming Bi; biz@ipfw.edu

Received 20 August 2013; Accepted 20 August 2013

Copyright © 2013 Zhuming Bi et al. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

System complexity depends on the number of design param-
eters in a system as well as the dynamic characteristics of
design parameters in the time domain. Complex systems
are generally featured as a large number of design param-
eters, residential dynamic environments, strongly coupled
system behaviors, and the needs of multiple design criteria.
Modern systems are becoming more and more complex due
to numerous factors such as the involvement of multidis-
ciplinary behaviors, increasing functionalities and compo-
nents, growing amount of information associatedwith system
interactions, and the uncertainties and changes involved in
systems.

Multidisciplinary design optimization (MDO) is essential
to the design and operation of a complex system. MDO takes
into consideration all relevant disciplines simultaneously to
find the global optimum which is superior to a solution from
a sequence of local optimizations in individual disciplines.
MDO has been successfully applied in the designs of many
complex systems such as aircrafts, automobiles, shipbuilding,
computers, and civic infrastructures. However, a simultane-
ous consideration of multiple disciplines increases the com-
plexity of design problems, and the products or systems in
future tend to be even complicated. Continuing research and
development efforts are in demand to advance the theories
and methodologies of MDO. This special issue is dedicated
to the recent progresses on theories, methodologies, and
applications of MDO. The paper solicitation has received
numerous responses from the researchers in the field, and,

through a rigorous peer-review process, 13 papers have been
accepted to represent the recent advancement of design
theories, methodologies, and case studies related to MDO.
These papers can be roughly classified into two catalogues:
solving strategies and applications.

R. A. Borges et al. discussed the formulation and solu-
tion of a system optimization using heuristic methods.
Three bioinspired algorithms (Bees Colony algorithm, Firefly
Colony algorithm, and Fish Swarm algorithm) are applied
and compared to maximize the suppression bandwidth of
a nonlinear damped system. MDO involves multiple design
criteria, and two alternative ways to deal with the confliction
of objectives in linear programming are Pareto set and Data
Envelopment Analysis (DEA). M. Li provided a new repre-
sentation of the Pareto set, which is generic to optimization
problems with multi-design criteria. This representation was
applied in Data Envelopment Analysis (DEA) models which
simplified the derivation and acquisition of the properties
associated with the Pareto set. J. W. Wang et al. presented
a new algorithm with an integration of the Particle Swarm
Optimization and predatory search strategy. The new algo-
rithm was compared with others and showed its advantages
in tackling the balance of exploitation and exploration in
optimization. The heuristic algorithms can generally deal
with any optimization problems; however, they have the
limitations of inconsistency and low convergence rate; in
particular, it is challenging to be applied in an optimization
with expensive fitness functions. A surrogate model can be
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integrated to alleviate these limitations. T. Kunakote and
S. Bureerat proposed to integrate the Pareto evolutionary
algorithm with several surrogate models. Different integra-
tion scenarios were considered for eight structural design
problems. Computation and time are the criticalmeasures for
the efficiency of optimization methodologies. Time relates to
the number of iterations in the solving process. E. Devendorf
and K. Lewis discussed the estimation of the number of
iterations for distributed design processes; the game theory
is integrated with the conventional discrete system theory for
approximation.

B. Li et al. developed a methodology to design stiffened
plate structures using evolutionary algorithms. X. Liang et
al. investigated the effect of shock wave on a plate and
associated fluid-structure interaction and thickness effects.
An analytical approach was proposed for the transient anal-
ysis of a homogenous rectangular plate; the Mindlin plate
theory and the Navier solution were integrated with Laplace
inversion technique. W. Huang and S. K. Oh proposed
the new fuzzy inference systems based on a multiobjec-
tive opposition-based space search algorithm (MOSSA); the
developed systems are used for system identification to
enhance the flexibility of fuzzy models. The MOSSA is a
space search algorithm with an opposition-based learning
method; this new method employs an “opposite numbers”
mechanism to accelerate the convergence in optimization.
T. Yifei et al. formulated an energy model of bridge cranes,
and the Finite Element Method was used for the structure-
level optimization. Time dependence is an important issue
in the design optimization. K. Meruva et al. tackled the
formulation of optimization with a consideration of the
fatigue life, and solved the design problemwith an integration
of analytical models and numerical approaches. This work
has its significance at both aspects of design and optimization
of components and large scale complex system. C. Liu et
al. designed a new variable reluctance (VR) resolver for
the angle measurement. The models for the structure and
output voltages of signal windings are formulated, and Finite
Element Analysis (FEA) was applied to predict the machine
performance. In optimizing a planetary gear system, Q.
Huang et al. proposed a dynamic model, which took into
account time-varying mesh stiffness, excitation fluctuation,
and gear backlash nonlinearities. The developed nonlin-
ear differential equations were solved by variable step-size
Runge-Kutta algorithm, and an optimization model was
developed to minimize the system vibration. V. V. Kumar
et al. discussed the support of the optimization involved in
design of fixtures and product lines; they presented a web-
based framework to perform fixture design and assembly
line production concurrently. The framework was capable
of dealing with the spatial and generational varieties, and
computer-assisted tools were embedded to select suppliers
and optimize fixtures.

We wish the collected works are helpful to the readers
in the field of MDO. Due to the time constraint, we are not
able to include more papers covering other important issues
such as the formulation of complex optimization systems and
the MDO applications in large-scale systems. Readers are
encouraged to submit their new contributions to this journal.
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Campus Santa Mônica, P.O. Box 593, 38408-144 Uberlândia, MG, Brazil

3 School of Mechanical Engineering, Federal University of Uberlândia, Avendia João Naves de Ávila 2121,
Campus Santa Mônica, P.O. Box 593, 38408-144 Uberlândia, MG, Brazil

Correspondence should be addressed to Valder Steffen Jr.; vsteffen@mecanica.ufu.br

Received 21 January 2013; Revised 9 June 2013; Accepted 10 June 2013

Academic Editor: Chong Wu

Copyright © 2013 Romes Antonio Borges et al. This is an open access article distributed under the Creative Commons Attribution
License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly
cited.

The present work focuses on the optimal design of nonlinear mechanical systems by using heuristic optimization methods. In this
context, the nonlinear optimization problem is devoted to a two-degree-of-freedom nonlinear damped system, constituted of a
primary mass attached to the ground by a linear spring and a secondary mass attached to the primary system by a nonlinear spring.
This arrangement forms a nonlinear dynamic vibration absorber (nDVA), which is used in this contribution as a representative
example of a nonlinear mechanical system. The sensitivity analysis of the suppression bandwidth, namely, the frequency range
over which the ratio of the main mass displacement amplitude to the amplitude of the forcing function is less than unity, with
respect to the design variables that characterize the nonlinear system based on the first order finite differences is presented.
For illustration purposes the optimization problem is written as to maximize the suppression bandwidth by using three recent
bioinspired optimization methods: Bees Colony Algorithm, Firefly Colony Algorithm, and Fish Swarm Algorithm. The results are
compared with other evolutionary strategies.

1. Introduction

In various mechanical design contexts, engineers have to
deal with nonlinear systems in which the dynamic response
depends on a number of physical parameters. An example
of such a system is the so-called dynamic vibration absorber
(DVA). The DVA is used to reduce noise and vibration in
various types of engineering systems, such as compressors,
robots, ships, power lines, airplanes, and helicopters. Much
of the knowledge available to date is compiled in the original
patent by Frahm [1], in the books by Hartog [2] and Koronev
and Reznikov [3] and in some review works such as the
one by Steffen Jr and Rade [4]. In the last two decades, a
great deal of effort has been devoted to the development
of mathematical models for characterizing the mechanical
behavior of nonlinear dynamic vibration absorbers (nDVAs)

accounting for their typical dependence on design param-
eters that influence the nonlinear behavior of the system.
A particular type of nDVA is the so-called viscoelastic
neutralizer as studied by Espı́ndola and Bavastri [5]. Borges et
al. [6] proposed and determined the robust optimal design of
an nDVA combining sensitivity analysis and multiobjective
optimization. Different techniques have been proposed to
design viscoelastic vibration absorbers [7, 8]. Besides the
well-known complexity of the modeling strategy involved
in nonlinear dynamics, some general methodologies have
been suggested and have been shown to be particularly
suitable to be used in combination with structural systems
discretization. This aspect makes them very attractive for
the modeling of nonlinear dynamic vibration absorbers.
Among these strategies, the theoretical study proposed by
Nissen and coworkers [9] and Pai and Schulz [10] should
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be mentioned, in which techniques to improve the stability
and efficiency of nDVAs into a frequency band of interest
have been proposed, leading to refined nDVAs. Also, Rice
and McCraith [11] and Shaw and coworkers [12] suggested
optimization strategies to be applied to the design of nDVAs
by applying an asymmetric nonlinear Duffing-type element
incorporated in the suspension for narrow-band absorption
applications.

Nowadays, different approaches based on optimization
methods have been proposed to solve mechanical design
problems. Cao and Wu [13] proposed a cellular automata
based genetic algorithm applied to mechanical systems
design. In this algorithm, the individuals in the population
are mapped onto a cellular automata to realise the locality
andneighbourhood.Themapping is based on the individuals’
fitness and the Hamming distances between individuals.
The selection of individuals is controlled based on the
structure of cellular automata, to avoid the fast population
diversity loss and improve the convergence performance
during the genetic search. He and coworkers He, Prempain,
andWu [14] proposed an improved particle swarm optimizer
(PSO) associated with the fly-back mechanism to maintain
a feasible population. This optimization strategy was applied
to mechanical systems design involving problem-specific
constraints and mixed variables such as integer, discrete,
and continuous variables. In this sense, biological systems
have contributed significantly to the development of new
optimization techniques. These methodologies, known as
Bioinspired Optimization Methods (BiOMs), are based on
strategies that seek tomimic the behavior observed in species
found in the nature to update a population of candidates
to solve optimization problems [15, 16]. These systems have
the capacity to notice and modify their environment in
order to seek for diversity and convergence. In addition,
this capacity makes possible the communication among the
agents (individuals of population) that capture the changes in
the environment generated by local interactions [17].

In this context, nature-inspired algorithms have con-
tributed significantly to the development of new optimization
techniques. Among the most recent bioinspired strategies
stand the Bees Colony Algorithm (BCA) [18], the Firefly
ColonyAlgorithm (FCA) [19], and the Fish SwarmAlgorithm
(FSA) [20].TheBCA is based on the behavior of bees colonies
in their search of raw materials for honey production.
According to Lucic and Teodorovic [21], in each hive groups
of bees (called scouts) are recruited to explore new areas in
search for pollen and nectar. These bees, returning to the
hive, share the acquired information so that new bees are
indicated to explore the best regions visited in an amount
proportional to the previously passed assessment. Thus, the
most promising regions are best explored and eventually
the worst end up being discarded. Every iteration, this cycle
repeats itself with new areas being visited by scouts.The FCA
mimics the patterns of short and rhythmic flashes emitted by
fireflies in order to attract other individuals to their vicinities.
The corresponding optimization algorithm is formulated by
assuming that all fireflies are unisex, so that one firefly will be
attracted to all other fireflies. Attractiveness is proportional
to their brightness, and for any two fireflies, the less bright

will attract (and thus move to) the brighter one. However,
the brightness can decrease as their distance increases and if
there are no fireflies brighter than a given firefly it will move
randomly. The brightness is associated with the objective
function for optimization purposes [19]. Finally, the FSA is
a random search algorithm based on the behaviour of fish
swarm observed in nature.This behavior can be summarized
as follows [20]: random behavior—in general, fish looks at
random for food and other companion; searching behavior—
when the fish discovers a region with more food, it will
go directly and quickly to that region; swarming behavior—
when swimming, fish will swarm naturally in order to avoid
danger; chasing behavior—when a fish in the swarmdiscovers
food, the others will find the food dangling after it; leaping
behavior—when fish stagnates in a region, a leap is required
to look for food in other regions.

In this way, the present work is dedicated to presenting
alternative techniques for the optimal design of a nonlinear
dynamic vibration absorber (nDVA) by using heuristic opti-
mization methods to maximize the suppression bandwidth.
For this aim, this contribution focuses on the theoretical
study and numerical simulation of a two-degree-of-freedom
nonlinear damped system, constituted of a primary mass
attached to the ground by a linear spring and a secondary
mass attached to the primary system by a nonlinear spring
(nDVA). A previous contribution regarding this type of
mechanical system can be found in Borges et al. [6]. Then,
the three previously mentioned optimization techniques are
applied to the design of an nDVA for illustration purposes;
however, they are intended to be general in the sense that
they can be applied to design different types of nonlinear
mechanical systems. This work is organized as follows. The
mathematical formulation of the nonlinear dynamic system
and sensitivity analysis are presented in Sections 2 and 3,
respectively. A review of the BCA, the FCA, and FSA are pre-
sented in Section 4. The results and discussion are described
in Section 5. Finally, the conclusions and suggestions for
future work conclude the paper.

2. Mathematical Modeling of the Nonlinear
Dynamic System

Consider the two-degree-of-freedom (d.o.f.) model shown in
Figure 1.

This device consists of a damped primary system attached
to the ground by a suspension that includes either a linear or
a nonlinear spring, and a damped secondary mass coupled to
the primary systemby a springwith nonlinear characteristics.
The external force applied to the primary system is given by
the following expression:

𝐹
1
= 𝑝 cos (𝜔𝑡) . (1)

The constitutive forces of the springs are given by

𝑟
𝑖
(𝑥
𝑖
) = 𝐾
𝑖
𝑥
𝑖
+ 𝑘

nl
𝑖
𝑥
3

𝑖
𝑖 = 1, 2, (2)

where 𝑥
1
represents the displacement of the primary system

with respect to the ground, and 𝑥
2
is the displacement of
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Figure 1: Two degree-of-freedom damped system [6].

the DVA with respect to the primary system. In the model
above, the dampers are linear, however springs have nonlin-
ear characteristics, where 𝐾

𝑖
and 𝑘

nl
𝑖
represent, respectively,

the linear and nonlinear coefficients of the springs.
With the aim of obtaining the dimensionless normalized

equations of motion for the nonlinear system, the displace-
ments are normalized with respect to the length of a given
vector 𝑥

𝑐
[22] according to the following expression:

𝑦
𝑖
=

𝑥
𝑖

𝑥
𝑐

. (3)

In addition, one introduces the following relations to the
system:

𝜔
2
=

𝑘
𝑖

𝑚
𝑖

, 𝜁
𝑖
=

𝑐
𝑖

2√𝑘
𝑖
𝑚
𝑖

,

𝛿
𝑖
= 2𝜁
𝑖
𝜔
𝑖
, 𝜂

𝑖
= 𝜔
2

𝑖
, 𝜀

𝑖
=

𝑘
nl
𝑖
𝑥
2

𝑐

𝑚
𝑖
𝜔2

,

𝜌 =
𝜔
2

𝜔
1

, 𝑃 =
𝑝

𝑚
1
𝜔
2
𝑥
𝑐

,

Ω =
𝜔

𝜔
1

, 𝜇 =
𝑚
2

𝑚
1

.

(4)

By applyingNewton’s second law, and after some algebraic
manipulations, the following normalized equation of motion
of the nonlinear dynamic system can be expressed under the
following matrix form:

M ̈y (𝑡) + C ̇y (𝑡) + Ky (𝑡) = f (𝑡) , (5)

where the normalized mass, damping and stiffness matrices
are expressed, respectively, by the following relations:

M = [
1 + 𝜇 𝜇

𝜇 𝜇
] , C = [

𝛿
1

0

0 𝜇𝛿
2

] ,

K = [
𝜂
1

0

0 𝜂
2

] .

(6)

The normalized displacement and force vectors are given
by:

y = [
𝑦
1

𝑦
2

] , f = [
𝑃 cos (𝜏) 𝜀

1
𝑦
3

1

−𝜀
2
𝑦
3

2
𝜇

] . (7)

It is important to emphasized that the present contribu-
tion is dedicated to maximize the suppression bandwidth.

2.1. Steady-State Response of the Nonlinear System. In this
paper, the Krylov-Bogoliubov method [23] is used to inte-
grate the matrix equation of motion (1).This method leads to
an approximate solution of nonlinear differential equations.
The process is based on the following transformation of
variables:

y = u (𝜏) cos (𝜏) + k (𝜏) sin (𝜏) , (8)

where 𝜏 = 𝜔𝑡 is the time dependence of u = (𝑢
1
𝑢
2
)
𝑇, and

k = (V
1
V
2
)
𝑇 is assumed to be small for high-order terms, such

as the vectors u and k.
After mathematical manipulation, a nonlinear algebraic

system with four equations and four variables 𝑢
1
, 𝑢
2
, V
1
and

V
2
is obtained as follows:

(1 + 𝜇 − 𝜔
2

1
) 𝑢
1
+ 𝜇𝑢
2
− 2𝜁
1
𝜔
1
V
1

−

3𝜀
1
(𝑢
2

1
+ V2
1
) 𝑢
1

4
+ 𝛽𝜔
2

1
= 0,

𝜇𝑢
1
+ (𝜇 − 𝜇𝜌

2
𝜔
2

1
) 𝑢
2
− 𝜇(2𝜁

2
𝜌𝜔
2

1
V
2
+

3𝜀
2
(𝑢
2

2
+ V2
2
) 𝑢
2

4
)

(𝜔
2

1
− 1 − 𝜇) V

1
− 𝜇V
2
− 2𝜁
1
𝜔
1
𝑢
1
+

3𝜀
1
(𝑢
2

1
+ V2
1
) V
1

4
= 0,

𝜇V
1
+ (𝜇𝜌

2
𝜔
2

1
− 𝜇) V

2

− 𝜇(2𝜁
2
𝜌𝜔
2

1
𝑢
2
−

3𝜀
2
(𝑢
2

2
+ V2
2
) V
2

4
) = 0.

(9)

The system represented by (9) should be numerically
solved. Then, the values of 𝑢

1
, 𝑢
2
, V
1
and V
2
can be calculated

and the vibration amplitudes of the primary and secondary
masses of the nonlinear DVA are obtained. The amplitude
values are given by 𝑋

1
and 𝑋

2
according to the following

equation:

𝑋
𝑖
= (𝑢
2

𝑖
+ V2
𝑖
)
0.5

𝑖 = 1, 2 (10)

3. Sensitivity Analysis of Structural Responses

In amechanical system, the parameters ofmass, stiffness, and
damping establish the dependence with respect to a set of
design parameters, which includes physical and geometrical
characteristics and the parameters that are associated with
the nonlinearities [24]. Such functional dependence can be
expressed in a general form as follows:

r = r (M (p),C (p),K (p)) , (11)

where r and p designate vectors of structural responses and
design parameters, respectively.
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(1) Initialize population with random solutions
(2) Evaluate fitness of the population
(3) While (stopping criterion not met)
(4) Select sites for neighborhood search
(5) Recruit bees for selected sites and evaluate fitnesses
(6) Select the fittest bee from each site
(7) Assign remaining bees to search randomly and evaluate their fitnesses
(8) End while

Algorithm 1: Basic step in the Bees Colony Algorithm [18].

The sensitivity of the structural responses with respect to
a given parameter 𝑝

𝑖
evaluated for a given set of values of

the design parameter 𝑝
0 is defined as the following partial

derivative:
𝜕r
𝜕p
𝑖

= lim
Δp𝑖→0

[𝑅
1
+ 𝑅
2
] , (12)

where

𝑅
1
=

r (M (p0
𝑖
+ Δp
𝑖
) ,C (p0

𝑖
+ Δp
𝑖
) ,K (p0

𝑖
+ Δp
𝑖
))

Δp
𝑖

,

𝑅
2
=

r (M (p0
𝑖
) ,C (p0

𝑖
) ,K (p0

𝑖
))

Δp
𝑖

,

(13)

where Δp
𝑖
is an arbitrary variation applied to the current

value of parameter p0
𝑖
, while all other parameters remain

unchanged.The sensitivity with respect to p
𝑖
can be estimated

by finite differences by computing successively the responses
corresponding to p

𝑖
= p0
𝑖
and p

𝑖
= p0
𝑖
+ Δp
𝑖
. Such procedure

is an estimated approach enabling to calculate the sensitivity
of the dynamic system responses with respect to small modi-
fications introduced in the design parameters. Moreover, the
results depend upon the choice of the value of the parameter
increment Δp

𝑖
. Another strategy consists in computing the

analytical derivatives, if possible, of the structural responses
with respect to the parameters of interest. However, this
approach is not considered in the present paper.

4. Bioinspired Algorithms

Algorithms based on swarm intelligence principles are com-
mon in the literature due to the ability to find global solution
in mono- and multiobjective contexts, different from algo-
rithms based on gradients. According to Andrés and Lozano
[25], swarm-based intelligence is artificial intelligence tech-
nique based on the study of collective behaviour in self-
organizing systems, composed of a population of individuals,
which takes effect between each other and environment.
Although these systems do not have any central control of the
individual behaviour, interaction between individuals and
simple behaviour between them usually lead to detection of
aggregate behaviour, which is typical for whole colony. This
could by observed by ants, bees, birds, or bacteria in the
nature. By inspiration of these colonies were develop algo-
rithms called swarm-based intelligence and are successfully

applied for solving complicated optimization problems [26].
In this contribution, three recent bioinspired optimization
methods, Bees Colony Algorithm, Firefly Colony Algorithm,
and Fish Swarm Algorithm, are considered as optimization
strategies.

4.1. Bee Colony Algorithm. This optimization algorithm is
based on the behavior of a colony of honey bees. The
colony can extend itself over long distances and in multiple
directions simultaneously to exploit a large number of food
sources. In addition, the colony of honey bees presents as
characteristic the capacity of memorization, learning, and
transmission of information, thus forming the so-called
swarm intelligence [27].

In a colony, the foraging process begins by scout bees
being sent to search randomly for promising flower patches.
When they return to the hive, those scout bees that found
a patch which is rated above a certain quality threshold
(measured as a combination of some constituents, such as
sugar content) deposit their nectar or pollen and go to the
waggle dance.

This dance is responsible for the transmission (colony
communication) of information regarding a particular flower
patch: the direction inwhich it will be found, its distance from
the hive, and its quality rating (or fitness) [27]. The waggle
dance enables the colony to evaluate the relative merit of
different paths according to both the quality of the food they
provide and the amount of energy needed to harvest it [28].
After waggle dancing, the dancer (scout bee) goes back to the
flower patch with follower bees that were waiting inside the
hive. More follower bees are sent to more promising patches.
This allows the colony to gather food quickly and efficiently.
While harvesting fromapatch, the beesmonitor its food level.
This is necessary to decide upon the next waggle dance when
they return to the hive [28]. If the patch is still good enough as
a food source, then it will be advertised in the waggle dance,
andmore bees will be recruited to that source. In this context,
Pham et al. [18] proposed an optimization algorithm inspired
by the natural foraging behavior of honey bees (Bees Colony
Algorithm (BCA)) as presented in Algorithm 1.

The BCA requires a number of parameters to be set,
namely, the number of scout bees (𝑛), number of sites selected
for neighborhood search (out of 𝑛 visited sites) (𝑚), number
of top-rated (elite) sites among 𝑚 selected sites (𝑒), number
of bees recruited for the best 𝑒 sites (nep), number of bees
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recruited for the other (𝑚 − 𝑒) selected sites, neighborhood
search (ngh), and the stopping criterion.

The BCA starts with the 𝑛 scout bees being placed
randomly in the search space.The fitnesses of the sites visited
by the scout bees are evaluated in step 2.

In step 4, bees that have the highest fitnesses are chosen
as selected bees, and sites visited by them are chosen for
neighborhood search. Then, in steps 5 and 6, the algorithm
conducts searches in the neighborhood of the selected sites,
assigningmore bees to search near to the best 𝑒 sites.The bees
can be chosen directly according to the fitnesses associated
with the sites they are visiting.

Alternatively, the fitness values are used to determine
the probability of the bees being selected. Searches in the
neighborhood of the best 𝑒 sites, which represent more
promising solutions, are made more detailed by recruiting
more bees to follow them than the other selected bees.
Together with scouting, this differential recruitment is a key
operation of the BCA.

However, in step 6, for each patch only the bee with
the highest fitness will be selected to form the next bee
population. In nature, there is no such restriction. This
restriction is introduced here to reduce the number of points
to be explored. In step 7, the remaining bees in the population
are assigned randomly around the search space scouting for
new potential solutions.

In the literature, various applications using this bioin-
spired approach can be found, such as modeling combinato-
rial optimization transportation engineering problems [21],
engineering system design [15, 29], mathematical function
optimization [18], transport problems [30], dynamic opti-
mization [31], optimal control problems [32], and parameter
estimation in control problems [16, 33] (http://mf.erciyes.edu.
tr/abc/).

4.2. Firefly Colony Algorithm. The FCA is based on the
characteristic of the bioluminescence of fireflies, insects
notorious for their light emission. According to Yang [19],
biology does not have a complete knowledge to determine all
the utilities that firefly luminescence can bring to, but at least
three functions have been identified: (i) as a communication
tool and appeal to potential partners in reproduction, (ii)
as a bait to lure potential prey for the firefly, and (iii) as a
warning mechanism for potential predators reminding them
that fireflies have a bitter taste.

In this way, the bioluminescent signals are known to serve
as elements of courtship rituals (in most cases, the females
are attracted by the light emitted by the males), methods of
prey attraction, social orientation, or as a warning signal to
predators [34].

It was idealized some of the flashing characteristics of
fireflies so as to develop firefly-inspired algorithms. For
simplicity the following three idealized rules are used [35]:

(1) all fireflies are unisex so that one firefly will be
attracted to other fireflies regardless of their sex;

(2) attractiveness is proportional to their brightness; thus,
for any two flashing fireflies, the less brighter will
move towards the brighter one. The attractiveness is

proportional to the brightness and they both decrease
as their distance increases. If there is no brighter one
than a particular firefly, it will move randomly;

(3) the brightness of a firefly is affected or determined
by the landscape of the objective function. For a
maximization problem, the brightness can simply be
proportional to the value of the objective function.

According to Yang [19], in the firefly algorithm there are
two important issues: the variation of light intensity and the
formulation of the attractiveness. For simplicity, it is always
assumed that the attractiveness of a firefly is determined by
its brightness, which in turn is associated with the encoded
objective function.

This swarm intelligence optimization technique is based
on the assumption that the solution of an optimization
problem can be perceived as agent (firefly) which glows
proportionally to its quality in a considered problem set-
ting. Consequently, each brighter firefly attracts its partners
(regardless of their sex), which makes the search space being
explored more efficiently. The algorithm makes use of a
synergic local search. Each member of the swarm explores
the problem space taking into account results obtained by
others, still applying its own randomized moves as well. The
influence of other solutions is controlled by the attractiveness
value [34].

According to Lukasik and Zak [34], the FCA is presented
in the following. Consider a continuous constrained opti-
mization problem where the task is to minimize the cost
function 𝑓(𝑥) as follows

𝑓 (𝑥
∗
) = min
𝑥∈𝑆

𝑓 (𝑥) . (14)

Assume that there exists a swarm of 𝑚
𝑎
agents (fireflies)

solving the above mentioned problem iteratively, and 𝑥
𝑖

represents a solution for a firefly 𝑖 in algorithm’s iteration
𝑘, whereas 𝑓(𝑥

𝑖
) denotes its cost. Initially, all fireflies are

dislocated in 𝑆 (randomly or employing some deterministic
strategy). Each firefly has its distinctive attractiveness𝜆which
implies how strong it attracts othermembers of the swarm.As
the firefly attractiveness, one should select anymonotonically
decreasing function of the distance 𝑟

𝑗
= 𝑑(𝑥

𝑖
, 𝑥
𝑗
) to the

chosen firefly 𝑗, for example, the exponential function

𝜆 = 𝜆
0
exp (−𝛾𝑟

𝑗
) , (15)

where 𝜆
0
and 𝛾 are predetermined algorithm parameters:

maximum attractiveness value and absorption coefficient,
respectively. Furthermore, every member of the swarm is
characterized by its light intensity 𝐼

𝑖
which can be directly

expressed as an inverse of a cost function𝑓(𝑥
𝑖
). To effectively

explore considered search space 𝑆, it is assumed that each
firefly 𝑖 is changing its position iteratively taking into account
two factors: attractiveness of other swarm members with
higher light intensity, for example, 𝐼

𝑗
> 𝐼
𝑖
, for all 𝑗 =

1, . . . , 𝑚
𝑎
, 𝑗 ̸= 𝑖 which is varying across distance, and a fixed

random step vector 𝑢
𝑖
. It should be noted as well that if no

brighter firefly can be found, only such randomized step is
being used.
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Thus, moving at a given time step 𝑡 of a firefly 𝑖 toward a
better firefly 𝑗 is defined as

𝑥
𝑡

𝑖
= 𝑥
𝑡−1

𝑖
+ 𝜆 (𝑥

𝑡−1

𝑗
− 𝑥
𝑡−1

𝑖
) + 𝛼 (rand − 0.5) , (16)

where the second term on the right side of the equation
inserts the factor of attractiveness, 𝜆 while the third term,
governed by 𝛼 parameter, governs the insertion of certain
randomness in the path followed by the firefly, rand is a
random number between 0 and 1.

In the literature, few works using the FCA can be found.
In this context, is emphasized application in parameter
estimation in control problems [16], continuous constrained
optimization task [34], multimodal optimization [36], solu-
tion of singular optimal control problems [37], and economic
emissions load dispatch problem [38].

4.3. Fish Swarm Algorithm. In the development of the FSA,
based on fish swarm and observed in nature, the following
characteristics are considered [20, 39]: (i) each fish represents
a candidate solution of optimization problem; (ii) food
density is related to an objective function to be optimized (in
an optimization problem, the amount of food in a region is
inversely proportional to the objective function value); (iii)
the aquarium is the design space where the fish can be found.

As noted earlier, the fish weight at the swarm repre-
sents the accumulation of food (e.g., the objective function)
received during the evolutionary process. In this case, the
weight is an indicator of success [20, 39].

Basically, the FSA presents four operators classified into
two classes: “food search” and “movement.” Details on each
of these operators are shown in the following.

4.3.1. Individual Movement Operator. This operator con-
tributes to the movement (individual and collective) of fishes
in the swarm. Each fish updates its position by using

𝑥
𝑖
(𝑡 + 1) = 𝑥

𝑖
(𝑡) + rand × 𝑠ind, (17)

where 𝑥
𝑖
is the final position of fish 𝑖 at current generation,

rand is a random generator, and 𝑠ind is a weighted parameter.

4.3.2. Food Operator. The weight of each fish is a metaphor
used to measure the success of food search. The higher the
weight of a fish, themore likely this fishwill be in a potentially
interesting region in the design space.

According toMadeiro [39], the amount of food that a fish
eats depends on the improvement in its objective function in
the current generation and the greatest value considering the
swarm. The weight is updated according to

𝑊
𝑖
(𝑡 + 1) = 𝑊

𝑖
(𝑡) +

Δ𝑓
𝑖

max (Δ𝑓)
, (18)

where 𝑊
𝑖
(𝑡) is the fish weight 𝑖 at generation 𝑡, and Δ𝑓

𝑖
is

the difference found in the objective function between the
current position and the new position of fish 𝑖. It is important
to emphasize that Δ𝑓

𝑖
= 0 for the fish in the same position.

4.3.3. Instinctive Collective Movement Operator. This opera-
tor is important for the individual movement of fish when
Δ𝑓
𝑖

̸= 0. Thus, only the fish whose individual execution of
the movement resulted in improvement of their fitness will
influence the direction of motion of the swarm, resulting in
instinctive collective movement. In this case, the resulting
direction (𝐼

𝑑
), calculated using the contribution of the direc-

tions taken by the fish, and the new position of the 𝑖th fish are
given by

𝐼
𝑑
(𝑡) =

∑
𝑁

𝑖=1
Δ𝑥
𝑖
Δ𝑓
𝑖

∑
𝑁

𝑖=1
Δ𝑓
𝑖

,

𝑥
𝑖
(𝑡 + 1) = 𝑥

𝑖
(𝑡) + 𝐼

𝑑
(𝑡) .

(19)

It is worth mentioning that in the application of this
operator, the direction chosen by a fish that located the largest
amount of food exerts the greatest influence on the swarm.
Therefore, the instinctive collectivemovement operator tends
to guide the swarm in the direction of motion chosen by the
fish who found the largest amount of food in its individual
movement.

4.3.4. Noninstinctive CollectiveMovement Operator. As noted
earlier, the fish weight is a good indication of success in the
search for food. In this way, the swarm weight is increasing,
this means that the search process is successful. So, the
“radius” of the swarm should decrease to other regions to be
explored. Otherwise, if the swarm weight remains constant,
the radius should increase to allow the exploration of new
regions.

For the swarm contraction, the centroid concept is used.
This is obtained by means of an average position of all fish
weighted with the respective fish weights, according to

𝐵 (𝑡) =
∑
𝑁

𝑖=1
𝑥
𝑖
𝑊
𝑖
(𝑡)

∑
𝑁

𝑖=1
𝑊
𝑖
(𝑡)

. (20)

If the swarm weight remains constant in the current
iteration, all fish update their positions by using

𝑥 (𝑡 + 1) = 𝑥 (𝑡) − 𝑠vol × rand ×
𝑥 (𝑡) − 𝐵 (𝑡)

𝑑 (𝑥 (𝑡) , 𝐵 (𝑡))
, (21)

where 𝑑 is a function that calculates the Euclidean distance
between the centroid and the current position of fish, and 𝑠vol
is the step size used to control fish displacements.

In the literature, fewworks using the FSA can be found. In
this context, parameter estimation in control problems [16],
feed forward neural networks [40], parameter estimation in
engineering systems [41], combinatorial optimization prob-
lem [42], augmented Lagrangian fish swarm based method
for global optimization [43], forecasting stock indices using
radial basis function neural networks optimized [44], and
hybridization of the FSA with the Particle Swarm Algorithm
to solve engineering systems are examples of successful appli-
cations [45].
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Table 1: Nominal values of design variables.

Parameters Nominal values
𝜀
1

0.001
𝜀
2

0.01
𝛽 0.1
𝜁
1

0.01
𝜁
2

0.01
𝜇 0.05
𝜌 1.0
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Figure 2: Sensitivity ofH(𝜔, p) with respect to 𝜌.

5. Results and Discussion

The following numerical example, studied in [6], is presented
to illustrate the application of the proposed methodology
to obtain the optimal design of a nDVA. As previously
mentioned, the nDVA is used in the present contribution
to represent a large class of nonlinear mechanical systems.
Figure 1 depicts the test structure consisting of a primary
mass attached to the ground by a nonlinear spring and
coupled with an nDVA. The nominal values of the design
parameters used to generate the dynamic responses of the
nonlinear system are illustrated on Table 1.The computations
performed consist in obtaining the driving point frequency
responses associated to the displacement 𝑥

1
.

5.1. Sensitivities of the Frequency Response with respect to
Structural Parameters. To illustrate the computation proce-
dure for the sensitivity of dynamic responses, numerical tests
were performed by using the system configuration illustrated
in Figure 1. As previously mentioned, the computations are
devoted to obtaining the sensitivities of the driving point
frequency responses, which are given by the elements of
H(𝜔, p).

Response (SF: 0.2)
Sensitivity

Frequency (Hz)
0.750 0.825 0.900 0.975 1.050 1.125 1.200 1.275

1.2
1.1
1.0
0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1
0.0

N
or

m
al

iz
ed

 re
al

 p
ar

ts

Figure 3: Sensitivity ofH(𝜔, p) with respect to 𝜀
2
.

Response (SF: 1)
Sensitivity

Frequency (Hz)
0.750 0.825 0.900 0.975 1.050 1.125 1.200 1.275

6.0
5.5
5.0
4.5
4.0
3.5
3.0
2.5
2.0
1.5
1.0
0.5
0.0

−0.5

−1.0

N
or

m
al

iz
ed

 re
al

 p
ar

ts

Figure 4: Sensitivity ofH(𝜔, p) with respect to 𝛽.

In this example, the normalized structural parameters 𝜁
1
,

𝜁
2
, 𝜀
1
, 𝜀
2
, 𝛽, 𝜇, and 𝜌 are considered as the design variables

in the computation of the normalized sensitivities of the
frequency responses with respect to a given parameter p,
𝑆
𝑁

𝐻
(𝜔, p). The normalized real parts of the approximated

complex sensitivity functions calculated by finite differences
(according to (17)) are shown in Figures 2, 3, 4, and 5, for
which a variation of 20% of the nominal values of each
design parameter was adopted. Also, in the same figures, the
real parts of the frequency responses H(𝜔, p), multiplied by
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Figure 5: Sensitivity ofH(𝜔, p) with respect to 𝜇.

Frequency (Hz)
0.750 0.825 0.900 0.975 1.050 1.125 1.200 1.275

16

14

12

10

8

6

4

2

0

A
m

pl
itu

de

Suppression bandwidth

Figure 6: Representation of the objective function (maximize the
suppression bandwidth).

convenient scale factors (SF), are shown.The sensitivity func-
tions, denoted by 𝑆

𝑁

𝐻
(𝜔, p), have been normalized according

to the following scheme:

𝑆
𝑁

𝐻
(𝜔, p) = 𝜕𝑆

𝐻
(𝜔, p)
𝜕p

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨(𝜔,p0)

p
0

H (𝜔, p)
. (22)

Based on the amplitudes and signs of the sensitivity
functions, one can evaluate the degree of influence of the
design variables upon the suppression bandwidth, in the
frequency bandof interest. In addition, the sensitivity analysis
enables to decide among the design parameters those that
will be retained in the optimization process. The parameters
𝜁
1
, 𝜁
2
, and 𝜀

1
do not have a significant influence on the

evaluation of the suppression bandwidth [6]. Consequently,
these parameters are not considered as design variables in the
optimization run. However, as shown in Figures 2, 3, 4, and 5,

the degrees of influence of the parameters 𝜀
2
, 𝜇, and 𝜌 on the

suppression bandwidth are significant and will be considered
as design variables in the optimization process.

After having verified the influence of each design variable
on the dynamic response of the nonlinear system, the interest
now is to maximize the suppression bandwidth, as illustrated
in Figure 6, using the bioinspired algorithms.

In these simulations, the following ranges are considered
for the design parameters: 0.9 ≤ 𝜌 ≤ 1.2, 0.04 ≤ 𝜇 ≤ 0.06,
0.09 ≤ 𝛽 ≤ 1.2, and 0.009 ≤ 𝜀

2
≤ 0.012.

In order to evaluate the performance of the three tech-
niques proposed above (BCA, FCA, and FSA), the following
parameters were used in the algorithms:

(1) BCA parameters: number of scout bees (10), number
of bees recruited for the best e sites (5), number of
bees recruited for the other selected sites (5), number
of sites selected for neighborhood search (5), number
of top-rated (elite) sites among 𝑚 selected sites (5),
neighborhood search (ngh) [10−3 10−4 10−6], and gen-
eration number (50);

(2) FCA parameters: number of fireflies (15), maximum
attractiveness value (0.9), absorption coefficient [0.7
0.9 1.0] and generation number (50);

(3) FSA parameters: number of fish (15), weighted pa-
rameter value (1), control fish displacements [10−1
10−2 10−3], and generation number (50).

In order to examine the quality of the solution method-
ology considered, the Genetic Algorithm (GA) and the
Particle Swarm Optimization (PSO) have been performed.
The parameters used by GA and PSO are as follows:

(1) GA parameters: population size (15), crossover rate
(0.8), mutation rate (0.01), and generation number
(50);

(2) PSO parameters: population size (15), inertia weight
(1), cognitive and social parameters (0.5), constric-
tion factor (0.8), and generation number (50).

The stopping criterion used was the maximum number
of iterations. Each case study was computed 20 times before
calculating the average values. It should be emphasized that
1510 objective function evaluations for each algorithm are
necessary.

In Table 2 the results (best (𝐵), average (𝐴) and worst
(𝑊)) obtained for the design of the nonlinear vibration
absorber are presented.

This table shows that the three algorithms presented good
estimates for the unknown parameters when compared with
the GA and PSO. When the BCA is analyzed in terms of the
neighborhood search parameter, the best result is obtained
by using 10

−3, for example, a search region with smaller
distances to exploit a large number of food sources. When
the FCA is analyzed in terms of the absorption coefficient,
the best result is found by using 𝛾 = 1.0, for example,
thus emphasizing the local search. Finally, when the FSA is
analyzed in terms of the control fish displacements, the best
result is found by using 𝑠vol = 10

−1.
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Table 2: Results obtained by BCA, FCA, FSA, GA, and PSO to design the nonlinear vibration absorber (OF = objective function).

𝜌 𝜇 𝛽 𝜀
2

OF

BCA

10
−3

B 1.165 0.053 0.110 0.017 0.236
A 1.189 0.055 0.102 0.015 0.230
W 1.027 0.058 0.091 0.011 0.218

10
−4

B 1.099 0.056 0.103 0.010 0.230
A 1.134 0.058 0.095 0.011 0.224
W 0.916 0.045 0.103 0.011 0.224

10
−6

B 1.134 0.058 0.095 0.011 0.224
A 0.981 0.046 0.095 0.010 0.218
W 0.961 0.050 0.105 0.011 0.218

FCA

0.7
B 1.158 0.054 0.110 0.017 0.230
A 1.158 0.054 0.110 0.017 0.230
W 1.157 0.053 0.110 0.017 0.228

0.9
B 1.148 0.055 0.110 0.018 0.230
A 1.148 0.055 0.110 0.018 0.230
W 1.148 0.055 0.110 0.018 0.230

1.0
B 1.156 0.056 0.111 0.017 0.232
A 1.148 0.055 0.110 0.018 0.230
W 1.151 0.057 0.109 0.015 0.214

FSA

10
−1

B 1.166 0.052 0.109 0.016 0.235
A 1.191 0.050 0.101 0.016 0.232
W 1.019 0.053 0.092 0.010 0.219

10
−2

B 1.101 0.054 0.099 0.099 0.232
A 1.135 0.060 0.094 0.011 0.225
W 0.921 0.048 0.102 0.011 0.225

10
−3

B 1.135 0.061 0.099 0.010 0.226
A 0.993 0.049 0.096 0.010 0.219
W 0.971 0.051 0.111 0.010 0.214

GA
B 1.101 0.054 0.099 0.098 0.233
A 1.136 0.062 0.092 0.012 0.226
W 0.932 0.044 0.110 0.012 0.228

PSO
B 1.101 0.053 0.099 0.099 0.233
A 1.132 0.061 0.095 0.010 0.224
W 0.918 0.049 0.103 0.011 0.225

6. Conclusions

In this work, the Bees Colony Algorithm, the Firefly Colony
Algorithm, and the Fish Swarm Algorithm were proposed
as alternative techniques to obtain the optimal design of a
nonlinear mechanical system. For illustration purposes they
were applied in the design of a nonlinear dynamic vibration
absorber. The system nonlinearity was introduced in the
springs that connect the primary mass to the ground and the
absorber to the primary mass, respectively.

As observed in Table 2, the algorithms led to satisfac-
tory results in terms of the effectiveness of the optimal
nDVA configuration and the number of objective function
evaluations, when compared with GA and PSO strategies.
However, the results obtained by the algorithms need yet
to be better analyzed, so that more definitive conclusions
can be drawn, for example, new mechanisms for diversity
exploration should be studied.

The choice of the design variables is based on previous
knowledge regarding their sensitivities with respect to the
suppression bandwidth. It is worth mentioning that these
parameters are directly associatedwith the effectiveness of the
nDVA.

In terms of the system resolution, the equations ofmotion
of the nonlinear two d.o.f. system were numerically inte-
grated by using the so-called average method that provides
an approximate solution to nonlinear dynamic problems.
The nonlinear algebraic equations obtained were solved
numerically enabling to determine the roots of the nonlinear
algebraic equations.

It is worth mentioning that the nonlinearity factor is an
important parameter to be investigated during the design
procedure of nDVAs, due to its contribution to the reduction
of the vibration level. However, care must be taken with high
values of nonlinearity because of the instabilities introduced
in the system. This point motivates an important aspect
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regarding the proposed methodology: obtaining the optimal
spring nonlinear coefficient that guarantees the best stable
solution for a given system.

Finally, the optimization techniques used in this paper
can be successfully applied in the design of a great number
of nonlinear mechanical systems.

As further work, we intend to extend the algorithms to
the multiobjective context and assess the sensitivity of the
parameters with respect to the effectiveness of the solution.

Nomenclature

𝐵: Weight matrix
BCA: Bees Colony Algorithm
BiOM: Bioinspired Optimization Methods
𝐶: Damping matrix
𝑐
𝑖
: Damping coefficients

𝑑: Euclidean distance
DVAs: Dynamic vibration absorbers
𝑒: Number of top-rated sites
𝑓: Objective function
f : Force vector
𝐹
1
: Force applied to the primary system

FCA: Firefly Colony Algorithm
FSA: Fish Swarm Algorithm
H(𝜔, p): Sensitivities of the driving point frequency

responses
𝐼: Light intensity
𝐼
𝑑
: Fishes movement direction

𝐾: Stiffness matrix
𝐾
𝑖
: Linear coefficients of the springs

𝑘
nl
𝑖
: Nonlinear coefficients of the springs

𝑀: Mass matrix
𝑚: Number of sites selected for neighborhood

search
𝑚
𝑎
: Number of fireflies

𝑚
1
: Primary mass

𝑚
2
: Secondary mass

𝑛: Number of scout bees
nep: Number of bees recruited for the best 𝑒

sites
ngh: Neighborhood search
p: Design parameters
𝑃: Normalized reference value
r: Vectors of structural responses
𝑟
1
: Constitutive forces of the springs

𝑅
𝑖
: Auxiliary variables vector

𝑟
𝑗
: Distance function

𝑆: Design space
𝑆
𝑁

𝐻
: Sensitivity function

𝑠ind: Weighted parameter
𝑠vol: Control fish displacements
u: Auxiliary variables vector
k: Auxiliary variables vector
𝑥
1
: Displacement of the primary system with

respect to the ground
𝑥
2
: Displacement of the DVA with respect to

the primary system

𝑥
𝑖
: Design variables

𝑥
𝑐
: Displacement reference value

𝑋
𝑖
: Vibration amplitudes

𝑦
𝑖
: Normalized displacements

𝑊: Fish weight
𝛼: Insertion of randomness
𝛽: Normalized force parameter
𝛿
𝑖
: Normalized reference value

𝜂
𝑖
: Normalized reference value

𝜆: Attractiveness
𝜆
0
: Maximal attractiveness

𝜔: Normalized reference value
Ω: Normalized frequency value
𝜉
𝑖
: Normalized coefficient of the damping

𝜇: Normalized mass ratio
𝜌: Normalized frequency ratio
𝜏: Dimensionless time
𝛾: Absorption coefficient
𝜀
𝑖
: Normalized nonlinear coefficient of the

springs.
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schools: an examination of emergent properties,” Biological
Bulletin, vol. 202, no. 3, pp. 296–305, 2002.

[18] D. T. Pham, E. Kog, A. Ghanbarzadeh, S. Otri, S. Rahim,
and M. Zaidi, “The bees algorithm—a novel tool for complex
optimisation problems,” in Proceedings of 2nd International
Virtual Conference on Intelligent Production Machines and
Systems, Elsevier, Oxford, UK, 2006.

[19] X. S. Yang, Nature-Inspired Metaheuristic Algorithms, Luniver
Press, Cambridge, Mass, USA, 2008.

[20] X. L. Li, Z. J. Shao, and J. X. Qian, “Optimizing method
based on autonomous animats: fish-swarm algorithm,” System
EngineeringTheory and Practice, vol. 22, no. 11, pp. 32–38, 2002.

[21] P. Lucic and D. Teodorovic, “Bee system: modeling combi-
natorial optimization transportation engineering problems by
swarm intelligence,” in Proceedings of TRISTAN IV Triennial
Symposium on Transportation Analysis, pp. 441–445, 2011.

[22] S. J. Zhu, Y. F. Zheng, and Y. M. Fu, “Analysis of non-linear
dynamics of a two-degree-of-freedom vibration system with
non-linear damping and non-linear spring,” Journal of Sound
and Vibration, vol. 271, no. 1-2, pp. 15–24, 2004.

[23] A. H. Nayfeh, Perturbation Methods, John Wiley & Sons, 2000.
[24] E. J. Haug, K. K. Choi, and V. Komkov, Design Sensitivity

Analysis of Structural Systems, Academic Press, 1986.
[25] C. Andrés and S. Lozano, “A particle swarm optimization

algorithm for part-machine grouping,” Robotics and Computer-
Integrated Manufacturing, vol. 22, no. 5-6, pp. 468–474, 2006.

[26] Q. He, L. Wang, and B. Liu, “Parameter estimation for chaotic
systems by particle swarm optimization,” Chaos, Solitons &
Fractals, vol. 34, no. 2, pp. 654–661, 2007.

[27] K. von Frisch,Bees:Their Vision, Chemical Senses and Language,
Cornell University Press, Ithaca, NY, USA, 1976.

[28] S. Camazine, J. Deneubourg, N. R. Franks, J. Sneyd, G. Ther-
aulaz, and E. Bonabeau, Self-Organization in Biological Systems,
Princeton University Press, 2003.

[29] X. S. Yang, “Engineering optimizations via nature-inspired
virtual bee algorithms,” in Proceedings of the 1st International
Work-Conference on the Interplay BetweenNatural andArtificial
Computation (IWINAC ’05), J. M. Yang and J. R. Alvarez, Eds.,
vol. 3562 of Lecture Notes in Computer Science, pp. 317–323,
Springer, June 2005.

[30] D. Teodorovic and M. Dell’Orco, “Bee colony optimization—
a cooperative learning approach to complex transportation
problems,” in Proceedings of the 10th EWGT Meeting and 16th
Mini-EURO Conference, 2005.

[31] H. S. Chang, “Convergingmarriage in honey-bees optimization
and application to stochastic dynamic programming,” Journal of
Global Optimization, vol. 35, no. 3, pp. 423–441, 2006.

[32] A. Afshar, O. B. Haddad, M. A. Mariño, and B. J. Adams,
“Honey-bee mating optimization (HBMO) algorithm for opti-
mal reservoir operation,” Journal of the Franklin Institute, vol.
344, no. 5, pp. 452–462, 2007.

[33] M. F. Azeem and A. M. Saad, “Modified queen bee evolution
based genetic algorithm for tuning of scaling factors of fuzzy
knowledge base controller,” in Proceedings of the 1st India
Annual Conference (IEEE INDICON ’04), pp. 299–303, Decem-
ber 2004.

[34] S. Lukasik and S. Zak, “Firefly algorithm for continuous con-
strained optimization task,” in Proceedings of the 1st Interna-
tional Conference (ICCCI ’09), N. T. Ngugen, R. Kowalczyk,
and S. M. Chen, Eds., vol. 5796 of Lecture Notes in Artificial
Intelligence, pp. 97–100, October 2009.

[35] X. S. Yang, “Firefly algorithm, lévy flights and global optimiza-
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Thework in this paper proposes the hybridisation of the well-established strength Pareto evolutionary algorithm (SPEA2) and some
commonly used surrogate models. The surrogate models are introduced to an evolutionary optimisation process to enhance the
performance of the optimiserwhen solving design problemswith expensive function evaluation. Several surrogatemodels including
quadratic function, radial basis function, neural network, and Kriging models are employed in combination with SPEA2 using real
codes. The various hybrid optimisation strategies are implemented on eight simultaneous shape and sizing design problems of
structures taking into account of structural weight, lateral bucking, natural frequency, and stress. Structural analysis is carried out
by using a finite element procedure. The optimum results obtained are compared and discussed. The performance assessment is
based on the hypervolume indicator. The performance of the surrogate models for estimating design constraints is investigated. It
has been found that, by using a quadratic function surrogate model, the optimiser searching performance is greatly improved.

1. Introduction

Since they have been invented for several decades, the
implementation of evolutionary optimisers on a wide variety
of real-world design problems has successfully been made in
numerous fields.The algorithms are attractive and popular as
they can responsd to unavoidable disadvantages of classical
mathematical programming. The evolutionary algorithms
(EAs) can deal with almost all kinds of design problem as
their search mechanisms, to some extent, rely on randomi-
sation and need no function derivatives, for example, [1–
4]. Recently, single-objective evolutionary methods that have
outstanding performance in several applications are real-
code ant colony optimisation (ACOR) [5], covariance matrix
adaptation evolution strategy (CMA-ES) [6], and differential
evolution (DE) [7]. The methods are robust and capable
of reaching global optima. Most importantly, for multiple-
objective design cases, they can be used to explore a Pareto
optimal front of the problem within one simulation run.
However, EAs have some unacceptable drawbacks that are
a complete lack of consistency and low convergence rate.
As a result, the obtained design results are considered near

local optima for single objective cases and approximate Pareto
fronts for multiobjective design [8].

With those aforementioned shortcomings, it is difficult or
even impossible to employ themethods for solving the design
problems with expensive function evaluation or limited
number of function values available. Such obstructions can
however be alleviated by introducing a surrogate model (SM)
to an evolutionary optimisation procedure. With the use of
such a model, an approximate function can be constructed,
and inexpensive function prediction can be achieved. The
hybridisation of EAs and SM for design optimisation has
been studied since the last decade, and it has been found to
greatly enhance the performance of EAs. Many researchers
and engineers have focused their efforts on this research issue.
Thedesign problems can have single ormultiple design objec-
tives, for example, in [9–14] while mostly the demonstration
problems are unconstrained or box-constrained. The hybrid
EAs with SMs have been implemented on a wide variety
of engineering application, for example, aerodynamics [15–
17], heat and mass transfer [18–20], and structures [13,
14, 21–23]. Design problems requiring a surrogate-assisted
optimisation may be roughly categorised to have 9 classes
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as given in [10]. Surrogate-assisted EAs not only employ
function approximation but also use some mathematical
programming to enhance the searching performance [24, 25].
A comprehensive survey on the surrogate models used for
enhancing EAs performance can be found in [26–29].

The surrogate models commonly employed include poly-
nomial regression techniques [11, 20, 22, 26, 27, 30], radial
basis function interpolation (RBF) [9, 11, 12, 16, 18, 27],
artificial neural network (ANN) [9, 15, 23, 26], support
vector machines [31], moving least square method [32], and
Gaussian process model (Kriging model) [10, 16, 25–27].
Recent alternative surrogate-based approaches are concerned
with the approximation of field vectors (such as velocity and
pressure fields for computational fluid dynamics and dis-
placement and stress fields for structural analysis) rather than
approximating objective and constraint functions directly.
The proper orthogonal decomposition (POD) technique is
employed for this task [33–35]. With this concept, a designer
can deal with more complicated design problems such as
design optimisation when aeroelasticity is taken into consid-
eration. Apart from that, there exist optimisers with the use of
grid-based computing integrating nongeneration evolution-
ary algorithms, surrogate models, local search, and Lamarck-
ian learning process together. This approach is termed asyn-
chronousmetamodel-based evolutionary algorithms [36, 37].
A technique used in the design of computer experiment phase
is usually a Latin hypercube sampling technique. Recently,
there have been several papers focusing on the development
of optimum Latin hypercube sampling [38, 39]. Another
interesting approach is an infill sampling technique [40].

The most challenging task for surrogate-based optimi-
sation is to improve the convergence rate. To the authors’
best knowledge, the work in the literature mostly demon-
strated applying the design approaches to unconstrained or
box-constrained optimisation which is simple to handle by
using EAs. Nevertheless, there are usually many nonlinear
constraints in the real-world design problems particularly
in structural optimisation. The approximation of objective
function, although being inaccurate, can lead to real optima
(referred to as “Blessing of Uncertainty” in [11]). On the other
hand, in estimating constraint functions, the approximate
function needs to be as precise as possible so that the
evolutionary search can land in the real feasible region.
Inaccurate constraint function approximation can lead the
optimiser to an undesirable design space.

In this paper, the hybridisation of the well-established
multiobjective evolutionary algorithm (MOEA), namely,
strength Pareto evolutionary algorithm [41] and some pop-
ular surrogate models is developed. The work is concerned
with the studies of using several SMs for performance
enhancement of multiobjective evolutionary algorithms in
solving structural constrained optimisation. A number of
surrogate models including quadratic function, radial basis
function, neural network, and Kriging models are employed
in combination with SPEA2 using real codes. The various
hybrid optimisation strategies are implemented on eight
simultaneous shape and sizing design problems of a structure
having design functions as structural weight, lateral bucking,
natural frequency, and stress. Structural analysis is carried out

by using finite element analysis (FEA). The optimum results
obtained are compared and discussed. The performance of
SMs for estimating design constraints is investigated. It has
been found that, by using a quadratic surrogate model, the
searching performance of SPEA2 is greatly improved.

2. Hybridisation of SPEA2 and
a Surrogate Model

There have been several ways to properly integrate SMs into
EAs. The hybrid algorithm proposed in this paper is similar
to what is presented in [18]. The SPEA2 with real codes
is employed as the main MOEA procedure. The surrogate-
assisted SPEA is illustrated in Figure 1. The computational
steps in the figure can be separated into two parts as the
main SPEA procedure and the SPEA subproblem that uses
an approximationmodel.Themain SPEA is slightly modified
from the original version presented in [41]. The real code
recombination and mutation are similar to the work pre-
sented in [18].The procedure starts with an initial population,
an (empty) Pareto archive, and some other predefined param-
eters, for example, an external archive size and recombination
and mutation rates. The fitness of the individuals in the
population is then assigned by performing actual function
evaluation. The current population and their corresponding
fitness values are brought to the surrogate environment as
some of them are picked to build a surrogate model. Having
such an approximation model, the SPEA is employed to
solve the optimisation problem with approximate function
evaluation.

The nondominated solutions from this stage are put
back to the main SPEA procedure where their actual fit-
ness values are determined. The current population, the
external archive, and the nondominated solutions from
performing a surrogate-based optimisation are put together
while their nondominated solutions are determined. The
external archive is then updated by replacing it with these
nondominated solutions. In case that the number of the
nondominated solutions exceeds the predefined archive size,
some of them will be removed from the archive by means
of the nearest neighbourhoodmethod [41]. Subsequently, the
so-called binary tournament selection is performed to select
some members in the newly updated archive to reproduce a
set of offspring.The algorithm goes back to the step of fitness
function evaluation and is repeated until the termination
criterion is fulfilled.

Design solutions are selected froma current population to
build a surrogate model based upon the idea that they should
be evenly distributed throughout the design space. The
proposed approach is operated on the domain of objective
functions, which is somewhat similar to the adaptive grid
algorithm, a Pareto archiving technique used in the Pareto
archive evolution strategy [8]. The procedure to select the
solutions for surrogate modelling is illustrated in Figure 2.
On the objective domain, all of the design points in the
current population are plotted, and a proper grid is generated
covering all the points. A solution that is the closest to the
centre of each mesh is selected for function estimation.
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Figure 1: Flowchart for surrogate-assisted SPEA.

3. Surrogate Models

Let 𝑦 = 𝑓(x) are a function of a design vector x sized
𝑛 × 1. Given a set of design solutions (or sampling points)
X = [x1, . . . , x𝑁] and their corresponding function valuesY =

[𝑦
1
, . . . , 𝑦

𝑁
] selected during an evolutionary optimisation

process, a surrogate or approximation model is constructed
by means of curve fitting or interpolation. Approximation
models used in this study are as follows.

3.1. Polynomial Regression. The most commonly used poly-
nomial surrogate model or a response surface model (RSM)
is of the second-order polynomial or quadratic model, which
can be expressed as

𝑦 = 𝛽
0
+∑𝛽

𝑖
𝑥
𝑖
+∑𝛽

𝑖
𝑥
𝑖
𝑥
𝑗
, (1)

where 𝛽
𝑖
for 𝑖 = 0, . . . , (𝑛 + 1)(𝑛 + 2)/2 are the polynomial

coefficients to be determined. The coefficients can be found
by using a regression or least square technique [26].

3.2. Kriging Model. A Kriging model (also known as a
Gaussian process model) used in this paper is the famous
MATLAB toolbox named design and analysis of computer
experiments (DACE) [42]. The estimation of function can be
thought of as the combination of global and local approxima-
tion models, that is,

𝑦 (x) = 𝑓 (x) + 𝑍 (x) , (2)

where 𝑓(x) is a global regression model while 𝑍(x) is a
stochastic Gaussian process with zero mean and nonzero
covariance representing a localised deviation. In this work,
a linear function is used for a global model, which can be
expressed as

𝑓 = 𝛽
0
+

𝑛

∑

𝑖=1

𝛽
𝑖
𝑥
𝑖
= 𝛽
𝑇f , (3)

where 𝛽 = [𝛽
0
, . . . , 𝛽

𝑛
]
𝑇, f = f(x) = [1, 𝑥

1
, 𝑥
2
, . . . , 𝑥

𝑛
]
𝑇. The

covariance of 𝑍(x) is expressed as

Cov (𝑍 (x𝑝) , 𝑍 (x𝑞)) = 𝜎2R [𝑅 (x𝑝, x𝑞)] (4)
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The selected points for
building a surrogate model

Grid centerf2

f1

Figure 2: Selection of sampling points for constructing a surrogate
model.

for 𝑝, 𝑞 = 1, . . . , 𝑁 where 𝑅 is the correlation function
between any two of the 𝑁 design points, and R is the
symmetric correlation matrix size 𝑁 × 𝑁 with the unity
diagonal [26]. The correlation function used herein is

𝑅 (x𝑝, x𝑞) = exp (−(x𝑝 − xq)𝑇𝜃 (x𝑝 − xq)) , (5)

where 𝜃
𝑖
are the unknown correlation parameters to be

determined by means of the maximum likelihood method.
Having found 𝛽 and 𝜃, the Kriging predictor can be achieved
as

𝑦 = f (x)𝑇𝛽 + r𝑇 (x)R−1 (y − F𝛽) , (6)

where F = [f(x1), f(x2), . . . , f(x𝑛)]𝑇 and r𝑇(x) = [𝑅(x, x1),
𝑅(x, x2), . . . , 𝑅(x, x𝑁)]. For more details, see [42].

3.3. Radial Basis Function Interpolation. The radial basis
function interpolation has been used in a wide range of appli-
cations such as integration between aerodynamic and finite
element grids in aeroelastic analysis [43]. The use of such
a model for surrogate-assisted evolutionary optimisation is
said to be commonplace [9, 18, 27].The approximate function
can be written as

𝑦 (x) =
𝑁

∑

𝑖=1

𝛼
𝑖
𝐾(

󵄩󵄩󵄩󵄩󵄩
x−x𝑖󵄩󵄩󵄩󵄩󵄩) , (7)

where 𝛼
𝑖
are the coefficients to be determined, and 𝐾 is a

radial basis kernel. (Here it is set to be linear splines.) The
coefficients can be found from the 𝑁 sampling points as
detailed in Srisomporn and Bureerat 2008 [18].

3.4. Neural Network. Artificial neural network (ANN) is
developed in response to the need to use complicated func-
tion expression rather than a simple quadratic or radial basis
function. The model consists of interconnecting neurons or
nodes that somewhat mimic the constructs of biological
neurons as shown in Figure 3. ANN has been implemented

Table 1: Design variables and bounds for F1–F6.

Design variables Bounds (mm)
𝑥
1
= 𝑙
𝑑

0 ≤ 𝑙
𝑑
≤ 60

𝑥
2
= 𝑙
𝑝

100 ≤ 𝑙
𝑝
≤ 200

𝑥
3
= 𝑟
𝑝1

15 ≤ 𝑟
𝑝1
≤ 35

𝑥
4
= 𝑟
𝑝2

15 ≤ 𝑟
𝑝2
≤ 30

𝑥
5
= th 3 ≤ th ≤ 4.5

Input layer

Hidden layer

Output layer

Neuron or node

Figure 3: Neural network.

on a wide variety of real world applications. The use of
ANN for surrogate-assisted optimisation can be found in
the literature [9]. The neural network model used in this
paper is the feedforward multilayer perceptrons. The details
of the network in this work are the learning algorithm =
backpropagation and network training function = Levenberg-
Marquardt backpropagation.

In this work, a simple heuristic algorithm is used to
construct a network topology. The procedure starts with a
network with two hidden layers while the number of nodes
𝑁
𝑅
on each layer is randomly chosen with the bound 𝑁

𝑅
∈

[15, 50]. The transfer function for the hidden layer can be
either hyperbolic tangent sigmoid or logarithmic sigmoid based
on randomisation. If the termination criterion (training goal)
is notmet, randomly increase a number of nodes in the layers.
If the number of nodes reaches the upper bound 𝑁

𝑅
= 50,

add the third hidden layer to the network where a transfer
function and node number are randomly chosen. In case that
the stopping criterion is not fulfilled, increase the number of
nodes. The algorithm repeats until the stopping criterion is
met.

4. Testing Problems

Six testing multiobjective design problems are posed to
design a torque arm [44] structure shown in Figure 4. Since
it is a plate-like structure under inplane loading, design
criteria to be taken into consideration are weight, stress,
buckling, and natural frequency. The function calculation
can be carried out by using FEA where shell elements are
employed. The design variables and their bound constraints
are given in Table 1 where other dimensions are set as 𝑙

𝑑
=

30mm, 𝑙
𝑝
= 190mm, 𝑟

𝑝1
= 26mm, and 𝑟

𝑝2
= 27mm.
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Figure 4: Torque arm.

The six biobjective optimisation problems are termed F1,
F2, F3, F4, F5, and F6, respectively, and can be expressed as:

objective function:
min 𝑓

1
(x) , max𝑓

2
(x)

F1 : 𝑓
1
(x) = 𝑤, 𝑓

2
(x) = 𝜔

F2 : 𝑓
1
(x) = 𝑤, 𝑓

2
(x) = 𝜆

F3 : 𝑓
1
(x) = 𝑤, 𝑓

1
(x) = 𝜆 + 𝜔

𝜔
0

subject to

𝜎von −
𝜎
𝑦

𝑆
𝐹

≤ 0

1 − 𝜆 ≤ 0,

objective function:
min𝑓

1
(x) , max𝑓

2
(x)

F4 : 𝑓
1
(x) = 𝑤, 𝑓

2
(x) = 𝜔

F5 : 𝑓
1
(x) = 𝑤, 𝑓

2
(x) = 𝜆

F6 : 𝑓
1
(x) = 𝑤, 𝑓

2
(x) = 𝜆 + 𝜔

𝜔
0

subject to

𝜎von −
𝜎
𝑦

𝑆
𝐹

≤ 0

1 − 𝜆 ≤ 0

𝜔 − 𝜔
0
≤ 0,

(8)

where 𝑤 = structural weight, 𝜔 = first mode natural fre-
quency, 𝜆 = lateral bucking factor (it is the ratio of critical
load to applied load herein), 𝜎von = maximum von Mises
stress on the structure, and 𝜔

0
= 7.2688 rad/s. Furthermore,

material properties are Young’s modulus 𝐸 = 60 × 106N/cm2,
Poisson’s ratio ] = 0.3, yield stress 𝜎

𝑦
= 80000N/cm2, density

𝜌 = 0.00718 kg/cm3, and safety factor 𝑆
𝐹
= 1.5.

In fact, the F1, F2, and F3 problems are similar to the F4,
F5, and F6 problems, respectively, except for the introduction
of natural frequency constraints to the last three problems.
This means that the performance of several surrogate models
in estimating a natural frequency during an optimisation

procedure can be examined.The bound constraints in Table 1
are not presented in the design problems as they can be dealt
with in the SPEA procedure. It should be noted that the
finite element analysis for these design studies is not time
consuming as the work focuses on a comparative study of the
several multiobjective optimisers.

Since the F1–F6 problems are small-scale, other two test
problems are posed so as to investigate the capability of those
surrogate models when dealing with large-scale problems.
Two design problems of a simple wing-box displayed in
Figure 5 are expressed as

objective function:
min𝑓

1
(x) , max𝑓

2
(x)

F7 : 𝑓
1
(x) = 𝑤, 𝑓

2
(x) = −𝜆

F8 : 𝑓
1
(x) = 𝑤, 𝑓

2
(x) = − (𝜔

1
+ ⋅ ⋅ ⋅ + 𝜔

5
)

subject to

𝜎von − 𝜎𝑦 ≤ 0

1 − 𝜆 ≤ 0,

(9)

where 𝜔
𝑖
is the 𝑖th mode natural frequency of the wing-box.

Thewing-box ismade up of Aluminiumwith Youngmodulus
𝐸 = 70GPa, Poisson’s ratio ] = 0.34, density 𝜌 = 2700 kg/m3,
and yield strength 𝜎

𝑦𝑡
= 100MPa. The structure consists of 2

spars, 4 ribs, and 4 skins (front, rear, top, and bottom skins)
resulting in 52wing segments as shown.The thickness of each
segment is assigned to be a design variable; therefore, there
are 52 design variableswith the lower andupper bounds being
0.002m and 0.010m respectively. This can be classified as a
large-scale sizing optimisation problem. The wing is subject
to static loads on the front spar as shown in Figure 5. Shell
elements are used for finite element analysis similarly to F1–
F6.

The multiobjective optimisers used in this paper are
named as follows:

(i) SPEA-O the original SPEA2without using a surrogate
model,

(ii) SPEA-Q SPEA using a quadratic response surface
model,
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Figure 5: Simple wing-box.

(iii) SPEA-R SPEAusing the radial basis function interpo-
lation,

(iv) SPEA-N SPEA using a neural network model,
(v) SPEA-K SPEA using a Kriging model.

Each evolutionary algorithm is employed to solve each
problem ten runs with 30 generations (50 for F7-F8) and a
population size of 20 (50 for F7-F8) for SPEA-O. For the
algorithms using an approximation model, the number of
generations and population size used in the main procedure
is 15 (25 for F7-F8) and 20 (50 for F7-F8), respectively, while
on each generation additional 20 (50 solutions for F7-F8)
solutions are taken from optimising a surrogate subproblem.
In the surrogate subproblem, the number of generations
and population size is set to be 100 and 100, respectively.
The external Pareto archive size is set to be 100. During
the optimisation process, constraints are handled by using
the approach presented in [45]. It should be noted that
there have been a number of techniques used to handle
design constraints in evolutionary optimisation [46]. We
choose the aforementioned technique because it is simple and
sufficiently effective.

5. Results and Discussion

The performance comparison of the five MOEAs for solving
the eight design problems is based on the hypervolume indi-
cator. Two types of performance assessment are conducted as
detailed in Tables 2–4. In Table 2, each cell is the normalised
mean value of 10 nondominated front hypervolumes obtained
from using the optimiser on the corresponding column for
solving the problem on the corresponding row. For each
design problem, the best and worst mean values are nor-
malised to be “1” and “0”, respectively. The total normalised
mean values given in the table are used for evaluating the
overall performance of the surrogate-assisted SPEAs. From
the results, the best algorithm for F1 is SPEA-R while the
second best is SPEA-Q. SPEA-Q is the best for F2 while the
second best is SPEA-N.The best optimisers for F3, F4, F5, and
F6 are SPEA-K, SPEA-R, SPEA-K, and SPEA-K, respectively,
whereas the second best for those 4 design problems is SPEA-
Q. SPEA-O without using a surrogate model is the worst
performer for F2, F5, and F6 while SPEA-N is the worst
performer for F1, F3, and F4. The overall best performer

Table 2: Comparison of normalised average hypervolume.

SPEA-O SPEA-Q SPEA-R SPEA-N SPEA-K
F1 0.429 0.704 1.000 0.000 0.523
F2 0.000 1.000 0.052 0.917 0.692
F3 0.577 0.995 0.745 0.000 1.000
F4 0.457 0.916 1.000 0.000 0.497
F5 0.000 0.976 0.640 0.161 1.000
F6 0.000 0.673 0.243 0.007 1.000
∑ F1–F6 1.463 5.264 3.679 1.084 4.713
F7 0.811 1.000 0.724 N/A 0.000
F8 0.337 1.000 0.453 N/A 0.000
∑ F7-F8 1.148 2.000 1.177 N/A 0.000

Table 3: Performance matrix of F1.

SPEA-O SPEA-Q SPEA-R SPEA-N SPEA-K
SPEA-O 0 0 1 0 0
SPEA-Q 0 0 1 0 0
SPEA-R 0 0 0 0 0
SPEA-N 1 1 1 0 1
SPEA-K 0 0 1 0 0
Total 1 1 4 0 1
Ranking 2 2 1 5 2

Table 4: Comparison of ranking scores by t-test.

SPEA-O SPEA-Q SPEA-R SPEA-N SPEA-K
F1 2 2 1 5 2
F2 4 1 4 1 1
F3 1 1 1 5 1
F4 3 1 1 5 3
F5 4 1 3 4 1
F6 3 2 3 3 1
∑ F1–F6 17 8 13 23 9
F7 1 1 1 N/A 4
F8 2 1 2 N/A 4
∑ F7-F8 3 1 3 N/A 8

based on the evaluation is SPEA-Q whereas the second best
is SPEA-K. For the large-scale problems, only SPEA-Q can
surpass SPEA-O. SPEA-R is said to be equal to SPEA-Owhile
SPEA-K gives that worst performance. Note that SPEA-N
cannot be applied to these problems as it takes excessively
long running time for network training. It can be said that
only the quadratic response surface model is useful for the
large-scale wing-box design.

The second performance assessment is based on the
statistical t-test. For each design problem, to compare the 5
MOEAs, a performance matrix T sized 5 × 5 whose elements
are full of “0” is generated. For the element 𝑇

𝑖𝑗
of the matrix,

if the mean value of the 10 hypervolumes obtained from
method 𝑗 is significantly larger than that obtained from
method 𝑖 based on the statistical t-test at 95% confidence
level, the value of 𝑇

𝑖𝑗
is set to be one. Table 3 shows the

performance comparison of the problem F1. Having had the
performance matrix, the 6th row on the table displays the
total scores of each optimiser. The ranking is made in such
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Figure 6: SPEA-O versus SPEA-Q for F7.

a way that the best method is ranked as 1 while the worst is
ranked as 5.The overall performance assessment based on the
t-test is given in Table 4 where the last row on the table shows
the total score of all theMOEAs.The lower the score the better
the performer. Similar to the first assessment, the overall best
method for F1–F6 based on this assessment is SPEA-Q while
the close secondbest is SPEA-K.Theworstmethod is SPEA-O
without using a surrogate model. For the large-scale test
problems, the only surrogateassisted method that is superior
to the non-surrogate SPEA is SPEA-Q.

Figures 6 and 7 show the search history as plots of
hypervolume against the number of function evaluations of
SPEA-O and SPEA-Q for solving F7 and F8, respectively.The
values of front hypervolume can fluctuate due to the use of a
Pareto archiving technique to remove some nondominated
solutions from the Pareto archive. From the figures, it can
be seen that SPEA-Q requires approximately half of the total
number of function evaluations employed by SPEA-O to have
equally good nondominated fronts.

The best approximate Pareto front of F1 obtained after
numerous optimisation runs of the surrogate-assisted SPEAs
is chosen and plotted in Figure 8 whereas the structures of
some selected design points are shown in Figure 9. Figure 10
displays the best front of the F2 problemwhere some selected
design solutions are illustrated in Figure 11.The best front and
some selected optimal structures of the design problemF3 are
displayed in Figures 12 and 13, respectively. Similarly, the best
approximate fronts and some selected design solutions of F4,
F5, and F6 are illustrated in Figures 14, 15, 16, 17, 18, and 19.
Figures 20 and 21 show the best fronts obtained from using
the various SPEAs for solving F7 and F8, respectively. It can
be seen that the best fronts are from SPEA-Q, and SPEA-O.
The SPEA-Q front does not totally dominate that of SPEA-
O but they overlap each other while the SPEA-Q front has
obviously, greater front extension.

According to the aforementioned performance assess-
ments, it can be said that SPEA-R is the best algorithm in

0 500 1000 1500 2000 2500
0

2

4

6

8

10

12
F8

No. of function evaluations

H
yp

er
vo

lu
m

e

SPEA-O
SPEA-Q

Figure 7: SPEA-O versus SPEA-Q for F8.
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Figure 8: Approximate Pareto front of F1.

the cases of the F1 design problem while the close second
best is SPEA-Q. When adding a natural frequency constraint
to F1 becoming the F4 problem, the overall best and second
best methods are still SPEA-R and SPEA-Q, respectively.
For the F2 case and the F5 design problem which is F2
with additional natural frequency constraint, the top two
performers are SPEA-Q and SPEA-K. The same can be said
for the case of F3 while SPEA-K outperforms the others for
the F6 design problem. The surrogate models, that is, the
quadratic response surface model, the radial basis function
interpolation, and the Kriging model, are said to enhance the
searching performance of SPEA for the small-scale problems.
The addition of constraints to the design problems can cause
the searching performance of the hybrid algorithms. The
SPEA using ANN is inferior to the other surrogate-assisted
methods or even the original SPEA2 without using a sur-
rogate model because it requires efficient network topology
optimisation before being used to estimate functions while
in this paper the simple heuristic approach is employed.
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Figure 10: Approximate Pareto front of F2.

= 4.5 and 𝜆 = 6.3261 = 3.9843 and 𝜆 = 3.823

= 3.5599 and 𝜆 = 2.5781
= 3.5983 and 𝜆 = 2.5739

= 3.5555 and 𝜆 = 2.5201 = 3.0381 and 𝜆 = 1.6535

(1) t

(3) t

(5) t (6) t

(4) t

(2) t

Figure 11: Selected design solutions from Figure 10.
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Figure 12: Approximate Pareto front of F3.
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Figure 14: Approximate Pareto front of F4.
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Figure 15: Selected design solutions from Figure 14.
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Figure 16: Approximate Pareto front of F5.
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Figure 17: Selected design solutions from Figure 16.
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Figure 18: Approximate Pareto front of F6.
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= 3.8571 and 𝜆 + 𝜔/𝜔0 = 4.1494 = 3.4147 and 𝜆 + 𝜔/𝜔0 = 3.0684
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Figure 19: Selected design solutions from Figure 18.

More investigation on this issue would greatly improve the
performance of SPEA-N. In cases of large-scale problems,
only SPEA using a quadratic function is superior to the
nonsurrogate SPEA.

6. Conclusions

The use of multiobjective evolutionary algorithm for the
design of a torque arm leads to multiple optimum structures
for decision making. The hybridisation of SPEA and several
surrogate models is developed.The various surrogate models
including the quadratic regression technique, the radial
basis function interpolation, and the Kriging model can
help improving the searching performance of the strength
Pareto evolutionary algorithm. For a design problem having
mass and natural frequency as objective functions and stress

and buckling as constraints, SPEA using RBF is the best
method. The SPEA using a quadratic regression is the best
for the design case of F2. For the other multiobjective design
problems, the best and the second best performers are SPEA
using the Krigingmodel and the quadratic RSM, respectively.
Nevertheless, when considering all of the design problems the
overall top performer is SPEA2 using the quadratic regression
while the close second best uses theKrigingmodel.Moreover,
SPEA using a quadratic response surface model is the only
strategy that is useful for solving large-scale problems. The
use of ANN for approximating constrained optimisation
problems is not effective as a proper network topology
optimisation needs to be constructed before entering the
surrogate subproblem. It is however possible to enhance
the performance of the ANN-based optimiser if an efficient
network topology optimisation is performed during the
optimisation process.
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This paper presents a web-based framework for interfacing product designers and fixture designers to fetch the benefits of early
supplier involvement (ESI) to a reconfigurable assembly system (RAS). The interfacing of the two members requires four steps,
namely, collaboration chain, fixture supplier selection, knowledge share, and accommodation of service facilities so as to produce
multiple products on a single assembly line. The interfacing not only provokes concurrency in the activities of product and fixture
designer but also enables the assembly systems to tackle the spatial and generational variety. Among the four stages of interfacing,
two steps are characterized by optimization issues, one from the product customer side and the other from the fixture designer
side. To impart promptness in the optimization and hence the interaction, computationally economic tools are also presented in
the paper for both of the supplier selection and fixture design optimization.

1. Introduction

In the current scenario, immense pressure faced by manu-
facturing firms to meet the precariously varying demand is a
fait accompli. This is so because the market always demands
a very large product variety among different products man-
ufactured by any firm. The varying trend of the product
variety in a product family is sought not only across different
market segments (spatial variety) but also across different
generations of the same product (generational variety) [1].
Obviously, these trends of product variety are valid for
almost every kind of product development process, assembly
systems not being the exception. Meeting the challenges
posed by two kinds of variety is even higher in the case
of assembly systems as it may require huge investments in
different assembly lines or imparting reconfigurability to a
single assembly line.

In multistation assembly processes, fixtures play the
central role as most of the assembly faults are related to
them. Moreover, to impart the desired product variety and to
ensure unhampered product development of a product family

being assembled on a single line, the assembly fixtures are
required to possess certain sophistications. These sophisti-
cations include reconfigurability [2], stability [3], and fault
diagnosability [4].

Reconfigurable assembly fixtures are those on which
production of multiple parts can be carried out. That is, a
fixture is sought to possess reconfigurability so as to produce
multiple products in a single reconfigurable assembly system
[2]. Most of the previous research on assembly fixtures is
concerned with fault diagnosis [5–7] owing to the fact that
most of the faults occurring in assembly parts are due to
failures of locating pins, clamps, or supports of the fixture.
This is so because during ramp up, launch fixtures are most
prone to failures [8]. However, reconfigurability is also a
topic worth paying attention as it can drastically alleviate
the set-up and processing costs by processing multiple parts
on the same fixture [9]. This helps the firm to realize the
spatial variety at lower cost and at the same time enables
the firm to face severe market diversity. Further, in order
to reduce the overall product development time and hence
to obtain higher market share, the tool designers (such as
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die or fixture designers) are severely affected. This is so
because these tool designers decide themoment start of serial
production [10]. A firm using assembly lines also desires to
reduce the total number of tool designers involved in the
production of the product. That is, a company might be
using 10 to 20 fixtures for the production of a car body, but
later it may come up with a strategy to reduce it to 5 or 10
fixtures [11]. Thus, in order to meet the quest for obtaining
higher market share, globalization and distribution, it is
necessary to develop cooperative supply chains with lesser
lead times. Keeping inmind the globalization and importance
of a supply chain, a firm might prefer to buy the assembly
fixtures from the outside or inside fixture suppliers; those
are basically fixture designers, so that the fixture suppliers
design the assembly fixtures as per demanded by the product
customers. In such case, it is beneficial for the firm to reduce
the number of fixture suppliers as well to a small number of
system specialists. Referring to the industrial contexts, Audi
has reduced its tooling suppliers by more than half over four
years [12]. Thus, to meet the market diversity and varying
trends, it is necessary to develop a cooperative relationship
between the fixture designers and the product customers.
Research addressing the collaborative relationship between
fixture designing and product development is essential in the
context of a reconfigurable assembly system (RAS).

This paper addresses the problem of developing collab-
orated fixture design and product development processes
by adopting a web-based framework. The developed web-
based framework presents a strategy to impart a coop-
erative approach to concurrently perform fixture design
and assembly line production. The paper opens a way to
integrate the process chains of the product development and
fixture designers through the web for a RAS. The web-based
framework presented hereby is termed as cyberdesigning of
RASs.

Traditionally, the product development in assembly sys-
tem and fixture making is resolved separately. However,
for developing a product family on a single assembly line
the fixture design must be in cooperation with product
design; enabling a fixture to be suitable for multiple part
models needs reconfigurability of the fixture [13, 14]. The
collaboration between product and fixture designers enables
the assembly system to excel in the longer run because
locating and clamping elements in the fixtures and their
positions depend upon the work-piece design [15, 16].
Recently, concurrent engineering has emerged to be a great
tool for reviewing and coordinating different aspects in the
product life cycle. Several researchers have laid emphasis
on the coordination requirements in product development.
However, most of their work is directed towards coordinating
activities: machining processes [17, 18], stamping product
development [10], and sheet metal forming [19]. Though
few researchers have proposed that activities in product
development and tool designing can be coordinated through
intelligent systems [20], computer aided design [21], and so
forth, the coordination of activities with reference to the
context of product design and fixture design remains sparsely
attended.

Recently, a few researchers have advocated the use of
the internet in coordination of various activities thorough
knowledge exchange, e-bidding, online communication, and
so forth, thus making the internet more than an information
display system. For example, product design and manufac-
ture roles can be resolved using web technology [22–24].
Thus, it is established in the literature that web technology
can be a useful tool for carrying out concurrent and intelligent
decision making to provoke early supplier involvement.

Utilizing the utility of web technology, this paper presents
a web-based interfacing strategy to enable an assembly
system to (1) efficiently take care of the desired spatial and
generational variety in the product family developed in an
assembly system; (2) impart reconfigurability to the assembly
system so as to produce multiple products on a single line;
(3) receive uninterrupted assistance from fixture designers at
various level of product development; (4) provide a tool for
optimal supplier selection in stipulated time frame; (5) create
a web interface for mandatory knowledge share between
the assembly system and fixture designer; and (6) present
a heuristic for optimizing fixture design in stipulated time
frames.

The rest of the paper is organized as follows. Section 2
explains various quests, scopes, and advantages of coordi-
nating product development in assembly system and fixture
design. It is followed by the web-based interfacing framework
for product customer andfixture designers in Section 3. Later,
Section 4 illustrates the optimization issues in the web-based
interaction. Finally, the paper is concluded in Section 5.

2. Inspecting Collaborated Fixture Design
and Product Development Processes

2.1. Integration of Fixture Design and Product Development.
The overall process chain for developing a product on an
assembly comprises of product design, assembly process
planning, fixture design, and manufacturing planning. The
design of the assembly fixture determines whether it can
support multiple parts or not. For any assembly line, the
product development activities and fixture design are closely
related, and in the case of RASs, it is even more crucial
[2]. As changing characteristics of parts alters the design of
fixtures, so the reconfigurability of assembly systems mainly
depends upon the reconfigurability of the fixtures. Thus, the
link between the product development and fixture design is
in fact the link between product design and serial production.
Figure 1 portrays the interrelationship between the activities
of product design and fixture design.

In this paper, it is assumed that the fixture supplier
realizes the design of the fixtures as per the demands of
the product customer. The fixture supplier cum designer
will be generically called fixture designer throughout this
paper. In the reconfigurable assembly system, sequential
order processing is carried out where finished and prepared
documents are formerly transferred to an internal or exter-
nal fixture designer after the completion of the product
development. In fact, the fixture designer has to design
and build a manufacturing resource without perturbing the
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Figure 1: Relationship between product development and fixture development.

fixture-based design of the product. This aspect portrays
that a missing communication between the product and
fixture developmentmay cause various inconsistencies.These
inconsistencies include poor assembling properties of the
part in spite of the functional ability, expensive assembling of
the part, and suitability of the fixture for multiple parts, and
so forth.

The integrated fixture design and product development
can reduce the development cycle time. This is possible as
performing preliminary designing of the assembly part and
selection of assembly fixtures concurrently instead of waiting
for the complete design of the assembly part can save an
enormous amount of time. Moreover, improvement in devel-
opment quality also becomes viable due to consideration of
potential quality problems at earlier design stages. Though
integrated fixturing and product development are promising,
it requires very close cooperation between part assembler and
fixture designer. Figure 2 portrays integration schema for the
product and fixture design.

2.2. Synergizing Relationship between Product Customer and
Fixture Designer. Considering the importance of commu-
nication between reconfigurable assembly systems and the
external or internal fixture designers, the information regard-
ing the parts to be assembled on the fixture, such as number
of parts and tooling configuration of each part, are crucial
for both the product developers and the fixture designers.
Once this information is received by the fixture designers,
they utilize it to design the assembly fixtures. However, they
also tend to optimize the design of the assembly fixtures,
as discussed in the next section, which further increases
the criticality of the cooperation. Moreover, the assembly
process carried out in an RAS is a complex process requiring
large interaction between assembly process variables such
as deciding assembly robots, welding guns, and grouping
of tasks. This is so because in RASs, two similar parts (say
car windows for two different car models) may require an
assembly robot while the other may require a welding gun
for a particular process. This and other implications of RASs

imply that developing products on reconfigurable assembly
lines requires extensive knowledge of various processes, their
capabilities, and limitations. That is, it is difficult to impart
reconfigurability by a product designer without comprising
with the product development processes, because of extensive
requirement of knowledge and experience required, which is
very unlikely in practical situations. At the same time, the
fixture designers or fixture experts (designer cum suppliers)
often use heuristics based on extensive experience and
knowledge and can ultimately assist to carry out product
development of a product family on an assembly line in a
relatively short time. Hence, the cooperation between the
fixture designers and the product development processes
for an RAS can lead to critical savings in the product
development time.

Making the fixture designers an arranging partner in
the entire process chain of product development can result
in efficient integration of product development and fixture
development, if partnered with an early and active involve-
ment. This scope can minimize the cost, time, and design
faults leading to advantageous situations for both the cus-
tomer and the fixture designers. Several researchers support
this aspect; particularly Tang [11] and Eversheim [12] have
proposed the active involvement of diemakers in the case that
stamping product development can lead to much improved
results, thus, making the active cooperation between fixture
designers and product development in RASs even more
promising. Early integration of the customer process may
lead to an earlier start of the fixture designing activities as
well as a shift between the activities in the activities processed.
However, an early integration is not an easy job in the context
of global manufacturing, that is, when the fixture designers
are geographically dispersed at large distances. In such cases,
the cooperation between the fixture designers (designers cum
suppliers) with the product designers and hence the concur-
rent performance of preliminary product design processes
and fixture designer selection can be accomplished using a
web-based environment. This paper presents a web-based
framework termed “cyberdesigning of RASs” for cooperating
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Figure 2: Integrated assembly fixture and part development.

and integrating the activities of fixture design and product
development in an RAS as discussed in the next section.

3. Cyberdesigning of RASs

Theweb-based framework “cyberdesigning of RASs” is devel-
oped to conceptualize a cooperative integration of fixture
designers with the product development of a product family
on a single assembly line. In this framework, the activities
in fixture design or the activities of fixture designers are
juxtaposedwith product development activities regarding the
product family on the assembly line. This juxtaposition is
accomplished by interfacing the product customer andfixture
designer through the framework “cyberdesigning of RASs” as
shown in Figure 3.

This framework performs the following functions for
interfacing the product customer’s and fixture designer’s
activities.

(a) Collaboration chain:The collaboration between prod-
uct customer and fixture designer can be done using
a bill-of-materials-based partnership chain.

(b) Fixture designer selection: A fixture designer (designer
cum supplier) selection module can be developed to
select appropriate fixture designers.

(c) Information sharing: Information sharing includes
facilities for know-how, data, and experience ex-
change between the RAS and the fixture designers.

(d) Service facilities: The cyberenvironment for fixture
design andproduct assembly can bewell supported by
providing different functions such as user login man-
agement, online information exchange, and website
administration.

All of these functions together constitute the job accom-
plished by the web-based interface “cyberdesigning of RASs.”
The descriptions of the different tasks of this interface are
discussed in the following subsections.

3.1. Collaboration Chain. The collaboration chain can be
defined as a partial supply chain model, consisting of basic
interface between the fixture designer and the product
customer. This two-stage supply chain can be represented
using the notion of the generic bill of material (GBOM) of
the involved product family. Though the market desires a
very diverse product family, huge savings in manufacturing
costs can be obtained via commonalizing some parts and
differentiating others. For example, in a car body assembly
system, the manufacturer can choose to differentiate the part
“car bonnet” for different market segments, whereas it can
offer the same part “car window” to each of the market
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Figure 4: A GBOM-based collaboration chain: dotted boxes represent common parts, and solid ones indicate differentiated parts across
two-market segments.

segments. Consequently, the need for the reconfigurable
assembly fixture is due with the differentiated part types only.

Figure 4 portrays a GBOM employed for the collabora-
tion chain process. In the collaboration chain process, first
the customer requirements are obtained and the members
of product family are planned. Then, reconfigurable and
nonreconfigurable fixtures are decided as per the common
or different part models to be assembled on a fixture. This
is followed by the selection of individual fixture designers.
For this purpose, web-based frameworks such asWeBid exist

in the literature which uses BOM-based product models to
ensure early supplier involvement [25, 26]. Though BOM-
based collaboration chains can bring about early supplier
involvement in general product development, in case of
reconfigurable assembly systems it is very complex. This is
because of the very high level of responsibility and execu-
tion for technical and organizational coordination with the
customers. In such case, selection of adequate fixture and
tool suppliers requires advertisement for each tool or fixture.
Moreover, the amendments in initially planned schedule may
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Figure 5: Conceptualization of virtual supplier for building multi-
level collaboration chain.

raise the costs in case ofmultiple fixtures considered at a time,
thus making the job of customer cumbersome as the number
of fixture increases.

Moreover, the numbers of fixtures or tool suppliers are
desired to be reduced, particularly in the automobile industry
[10], so as to alleviate the costs incurred in the procurement
of fixtures and other tools. An endeavour in this direction
inspired from Eversheim [12] can be brought about by
decreasing the number of suppliers in direct communication
with the productmanufacturer.This can be done by involving
intermediate fixture and tool suppliers.

This paper utilizes the notions of system supplier, recon-
figurable fixture designer cum supplier, and nonreconfig-
urable fixture designers cum supplier together forming a
virtual supplier as shown in Figure 5. A system supplier is a
reconfigurable assembly fixture designermeant for differenti-
ated part types across the product family, whereas subsystem
suppliers are the nonreconfigurable fixture designers meant
for common part types across the product family. The sub-
system suppliers together with the system suppliers constitute
a virtual supplier by simultaneously contributing in the
complete fixture development. It results in two improvements
in the product manufacturer-fixture designer relationship.
These improvements include reduction in the number of
directly interacting fixture designers and transfer of overall
job of fixture designing from the productmanufacturer to the
system supplier.

3.2. Fixture Designer Selection. For early supplier involve-
ment, the selection of the right fixture designer is a critical
issue. The criticality in the fixture designer selection lies in
that a set of conflicting criteria are to be considered to realise
the effective selection.These criteria rangemainly in the form
of technical requests along the process chain of development,
fixture design and tool production, assembly, optimization,
and so on. The fixture designer selection problem addressed
in this paper is amultiple supplier selection problem to obtain
an optimal set of fixture designers in the multilevel collabo-
ration chain. The fixtures to be used in RAS are classified, as
mentioned earlier, into reconfigurable and nonreconfigurable
fixtures required, respectively, for differentiated and common

part types such as components of car bodies.The two kinds of
fixtures are supplied, respectively, by system and subsystem
supplier. The complexity of this problem may vary from
problem instance to problem instance as there may be several
alternative fixture designers for the same fixture or one fixture
designermay developmore than one fixture. Nonetheless, the
fixture maker selection problem in this paper is concerned
with the selection of the sequence of the suppliers.

The formulation of the fixture designer selection problem
is inspired form Gupta and Nagi [27], Sha and Che [28], and
Lin and Wang [29]. The criteria considered in the supplier
selection problem can be cost, lead time, service level, quality,
and so forth. The contribution of these criteria with respect
to the optimality in the supplier sequence depends upon the
weight or priority assigned to these criteria. They proposed
heuristics based on explicit enumeration which can be used
to find the optimal combination of system and subsystem
assembly fixture suppliers.

Let 𝑆𝑙
𝑗𝑘

be the set of parts for which the 𝑙th fixture
designer develops the fixture at the plant 𝑗𝑙 for fixture type 𝑘𝑙.
Fixture type means reconfigurable, nonreconfigurable, large
size, medium size, or small size fixtures. Then, the fixture
maker selection problem can be formulated as

Maximize
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where 𝑤
1
, 𝑤
2
, and 𝑤

3
are the priorities or weights of the

different criteria considered in the objective function. Solving
the above formulated problem means finding a feasible
combination of fixture designer defined by

⟨(𝑗
𝑙
, 𝑘
𝑙
, 𝑆
𝑙

𝑗𝑘
)⟩
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with “𝑛” being the total number of the of fixture designers in
the 𝑉th combination. 𝐶𝑖

𝑗𝑘
(𝑆
𝑙

𝑗𝑘
), Γ𝑖
𝑗𝑘
(𝑆
𝑙

𝑗𝑘
) and 𝑄𝑖

𝑗𝑘
(𝑆
𝑙
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) are the

ranks of the 𝑙th fixture designerwith respect to cost, lead time,
and quality, respectively. For enumerative purposes, each of
the criteria, whether qualitative or quantitative, needs to be
quantified. For this purpose, a normalized rank or rating
is used to convert the quantitative or qualitative criteria as
follows:

𝑅 =

{{{{{

{{{{{

{

(𝑉 − LL)
(UL − LL)

criteria are to be maximised

(UL − 𝑉)
(UL − LL)

criteria are to be minimised,

(4)
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Table 1: Brief sketch of knowledge share components between part designer and fixture designer.

Part design activities
Fixture design activities

Material cost
estimation

Fixture cost
estimation

Process
planning

Fixture design
optimization

Fixture model
design

Requirements of each market segment
Commonality/differentiation decision
Material selection X X
Concept generation X
Individual parts configuration X X X
Tooling elements and clamps characterization X X X X
Dimension specification X X X
Generation of part/parts for assembly X

where 𝑅 is the normalized rank or rating and 𝑉 is the
estimated value of the quantitative or qualitative criteria
converted to a quantitative value. UL is the upper limit and
LL is the lower limit.

3.3. Knowledge Sharing

3.3.1. Need for Knowledge Sharing. For effective realization of
early supplier involvement in the process chain, the knowl-
edge share between the product designer and the fixture
maker is the key factor.The term knowledge sharing includes
both the design knowledge as well as design information
sharing. The product development cycle comprises of differ-
ent steps such as conceptual design steps, embodied design
steps, and detailed design stage. Table 1 reveals knowledge
sharing components between the part designer and fixture
designer.The emphasis utilizing ESI should be to have fixture
designer involvement at as many steps as possible. During
the conceptual design steps, the lack of exhaustive product
information may trigger the fixture designer to hesitate
to specify all the workholding devices and tools that are
required, thusmaking it difficult to perform exact fixture cost
calculation. The fixture designers can help at different stages
of product development cycle in the following way.

In the proposed web-based framework,
(a) the customers’ verbal instructions are utilized in

making a conceptual sketch of or model to generate
concept parts (differentiated or common) and mate-
rial selection. The involvement of fixture designers at
this stage can help in identifying the most suitable
material as per the sheet metal properties, forming
qualities, and cost requirements.

(b) At the embodiment design stage, that is, during
the part configuration processes, the assessment of
fixture’s cost, part’s fastening properties, and utiliza-
tion of previously made sketches can be well aided
by the fixture designers. The cost evaluation of the
previously designed part sketch is the most crucial
part which is done on the configuration level.

(c) During the detailed design stage, part shape refine-
ment, dimension specification, tolerance specifica-
tions, and clamping or tooling location specification is

done.The part geometry is the most important aspect
to be attended to from the side of the part designer.
This is because, in assembly systems, the geometry
features determine not only assembling properties
but also the functional requirements of the part. For
example, holes in the parts are used for different
purposes such as fastening, guiding and aligning, or
reducing the weight of the part. For fixture design-
ers, part design determines the configuration of the
assembly fixture designed by them. In the case of
system suppliers, they have to make reconfigurable
fixtures for which they require tooling or clamping
specifications. They tend to minimize the fixture
workspace envelope (FWE) for which they may use
several alternative heuristics. The minimization of
FWE during the fixture designing not only saves costs
incurred during physical development of the fixture
but also takes lesser space in the assembly systems.
Moreover, it is also sought that the part design should
be functionally acceptable as well as compatible with
selected assembly processes so as to yield lower cost,
shorter lead times, and higher quality.

The achievement of aforementioned objectives requires
the consideration of the fixture type, number of parts assem-
bled on a fixture, number of fixtures, and fixture development
cost with respect to the part feature traits such as feature form
complexity, number of tool locating elements, size, tolerance,
and so forth. This requires a sound knowledge sharing
between the product designer and the fixture designer. The
proposed framework strives to resolve this issue by adopting
any of the two knowledge sharing techniques as discussed
below.

3.3.2. Mode of Knowledge Sharing. After selection of the
right fixture designer for the assembly system, the early
supplier involvement gets initiated from the organizational
point of view.What remains yet to bematerialized is to create
a cooperative environment between the product designer
and fixture designer. The next step in this direction, in the
cyberdesigning of RASs, which follows the fixture supplier
selection, is the knowledge share the quest for which is
mentioned in the previous subsection. The knowledge share
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Figure 6: The knowledge share through web-based services in reconfigurable assembly line.

between the fixture designer and the product designer can
be accomplished by either using knowledge bases furnished
by fixture designers or by availing an online communication
environment for messaging and data exchange between
product designers and fixture designers. The former mode
of knowledge share is called asynchronous knowledge share,
while the latter one is known as synchronous knowledge
share.

In the asynchronous knowledge share, the fixture
designer provides its knowledge in web-based knowledge
bases. The knowledge base can contain knowledge such as
rules, case studies, heuristics, and demonstrations. Moreover,
web-based design services can also be availed through the
knowledge for concept design and evaluation, part design
evaluation, assembly process design and evaluation, fixture
set selection, and so forth, for analyzing different stages in
developing the product family at the reconfigurable assembly
line. Several design problems can be handled using the
web-based services equipped with the knowledge base of the
fixture designers. During part geometry design, the product
designer can receive various options and consequences for
cost, processes, and fixture design for reconfigurable as well
as nonreconfigurable fixtures. These design services can
be utilized to integrate the fixture designer with product
development on a reconfigurable assembly system. High level
information about knowledge object known as the metadata
can be used to perform knowledge mining, searching and
navigation. The search and navigation can be performed by
adding keywords to the metadata so that specific searches
can also be done. The user can browse through the keywords
and explore into the knowledge base. For this purpose, Java
Applet can be utilized to provide an interface for realizing
the knowledge share between the product designer and the
fixture designer which is clearly a future scope of research.

The mechanism of asynchronous knowledge share is shown
in Figure 6.

In synchronous knowledge share, an agent communica-
tion platform based on Java Agent Template Lite [30] can be
built to enable online communication between the product
designer and the fixture designer. A basic infrastructure is
fetched by JATLite where an agent registration is done with
agent registration route (AMR) by the way of name and
passwords. The agent also transfers files and invokes other
programs or actions on the computer. Moreover, it can also
accomplish the tasks of wrapping existing part and fixture
design programmes by enabling an automatic communi-
cation with other programs via a front end. This research
recommends that while utilizing synchronous knowledge
share between the product designers for RASs and the
corresponding fixture designers, the construction of agents
can be facilitated by JATLite. The agent can send and receive
knowledge query and manipulation language (KQML) and
extensible markup language (XML) languages by sending a
KQMLmessage with XML contents to the receiving agent for
its main applications. The receiving agent performs required
operations according to the content of the message. It does
so by interpreting the XML-based message content followed
by its use of the related data for system application so as to
minimize the data communication errors.

The part designers, via an agent, can use the features
of the differentiated parts or the common parts across the
product family as design units to be used by the fixture
designers and configuration and evaluation units in the
fixture design. The part features such as number of tooling
elements or tool locators and parts’ clamping configurations
can be defined through appropriate feature templates. Mean-
while, XML document can be used to describe the part
features. The fixture designer through an agent can read
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and analyse the part feature information via KQML/XML
parser. After analyzing the part features, the fixture designer
evaluates the part model for evaluation at design stages. The
evaluations include reconfigurable evaluation, cost and space
evaluation of the part design and hence the fixture. If the
part model contains any design flaw, then the part designer
is informed through the part design agent. Otherwise, the
fixture designer starts developing the assembly fixture. The
fixture designer will try to optimize the FWE of the fixture in
case of reconfigurable as well as nonreconfigurable fixtures
so as to minimize the fixture design and development costs
incurred on his side. The optimization of fixture design not
only fetches benefit to the fixture designer but also to the
product development processes in the RAS.This is so because
better space utilization of space in the assembly system and
economic fixture will be availed for the RAS. Few heuristics
exist in the literature, for optimizing fixture design.This paper
also incorporates optimization aspects for fixture design as
per the parts’ design. Extended heuristics are presented in
this paper that can be used by the fixture designer once the
part design information is obtained, evaluated, and approved
by the fixture designers. The next subsection discusses the
optimization aspect of fixture development.

Thus, the cyberdesigning of RASs contains two opti-
mization aspects, one prior to the knowledge share that is
the fixture design selection and the other posterior to the
knowledge share that is the fixture design optimization as per
the requirements of parts’ design.These optimization aspects
are discussed with adopted heuristics and examples in the
next section.

4. Optimization Issues in Cyberdesigning
of RASs

As discussed in the previous section, the function modules
of “cyberdesigning of RASs” include collaboration chain,
fixture designer selection, knowledge share, service facilities,
and supplementing tools. The functions of service facilities
include aiding users’ registrations who are nobody but the
product customer and fixture designer. The service facilities
are planned so that the customer/user can view the infor-
mation of the supplier but cannot manipulate it; likewise is
true for the fixture designer. The supplementing tools such
as JATLite agents and KQML and XML languages are used
to accomplish the function of online interaction between
product customer and fixture designer through discussion,
messaging, information upload and download, and so forth.

Among the above recited functions of “cyberdesigning of
RASs,” the first functionmodule, namely, collaboration chain
characterization, does not ask severely for optimization.
Rather, it involves the provision of developing a skeleton
of collaboration chain by the customers during the earlier
interaction between the customer and the designer. GBOM
representation of the product family involved can be used to
present a graphical navigation of the collaboration skeleton
so that it provides a crucial deciding point not only to the
customer but also to the fixture designers. Via the help
of the products GBOM, fixturing bids are invited by the

customer and are evaluated by the fixture designer. The
evaluation by the fixture designer involves capturing of the
customer requirements and identification of his own role in
the collaboration. The customer requirements include the
description of parts such as number of tool locators, clamps,
and supporters for the part.The latter part of evaluation refers
to realization of the fact that whether the fixture designer can
play the role of a system or subsystem supplier depending
on differentiated or common part, and hence reconfigurable
or nonreconfigurable fixtures are to be developed. After
the characterization of collaboration chain by the customer,
different fixture designers submit their bids. The evaluation
of bids of the entire potential fixture design by the customer
is next realized.

Thereafter, supplier selection from the potential fixture
designers is to be done. This requires the optimization of dif-
ferent conflicting criteria for which sophisticated techniques
andheuristics are needed, particularly for large size problems.
This optimization issue is discussed later.

4.1. Prior-to-Knowledge Share Optimization. As discussed in
the previous section, several criteria compete for considera-
tion while accomplishing the supplier selection in an optimal
way (1). Previously, the multiple-supplier selection problem,
similar to our context, has been solved using explicit enu-
meration techniques. However, in cases involving a very large
number of suppliers to be selected, it may be a cumbersome
job to find the optimal solution in computationally feasible
time. This paper proposes a random search metaheuristics,
namely, artificial immune system (AIS) which is discussed
below.

4.1.1. Artificial Immune System. Despite AIS’s recent emer-
gence, it has well established itself as a potential optimization
algorithm backed by superior results it has yielded [31].
AIS incorporates clonal selection and evolutionary principles
altogether so as to impart learning among individuals, or in
computational terms, the random solutions [32].

It is a population-based strategy which starts with the
maintenance of a population 𝑃 of antibodies. Each antibody
is a random solution string encoding the sequence of feasible
suppliers as given by (3). Obviously, the representation
schema is a permutation schema encoding the index of the
selected supplier and arranged in the sequence.

This population of antibodies undergoes cloning wherein
each individual is cloned or copied based on its antigenic
affinity (or objective function given by (1)). That is, more
clones are generated for antibodies with higher affinity and
vice versa. The antigenic affinity refers precisely to the
string’s fitness in terms of objective function or constraint
satisfaction.

Thereafter, all the clones have undergone a maturation
process through hypermutation whereby the stochastic rate
of hypermutation is made dependent on the fitness. Precisely,
rate of hypermutation is kept higher for clones with lower
fitness and vice versa.The difference between hypermutation
(AIS) andmutation (GA) lies in the fitness dependency of the
mutation rate in case of AIS. From the hypermutated clones
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population, 𝑃, best individuals are selected stochastically and
thewhole procedure of cloning andhypermutation is iterated.
AIS is shown to accomplish a search with a fair trade off
between exploration and exploitation [31].

4.1.2. Implementation over a Case Study. An implementation
of artificial immune system over a problem taken from Tsai
[33] and converted to our context (the suppliers being fixture
designer cum supplier) is presented in this section. The
criteria considered in the problem are cost, lead time, delivery
ability, service, and flexibility so that the objective function is
given by
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(5)

where quantity represented by (5) is the assessment index
of the Vth sequence of the fixture designers cum suppliers.
𝐶
𝑖

𝑗𝑘
is the cost rating, Γ𝑖

𝑗𝑘
is the lead time rating, 𝑄𝑖

𝑗𝑘
is the

quality rating, 𝜌𝑖
𝑗𝑘
is the service rating, and 𝐹𝑖

𝑗𝑘
represents the

flexibility rating of the 𝑙th supplier at plant “𝑗𝑙” and fixture
type “𝑘𝑙”.

Table 2 shows mandatory fixture designs required for
parts of a car body panel. The search space for this problem
can be represented by a search tree. The weights considered
hereby are taken to be 0.449, 0.133, 0.129, 0.028, 0.203,
and 0.059, respectively, for cost, lead time, quality, delivery,
service, and flexibility. The solution space for the problem
can be represented via a search tree, and the optimal solution
for this problem varies from combination to combination of
the weight of the six criteria. For the abovementioned AIS
algorithm is coded over this problem on C++ compiler and
run till the optimal result is obtained. The optimal sequence
found is (1, 1, {LEP 01, LEP 02})

1- (6, 2, {MIP 04})
2- (2, 3,

{SIP 03, SIP 05})
3
.

The solution for this problem is found after 100 iterations
and is more promising on large data sets as compared to
explicit enumeration in terms of computational time.

4.2. Posterior-to-Knowledge Share Optimization. Once the
fixture designer is selected and part design, fixture designer
capabilities, and so forth get realized through knowledge
share, the selected fixture designers optimize the design
of the fixture as per the parts associated with the fixture.
Information like part configuration (tooling elements, tool
locators) is utilized for this purpose. However, in order to
reduce fixture development cost, fixture workspace envelope,
and so forth, the fixture designer tends to optimize the fixture
design. With reference to speedy and compact interaction to
enable web-based cooperation, the viability of the heuristics
to yield optimal fixture design used by the fixture designer in
a stipulated time frame is a crucial issue. This paper extends

Table 2: Fixture designer alternatives for a car body panel.

Part Fixture configuration type Fixture designer options
LEP 01 1 (reconfigurable fixture) 1, 3
LEP 01 1 (reconfigurable fixture) 1, 6
SIP 03 3 (nonreconfigurable fixture) 2, 4, 6
MIP 04 2 (nonreconfigurable fixture) 5, 6, 7
SIP 05 3 (nonreconfigurable fixture) 2, 8, 9

a deterministic heuristic to optimize fixture configuration
that can be used by the fixture designer via agent or other
software to yield quality solutions in real time. The following
subsection presents the extended stochastic metaheuristics
for obtaining a near optimal/optimal fixture design.

4.2.1. Stochastic Procrustes-Based Pairwise Optimization. Lee
et al. [34] has presented a genetic algorithm-based workspace
synthesis analysis for fixturing of a stamping part family.
They proposed to minimize the space required by each
locator to produce a part family and thereby synthesizing the
single fixtureworkspace.Though their approach substantially
reduces the fixture workspace an analytical elimination of
unlikely sets of solutions is missing that may impart swiftness
to the workspace minimization. Moreover, the number of
variables involved in minimization is directly proportional
to the number of locators and parts causing the algorithm to
consume very large amounts of time.

Kong and Ceglarek [2] proposed a methodology con-
taining Procrustes and pairwise optimization. They utilized
Procrustes analysis for workspace synthesis by obtaining best
superposition of different configurations corresponding to
different parts. The Procrustes analysis uses a least squares
methodwith isotropic scaling, rigid translation, and rotation.
It accomplishes preliminary fixture configuration design by
best matching one configuration (set of points with multi-
dimensions) to the others. For multiple parts, generalized
Procrustes analysis is applied where different pairs from 𝑁

number of parts (eachwith 𝑘 number of tooling elements) are
formed and superimposed to each other through translation
and rotation in a Cartesian coordinate system to minimise
the residual error or accumulative difference between two
fixture configurations in the pair. In order to speed up the
optimization, pairing is done such that a pair comprises of
a part and the centroid of the remaining𝑁 − 1 parts.

Once the optimal superimposition of different configura-
tions is obtained, the diameter of fixture workspace envelope
(FWE) is determined by minimizing the diameter of the
largest circle (out of 𝑘 circles) containing𝑁 tooling elements
(locating points) corresponding to each part. The diameter
of the largest circle is minimized through making 𝑁 pairs,
each with one locating point and centroid of the rest of the
𝑁−1 locating points and conducting search optimization for
this configuration pair tominimize the diameter of the largest
circle (say 𝑖th one).

The objective function for the fixture configuration opti-
mization is given by

Min (Max 𝐶
𝑖
) 1 ≤ 𝑖 ≤ 𝑘. (6)
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Though this deterministic Procrustes-based pairwise
optimization achieves the optimization of fixture design, the
absence of proper ordering of pair formation in each iteration
impacts the computational time severely. An unplanned
ordering strategy for each search optimization to compress
the two members of the pair would result in the exact
optimal solution at the cost of computational time. In order
to impart further momentum to early supplier involvement,
the computational time should be given priority over exact
optimality of the solution. For this purpose, this paper
randomizes the search procedure as follows.

(a) During each iteration of Procrustes analysis, the
pair formation is generated by randomly selecting a
locating point and taking the centroid of𝑁−1 locating
points. It is ensured, in each of the iterations, that the
point which is once selected should not be selected
again. Once𝑁 pair formations is followed by sum of
squares of each pair of configuration, one iteration is
completed. Repeating Procrustes analysis in this way
yields a near optimal/optimal superimposition of part
configuration.
The sum of squares of each pair of configuration [2] is
given by
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where𝑋
𝑖
is the configurationmatrix,𝑅

𝑖
and𝑇
𝑖
are the

rotation and translation vectors, and 𝑙
𝑘
is the matrix

with all the tooling elements of a part configuration.
(b) After determination of the superimposition of
the part configuration, the diameter of the largest
circle containing𝑁 parts isminimized.This is accom-
plished by pairwise optimization [2] as told above.
Computational economy with respect to time can
be brought about to this procedure by stochastically
selecting a part while doing any pair formation in
each of the iterations.This can be done by calculating
the distance of locating elements from the centre
of the circle and normalizing them. The normalized
distance of a locating point is used in deciding
selection of a point for the pair formation with the
rest of𝑁 − 1 points. That is, a point with lesser value
normalized distance is selected first for pair formation
and that with higher value is selected later.

This extends the Procrustes-based pairwise optimization
by imparting to it a stochastic outlook.This helps in obtaining
a sub optimal solution in a stipulated time frame.

The extended Procrustes-based pairwise optimization is
implemented over an example taken fromKong andCeglarek
[2], and the stopping criterion for the algorithm is kept
as the maximum number of generation. Different trials are
preformed, and the diameter obtained versus trial number
plot is drawn as is shown in Figure 7.
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Figure 7: Performance of stochastic Procrustes-based pairwise
optimization for stipulated number of iterations or time frame.

As reflected from the figure, for most of the trials the
diameter of the largest circle is between what is found by Lee
et al.’s approach or Kong and Ceglarek approach. Moreover,
only once the diameter value found by stochastic Procrustes-
based pairwise optimization is equal to 4.29 otherwise it
is near to 4.16 units. Thus, the stochastic Procrustes-based
pairwise optimization algorithm results in a viable solution
in stipulated time.

5. Conclusions and Future Research

This paper attempts to conceptualize the product develop-
ment of a product family in a reconfigurable assembly system
in which product development is performed concurrently
with fixture design.The fixture design is accomplished as per
the parts’ requirements by internal or external suppliers, and
active interaction is simulated through a web-based interface
so as to have early supplier involvement. The proposed web-
based interface involves four steps of interaction where two
of them are concerned with optimization issues. The first
optimization problem is related to fixture designer selection
by the product designers, while the latter one is optimization
of fixture design by the fixture designer. To simulate prompt-
ness to the interaction between the two members, both of
the optimizations can be aided with stochastic optimization
algorithm.

Though the cooperation and integration of the product
designer and fixture designer activities promise to maximize
the market share, this aspect is not analyzed explicitly by this
paper, thus being a future scope of research.Moreover, agents
can be utilized more compactly to imbue sophistications and
intelligence in the communication.

As synchronous knowledge share, an agent communica-
tion platform based on Java Agent Template Lite is built to
enable online communication between the product designer
and the fixture designer, and being used by a user group
without any complain so far, the efficacy of the proposed
digital interface can be established. At the same time the
multiple-supplier selection problem is also demonstrated to
be near optimally solved using a sophisticated algorithm
in realistic computational time. Holistically, we are encom-
passing both of the products dependent and nonproduct
dependent part in general. A more discreet and decisive
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model for reconfigurable or nonreconfigurable models is an
area of further research.
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The variable reluctance (VR) resolver is usually used tomeasure the shaft angle ofmotor. A novel VR resolver with asymmetric teeth
on the stator is proposed to achieve theminimal number of active teeth and eliminate the amplitude imbalance of the output voltages
of SIN and COS coils by bringing the fifth compensating tooth. The structure and the total output voltages of signal windings are
explicated theoretically in detail.The topology of such amachine just requires 2D finite element analysis (FEA) to accurately predict
the machine performance. Results of FEA and principle of VR resolver with asymmetric teeth are in good agreement, and several
special relevant problems are studied. Finally, experimental results validate the theoretical analysis and FEA of the proposed VR
resolver.

1. Introduction

When vector control, direct torque control, and other control
strategies are applied in AC governor system with high
dynamic performance, the rotor angular position is required
necessarily [1–4]. As electromagnetic rotor position sensor of
motor, variable reluctance (VR) resolver, which has simple
structure, small axial dimension, high reliability, high ampli-
tude of output voltage, low cost, and relatively high precision,
is widely used to realize commutation and control algorithms
in numerous applications especially in electric vehicle [5–10].

The conventional VR resolver adopts the sophisticated
sinusoidal distributed windings placed on the stator and has
slots in both stator and rotor to output two quadrature signals
[11]. However, the turns of reference winding and signal
windings should be an integral number, and thus the angle
measurement accuracy will be reduced [12, 13].Therefore, the
novel VR resolver has concentrated windings used for SIN
and COS coils and rotor with several salient poles to induce
voltages containing the information of the rotor angle [14–
16]. Several researches also focus on the resolver models and
new-type resolver [17, 18].

Usually, for a conventional 4 pairs of pole VR resolver, the
number of teeth on stator is selected as at least 8 or the integer

multiple of 8. Unfortunately, when VR resolvers are applied
in a small and narrow space; for example, when the stator
diameter is less than 30mm, it is of great difficulty to insert
coils because thin copper wires are too fragile and the space
inside the resolver for inserting coils manually is too limited
to accomplish accurately and conveniently. Thus, a novel VR
resolver with asymmetric teeth on the stator, which has a
minimal number of active teeth and the simplest structure,
is proposed to reduce the size and cost of the device while
simplifying its construction without loss of accuracy.

This paper is organized as follows. Firstly, the construc-
tion and work principle of novel VR resolver with asym-
metric teeth on the stator are introduced in Section 2. The
expressions of air-gap permeance and the output voltages of
signal windings are deduced. Section 3 shows results of FEA
to validate the analysis of novel VR resolver with asymmetric
teeth. Related problems including the difference between
SIN and COS compensating coils and arbitrariness of the
location chosen for the compensating tooth are emphasized.
The prototype and test bench are developed based on the
analysis and computation results above; the performance
of VR resolver with asymmetric teeth is investigated in
Section 4, including the output voltages of signal windings
and zero-error. Conclusions are summarized in Section 5.
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Figure 1: Structure of novel VR resolver with asymmetric teeth on
the stator: 1-rotor, 2-shaft, 3-SIN coil, 4-reference winding, 5-stator,
6-COS coil, 7-COS compensating coil, 8-compensating tooth, 9-SIN
compensating coil, 10-air.

2. Principle of Novel VR Resolver with
Asymmetric Teeth on the Stator

2.1. Structure of VR Resolver with Asymmetric Teeth. The
novel variable reluctance resolver, which is completely differ-
ent from conventional multipole VR resolver, has reference
winding and signal windings placed on the stator and several
salient poles on the rotor. Thus, due to salient pole effects,
with the rotation of the rotor, the inductance of signal
windings varies, and the voltages of SIN and COS coils,
which contain the information of the rotor angle, can be
induced. When the rotor rotates one revolution, the period
number of the output signals will be the same as the rotor
salient pole number. Normally the higher the rotor pole
number is, the more position accuracy the VR resolver can
achieve. The stator pole number 𝑧 should be the times of
four to form two symmetrical phases.Moreover, the reference
coils are connected in series to form 𝑧 poles. The polarity
of coils will be positive/negative alternatively. In order to
make the teeth number be the minimum, four active teeth
with reference windings are put on the stator. Another fifth
asymmetric tooth, nonactive, is proposed to eliminate the
average component from the induced voltage.

The SIN signal should be always in quadrature with COS
signal, that is, the SIN winding and the COS windingmust be
mechanically displaced 90 electrical degrees from each other
in the stator. And, the principle of slot-pole combination
of VR resolver should be followed strictly. As a result, the
number of teeth on the stator is selected as five; the rotor
pole number 𝑝 is chosen as four and the angle-interval of the
neighboring tooth 𝛼 on the stator should be 67.5 mechanical
degrees. The structure of novel VR resolver with asymmetric
teeth on the stator is shown as Figure 1.

It can be seen that the reference windings and the signal
windings are placed together in the stator, and the polarity
of reference windings and SIN and COS coils are posi-
tive/negative alternatively. GCAACGGATCATCATGTAA
The two concentrated coils, called compensating coils, are
placed on the compensating tooth and, respectively, con-
nected with SIN and COS coils in series. The stator is not
complex and can be manufactured by simply using normal
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Figure 2: Waveform of air-gap permeance beneath the first tooth.
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Figure 3: Harmonic components of air-gap permeance.

silicon steel and concentrated coils. To form the salient poles
more precisely, the rotor may be a little more complicated
to be fabricated by wire-electrode cutting. Thus, the novel
VR resolver is named as VR resolver with asymmetric teeth
for the reason that the angle-interval between the first four
neighboring slots is 67.5 mechanical degrees and the fifth is
90 mechanical degrees. The shape of the compensating tooth
is just like the other four teeth, and the main difference is that
there is no reference winding on it.

2.2. Analysis of the Air-Gap Permeance of VR Resolver with
Asymmetric Teeth. The air-gap permeance waveform deter-
mines the output voltage waveforms of SIN and COS coils
directly. Invariably, the magnetic flux closes along the path
where the permeance is the maximum. The main magnetic
circuit contains stator yoke, stator teeth, rotor, and air-gap.
So, analysis of the permeance under four active teeth should
be taken as the principal thing.

According to the general analysis method for a VR
resolver, the higher harmonics can be neglected [14]; thus, the
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Figure 4: Magnetic flux distribution in the VR resolver with asymmetric teeth on the stator.
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permeance versus rotor-position angle 𝜃 can be expressed as
follows:

Λ
𝑍𝑘
= Λ
0
+ Λ
1
cos𝑝 (𝜃 + 𝑘 ⋅ 𝛼) , (1)

where Λ
0
is the average permeance, Λ

1
is the amplitude of

the fundamental component, 𝜃 is the rotating angle, 𝑝 is the
salient pole pair number of the rotor, 𝛼 is the mechanical
degree of the neighboring tooth, and 𝑘 is the number of the
stator teeth. For example, the number of the teeth at the top is
1, and then other teeth are numbered by a counterclockwise
rotation.

Thus, the sum of the air-gap permeance can be expressed
as:

4

∑

𝑘=1

Λ
𝑍𝑘
= 4Λ
0
+

3

∑

𝑘=0

Λ
1
cos 𝑝 (𝜃 + 𝑘 ⋅ 𝛼) = 4Λ

0
. (2)

Therefore, the sum of the air-gap permeance remains
unchanged when the rotor rotates. Then, the reactance of
the reference winding is a constant, and the amplitude of the
induced voltage of reference winding which is excited by a
constant voltage power supply is invariable so that no error
will be brought in.

On the condition that reference winding is excited by a
constant voltage power supply, the following equation should
be followed when calculating the sum of the magneto motive
force:

4

∑

𝑘=1

𝐹
𝑧𝑘
=
∑
4

𝑘=1
Φ
𝑧𝑘

∑
4

𝑘=1
Λ
𝑧𝑘

= const, (3)

where ∑4
𝑘=1
Φ
𝑧𝑘
is the sum of the air-gap magnetic flux.
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Figure 6: Total output voltages of signal windings.

Then, the air-gap magnetic flux of each tooth can be
expressed as:

Φ
𝑧𝑘
= 𝐹
𝑧𝑘
⋅ Λ
𝑧𝑘
= Φ
0
+ Φ
1
cos𝑝 (𝜃 + 𝑘 ⋅ 𝛼) , (4)

whereΦ
0
is the averagemagnetic flux andΦ

1
is the amplitude

of the fundamental component.

2.3. Analysis of the Output Voltages of SIN and COS Coils. To
simplify the problem, it is assumed that

(1) the permeance of stator and rotor iron are infinite;
(2) the iron losses are omitted.

The output voltage of SIN coil will turn out to be

𝐸
𝑠
=

4

∑

𝑘=2𝑛

4.44𝑓𝑁
𝑠
cos 𝑘𝜋Φ

𝑧𝑘
(𝑛 = 1, 2) , (5)

where 𝑁
𝑠
is the turns of each SIN coil, which is the concen-

trated coil like the reference winding, 𝑓 is the frequency of
the reference signal, and cos 𝑘𝜋 represents the N/S polarity of
reference coils.

Just like the air-gap permeance and the magnetic flux,
the output voltage of SIN coil contains average component
and fundamental component.The average component, which
only varies with time and without the rotation of the rotor, is
expressed as:

𝐸
󸀠

𝑠0
=

4

∑

𝑘=2𝑛

4.44𝑓𝑁
𝑠
cos 𝑘𝜋Φ

0
= 0. (6)

Nevertheless, the average value of signal windings cannot
be neglected because of the following reasons.

(1) The reference winding and signal windings are put
together on the stator tooth and magnetic coupling
exists inevitably.

(2) There will be direct coupling between the windings
due to the stray capacitance effect.

(3) The slot leakage flux will induce voltages irrelevant to
the position signal.

(4) The magnetic circuit of VR resolver with asymmetric
teeth is typically asymmetrical.

(5) The compensating effect of the signal windings in
series will be little in that there exists only four active
teeth.

Therefore, the average component of SIN coil should be
revised as:

𝐸
𝑠0
= 𝑄
𝑠
𝑓𝑁
𝑠
Φ
0
, (7)

where 𝑄
𝑠
is the voltage coefficient of SIN coil and can be

calculated by FEA.
The fundamental component will turn out to be

𝐸
𝑠1
=

4

∑

𝑘=2𝑛

4.44𝑓𝑁
𝑠
Φ
1
cos 𝑘𝜋 cos [𝑝𝜃 + (𝑘 − 1) 𝛼]

= 8.88𝑓𝑁
𝑆
Φ
1
sin𝑝𝜃.

(8)

Thus, the output voltage of SIN coil could be expressed in
a more distinct way as:

𝐸
𝑠
= 𝐸
𝑠0
+ 𝐸
𝑠1
= 𝑄
𝑠
𝑓𝑁
𝑆
Φ
0
+ 8.88𝑓𝑁

𝑆
Φ
1
sin𝑝𝜃. (9)

Similarly, the output voltage of the COS coil will turn out
to be

𝐸
𝑐
= 𝐸
𝑐0
+ 𝐸
𝑐1
= 𝑄
𝑐
𝑓𝑁
𝑐
Φ
0
+ 8.88𝑓𝑁

𝑐
Φ
1
cos𝑝𝜃, (10)

where𝑁
𝑐
is the turns of each concentrated COS coil and𝑄

𝑐
is

the voltage coefficient of COS coil and can also be calculated
by FEA.

It can be clearly seen from (9) and (10) that the output
voltages of VR resolver with asymmetric teeth contain aver-
age component and fundamental component. The average
component will definitely cause function error and amplitude
imbalance when the resolver measures the angle of the rotat-
ing shaft. Therefore, the output voltages of VR resolver with
asymmetric teeth must be in series with compensating coils
to eliminate the average value and obtain higher precision.

2.4. Analysis of the Total Output Voltages of Signal Windings.
To simplify the issue, it is assumed that the magnetic flux
in the air-gap under the compensating tooth is zero because
there is no reference winding placed on it.

Then, based on the principle of continuity of magnetic
flux, at any time, the algebraic sum of themagnetic flux in the
compensating tooth and the other four active teeth should be
zero.

Thus, the magnetic flux in the compensating tooth will
turn out to be

Φ
𝑐
= −

4

∑

𝑘=1

Φ
𝑧𝑘
. (11)
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Figure 7: Voltage of total SIN winding.
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Figure 8: Voltage of total COS winding.

The average component of the output voltage of the SIN
compensating coil can be expressed as:

𝐸
𝑐𝑠0
= −4.44𝑓𝑁

𝑐𝑠
(

4

∑

𝑘=1

Φ
0
) = −17.76𝑓𝑁

𝑐𝑠
Φ
0
, (12)

where𝑁
𝑐𝑠
is the turns of the SIN compensating coil.

The function of the compensating coils is to eliminate the
average value from the induced voltages of SIN andCOS coils,
and the turns of compensating coils can only be calculated by
FEA accurately.

The fundamental component of output voltage of the SIN
compensating coil will turn out to be

𝐸
𝑐𝑠1
= −4.44𝑓𝑁

0

4

∑

𝑘=1

Φ
1
cos [4𝜃 + (𝑘 − 1) 𝛼] = 0. (13)

Thus, by connecting the SIN coil with the SIN compensating
coil in series, the total output voltage will be

𝐸
󸀠

𝑠
= 𝐸
𝑠
+ 𝐸
𝑐𝑠
= 8.88𝑓𝑁

𝑠
Φ
1
sin𝑝𝜃. (14)

Similarly, the total output voltages of the COS coil and the
COS compensating coil will be

𝐸
󸀠

𝑐
= 𝐸
𝑐
+ 𝐸
𝑐𝑐
= 8.88𝑓𝑁

𝑐
Φ
1
cos𝑝𝜃. (15)

Obviously, after the compensating tooth and compensat-
ing coils are proposed, the total output voltages of the signal
windings will only contain fundamental component and vary
with the rotation of the rotor strictly, which can naturally
obtain a higher precision to a great extent.This is the principle
of novel VR resolver with asymmetric teeth on the stator.
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Figure 9: Magnetic flux density in the compensating tooth versus
radial displacement along the symmetric line of compensating
tooth.

Table 1: Specification of VR resolver with asymmetric teeth.

Items Units Specification
Exciting reference voltage Vrms 7
Exciting frequency kHz 10
Salient pole pair 4
Minimum air-gap height mm 1
Axial length mm 15
Stator outer diameter mm 28
Turns of each reference coil 20
Turns of each signal coil 20
Turns of the SIN compensating coil 17
Turns of the COS compensating coil 42
Voltage ratio 0.072
Rotating speed rpm 1000
Calculation time instant 𝜇s 2.5

3. Finite Element Analysis

FEA is used to simulate the performance of novel VR
resolver with asymmetric teeth on the stator. The calculation
time instant is related to exciting frequency and number
of samples. The specification of novel VR resolver with
asymmetric teeth is shown in Table 1.

3.1. Calculation of Air-Gap Permeance. Theoutput voltages of
signal windings depend on the air-gap permeance waveform.
So, the calculation of air-gap permeance should be in the
first place. Figure 2 shows thewaveformof air-gap permeance
beneath the first tooth.The harmonic components are shown
in Figure 3, and the total harmonic distortion (THD) is 1.84%.
Results of the calculation of permeance validate the analysis
of the air-gap permeance of VR resolver with asymmetric
teeth on the stator.

Table 2: Calculated results of the total output voltages of signal
windings.

Items Units Specification
Maximum voltage value of total SIN
winding V 0.7186

Minimum voltage value of total SIN winding V −0.7232
Average value of total SIN winding V 0.0072
Maximum voltage value of total COS
winding V 0.7154

Minimum voltage value of total COS
winding V −0.7136

Average value of total COS winding V 0.0182
Electrical error Degree 0.6

3.2. Calculation of the Total Output Voltages of Signal Wind-
ings. Figure 4 presents the magnetic flux distribution in the
VR resolver with asymmetric teeth at 2.5𝜇s. It can be clearly
seen from Figure 4 that the main magnetic circuit is asym-
metrical, which will induce null voltages irrelevant to the
position signal in the output windings to some extent. There
exists a little amount of the slot leakage flux compared with
the main flux and no magnetic flux under the compensating
tooth.Themagnetic flux density is shown in Figure 5, and the
flux density is relatively low, which will not cause saturation
in the stator and rotor. The magnetic flux density in the
compensating tooth is lower than the other four teeth as a
result of no reference winding on it.

The total output voltages of signal windings are almost
equal between the positive and negative half of voltage cycle,
as presented in Figure 6. After bringing the compensating
tooth, the average value and amplitude imbalance can be
reduced significantly and the precision will be improved
effectively. Figure 7 shows the envelope curve and harmonic
components of total voltage of SINwinding. Figure 8 displays
the envelope curve and harmonic components of total voltage
of COS winding.

Calculated results of the total output voltages of signal
windings are shown in Table 2. Total SIN winding here
includes SIN coil and SIN compensating coil and so does total
COS winding.

It can be seen from Table 2 that the average value of
voltage of total SIN winding and that of total COS winding
are different because the turns of SIN and COS compensating
coils are not equal. It should be noted that the average
components can never be zero because the turns of the
compensating coils should be an integral number. The expla-
nation for the reason why SIN and COS compensating coils
are not equal will be demonstrated in Section 3.3.

3.3. Explanation for the Difference between SIN and COS
Compensating Coils. The turns of SIN compensating coil
equal 17 and that of COS compensating coil are 42, as shown
in Table 1. Figure 9 presents the magnetic flux density in
the compensating tooth versus radial displacement along the
symmetric line of compensating tooth. It is supposed that the
magnetic flux in the air gap under the compensating tooth
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Figure 10: VR resolver which the angle-interval between the fourth tooth and compensating tooth is 90 mechanical degrees.
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Figure 11: VR resolver which the angle-interval between the fourth tooth and compensating tooth is 78.75 mechanical degrees.

should be zero. The magnetic flux density in the compen-
sating tooth varies with displacement along the symmetric
line of compensating tooth. The amplitude of magnetic flux
density will increase when the radial displacement is closer
to the stator yoke. The turns of COS compensating coil
is more than that of SIN compensating coil because COS
compensating coil is farther away from the stator yoke.

3.4. Arbitrariness of the Location Chosen for the Compensating
Tooth. Based on the principle of continuity of magnetic flux,

expression (11) shows that the magnetic flux in the compen-
sating tooth is irrelevant to the location of the fifth tooth.
Therefore, the location chosen for the compensating tooth is
arbitrary. Two typical examples are researched to validate the
analysis above. Figure 10 shows the construction and output
voltages of signal windings of one example which the angle-
interval between the fourth tooth and compensating tooth is
90 mechanical degrees. The structure and output voltages of
signal windings of another example which the angle-interval
between the fourth tooth and fifth tooth is 78.75 mechanical
degrees are shown in Figure 11.
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Figure 12: Prototype of novel VR resolver with asymmetric teeth on
the stator.

1

2

3

Figure 13: Experiment setup: 1-oscilloscope probe, 2-turntable, 3-
prototype.

Both two calculation examples are able to output two
quadrature and amplitude-equal signals. The only difference
between the three resolvers is that the turns of SIN and
COS compensating coil are not invariable because of the
distinctions of slot leakage flux distribution and the magnetic
flux density in the compensating tooth.

4. Experiment and Error Analysis

4.1. Prototype. Based on the analysis and computations
above, a prototype has beenmade as shown in Figure 12, with
four active teeth and one nonactive tooth on the stator and
four salient poles on the rotor.

4.2. Output Voltages of Signal Windings Measurement.
Figure 13 presents the test bench for output voltages of
signal windings measurement. The stator was fixed on the
support, and the rotor was rotating with the shaft fixed on the
turntable, and thus their relative positions can be changed.
The output voltages of signal windings are measured by TEK
oscilloscope, as shown in Figure 14. The experimental results
prove the validities of the analysis and results of FEA above.

4.3. Zero-Error Measurement. Figure 15 shows the zero-error
within a mechanical cycle which is measured by high-
precision digital grating optical dividing head.

It can be seen that the maximum zero-error of SIN
winding is ±0.66∘ and that of COS winding is ±0.71∘. The
zero-error changes in a zigzag fashion at different zero posi-
tions because noneffective voltages exist in output signals.
Compared with electrical error computed by FEA, results
of the experiment is larger for the reason that it is difficult
to make the stator and rotor absolutely concentric in the
experiment.

Figure 14: Oscilloscope graphmeasured: 1-voltage of COS winding,
2-voltage of SIN winding.
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5. Conclusions

The following conclusions can be drawn from the analysis of
the novel VR resolver with asymmetric teeth on the stator.

(1) The fifth asymmetric tooth, nonactive, called com-
pensating tooth, plays a pivotal role in the new
topology of VR resolver. The induced voltages of
compensating coils can eliminate the average value
from the voltages of SIN and COS coils so that the
precision will be improved substantially.

(2) The calculated electric error of the proposed VR
resolver can approach ±0.7∘. Several relevant special
issues caused by special construction are researched
in detail. Computations of FEA are consistentwith the
principle analysis of the proposed VR resolver.

(3) Experimental results show that the novel VR resolver
has equivalent precision (±0.5∘) compared with the
same type of conventional topVR resolvers. However,
it is confirmed that the novel VR resolver with
asymmetric teeth on the stator is advantaged with
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reliability and cost due to the simple manufacturing
process and structure of stator. It is more cost effec-
tive, so, as position sensor, it is very useful for low cost
drives or electric vehicles.
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A nonlinear purely rotational dynamic model of a multistage closed-form planetary gear set formed by two simple planetary stages
is proposed in this study. The model includes time-varying mesh stiffness, excitation fluctuation and gear backlash nonlinearities.
The nonlinear differential equations of motion are solved numerically using variable step-size Runge-Kutta. In order to obtain
function expression of optimization objective, the nonlinear differential equations of motion are solved analytically using harmonic
balance method (HBM). Based on the analytical solution of dynamic equations, the optimization mathematical model which aims
at minimizing the vibration displacement of the low-speed carrier and the total mass of the gear transmission system is established.
The optimization toolbox in MATLAB program is adopted to obtain the optimal solution. A case is studied to demonstrate the
effectiveness of the dynamic model and the optimization method.The results show that the dynamic properties of the closed-form
planetary gear transmission system have been improved and the total mass of the gear set has been decreased significantly.

1. Introduction

Planetary gear sets have been widely used in engineering
including automotive transmissions, aviation transmissions,
and crane gearboxes as well as other marine and industrial
power transmission systems. Planetary gear trains havemany
advantages over fixed-center counter-shaft gear systems.
The flow of power via multiple-gear meshes increases the
power density and helps to reduce the overall size of the
transmission train. The ability of multistage planetary sets
in providing multiple speed reduction ratios has been the
main reason for their extensive use in automatic transmission
applications. Closed-form planetary trains are obtained from
a number of single-stage differential planetary gear sets
and one quasi-planetary stage whose central members are
connected according to a given power flow configuration.
Input, output, and fixed member assignments are made to
certain central members to achieve a given gear ratio.

Because of complexity of structure, most of the ear-
lier published studies on the planetary gear systems were

confined to single-stage planetary. In addition, these early
models were of linear time-invariant type, so that the eigen
solutions andmodel summation techniques were used to pre-
dict the natural modes and the forced response [1–3]. Kahra-
man [4] employed a purely rotational dynamic model for all
possible power flow configurations of complex compound
planetary gear sets. He classified the naturalmodel in two cat-
egories: asymmetric planet modes and axi-symmetric overall
modes. Sun and Hu [5] investigated the frequency response
of nonlinear planetary transmission system with multiple
clearances using single-term harmonic balance method and
focusing only on a single power flow configuration, in
which the ring gear was fixed. Al-shyyab and Kahraman
[6] developed a rotational single-stage nonlinear dynamic
model of a simple planetary gear set and provided a semi-
analytical forced response solution using multiterm HBM
and showed that these HBM solutions in well agreement with
direct numerical integration solution. Also, a recent study
by Al-shyyab [7] investigated a compound planetary gear set
formed by any number of simple planetary stages, and each
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Figure 1: (a) A closed-form planetary gear system; (b) A discrete model of closed-form planetary gear system.

planetary stage has a distinct fundamental mesh frequency
and any number of planets spaced in any angular positions
using multiterm HBM.

Those studies cited previously are mainly aimed at the
modeling of planetary gear trains, the analysis of dynamic
response as well as the analysis of parameters stability, and
so on. Whereas, the studies on nonlinear dynamic optimi-
zation design of planetary transmission system with multiple
clearances are still very limited. Zeng Bao [8] and Guan
Wei [9] investigated multistage helical gear trains and single-
stage planetary gear train taking the dynamic properties
as objective functions, respectively. But, in their studies
the design variables of optimization were limited to these
parameters: the number of gears, the pitch-cycle helical-
angle, and the modification coefficients. This study aims at
providing numerical solutions and analytical solutions for the
dynamic response of a closed-form planetary gear train hav-
ing three planets spaced equally position angle using Runge-
Kutta numerical integration and HBM, respectively. Based
on the analytical solution, the optimization mathematical
model that focused on minimizing the vibration acceleration
of structure and the total mass of the gear transmission
system is established. Some key design parameters such as the
number of each gear, the module of each stage planetary, the
transmission ratio of each stage planetary and the pressure
angle are chosen as design varies. This study is available for
the designing of closed-form planetary gear sets of bothmin-
imum weight and best dynamic characteristic for reference.

2. Dynamic Model of System

2.1. Model and Assumptions. The closed-form planetary gear
train consists of a single-stage differential planetary (low-
speed stage) and a single-stage quasi-planetary (high-speed
stage, carrier is fixed) in this study, as shown in Figure 1. Each
stage is comprised of three central elements: the sun gear
(𝑠
1
, 𝑠
2
), the ring gear (𝑟

1
, 𝑟
2
), and carrier (𝑐

1
, 𝑐
2
). Each stage

Crp

Crp

Crp

Csp

Csp

Csp

Krp

Krp

Krp

Ksp

Ksp
Ksp

Uc

Us

Up3

Up2

Up1

Tin

Figure 2: Lumped parameter dynamic model of single-stage plane-
tary gear set.

planetary has 𝑛planet gears.Theparameter 𝑛 representing the
number of planet gears is taken as 3 throughout this paper.
The planets of each stage are free to rotate with respect to
their common carrier. All the gears aremounted on their rigid
shafts supported by rolling element bearings. The two rings
are connected by torsional linear springs of stiffness 𝑘

𝑟1𝑟2
,

as shown in Figure 2. Likewise, the other central elements
𝑐
1
, 𝑐
2
and 𝑠
1
, 𝑠
2
are constrained by torsional linear springs

of stiffness 𝑘
𝑐1𝑠2

, 𝑘
𝑐2

and 𝑘
𝑠1
, 𝑘
𝑐1𝑠2

, respectively. In order to
establish themathematical model of the transmission system,
a number of simplified assumptions are introduced in the case
of speed reduction in the closed-form planetary gear set, as
shown in Figure 1.
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(1) All of the gears in the set are assumed to be rigid and
the flexibilities of each gear teeth at the gear mesh
interface are modeled by an equivalent spring having
time-varying stiffness acting along the mesh direc-
tions. These periodically time-varying mesh stiff-
nesses are subject to piece-linear functions represent-
ing gear backlashes.

(2) Because the bending stiffness of shafts in the set is
very large, the deflection of these shafts can be ne-
glected. Thus, the transverse displacements of gears
are not considered.

(3) Because the damping mechanisms at the gear meshes
and bearings of a planetary gear set are not easy to give
a description of mathematical model, viscous gear
mesh damping elements are introduced to represent
energy dissipation of the transmission system.

2.2. Equivalent Displacements. In order to establish the equa-
tions of motion easily, all of torsional angular displacements
are unified on the pressure line in terms of equivalent
displacements. The equivalent transverse displacements in
the mesh line direction caused by rotational displacements
are written as follows:

𝑢
𝑐𝑗
= 𝑟
𝑐𝑗
𝜃
𝑐𝑗
, 𝑢
𝑟𝑗
= 𝑟
𝑟𝑗
𝜃
𝑟𝑗
, 𝑢
𝑠𝑗
= 𝑟
𝑠𝑗
𝜃
𝑠𝑗
, 𝑢
𝑝𝑗𝑛
= 𝑟
𝑝𝑗
𝜃
𝑗𝑛
,

𝑗 = 1, 2; 𝑛 = 1, 2, 3,

(1)

where 𝜃 and 𝑟 (subscripts 𝑐𝑗, 𝑟𝑗, 𝑠𝑗, 𝑗𝑛; 𝑗 = ℎ, 𝑙; 𝑛 = 1, 2, 3)
are angular displacements and base circle radius of the parts,
respectively. While 𝑟 (subscripts 𝑐1, 𝑐2) is the equivalent base
circle radius of the carriers defined as follows:

𝑟
𝑠1
+ 𝑟
𝑝ℎ
= 𝑟
𝑟1
− 𝑟
𝑝ℎ
= 𝑟
𝑐1
cos𝛼,

𝑟
𝑠2
+ 𝑟
𝑝𝑙
= 𝑟
𝑟2
− 𝑟
𝑝𝑙
= 𝑟
𝑐2
cos𝛼.

(2)

With the symbol 𝑈 is used to represent the relative
displacements in the direction of pressure line, the relative
displacements are obtained according to themeshing relation
and the equivalent displacements as follows. The positive
direction of the relative displacements is assumed to be the
same direction of the compressive deformation. The relative
displacements of the parts in the pressure line direction are
written as follows:

𝑈
𝑠1𝑝ℎ𝑖

= 𝑟
𝑠1
(𝜃
𝑠1
− 𝜃
𝑐1
) − 𝑟
𝑝ℎ
(𝜃
ℎ𝑖
+ 𝜃
𝑐1
)

= 𝑟
𝑠1
𝜃
𝑠1
− 𝑟
𝑐1
𝜃
𝑐1
cos𝛼 − 𝑟

𝑝ℎ
𝜃
ℎ𝑖
,

(3a)

𝑈
𝑟1𝑝ℎ𝑖

= 𝑟
𝑝ℎ
(𝜃
ℎ𝑖
+ 𝜃
𝑐1
) − 𝑟
𝑟1
(𝜃
𝑟1
+ 𝜃
𝑐1
)

= 𝑟
𝑝ℎ
𝜃
ℎ𝑖
− 𝑟
𝑐1
𝜃
𝑐1
cos𝛼 − 𝑟

𝑟1
𝜃
𝑟1
,

(3b)

𝑈
𝑐1𝑠2
= 𝑟
𝑐1
(𝜃
𝑐1
− 𝜃
𝑠2
) cos𝛼, (3c)

𝑈
𝑐2
= 𝑟
𝑐2
𝜃
𝑐2
cos𝛼, (3d)

𝑈
𝑠2𝑝𝑙𝑖

= 𝑟
𝑠2
(𝜃
𝑠2
− 𝜃
𝑐2
) − 𝑟
𝑝𝑙
(𝜃
𝑙𝑖
+ 𝜃
𝑐2
)

= 𝑟
𝑠2
𝜃
𝑠2
− 𝑟
𝑐2
𝜃
𝑐2
cos𝛼 − 𝑟

𝑝𝑙
𝜃
𝑙𝑖
,

(3e)

𝑈
𝑟2𝑝𝑙𝑖

= 𝑟
𝑝𝑙
(𝜃
𝑙𝑖
+ 𝜃
𝑐2
) − 𝑟
𝑟2
(𝜃
𝑟2
+ 𝜃
𝑐2
)

= 𝑟
𝑝𝑙
𝜃
𝑙𝑖
− 𝑟
𝑐2
𝜃
𝑐2
cos𝛼 − 𝑟

𝑟2
𝜃
𝑟2
,

(3f)

𝑈
𝑟1𝑟2

= 𝑟
𝑟1
(𝜃
𝑟1
− 𝜃
𝑟2
) . (3g)

2.3. Equations of Motion. The closed-form planetary gear
system consists of four different kinds of gear pairs, the
external gear pair, that is, the sun gear/planet gear-𝑖 pair
(subscripts 𝑠1, 𝑝ℎ𝑖 and 𝑠2, 𝑝𝑙𝑖), and the internal gear pair,
that is, the ring gear/planet gear-𝑖 pair (subscripts 𝑟1, 𝑝ℎ𝑖
and 𝑟2, 𝑝𝑙𝑖). The mesh of gear 𝑗 (𝑠𝑖 or 𝑟𝑖, 𝑖 = 1, 2) with a
planet 𝑝𝑖 (𝑖 = ℎ, 𝑙) is represented by a periodically time-
varying stiffness element 𝑘

𝑗𝑝𝑖
(𝑡) subjected to a piecewise

linear backlash function 𝑔 that includes a clearance of gap
width 2𝑏

𝑗𝑝𝑖
. Accordingly, the dynamicmodel of a closed-form

gear set with 𝑛 planets includes 2𝑛 clearances. In this closed-
form planetary gear system, damper is described by constant
viscous damper coefficient 𝑐

𝑗𝑝𝑖
. This is a rather simplified

mesh contact model; in reality these contacts are subjected to
the hydro-elastic-dynamic regime of lubrication [10]. In this
paper, it is supposed that all planets 𝑝𝑖 (𝑖 = ℎ, 𝑙) and their
respective meshes with gear 𝑗 (𝑠1, 𝑠2 or 𝑟1, 𝑟2) are identical
so that 𝑘

𝑗𝑝𝑖
(𝑡), 𝑏
𝑗𝑝𝑖
, and 𝑐

𝑗𝑝𝑖
are the same for each 𝑗𝑝𝑖 mesh,

except the phase angles of 𝑘
𝑗𝑝𝑖
(𝑡) which differ according to

planet phasing conditions.
Thus, the nonlinear dynamic differential equations of

motion of closed-form planetary gear set can be established
using the Lagrange principle as follows:

𝑀
𝑐1
̈𝑢
𝑐1
+ 𝐶
𝑐1𝑠2
𝑈
𝑐1𝑠2

−

3

∑

𝑖=1

(𝐶
𝑠1𝑛
𝑈
𝑠1𝑝ℎ𝑖

+ 𝐶
𝑟1𝑛
𝑈
𝑟1𝑝ℎ𝑖

) + 𝑘
𝑐1𝑠2
𝑈
𝑐1𝑠2

−

3

∑

𝑖=1

[𝑘
𝑠1𝑛
𝑈
𝑠1𝑝ℎ𝑖

+ 𝑘
𝑟1𝑛
𝑈
𝑟1𝑝ℎ𝑖

] = 0,

(4a)

𝑀
𝑟1
̈𝑢
𝑟1
+ 𝐶
𝑟1𝑟2
𝑈
𝑟1𝑟2

−

3

∑

𝑖=1

𝐶
𝑟1𝑛
𝑈
𝑟1𝑝ℎ𝑖

+ 𝑘
𝑟1𝑟2
𝑈
𝑟1𝑟2

−

3

∑

𝑖=1

𝑘
𝑟1𝑛
𝑈
𝑟1𝑝ℎ𝑖

= 0,

(4b)

𝑀
𝑠1
̈𝑢
𝑠1
+

3

∑

𝑖=1

𝐶
𝑠1𝑛
𝑈
𝑠1𝑝ℎ𝑖

+

3

∑

𝑖=1

𝑘
𝑠1𝑛
𝑈
𝑠1𝑝ℎ𝑖

=
𝑇in
𝑟
𝑠1

, (4c)

𝑀
𝑝ℎ
̈𝑢
ℎ𝑛
− 𝐶
𝑠1𝑛
𝑈
𝑠1𝑝ℎ𝑛

+ 𝐶
𝑟1𝑛
𝑈
𝑟1𝑝ℎ𝑛

− 𝑘
𝑠1𝑛
𝑈
𝑠1𝑝ℎ𝑛

+ 𝑘
𝑟1𝑛
𝑈
𝑟1𝑝ℎ𝑛

= 0 (𝑛 = 1, 2, 3) ,

(4d)
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𝑀
𝑐2
̈𝑢
𝑐2
+ 𝐶
𝑐2
𝑈
𝑐2

−

3

∑

𝑖=1

(𝐶
𝑠2𝑛
𝑈
𝑠2𝑝𝑙𝑖

+ 𝐶
𝑟2𝑛
𝑈
𝑟2𝑝𝑙𝑖
) + 𝑘
𝑐2
𝑈
𝑐2

−

3

∑

𝑖=1

[𝑘
𝑠2𝑛
𝑈
𝑠2𝑝𝑙𝑖

+ 𝑘
𝑟2𝑛
𝑈
𝑟2𝑝𝑙𝑖
] = 0,

(4e)

𝑀
𝑟2
̈𝑢
𝑟2
− 𝐶
𝑟1𝑟2
𝑈
𝑟1𝑟2

𝑟
𝑟1

𝑟
𝑟2

−

3

∑

𝑖=1

𝐶
𝑟2𝑛
𝑈
𝑟2𝑝𝑙𝑖

− 𝑘
𝑟1𝑟2
𝑈
𝑟1𝑟2

𝑟
𝑟1

𝑟
𝑟2

−

3

∑

𝑖=1

𝑘
𝑟2𝑛
𝑈
𝑟2𝑝𝑙𝑖

=
𝑇out
𝑟
𝑟2

,

(4f)

𝑀
𝑠2
̈𝑢
𝑠2
− 𝐶
𝑐1𝑠2
𝑈
𝑐1𝑠2

𝑟
𝑐1
cos𝛼
𝑟
𝑠2

+

3

∑

𝑖=1

𝐶
𝑠2𝑛
𝑈
𝑠2𝑝𝑙𝑖

− 𝑘
𝑐1𝑠2
𝑈
𝑐1𝑠2

𝑟
𝑐1
cos𝛼
𝑟
𝑠2

+

3

∑

𝑖=1

𝑘
𝑠2𝑛
𝑈
𝑠2𝑝𝑙𝑖

= 0,

(4g)

𝑀
𝑝𝑙
̈𝑢
𝑙𝑛
− 𝐶
𝑠2𝑛
𝑈
𝑠2𝑝𝑙𝑛

+ 𝐶
𝑟2𝑛
𝑈
𝑟2𝑝𝑙𝑛

− 𝑘
𝑠2𝑛
𝑈
𝑠2𝑝𝑙𝑛

+ 𝑘
𝑟2𝑛
𝑈
𝑟2𝑝𝑙𝑛

= 0 (𝑛 = 1, 2, 3) ,

(4h)

where, 𝐼
𝑐1
= 𝐼
󸀠

𝑐1
+ 3𝑚
𝑝ℎ
𝑟
2

𝑐1
is the equivalent mass moment

of inertia of the carrier including planet gears in high-speed
stage; 𝐼󸀠

𝑐1
is the inertia of the carrier in high-speed stage;

𝑚
𝑝ℎ

is the actual mass of planet-gear in high-speed stage;
and 𝑟
𝑐1

is the distribution circle radius of the planet gears.
𝐼
𝑐1
= 𝑀
𝑐1
𝑟
2

𝑏𝑐1
, 𝑀
𝑐1

is the equivalent mass of the carrier in
high-speed stage with respect to the its equivalent base circle
radius; 𝑟

𝑏𝑐1
is equivalent base circle radius of the carrier in

high-speed stage; 𝑟
𝑏𝑐1
= 𝑟
𝑐1
cos𝛼; 𝐼

𝑟1
= 𝑀
𝑟1
𝑟
2

𝑟1
, and𝑀

𝑟1
is the

equivalent mass of the ring in low-speed stage with respect to
its base circle radius; 𝐼

𝑠1
= 𝑀
𝑠1
𝑟
2

𝑠1
, and𝑀

𝑠1
is the equivalent

mass of the sun gear in low-speed stage with respect to its
base circle radius; 𝐼

𝑝ℎ𝑛
= 𝑀
𝑝ℎ
𝑟
2

𝑝ℎ
, and𝑀

𝑝ℎ
is the equivalent

mass of the planet-gear in high-speed stage with respect to its
equivalent base circle radius; 𝐼

𝑐2
= 𝐼
󸀠

𝑐2
+3𝑚
𝑝𝑙
𝑟
2

𝑐2
, and 𝐼󸀠

𝑐2
is the

moment of inertia of the carrier in low-speed stage.
Dynamic model of motion of transmission has consider-

able difficulties in its solution procedure as follows. (1) As a
semidefinite system, its first-order natural frequency is zero
corresponding to a rigid body motion. (2) The piecewise-
linear function 𝑔 represents the gear backlash, and the
number of variables is even different according to the external
and internal gear pairs. (3) As both linear and nonlinear
restoring forces exist in the equations, it is not possible
to write out the governing equation in matrix form, while
a general solution technique applicable to the systems of
multiple degrees of freedom must be based on matrix form.

Therefore, (4a)–(4h) are simplified further by introducing
a set of new variables:

𝑈
𝑠1𝑝ℎ𝑛

= 𝑢
𝑠1
− 𝑢
𝑐1
− 𝑢
ℎ𝑛
, (5a)

𝑈
𝑟1𝑝ℎ𝑛

= 𝑢
ℎ𝑛
− 𝑢
𝑐1
− 𝑢
𝑟1
, (5b)

𝑈
𝑐1𝑠2
= 𝑢
𝑐1
−
𝑟
𝑐1
cos𝛼
𝑟
𝑠2

𝑢
𝑠2
, (5c)

𝑈
𝑐2
= 𝑢
𝑐2
, (5d)

𝑈
𝑠2𝑝ℎ𝑛

= 𝑢
𝑠2
− 𝑢
𝑐2
− 𝑢
𝑙𝑛
, (5e)

𝑈
𝑟2𝑝ℎ𝑛

= 𝑢
𝑙𝑛
− 𝑢
𝑐2
− 𝑢
𝑟2
, (5f)

𝑈
𝑟1𝑟2

= 𝑢
𝑟1
−
𝑟
𝑟1

𝑟
𝑟2

𝑢
𝑟2
. (5g)

The new coordinate variables defined previously not only
have intuitional physicalmeaning, but also eliminate the rigid
body motion. Furthermore, the piecewise-linear backlash
function 𝑔 can be written as a set of functions with a single
variable according to (5a)–(5g).

In addition, nondimensional parameters of (4a)–(4h) can
be obtained by a characteristic length 𝑏 and frequency 𝜔

𝑛
=

√𝑘
𝑠1𝑛
/𝑀
𝑠1
, such that

𝑡 = 𝜔
𝑛
𝑡. (6)

Hence, a set of simplified equations of motions of the
transmission system is obtained by substituting (5a)–(5g) and
(6) into (4a)–(4h):

𝑈
𝑠1𝑝ℎ𝑛

+
1

𝜔2
𝑛

3

∑

𝑖=1

[

𝐶
𝑠1𝑛
𝑈
𝑠1𝑝ℎ𝑖

𝑀
𝑠1𝑐1

+

𝐶
𝑟1𝑛
𝑈
𝑟1𝑝ℎ𝑖

𝑀
𝑐1

]

+
1

𝜔2
𝑛

[

𝐶
𝑠1𝑛
𝑈
𝑠1𝑝ℎ𝑛

− 𝐶
𝑟1𝑛
𝑈
𝑟1𝑝ℎ𝑛

𝑀
𝑝ℎ

−
𝐶
𝑐1𝑠2
𝑈
𝑐1𝑠2

𝑀
𝑐1

]

+
1

𝜔2
𝑛

3

∑

𝑖=1

[

[

𝑘
𝑠1𝑛
𝑔 (𝑈
𝑠1𝑝ℎ𝑖

)

𝑀
𝑠1𝑐1

+

𝑘
𝑟1𝑛
𝑔 (𝑈
𝑟1𝑝ℎ𝑖

)

𝑀
𝑐1

]

]

+
1

𝜔2
𝑛

[

[

𝑘
𝑠1𝑛
𝑔 (𝑈
𝑠1𝑝ℎ𝑛

) − 𝑘
𝑟1𝑛
𝑔 (𝑈
𝑟1𝑝ℎ𝑛

)

𝑀
𝑝ℎ

−
𝑘
𝑐1𝑠2
𝑔 (𝑈
𝑐1𝑠2
)

𝑀
𝑐1

]

]

=
𝑇in

𝑟
𝑠1
𝑀
𝑠1
𝑏𝜔2
𝑛

(𝑛 = 1, 2, 3) ,

(7a)
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𝑈
𝑟1𝑝ℎ𝑛

+
1

𝜔2
𝑛

[

𝐶
𝑟1𝑛
𝑈
𝑟1𝑝ℎ𝑛

− 𝐶
𝑠1𝑛
𝑈
𝑠1𝑝ℎ𝑛

𝑀
𝑝ℎ

−
𝐶
𝑐1𝑠2
𝑈
𝑐1𝑠2

𝑀
𝑐1

−
𝐶
𝑟1𝑟2
𝑈
𝑟1𝑟2

𝑀
𝑟1

]

+
1

𝜔2
𝑛

3

∑

𝑖=1

[

𝐶
𝑠1𝑛
𝑈
𝑠1𝑝ℎ𝑖

𝑀
𝑐1

+

𝐶
𝑟1𝑛
𝑈
𝑟1𝑝ℎ𝑖

𝑀
𝑐1𝑟1

]

+
1

𝜔2
𝑛

3

∑

𝑖=1

[

[

𝑘
𝑠1𝑛
𝑔 (𝑈
𝑠1𝑝ℎ𝑖

)

𝑀
𝑐1

+

𝑘
𝑟1𝑛
𝑔 (𝑈
𝑟1𝑝ℎ𝑖

)

𝑀
𝑐1𝑟1

]

]

+
1

𝜔2
𝑛

[

[

𝑘
𝑟1𝑛
𝑔 (𝑈
𝑟1𝑝ℎ𝑛

) − 𝑘
𝑠1𝑛
𝑔 (𝑈
𝑠1𝑝ℎ𝑛

)

𝑀
𝑝ℎ

−
𝑘
𝑐1𝑠2
𝑔 (𝑈
𝑐1𝑠2
)

𝑀
𝑐1

−
𝑘
𝑟1𝑟2
𝑔 (𝑈
𝑟1𝑟2
)

𝑀
𝑟1

]

]

= 0

(𝑛 = 1, 2, 3) ,

(7b)

𝑈
𝑐1𝑠2
+
𝐶
𝑐1𝑠2

𝑀
𝑐1
𝜔2
𝑛

𝑈
𝑐1𝑠2

−
1

𝜔2
𝑛

3

∑

𝑖=1

[

𝐶
𝑠1𝑛
𝑈
𝑠1𝑝ℎ𝑖

+ 𝐶
𝑟1𝑛
𝑈
𝑟1𝑝ℎ𝑖

𝑀
𝑐1

+

𝐶
𝑠2𝑛
𝑈
𝑠2𝑝𝑙𝑖
𝑟
𝑐1
cos𝛼

𝑀
𝑠2
𝑟
𝑠2

]

+
𝐶
𝑐1𝑠2

𝑀
𝑠2
𝜔2
𝑛

(
𝑟
𝑐1
cos𝛼
𝑟
𝑠2

)

2

𝑈
𝑐1𝑠2
+
𝑘
𝑐1𝑠2
𝑔 (𝑈
𝑐1𝑠2
)

𝑀
𝑐1
𝜔2
𝑛

+
𝑘
𝑐1𝑠2
𝑔 (𝑈
𝑐1𝑠2
)

𝑀
𝑠2
𝜔2
𝑛

(
𝑟
𝑐1
cos𝛼
𝑟
𝑠2

)

2

−
1

𝜔2
𝑛

3

∑

𝑖=1

[

[

𝑘
𝑠1𝑛
𝑔 (𝑈
𝑠1𝑝ℎ𝑖

) + 𝑘
𝑟1𝑛
𝑔(𝑈
𝑟1𝑝ℎ𝑖

)

𝑀
𝑐1

+

𝑘
𝑠2𝑛
𝑔 (𝑈
𝑠2𝑝𝑙𝑖
) 𝑟
𝑐1
cos𝛼

𝑀
𝑠2
𝑟
𝑠2

]

]

= 0,

(7c)

𝑈
𝑐2
+
𝐶
𝑐2
𝑈
𝑐2

𝑀
𝑐2
𝜔2
𝑛

−

3

∑

𝑖=1

𝐶
𝑠2𝑛
𝑈
𝑠2𝑝𝑙𝑖

+ 𝐶
𝑟2𝑛
𝑈
𝑟2𝑝𝑙𝑖

𝑀
𝑐2
𝜔2
𝑛

+
𝑘
𝑐2
𝑔 (𝑈
𝑐2
)

𝑀
𝑐2
𝜔2
𝑛

−

3

∑

𝑖=1

𝑘
𝑠2𝑛
𝑔 (𝑈
𝑠2𝑝𝑙𝑖
) + 𝑘
𝑟2𝑛
𝑔 (𝑈
𝑟2𝑝𝑙𝑖
)

𝑀
𝑐2
𝜔2
𝑛

= 0,

(7d)

𝑈
𝑠2𝑝𝑙𝑛

+
1

𝜔2
𝑛

3

∑

𝑖=1

[

𝐶
𝑠2𝑛
𝑈
𝑠2𝑝𝑙𝑖

𝑀
𝑠2

+

𝐶
𝑠2𝑛
𝑈
𝑠2𝑝𝑙𝑖

+ 𝐶
𝑟2𝑛
𝑈
𝑟2𝑝𝑙𝑖

𝑀
𝑐2

]

+
1

𝜔2
𝑛

[

𝐶
𝑠2𝑛
𝑈
𝑠2𝑝𝑙𝑛

− 𝐶
𝑟2𝑛
𝑈
𝑟2𝑝𝑙𝑛

𝑀
𝑝𝑙

−
𝐶
𝑐2
𝑈
𝑐2

𝑀
𝑐2

−
𝐶
𝑐1𝑠2

𝑀
𝑠2

𝑟
𝑐1
cos𝛼𝑈

𝑐1𝑠2

𝑟
𝑠2

]

+
1

𝜔2
𝑛

3

∑

𝑖=1

[

[

𝑘
𝑠2𝑛
𝑔 (𝑈
𝑠2𝑝𝑙𝑖
)

𝑀
𝑠2

+

𝑘
𝑠2𝑛
𝑔 (𝑈
𝑠2𝑝𝑙𝑖
) + 𝑘
𝑟2𝑛
𝑔 (𝑈
𝑟2𝑝𝑙𝑖
)

𝑀
𝑐2

]

]

+
1

𝜔2
𝑛

[

[

𝑘
𝑠2𝑛
𝑔 (𝑈
𝑠2𝑝𝑙𝑛

) − 𝑘
𝑟2𝑛
𝑔 (𝑈
𝑟2𝑝𝑙𝑛

)

𝑀
𝑝𝑙

−
𝑘
𝑐2
𝑔 (𝑈
𝑐2
)

𝑀
𝑐2

−
𝑘
𝑐1𝑠2

𝑀
𝑠2

×
𝑔 (𝑈
𝑐1𝑠2
) 𝑟
𝑐1
cos𝛼

𝑟
𝑠2

]

]

= 0 (𝑛 = 1, 2, 3) ,

(7e)

𝑈
𝑟2𝑝𝑙𝑛

+
1

𝜔2
𝑛

[

𝐶
𝑟2𝑛
𝑈
𝑟2𝑝𝑙𝑛

− 𝐶
𝑠2𝑛
𝑈
𝑠2𝑝𝑙𝑛

𝑀
𝑝𝑙

−
𝐶
𝑐2
𝑈
𝑐2

𝑀
𝑐2

+
𝐶
𝑟1𝑟2
𝑟
𝑟1
𝑈
𝑟1𝑟2

𝑀
𝑟2
𝑟
𝑟2

]

+
1

𝜔2
𝑛

3

∑

𝑖=1

[

𝐶
𝑠2𝑛
𝑈
𝑠2𝑝𝑙𝑖

+ 𝐶
𝑟2𝑛
𝑈
𝑟2𝑝𝑙𝑖

𝑀
𝑐2

+

𝐶
𝑟2𝑛
𝑈
𝑟2𝑝𝑙𝑛

𝑀
𝑟2

]

+
1

𝜔2
𝑛

[

[

𝑘
𝑟2𝑛
𝑔 (𝑈
𝑟2𝑝𝑙𝑛

)−𝑘
𝑠2𝑛
𝑔 (𝑈
𝑠2𝑝𝑙𝑛

)

𝑀
𝑝𝑙

−
𝑘
𝑐2
𝑔 (𝑈
𝑐2
)

𝑀
𝑐2

+
𝑘
𝑟1𝑟2
𝑟
𝑟1
𝑔 (𝑈
𝑟1𝑟2
)

𝑀
𝑟2
𝑟
𝑟2

]

]
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+
1

𝜔2
𝑛

3

∑

𝑖=1

[

[

𝑘
𝑠2𝑛
𝑔 (𝑈
𝑠2𝑝𝑙𝑖
)+𝑘
𝑟2𝑛
𝑔 (𝑈
𝑟2𝑝𝑙𝑖
)

𝑀
𝑐2

+

𝑘
𝑟2𝑛
𝑔 (𝑈
𝑟2𝑝𝑙𝑖
)

𝑀
𝑟2

]

]

=
−𝑇out

𝑀
𝑟2
𝑟
𝑟2
𝑏𝜔2
𝑛

(𝑛 = 1, 2, 3) ,

(7f)

𝑈
𝑟1𝑟2
+
𝐶
𝑟1𝑟2
𝑈
𝑟1𝑟2

𝑀
𝑟1𝑟2
𝜔2
𝑛

+
1

𝜔2
𝑛

3

∑

𝑖=1

(
𝐶
𝑟2𝑛
𝑟
𝑟1

𝑀
𝑟2
𝑟
𝑟2

𝑈
𝑟2𝑝𝑙𝑖

−
𝐶
𝑟1𝑛

𝑀
𝑟1

𝑈
𝑟1𝑝ℎ𝑖

)

+
𝑘
𝑟1𝑟2
𝑔 (𝑈
𝑟1𝑟2
)

𝑀
𝑟1𝑟2
𝜔2
𝑛

+
1

𝜔2
𝑛

3

∑

𝑖=1

(

𝑘
𝑟2𝑛
𝑟
𝑟1
𝑔 (𝑈
𝑟2𝑝𝑙𝑖
)

𝑀
𝑟2
𝑟
𝑟2

−

𝑘
𝑟1𝑛
𝑔 (𝑈
𝑟1𝑝ℎ𝑖

)

𝑀
𝑟1

)

= −
𝑇out𝑟𝑟1

𝑀
𝑟2
𝑟
2

𝑟2
𝑏𝜔2
𝑛

,

(7g)

where,
1

𝑀
𝑠1𝑐1

=
1

𝑀
𝑠1

+
1

𝑀
𝑐1

,

1

𝑀
𝑐1𝑟1

=
1

𝑀
𝑐1

+
1

𝑀
𝑟1

,

1

𝑀
𝑟1𝑟2

=
1

𝑀
𝑟1

+
𝑟
𝑟1

𝑀
𝑟2
𝑟
𝑟2

.

(8)

Equations (7a)–(7g) can be written in matrix form as

Ü + CU̇ + K𝑔 (U) = T, (9)

where, the piecewise-linear backlash function is defined as

𝑔 [𝑈
𝑖𝑗
(𝑡)] =

{{

{{

{

𝑈
𝑖𝑗
(𝑡) − 𝑏

𝑖𝑗
, 𝑈
𝑖𝑗
> 𝑏
𝑖𝑗
,

0, −𝑏
𝑖𝑗
≤ 𝑈
𝑖𝑗
≤ 𝑏
𝑖𝑗
,

𝑈
𝑖𝑗
(𝑡) + 𝑏

𝑖𝑗
, 𝑈
𝑖𝑗
< −𝑏
𝑖𝑗
.

(10)

3. Solution of Dynamic Equations

3.1. Dynamic Response Using the Numerical Integration.
In this section, the mathematical model will be solved
numerically by the variable step-size Runge-Kutta integration
method firstly. The parameters of the closed-form planetary
gear set shown in Figure 1 are given in Tables 1 and 2. In this
work, the values of the gearmesh damping coefficients𝐶

𝑖𝑗
are

assumed to be constants as 0.01 [11].
By resolving the dynamic differential equations of

motions, the dynamic responses (displacement and speed) of
low-stage carrier are gained as shown in Figure 3.

3.2.The Acquisition of Analytical Solutions. In order to estab-
lish the optimization mathematical model of the dynamic
behavior of the closed-form planetary gear set, it is necessary
to obtain the analytical solutions ofmodel using the harmonic
balancemethod. For limiting the number of algebraic balance
equations, only the fundamental frequency harmonic of the
mesh stiffness functions are considered in this case. Similarly,
external torque functions is also considered to be in the form
of mesh stiffness functions. And then, attention is paid to the
periodic vibrations of system under the harmonic excitation.
The procedure of solving (7a)–(7g) using HBM [5] includes
some aspects as follows.
(1) According to the assumption previously mentioned,

the external excitations that represent fundamental frequency
pulsations can be written in the form

T = T
𝑚𝑖
+ T
𝑎𝑖
cos (Ω𝑡 + 𝜙

𝑖
) , (11)

where T
𝑚𝑖

is the mean component of torque and T
𝑎𝑖
is the

amplitude of the alternating component of the fundamental
frequency mesh force. 𝜙

𝑖
is the phase angle.

(2) According to the harmonic excitations given in
(11), the harmonic balance method solution to (7a)–(7g) is
assumed in the same form

U = U
𝑚𝑖
+ U
𝑎𝑖
cos (Ω𝑡 + 𝜙

𝑖
) , (12)

whereU
𝑚𝑖

andU
𝑎𝑖
are the mean and alternating components

of the steady state response, respectively, and 𝜙
𝑖
is the phase

angle.
(3) For relative mesh displacements, the piecewise-linear

function in (4a)–(4h) can be written in a unified form:

𝑔 (𝑈
𝑖
) = 𝑁

𝑚𝑖
𝑈
𝑚𝑖
+ 𝑁
𝑎𝑖
𝑈
𝑎𝑖
cos (Ω𝑡 + 𝜙

𝑖
) , (13)

where

𝑁
𝑚𝑖
= 1 +

𝑞
𝑎𝑖

2𝑞
𝑚𝑖

[𝐺 (𝜇
+
) − 𝐺 (𝜇

−
)] ,

𝑁
𝑎𝑖
= 1 −

1

2
[𝐻 (𝜇

+
) − 𝐻 (𝜇

−
)] .

(14)

The expressions of 𝐺 and𝐻 are given in the Appendix.
(4) Considering the mean value and the fundamental

harmonic value of periodically time-varying mesh stiffness
in Figure 2, the elements of stiffness matrix K in (9) can be
written as

𝑘
𝑖𝑗
= 𝑘
𝑚𝑖𝑗
+ 𝑘
𝑎𝑖𝑗

cos (Ω𝜏 + 𝜑
𝑖𝑗
) . (15)

So, the stiffness matrix K is written in terms of two separate
matrices for mean stiffness and alternating stiffness as

K = K
𝑚
+ ΔK, (16)

where

K
𝑚
= [𝑘
𝑚𝑖𝑗
]
𝑛×𝑛
,

ΔK = [𝑘
𝑎𝑖𝑗

cos (Ω𝜏 + 𝜑
𝑖𝑗
)]
𝑛×𝑛
.

(17)
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Table 1: Geometric parameters of the closed-form planetary gear set.

High-speed stage Low-speed stage
Sun gear Planet gear Ring gear Sun gear Planet gear Ring gear

Number of teeth 16 38 92 16 24 62
Module (mm) 3 3
Pressure angle (deg) 21.5∘ 21.5∘

Modification coefficient 0.3 0.12 0.54 0.475 0.471 0.309
Face width (mm) 22 20 20 34.5 30 32

Table 2: Physical parameters of the closed-form planetary gear set.

High-speed stage Low-speed stage
Sun Planet Ring Carrier Sun Planet Ring Carrier

Inertia (kg⋅mm2) 88.54 827 68883.72 6800.79 339.59 462.92 110213.96 9400.9
Rotation radius (mm) 11.07 32.78 113 57.25 23.28 31.12 113 28
Mean mesh stiffness (N/mm) 𝐾

𝑠1𝑛
= 𝐾
𝑟1𝑛
= 2𝑒
7

𝐾
𝑠2𝑛
= 𝐾
𝑟2𝑛
= 2𝑒
7

Torsional stiffness (N/mm) 𝐾
𝑐1𝑠2
= 2𝑒
7

𝐾
𝑟1𝑟2
= 10𝑒

7
, 𝐾
𝑐2
= 10𝑒

8

Total mass 69 kg

By substituting (9)–(14) into (7a)–(7g) and balancing the like
harmonic terms, the algebraic equations of system can be
gained

K
𝑚
y
𝑚
+
K
1
y
3

2
+
K
2
y
4

2
− T
𝑚
= {0}
𝑛×1
,

K
𝑚
y
3
+ K
1
y
𝑚
− Ω
2y
1
− ΩCy

2
− T
1
= {0}
𝑛×1
,

K
𝑚
y
4
+ K
2
y
𝑚
− Ω
2y
2
+ CΩy

1
− T
2
= {0}
𝑛×1
,

(18)

where y
1
= {𝑞

𝑎𝑖
cos𝜑
𝑖
}
𝑛×1

, y
2
= {𝑞

𝑎𝑖
sin𝜑
𝑖
}
𝑛×1

, y
3
=

{𝑁
𝑎𝑖
𝑞
𝑎𝑖
cos𝜑
𝑖
}
𝑛×1

, y
4
= {𝑁
𝑎𝑖
𝑞
𝑎𝑖
sin𝜑
𝑖
}
𝑛×1

, y
𝑚
= {𝑁
𝑚𝑖
𝑞
𝑚𝑖
}
𝑛×1

,
T
1

= {𝑇
𝑎𝑖
cos𝜙
𝑖
}
𝑛×1

, T
2

= {𝑇
𝑎𝑖
sin𝜙
𝑖
}
𝑛×1

, K
1

=

{𝑘
𝑎𝑖𝑗

cos𝜙
𝑖𝑗
}
𝑛×1

, and K
2
= {𝑘
𝑎𝑖𝑗

sin𝜙
𝑖𝑗
}
𝑛×1

.
The matrices k

𝑚
and C are given in the Appendix.

4. Optimization of the Transmission System

4.1. Variables and Objective Function of Optimization. A
number of key design parameters have great influence on
the dynamic characteristics of the gear transmissions, so
they can be chosen as design variables, such as number
of each gear, module, gear width, and pressure angle. To
simplify optimization process, the module of each stage 𝑚

1
,

𝑚
2
, number of sun gears of each stage 𝑧

𝑠1
, 𝑧
𝑠2
, and pressure

angle of each stage𝛼
1
, 𝛼
2
are chosen as optimization variables

in this study. So, the recurrence variables vector for this
optimization procedure can be written as

𝑥 = [𝑚
1
, 𝑚
2
, 𝑧
𝑠1
, 𝑧
𝑠2
, 𝛼
1
, 𝛼
2
]
𝑇

. (19)

The dynamic characteristics standards of the gear trans-
mission include maximum dynamic loads, dynamic load
factor, stiffness, and displacement/velocity/acceleration of
vibration, each of these standards can be chosen as opti-
mization objective. Considering that the rotation center
of the planets in low-stage is unfixed, and reducing the

total weight of the transmission system simultaneously, the
displacement of rotational vibration of the low-stage carrier
and total mass of the gear set are chosen as optimization
objective. According to the basic idea of the multiobjective
optimization, two optimization objective functions unified
using the normalized weighting method [11] can be written
in form

𝑓 = 𝜆
1
𝑓
1
+ 𝜆
2
𝑓
2
, (20)

where 𝜆
1
and 𝜆

2
are weighting coefficient, here, 𝜆

1
= 0.3

and 𝜆
2
= 0.7 [12]. 𝑓

1
and 𝑓

2
are the ampler of the rotational

vibration displacement of the low-stage carrier and total
mass of the gear set, respectively. Due to limited space, the
expressions of 𝑓

1
and 𝑓

2
are not given in detail.

4.2. Constraints

(1) Distributing the number of teeth of each gear: con-
centric conditions, adjacent conditions, and assembly
conditions;

(2) contact fatigue strength and bending fatigue strength
constraints

𝑆
𝐻
(𝑖) ≥ 𝑆

𝐻min, 𝑆
𝐹
(𝑖) ≥ 𝑆

𝐹min,

𝑖 = 𝑠
1
, 𝑠
2
, 𝑟
1
, 𝑟
2
, 𝑝ℎ, 𝑝𝑙,

(21)

(3) contact ratio constraints

𝜀
𝑖𝑗
≥ 1.5, 𝑖 = 𝑠

1
, 𝑠
2
, 𝑟
1
, 𝑟
2
, 𝑗 = 𝑝ℎ, 𝑝𝑙, (22)

(4) transmission ratio without loop-power conditions

−32 ≤ 𝑖
1
+ 𝑖
2
− 𝑖
1
𝑖
2
≤ −30,

0 <
𝑖
2
− 𝑖
1
𝑖
2

𝑖
1
+ 𝑖
2
− 𝑖
1
𝑖
2

< 1,

(23)
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Table 3: Parameters of structure after optimization.

High-speed stage Low-speed stage
Sun gear Planet gear Ring gear Sun gear Planet gear Ring gear

Number of teeth 17 40 97 18 23 66
Module (mm) 2 3
Pressure angle (deg) 20∘ 20∘

Total mass (kg) 63.5 kg
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Figure 3: Response of low-speed stage carrier without optimization.
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Figure 4: Response of low-speed stage carrier after optimization.

where

𝑖
𝑛
= −
𝑍
𝑟𝑛

𝑍
𝑠𝑛

, 𝑛 = 1, 2, (24)

(5) minimum tooth thickness constraints

𝑆
𝑎𝑖
≥ 0.4𝑚

𝑗
, 𝑖 = 𝑠

1
, 𝑠
2
, 𝑟
1
, 𝑟
2
, 𝑝ℎ, 𝑝𝑙; 𝑗 = 1, 2. (25)

5. Results and Discussions

Some more logical parameters of the closed-form planetary
gear set are obtained according to optimization constraints
conditions previously mentioned:𝑚

1
= 2, 𝑚

2
= 3, 𝑍

𝑠1
= 17,

𝑍
𝑠2
= 18, 𝛼

1
= 𝛼
2
= 20
∘. Further, other parameters of

transmission can be computed as shown in Table 3. Total
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mass of gear set is 63.5 kg. Comparing the results between
before and after the optimization, it is clear that transmission
system reduces the total mass of 8.6% and the dynamic
characteristic significantly improves as well. It is also evident
from the comparison of Figure 3 with Figure 4 that the
displacement of each structure significantly reduces at the
same time. It is obvious that the scope of the amplitude of
displacement of low-stage carrier is −3 to 3 in Figure 4(a),
while that in Figure 3(a) is −5 to 3.

6. Conclusions

Considering the gear backlash, time-varying mesh stiffness
and excitation fluctuation, and so forth, a discrete nonlinear
dynamic model of a two stages closed-form planetary set was
proposed in this study. In order to facilitate the analysis and
comparison of system response between before and after opti-
mization, nonlinear differential equations of motion of the
dynamic model were solved using a Runge-Kutta numerical
integrationmethod. For optimization of transmission system,
the analytical solutions were obtained.The total optimization
objective function is obtained using the normalized weights
method.

A case shows that the total mass of transmission system
has significantly reduced and dynamic characteristic has dis-
tinctly improved. Effectiveness of the dynamicmodel and the
dynamic optimization mathematic model is demonstrated.

Appendix

Consider the following:

𝐺 (𝜇) =

{

{

{

(
2

𝜋
)(𝜇 sin−1𝜇 + √1 − 𝜇2) , 󵄨󵄨󵄨󵄨𝜇

󵄨󵄨󵄨󵄨 ≤ 1,

󵄨󵄨󵄨󵄨𝜇
󵄨󵄨󵄨󵄨 ,

󵄨󵄨󵄨󵄨𝜇
󵄨󵄨󵄨󵄨 > 1,

𝐻 (𝜇) =

{{{

{{{

{

−1, 𝜇 < −1,

(
2𝜇

𝜋
)(sin−1𝜇 + √1 − 𝜇2) , 󵄨󵄨󵄨󵄨𝜇

󵄨󵄨󵄨󵄨 ≤ 1,

1, 𝜇 > 1.

(A.1)

The elements of the stiffness matrix k
𝑚
are given as follows

𝑘 (1, 1) =
𝑘
𝑠1𝑛

𝜔2
𝑛

(
1

𝑀
𝑠1

+
1

𝑀
𝑐1

+
1

𝑀
𝑝ℎ

) ,

𝑘 (1, 𝑖) =
𝑘
𝑠1𝑛

𝜔2
𝑛

(
1

𝑀
𝑠1

+
1

𝑀
𝑐1

) , 𝑖 = 2, 3,

𝑘 (1, 4) =
𝑘
𝑟1𝑛

𝜔2
𝑛

(
1

𝑀
𝑐1

−
1

𝑀
𝑝ℎ

) ,

𝑘 (1, 𝑖) =
𝑘
𝑟1𝑛

𝑀
𝑐1
𝜔2
𝑛

, 𝑖 = 5, 6,

𝑘 (1, 7) = −
𝑘
𝑐1𝑠2

𝑀
𝑐1
𝜔2
𝑛

,

𝑘 (2, 𝑖) =
𝑘
𝑠1𝑛

𝜔2
𝑛

(
1

𝑀
𝑠1

+
1

𝑀
𝑐1

) , 𝑖 = 1, 3,

𝑘 (2, 7) = −
𝑘
𝑐1𝑠2

𝑀
𝑐1
𝜔2
𝑛

,

𝑘 (2, 2) =
𝑘
𝑠1𝑛

𝜔2
𝑛

(
1

𝑀
𝑠1

+
1

𝑀
𝑐1

+
1

𝑀
𝑝ℎ

) ,

𝑘 (2, 𝑖) =
𝑘
𝑟1𝑛

𝑀
𝑐1
𝜔2
𝑛

, 𝑖 = 4, 6,

𝑘 (2, 5) =
𝑘
𝑟1𝑛

𝜔2
𝑛

(
1

𝑀
𝑐1

−
1

𝑀
𝑝ℎ

) ,

𝑘 (2, 𝑖) =
𝑘
𝑠1𝑛

𝜔2
𝑛

(
1

𝑀
𝑠1

+
1

𝑀
𝑐1

) , 𝑖 = 1, 3,

𝑘 (2, 2) =
𝑘
𝑠1𝑛

𝜔2
𝑛

(
1

𝑀
𝑠1

+
1

𝑀
𝑐1

+
1

𝑀
𝑝ℎ

) ,

𝑘 (2, 𝑖) =
𝑘
𝑟1𝑛

𝑀
𝑐1
𝜔2
𝑛

, 𝑖 = 4, 6,

𝑘 (2, 5) =
𝑘
𝑟1𝑛

𝜔2
𝑛

(
1

𝑀
𝑐1

−
1

𝑀
𝑝ℎ

) ,

𝑘 (2, 7) = −
𝑘
𝑐1𝑠2

𝑀
𝑐1
𝜔2
𝑛

,

𝑘 (3, 𝑖) =
𝑘
𝑠1𝑛

𝜔2
𝑛

(
1

𝑀
𝑠1

+
1

𝑀
𝑐1

) , 𝑖 = 1, 2,

𝑘 (3, 3) =
𝑘
𝑠1𝑛

𝜔2
𝑛

(
1

𝑀
𝑠1

+
1

𝑀
𝑐1

+
1

𝑀
𝑝ℎ

) ,

𝑘 (3, 𝑖) =
𝑘
𝑟1𝑛

𝑀
𝑐1
𝜔2
𝑛

, 𝑖 = 4, 5,

𝑘 (3, 6) =
𝑘
𝑟1𝑛

𝜔2
𝑛

(
1

𝑀
𝑐1

−
1

𝑀
𝑝ℎ

) ,

𝑘 (3, 7) = −
𝑘
𝑐1𝑠2

𝑀
𝑐1
𝜔2
𝑛

,

𝑘 (4, 1) =
𝑘
𝑠1𝑛

𝜔2
𝑛

(
1

𝑀
𝑐1

−
1

𝑀
𝑝ℎ

) ,

𝑘 (4, 𝑖) =
𝑘
𝑠1𝑛

𝑀
𝑐1
𝜔2
𝑛

, 𝑖 = 2, 3,

𝑘 (4, 7) = −
𝑘
𝑐1𝑠2

𝑀
𝑐1
𝜔2
𝑛

,

𝑘 (4, 4) =
𝑘
𝑟1𝑛

𝜔2
𝑛

(
1

𝑀
𝑝ℎ

+
1

𝑀
𝑐1

+
1

𝑀
𝑟1

) ,
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𝑘 (4, 𝑖) =
𝑘
𝑟1𝑛

𝜔2
𝑛

(
1

𝑀
𝑐1

+
1

𝑀
𝑟1

) , 𝑖 = 5, 6,

𝑘 (4, 15) = −
𝑘
𝑟1𝑟2

𝑀
𝑟1
𝜔2
𝑛

,

𝑘 (5, 𝑖) =
𝑘
𝑠1𝑛

𝑀
𝑐1
𝜔2
𝑛

, 𝑖 = 1, 3,

𝑘 (5, 2) =
𝑘
𝑠1𝑛

𝜔2
𝑛

(
1

𝑀
𝑐1

−
1

𝑀
𝑝ℎ

) ,

𝑘 (5, 𝑖) =
𝑘
𝑟1𝑛

𝜔2
𝑛

(
1

𝑀
𝑐1

+
1

𝑀
𝑟1

) , 𝑖 = 5, 6,

𝑘 (5, 5) =
𝑘
𝑟1𝑛

𝜔2
𝑛

(
1

𝑀
𝑝ℎ

+
1

𝑀
𝑐1

+
1

𝑀
𝑟1

) ,

𝑘 (5, 7) = −
𝑘
𝑐1𝑠2

𝑀
𝑐1
𝜔2
𝑛

,

𝑘 (5, 15) = −
𝑘
𝑟1𝑟2

𝑀
𝑟1
𝜔2
𝑛

,

𝑘 (6, 𝑖) =
𝑘
𝑠1𝑛

𝑀
𝑐1
𝜔2
𝑛

, 𝑖 = 1, 2,

𝑘 (6, 3) =
𝑘
𝑠1𝑛

𝜔2
𝑛

(
1

𝑀
𝑐1

−
1

𝑀
𝑝ℎ

) ,

𝑘 (6, 𝑖) =
𝑘
𝑟1𝑛

𝜔2
𝑛

(
1

𝑀
𝑐1

+
1

𝑀
𝑟1

) , 𝑖 = 4, 5,

𝑘 (6, 6) =
𝑘
𝑟1𝑛

𝜔2
𝑛

(
1

𝑀
𝑝ℎ

+
1

𝑀
𝑐1

+
1

𝑀
𝑟1

) ,

𝑘 (6, 7) = −
𝑘
𝑐1𝑠2

𝑀
𝑐1
𝜔2
𝑛

,

𝑘 (6, 15) = −
𝑘
𝑟1𝑟2

𝑀
𝑟1
𝜔2
𝑛

,

𝑘 (7, 𝑖) = −
𝑘
𝑠1𝑛

𝑀
𝑐1
𝜔2
𝑛

, 𝑖 = 1, 2, 3,

𝑘 (7, 𝑖) = −
𝑘
𝑟1𝑛

𝑀
𝑐1
𝜔2
𝑛

, 𝑖 = 4, 5, 6,

𝑘 (7, 7) =
𝑘
𝑐1𝑠2

𝜔2
𝑛

[
1

𝑀
𝑐1

+
1

𝑀
𝑠2

(
𝑟
𝑐1
cos𝛼
𝑟
𝑠2

)

2

] ,

𝑘 (7, 𝑖) = −
𝑘
𝑠2𝑛

𝑀
𝑠2
𝜔2
𝑛

𝑟
𝑐1
cos𝛼
𝑟
𝑠2

, 𝑖 = 9, 10, 11,

𝑘 (8, 8) =
𝑘
𝑐2

𝑀
𝑐2
𝜔2
𝑛

,

𝑘 (8, 𝑖) = −
𝑘
𝑠2𝑛

𝑀
𝑐2
𝜔2
𝑛

, 𝑖 = 9, 10, 11,

𝑘 (8, 𝑖) = −
𝑘
𝑟2𝑛

𝑀
𝑐2
𝜔2
𝑛

, 𝑖 = 12, 13, 14,

𝑘 (9, 7) = −
𝑘
𝑐1𝑠2

𝑀
𝑠2
𝜔2
𝑛

𝑟
𝑐1
cos𝛼
𝑟
𝑠2

,

𝑘 (9, 8) = −
𝑘
𝑐2

𝑀
𝑐2
𝜔2
𝑛

,

𝑘 (9, 9) =
𝑘
𝑠2𝑛

𝜔2
𝑛

(
1

𝑀
𝑠2

+
1

𝑀
𝑐2

+
1

𝑀
𝑝𝑙

) ,

𝑘 (9, 𝑖) =
𝑘
𝑠2𝑛

𝜔2
𝑛

(
1

𝑀
𝑠2

+
1

𝑀
𝑐2

) , 𝑖 = 10, 11,

𝑘 (9, 12) =
𝑘
𝑟2𝑛

𝜔2
𝑛

(
1

𝑀
𝑐2

−
1

𝑀
𝑝𝑙

) ,

𝑘 (9, 𝑖) =
𝑘
𝑟2𝑛

𝑀
𝑐2
𝜔2
𝑛

, 𝑖 = 13, 14,

𝑘 (10, 7) = −
𝑘
𝑐1𝑠2

𝑀
𝑠2
𝜔2
𝑛

𝑟
𝑐1
cos𝛼
𝑟
𝑠2

,

𝑘 (10, 8) = −
𝑘
𝑐2

𝑀
𝑐2
𝜔2
𝑛

,

𝑘 (10, 𝑖) =
𝑘
𝑠2𝑛

𝜔2
𝑛

(
1

𝑀
𝑠2

+
1

𝑀
𝑐2

) , 𝑖 = 9, 10,

𝑘 (10, 10) =
𝑘
𝑠2𝑛

𝜔2
𝑛

(
1

𝑀
𝑠2

+
1

𝑀
𝑐2

+
1

𝑀
𝑝𝑙

) ,

𝑘 (10, 𝑖) =
𝑘
𝑟2𝑛

𝑀
𝑐2
𝜔2
𝑛

, 𝑖 = 12, 14,

𝑘 (10, 13) =
𝑘
𝑟2𝑛

𝜔2
𝑛

(
1

𝑀
𝑐2

−
1

𝑀
𝑝𝑙

) ,

𝑘 (11, 7) = −
𝑘
𝑐1𝑠2

𝑀
𝑠2
𝜔2
𝑛

𝑟
𝑐1
cos𝛼
𝑟
𝑠2

,

𝑘 (11, 8) = −
𝑘
𝑐2

𝑀
𝑐2
𝜔2
𝑛

,

𝑘 (11, 𝑖) =
𝑘
𝑠2𝑛

𝜔2
𝑛

(
1

𝑀
𝑠2

+
1

𝑀
𝑐2

) , 𝑖 = 9, 10,

𝑘 (11, 11) =
𝑘
𝑠2𝑛

𝜔2
𝑛

(
1

𝑀
𝑠2

+
1

𝑀
𝑐2

+
1

𝑀
𝑝𝑙

) ,

𝑘 (11, 𝑖) =
𝑘
𝑟2𝑛

𝑀
𝑐2
𝜔2
𝑛

, 𝑖 = 12, 13,

𝑘 (11, 14) =
𝑘
𝑟2𝑛

𝜔2
𝑛

(
1

𝑀
𝑐2

−
1

𝑀
𝑝𝑙

) ,

𝑘 (12, 8) = −
𝑘
𝑐2

𝑀
𝑐2
𝜔2
𝑛

,
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𝑘 (12, 15) =
𝑘
𝑟1𝑟2
𝑟
𝑟1

𝑀
𝑟2
𝜔2
𝑛
𝑟
𝑟2

,

𝑘 (12, 9) =
𝑘
𝑠2𝑛

𝜔2
𝑛

(
1

𝑀
𝑐2

−
1

𝑀
𝑝𝑙

) ,

𝑘 (12, 𝑖) =
𝑘
𝑠2𝑛

𝑀
𝑐2
𝜔2
𝑛

, 𝑖 = 10, 11,

𝑘 (12, 12) =
𝑘
𝑟2𝑛

𝜔2
𝑛

(
1

𝑀
𝑝𝑙

+
1

𝑀
𝑐2

) ,

𝑘 (12, 𝑖) =
𝑘
𝑟2𝑛

𝑀
𝑐2
𝜔2
𝑛

, 𝑖 = 13, 14,

𝑘 (13, 8) = −
𝑘
𝑐2

𝑀
𝑐2
𝜔2
𝑛

,

𝑘 (13, 10) =
𝑘
𝑠2𝑛

𝜔2
𝑛

(
1

𝑀
𝑐2

−
1

𝑀
𝑝𝑙

) ,

𝑘 (13, 𝑖) =
𝑘
𝑠2𝑛

𝑀
𝑐2
𝜔2
𝑛

, 𝑖 = 9, 11,

𝑘 (13, 13) =
𝑘
𝑟2𝑛

𝜔2
𝑛

(
1

𝑀
𝑝𝑙

+
1

𝑀
𝑐2

) ,

𝑘 (13, 𝑖) =
𝑘
𝑟2𝑛

𝑀
𝑐2
𝜔2
𝑛

, 𝑖 = 12, 14,

𝑘 (13, 15) =
𝑘
𝑟1𝑟2
𝑟
𝑟1

𝑀
𝑟2
𝜔2
𝑛
𝑟
𝑟2

,

𝑘 (14, 8) = −
𝑘
𝑐2

𝑀
𝑐2
𝜔2
𝑛

,

𝑘 (14, 11) =
𝑘
𝑠2𝑛

𝜔2
𝑛

(
1

𝑀
𝑐2

−
1

𝑀
𝑝𝑙

) ,

𝑘 (14, 𝑖) =
𝑘
𝑠2𝑛

𝑀
𝑐2
𝜔2
𝑛

, 𝑖 = 9, 10,

𝑘 (14, 14) =
𝑘
𝑟2𝑛

𝜔2
𝑛

(
1

𝑀
𝑝𝑙

+
1

𝑀
𝑐2

) ,

𝑘 (14, 𝑖) =
𝑘
𝑟2𝑛

𝑀
𝑐2
𝜔2
𝑛

, 𝑖 = 12, 13,

𝑘 (14, 15) =
𝑘
𝑟1𝑟2
𝑟
𝑟1

𝑀
𝑟2
𝜔2
𝑛
𝑟
𝑟2

,

𝑘 (15, 𝑖) = −
𝑘
𝑟1𝑛

𝑀
𝑟1
𝜔2
𝑛

, 𝑖 = 4, 5, 6,

𝑘 (15, 𝑖) =
𝑘
𝑟2𝑛
𝑟
𝑟1

𝑀
𝑟2
𝑟
𝑟2
𝜔2
𝑛

, 𝑖 = 12, 13, 14,

𝑘 (15, 15) =
𝑘
𝑟1𝑟2

𝜔2
𝑛

(
1

𝑀
𝑟1

+
𝑟
𝑟1

𝑀
𝑟2
𝑟
𝑟2

) .

(A.2)

The elements of k
𝑚
not listed previously are taken as zeros.

The matrix C is in the similar form of k
𝑚
and no longer is

listed in detail here.

Notations

HBM: Harmonic balance method
𝑏: Half of clearance (backlash)
𝑘: Gear mesh stiffness
𝑟: Ring gear
𝑔: Discontinuous displacement function
𝐼: Polar mass moment of inertia
𝑖: Transmission ratio
𝑐: Carrier
𝑚: Actual mass
𝑡: Dimensional time
𝑢: Actual equivalent transverse displacement in

the direction of pressure line
𝑈: Relative equivalent transverse displacement

in the direction of pressure line
𝑠: Sun gear
𝑛
𝑝
: Number of planet

T: Torque
𝜃 : Angular displacement
𝐶: Damping coefficient
𝑍: Number of gear
𝑟: Base cycle radius
𝑀: Equivalent mass
𝑡: Nondimensional time
𝛼: Pressure angle.
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Time is an asset of critical importance in a multidisciplinary design process and it is desirable to reduce the amount of time
spent designing products and systems. Design is an iterative activity and designers consume a significant portion of the product
development process negotiating a mutually acceptable solution. The amount of time necessary to complete a design depends on
the number and duration of design iterations.This paper focuses on accurately characterizing the number of iterations required for
designers to converge to an equilibrium solution in distributed design processes. In distributed design, systems are decomposed
into smaller, coupled design problems where individual designers have control over local design decisions and seek to achieve
their own individual objectives. These smaller coupled design optimization problems can be modeled using coupled games and
the number of iterations required to reach equilibrium solutions varies based on initial conditions and process architecture. In this
paper, we leverage concepts from game theory, classical controls, and discrete systems theory to evaluate and approximate process
architectures without carrying out any solution iterations. As a result, we develop an analogy between discrete decisions and a
continuous time representation that we analyze using control theoretic techniques.

1. Introduction

The design of complex systems presents both technical
and logistical challenges to organizations. In some cases,
organizations do not have the requisite technical expertise
to overcome design challenges or meet design requirements.
However, even when an organization possesses sufficient
technical expertise, there are many cases where inadequate
logistical control can inhibit the application of this design
expertise in a meaningful manner. The logistical challenges
facing organizations are becoming increasingly significant
as the size and sophistication of modern engineered prod-
ucts increase. This growth in sophistication and size leads
to the decomposition of design systems as a means to
reduce system complexity. Although system decomposition
reduces the technical complexity of each subsystem’s indi-
vidual design problems by reducing their size, it intro-
duces significant logistical challenges. Also, it often requires
significant approximation of nonlocal behavior, interfaces,
and solutions. These decomposed systems are often large

and multidisciplinary in nature, with diverse subsystems
governed by unique objectives and constraints.

To effectively manage decomposed design problems, it is
important to understand how their constituent subsystems
interact with one another. One approach to capture and
analyze these interactions is to model the collection of
subsystems as a distributed design process. In distributed
design, understanding subsystem interactions is fundamental
to predicting the system equilibrium properties and transient
response. To predict these systems’ equilibrium proper-
ties, which include location and stability, a game theoretic
approach was introduced in [1]. This analysis was further
supported using an analogy to the cobweb model and proven
using mathematical induction in [2]. For large systems, a
discrete time linear system approach was used in [3] and
was generalized to handle different process configurations in
[4, 5]. In this paper, the linear systemmodel developed in [6]
is used as the basis for the approximation and analysis of the
transient response of distributed design processes.
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Transient response refers to the dynamic behavior of a
distributed design system, beginning with the first design
iteration and ending when the subsystems reach equilibrium.
The transient response possesses two properties: (1) the
convergence shape and (2) the convergence time [7].The con-
vergence shape depends on the properties of the distributed
design process and could be sinusoidal, exponential, or some
combination of responses. Examining the convergence shape
is a topic of future work. This paper focuses on convergence
time and develops an approach to estimate an upper bound
for the number of design iterations required for a distributed
design process to converge to an equilibrium solution.

Other work has been done to characterize and approx-
imate the solutions to certain types of two-person games
including bimatrix games characterized by nonsymmetrical
fuzzy approximations [8–10], multiplayer congestion games
[11, 12], and discontinuous games [13]. However, in this
work, we do not focus on the approximation of the solution
to particular games, but rather the convergence process to
arrive at such a solution, if it exists. We focus on two-
player continuous games, as they provide a characterization
of coupled optimization problems frequently occurring in
complex design problems.

The intellectual merit of this work is based on its
insight into the dynamics of distributed design processes.
The linear system model used in previous work to assess
stability is refined to analyze both system stability and
transient response. Through the refinement of this model,
it is demonstrated that the uniquely discontinuous nature
of any decentralized decision network must be considered
when they are modeled using systems theory. Furthermore,
several control theory principles are shown to be valid when
analyzing distributed design processes.

As an initial context for this investigation, we focus on
distributed design problems with unconstrained quadratic
objective functions.These types of problems arewellmodeled
using linear system theory, but it is recognized that many
design problems cannot easily be converted into uncon-
strained problems and/or do not have quadratic objective
functions. While techniques in metamodeling exist to repre-
sent higher-order systems using quadratic response surfaces
[14], it is desirable to analyze systems in their native mathe-
matical form. We examine quadratic systems in this paper in
order to fully understand their fundamental principles before
applying the concepts to higher-order systems. As a result,
this work represents a critical first step towards leveraging
linear system analysis techniques to understand and analyze
the behavior of distributed design systems.

This work has broader impacts in any scenario where the
decentralization of decisions is present. These scenarios can
range from product design to coordinating disaster relief.
It provides a deeper understanding of the decision-making
process and enables a greater level of process control. This
enables decision makers to reach iterative solutions quicker
and to set realistic deadlines or timetables. It represents a
unique and effective approach to find an upper bound for
the time it takes a distributed design process to converge to a
stable equilibrium. Furthermore, it provides insight into how

to best configure these processes to minimize the maximum
number of iterations required to reach equilibrium.

The following sections provide background into con-
cepts foundational to the examination of decentralized deci-
sion networks. In Section 2 an overview of stability and
convergence concerns in multidisciplinary optimization is
presented along with the basic tenets of distributed design
processes. Based on the tenets outlined in Section 2, a
linear systems approach to examine the transient response of
distributed design systems is examined in Section 3. Finally,
these results are summarized and areas of future work are
identified in Section 4.

2. Materials and Methods

MDO problems have two classifications based on the process
used to complete the design [15]. From a structural perspec-
tive, the simplest method to solve an MDO problem is to
apply an all-at-once approach. In an all-at-once approach
designers from different disciplines work as system analyzers
to determine objective function and constraint values for a
single optimization problem [16, 17]. There are significant
advantages to organizing an MDO system to solve a single
centralized optimization problem. In a centralized problem,
all designers are working towards the exact same objective
and information about the entire system is available to
designers.

Although these advantages make centralization attrac-
tive, it is almost impossible to centralize the design of complex
systems. Three major design approaches, Systematic Design,
Total Design, and Axiomatic Design, are all structured with
the understanding that some level of system decomposi-
tion is often desirable to speed development times through
parallelization, to reduce system complexity, and to reduce
computational time [18–20]. Recognizing this, it is likely
that decomposition will remain an important and necessary
aspect of product design processes in the near future.

Fortunately for designers a wide range of approaches have
been developed to aid in system decomposition. The system
decomposition process can be broken into two fundamental
steps: (1) identify the necessary subsystems, (2) establish a
framework to govern subsystem interactions. The first step
in this process is not the topic of this paper, but it is by
no means a trivial task. Subsystems can be created based
on object decomposition, aspect decomposition, sequential
decomposition, and model-based decomposition [21]. A
survey of the relative merits of these subsystem creation
approaches was performed by Sobieszczanski-Sobieski and
Haftka [15].

The second step in system decomposition is the cre-
ation of a design framework. MDO frameworks specify the
mechanics of how the design problem is solved including
the subsystemobjective functions, communication protocols,
design variable control, and the other coordination proce-
dures required for the subsystems to effectively iterate to a
solution. There are a wide range of MDO frameworks which
handle these issues differently while making certain guar-
antees about system convergence and the optimality of the
final converged solution. These approaches include analytic
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target cascading [22], concurrent subspace optimization [23,
24], bilevel integrated system synthesis [25] and collaborative
optimization [26].

Each of these frameworks has its own advantages. For
example, analytic target cascading guarantees that the decen-
tralized system converges and that the converged value is
globally optimal [27]. It also provides for traceability and
facilitates the integration of marketing, business, and design
systems [28, 29].

There are several reasons why an MDO framework may
not be applied to a complex design problem. Applying
a framework requires a significant level of coordination
between subsystems and a high level of management exper-
tise [15]. Furthermore, the engineering and design personnel
involved must all agree to some extent to the proposed
decomposition and framework.There are also some cases that
do not naturally lend themselves to formal decomposition or
where the parties involved cannot agree on an appropriate
framework. In these cases subsystems often act exclusively
in their own self interest, attempting to most effectively solve
their individual optimization formulations, and communica-
tion between subsystems is dictated by the required exchange
of design information. When these conditions exist, design
problems can be well modeled as distributed design pro-
cesses. Even when there is communication between design
teams, a distributed design process can often be used tomodel
these systems. The assumptions and mechanics governing
distributed design problems are discussed in Section 2.1.

2.1. Conditions for Distributed Design Processes. Distributed
design processes are iterative and can be cooperative, non-
cooperative, or a hybrid of the two. This work examines
noncooperative distributed design processes where design
subsystems oftenhave conflicting objectives or organizational
barriers that prevent them from fully cooperating syn-
chronously. Even when subsystems share the same aggregate
design goals, there are cases where they will compete with
one another for design resources [30] due to the underlying
scarcity of such resources.

In addition to being categorized based on cooperation,
distributed design systems can be broken into hierarchical
and non-hierarchical realizations. In this work, it is assumed
that a design process can be adequately modeled as a non-
hierarchical process. This assumption is not overly restrictive
in scenarios where distributed design processes are applied,
since these scenarios typically lack a strong system level
presence. We elaborate the non-cooperative protocol used in
this paper in Section 2.2 and discuss criteria for equilibrium
stability and transient response in Sections 2.3 and 2.4,
respectively. The concept of solution process architecture is
introduced in Section 2.5.

2.2. Criteria for Noncooperation in Repeated Games. Efforts
to model and analyze subsystem interactions have led to
the development of many different models for distributed
design processes. One of the first models for distributed
design applied mathematical notions of game theory to
model design subsystems as players in a non-cooperative

game. These players act independently of one another and
through successive plays of the game, they eventually reach
an equilibrium solution [31]. This model forms the basis for
the analysis of distributed design systems in this work and
is foundational to the application of other distributed design
process models. These assumptions have been defined for
distributed design in [2] and are as follows.

(1) Subsystems have knowledge of only their own local
objectives;

(2) Subsystems act unilaterally in accordance with their
own objectives;

(3) Subsystems have complete control over specific local
design variables;

(4) Subsystems communicate by sharing the current
value of their local design variables.

The applicability of these assumptions to decentralized
design problems is discussed in various contexts in [32–
35] using examples that include the design of passenger
aircraft, automotive engines, semiconductor chips, and steam
turbines. Distributed design problems can also emerge as
iterative subproblems in a larger MDO process. For example,
in [36, 37] the ordering of decomposed design systems was
examined and iterative loops emerged due to subsystem
coupling of concurrently executed tasks.

Subsystems in distributed design processes have their
own specific objectives they are attempting to achieve. They
have complete control over a set of local design variables
which appear in their own objective formulation. These
variables also act to couple subsystems in a manner that
restricts the ability of a subsystem to independently achieve
its objectives. The influence of this coupling has been inves-
tigated using network theory to model distributed design
processes [38].The examination of such coupling using game
theory to define, identify, and classify system equilibrium is
the focus of Section 2.3.

2.3. Equilibrium Stability for Noncooperative Processes. De-
termining if a design system converges to a stable solution
is of critical importance to understanding the system. Con-
vergence stability in distributed problems has been a topic of
research for some timewith the first work being performed by
Vincent [31] for two designers, two design variables problems.
Vincent introduced the game theory model for distributed
design processes, which was investigated further by Lewis
[39]. In Vincent’s work each player alternates minimizing his
or her local objective function value and communicates the
associated design variables to the other player. Each step in
this alternating process is a play in a sequential game. After
repeated playing of the sequential game, the players either
converge to a solution or diverge and continue playing indefi-
nitely. When the players converge, they converge to a specific
point called the Nash, or non-cooperative equilibrium [40].
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Mathematically, in a two-player game a set of solutions
described by the vector pair (𝑥
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In (1),𝐹
1
and𝐹
2
are the objective functions for player 1 and

player 2 who control design variables 𝑥
1
and 𝑥

2
, respectively.

A solution pair (𝑥
1
, 𝑥
2
) that meets the criteria in (1) is a

Nash solution because the pair is a minimum for both 𝐹
1
and

𝐹
2
. Although in game theory the participants in a game are

called players, in engineering design they are typically called
designers or subsystems. In this work, the term subsystem
is used more generally, reflecting the linear system basis of
the work.The relationship demonstrated in (1) can be under-
stood qualitatively as the point at which no subsystem can
unilaterally improve his or her objective function [41]. This
expression identifies Nash solutions through an optimization
formulation, but they can also be expressed as the intersection
of two sets defined by (2) as
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The sets𝑋
1𝑁

and𝑋
2𝑁

are the rational reaction sets (RRS)
or best response sets [42], which embody all the possible
reactions or responses a subsystem may have towards a
decision made by another subsystem. While determining the
RRSs is not a trivial task, methods have been developed
to approximate them for large systems [43]. One of these
techniques is to calculate theRRS by taking the gradient of the
subsystem’s objective function with respect to its local design
variables.This calculation is shown in (3) for the two designer
problem studied by Vincent [31] as

𝐹
1
= 𝑥
2
+ 𝑥𝑦 − 3𝑥,

𝛿𝐹
1

𝛿𝑥
= 2𝑥 + 𝑦 − 3 = 0,

𝐹
2
= 0.5𝑦

2
− 𝑥𝑦,

𝛿𝐹
2

𝛿𝑦
= 𝑦 − 𝑥 = 0.

(3)

These RRSs are plotted with respect to the design vari-
ables, 𝑥 and𝑦, in Figure 1 alongwith an illustration of how the
solution process converges to the Nash equilibrium at (1, 1).
We have included the dotted line in Figure 1 to demonstrate
the order of the decisions made by the two subsystems. The
subsystems iterate sequentially and begin with the initial
conditions set to (1, 4). The x’s in Figure 1 shows the actual
discrete decision occurring through the repeated decisions,
identical to the plays of a sequential game. In Figure 1,
subsystem 1 adjusts the value of 𝑥 and subsystem 2 responds
by adjusting 𝑦. For the decision making process in Figure 1,
the design variable values converge to the Nash equilibrium,
defined by the intersection of the players’ RRSs. For two
subsystem problems, Vincent defined stability criteria based
on the subsystems’ RRSs [31]. This work was extended by
Chanron and Lewis to examine convergence more generally
when there are more than two players controlling multiple
design variables [3]. Convergence was shown to be a function
of the relative slope of the designer’s rational reaction sets and
linear system theory was applied for large scale problems [3–
6]. Work by Smith and Eppinger has demonstrated the same
principle using a different set of fundamental principles [44].

In this work, distributed design processes are modeled
using linear system theory, using the same approach devel-
oped by Chanron and Lewis. Similar to game theoretical
models, each subsystem is assumed to solve its optimization
problem at distinct and discrete instants in times that are
identical for every iteration based on the process configura-
tion. We assume that a state space model has already been
developed for the distributed design systems analyzed in this
paper. A detailed description of how to create these models
can be found in [3].The general formulation for a subsystem’s
objective function using nomenclature from linear system
theory is shown in (4).

𝐹
𝑛
= 𝑋
𝑇
𝐴𝑋 + 𝑌

𝑇
𝐵𝑌 + 𝑋

𝑇
𝐶𝑌 + 𝐷𝑋 + 𝐸𝑌 + 𝐹. (4)

In this representation of the 𝑛th subsystem’s quadratic
objective function,𝐹

𝑛
,𝑋 is a vector of length 𝑖which contains

the 𝑖 local design variables while 𝑌 is a vector of length 𝑗

which contains 𝑗 nonlocal design variables. The coefficients
associated with the second-order elements of 𝐹

𝑛
for the

local design variables are contained in the diagonal 𝑖 × 𝑖

matrix 𝐴 while the coefficients associated with the non-local
design variables are contained in the 𝑗 × 𝑗 matrix 𝐵. In
this representation the A matrix is formulated as a diagonal
to decouple the subsystem’s local design variables from one
another. This guarantees that each design variable value can
be determined independently and a specific RRS can be
formulated for each design variable.When these variables are
coupled, the design system can still be represented using the
form in (4). However, to do so, a change in variables must
be performed to decouple the values from one another. The
representation in (4) is examined in more depth in [3].

Although the local design variables must be decoupled,
it is acceptable for the local and non-local design variables
to be coupled together through the coefficients in the 𝑖 ×

𝑗 𝐶 matrix. The remaining two vectors in (4) capture the
linear elements of the system for the local and non-local
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design variables and have length 𝑖 and 𝑗, respectively. The
term 𝐹 is simply a scalar and does not play a significant role
when analyzing the system stability or transient response.
The important elements in (4) emerge when the gradient is
taken with respect to the local design variables. Setting this
gradient equal to zero results in 𝑖 decoupled equations that
represent the subsystem’s RRS. After the RRSs are found for
each subsystem, there are 𝑚 equations, where 𝑚 is the total
number of design variables controlled by subsystems. The
RRS is shown in vector form in (5) as

𝛿𝐹
𝑛

𝛿𝑋
= 2𝐴𝑋 + 𝐶𝑌 + 𝐷 = 0. (5)

Equation (5) specifies how this subsystems will respond
and suggests the system’s overall transient response is related
to the matrices 𝐴, 𝐶, and 𝐷 for each subsystem. Using these
matrices, Chanron developed the discrete state-space-based
representation to model the design systems using the update
relationship and stability criteria in (6)–(9) as
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. (8)

In (6), the subscript 𝑠 denotes that𝑋𝑘
𝑠
is a vector of all the

system design variables and the superscript denotes the iter-
ation number which is consistent with linear system theory.
Since (6) describes the relationship between the subsystems,
𝑋
𝑘+1

𝑠
is length𝑚 containing all the design variables controlled

by the subsystems. The design variable values at the (𝑘 + 1)th
iteration are a function of the previous design variables at
the 𝑘th iteration; they are expressed as 𝑋

𝑘

𝑠
multiplied by a

matrix Φ plus a constant Γ. The derivations for Φ and Γ can
be found in [3] and are summarized in (7) and (8). Equation
(6) was generalized in [5] to be applicable to scenarios where
decisions are made asynchronously.

The matrix Φ captures design variable interactions
between quadratic elements found in the 𝐴 and 𝐶 matrices
while the vector Γ captures interactions between quadratic
and linear elements found in the 𝐴 and 𝐷 matrices, respec-
tively. To populate Φ and Γ, the appropriate 𝐴, 𝐶, and 𝐷

matrices must be used and can be determined by examining
which subsystem controls the design variable associated with
the row being populated.The resulting dimensions forΦ and
Γ are𝑚×𝑚 and𝑚×1, respectively. When examining system
stability, only theΦmatrix needs to be considered, and if the
condition described by (9) is met then the system is stable

𝑟
𝜎
(Φ) < 1. (9)

In (9), 𝑟
𝜎
(Φ) is the spectral radius, or magnitude of the

largest eigenvalue of the matrix Φ [45]. The relationship in
(9) specifies that for stable systems, Φ must have a spectral
radius less than 1. This is the same stability criteria used
for the closed loop state space representations of discrete
control systems [46]. In addition to the examination of linear
system stability, a case for nonlinear RRSs has also been
investigated in [47] using similar criteria. Another extension
of this convergence work was performed by Gurnani and
Lewis who demonstrated that the introduction of “mistakes”
into the design process could cause some inherently unstable
problems to converge to a solution [48].

Analyzing system stability is the first step to character-
izing transient response. In this paper, we examine configu-
rations that (9) identifies as stable and develop an approach
to differentiate between them based on their convergence
time. In the next section, examining the transient response
of distributed design systems is discussed and the idea of
solution process architecture is introduced as a key factor
determining the transient response of a distributed design
system.

2.4. Transient Response of Distributed Design Systems. The
transient response of a distributed design process has two
principle aspects. The first is the shape of the transient
response.This shape depends on the eigenvalues of the system
being analyzed and could be sinusoidal, exponential, or some
combination of responses. An example transient response
shape is shown in Figure 2, which plots the value of design
variables 𝑥 and 𝑦 from (3).

Since design decisions occur at a specific instant in
time, the design variable plots in Figure 2 are staircase
plots representing discrete design variable values. Figure 2(a)
tracks the value of 𝑥 while Figure 2(b) tracks y. In this case,
both variables exhibit a decaying sinusoidal response as they
approach their equilibrium value at (1, 1) from a starting
location of (1, 2). Identifying the shape of the convergence
curve for a distributed design process is an important area
of future research, but this work focuses on examining the
second aspect of transient response, convergence time.

The convergence time in this work is measured by the
number of iterations required for the subsystem to reach an
equilibrium solution. We use iterations to evaluate conver-
gence time because they are a dimensionless characterization
of the system that can be easily translated to the time
domain by either mapping estimated task times directly
or by leveraging the work transformation matrix approach
used in [44]. Although a significant amount of rigor has
been brought to the analysis of the stability characteristics
of distributed design processes, the convergence time of
these processes or of MDO processes in general has focused
more on practical implementation than investigating con-
trolling features. Techniques like the critical path method
[49] and project evaluation and review technique [50] are
the foundational approaches used in network-based project
planning.The techniques for network-based project planning
provide approaches to organize and execute the design tasks
inherent to MDO processes. In the context of distributed
design processes, there are tools to specify the ordering or
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Figure 2: Two design variable convergence plot.

organization of the process which is discussed in Section 2.5.
These techniques have been refined to introduce technology
like Monte Carlo simulation in [51] to account for random
task duration, graph theory in [52] to enable probabilistic
organization, and feedback and precedence relationships in
[53] to account for required work flow.

More recent formulations have leveraged advances in
computing power to prescribe the fastest converging process
organization. One of these techniques is an extension of
the Design Managers Aid for Intelligent Decomposition
(DeMAID) method and is used to reduce the time required
for designers to converge to a final solution. In this extension,
Rogers utilizes the global sensitivity equations [54] with a
weighting scheme to predict an optimal ordering of designers
in iterative design loops [55]. The approach taken by Rogers
succeeded in reducing the overall design time required for
iterative loops in DeMAID when designers are ordered
sequentially. This ordering was partially based on an analysis
of design structure matrices (DSMs), which were developed
in [56] as a means to organize and visualize the coupling
between design tasks.

DSMswere also used tominimize the number of feedback
loops for sequential processes in [57]. An approach using
DSMs to represent the probability of task repetition and
durations with Markov chains was presented in [58] and a
case was made for estimating the stability and convergence
rate of concurrent tasks in [44]. In this work, a DSM-
based transformation matrix was used to link design tasks
based on the amount of rework tasks generated for one
another. An eigenvalue analysis was used to determine the
strength of these links and the task coupling. While this
approach examines the basic mechanics of the distributed
system, it does not account for changes in the ordering

of design systems and does not provide sensible bounding
conditions for the amount of time required for the system
to converge. Although these techniques suggest orderings for
the design process, only [44] provides a prediction for the
overall convergence time. Simulation-based techniques have
predicted the convergence time for concurrent engineering
in [59], for overlapping tasks in [60] and for using DSMs in
[47] which was further refined in [36].

A general convergence model for use in specifying archi-
tectures was presented in [61]. Simulation has also been used
to tie process architecture to solution quality and suggest
strategies to realize better products in [62]. Another approach
attributed design process delays to incomplete sharing of
design information and provides a dynamic work transfor-
mation model to determine when incomplete sharing occurs
in [63]. A case was made for ordering design tasks to reduce
the amount of uncertainty inherent to the problem in [64].
An analytical technique derived specifically for distributed
design processes examined the relationship between the
system transient response and the ordering of the solution
process in [65] for two-subsystem systems.

This work differentiates itself from other techniques by
providing an approach to determine the upper bound for
the number of iterations required for a distributed design
process to reach equilibrium. It does not require simulation
to evaluate a proposed architecture and provides estimates
based on the coupling of the system’s component subsys-
tems. This provides a computationally inexpensive initial
evaluation of process architectures where the most promis-
ing architectures can be evaluated using more expensive,
time consuming techniques. It differentiates itself from [65]
through its applicability to large design systems and from
previous work by requiring no system simulation. Before
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Figure 3: Potential process architectures.

presenting the approach, however, the concept of solution
process architecture is introduced and its influence on the
systems transient response is discussed.

2.5. Solution Process Architecture. The solution process archi-
tecture is the organization or structure used to solve a
distributed design process. This structure can include both
sequential and simultaneous solution processes. Pure sequen-
tial or pure simultaneous process architectures are the two
extreme cases for process architectures. In Figure 3, a simple
diagram illustrates the iterative process for a purely sequen-
tial architecture, a purely simultaneous architecture, and a
hybrid approach which utilizes both sequential and parallel
elements.

Each of the three process architectures described in
Figure 3 represents a single iteration of the solution process.
Repeated iterations of the architecture are used to solve a
specific design process.These iterations can be further broken
down and a single subsystem or a set of subsystems arranged
in parallel with one another is called a stage. The difference
between iteration, stage, and subsystem is shown for the
hybrid architecture in Figure 3. The number of stages in pro-
cess architectures depends on the number of subsystems and
the process architecture chosen. For purely sequential process
architectures, the number of process stages is always equal
to the total number of subsystems. In contrast simultaneous,
or parallel, process architectures always consist of a single
stage.Thenumber of process stages for sequential and parallel
process architectures provide an upper and lower bound,
respectively, for the number of stages in hybrid process
architectures. For example, the hybrid process architecture in
Figure 3 has two stages.

The stability criteria developed by Chanron and Lewis
and shown in (7) is applicable to the parallel process architec-
ture in Figure 3. In a recent extension, this criteria was refined
to encompass simultaneous and hybrid systems as well [5].
This extension represents the design system in the same form
as (6) but makes some allowances for process architecture
changes. It was also demonstrated that process architecture
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Figure 4: Two subsystem—parallel design architecture.

has a significant impact on both the system stability, and the
transient response. The location of the equilibrium, however,
remains unchanged.

Some approaches have also utilized process architectures
with partial overlapping between subsystems, where a new
subsystem begins solving its optimization problem after
another has already begun but not finished its optimization
[60]. Since this is an initial investigation, we consider the
three architectures shown in Figure 3 and assume that all
subsystems begin a stage simultaneouslywith no overlapping.

To illustrate the relationship between process architecture
and convergence time, the system described in (3) is simu-
lated using a sequential process architecture in Figure 1. Since
the equilibrium design variable values are known a priori, the
process is said to have converged if all the design variables
values are within 2% of their final values. Given this criterion,
convergence takes 26 iterations for a sequential architecture.
In contrast, the convergence plot for a parallel architecture for
the two subsystem problem is shown in Figure 4.

A comparison of the dotted line representing the con-
vergence path in Figures 1 and 4 demonstrates very different
paths from the same starting location at (1, 4) to the same
Nash equilibrium at (1, 1). This difference is caused by the
way the designers share design variables.The difference in the
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Figure 5: Convergence times for the five designer problem.

path taken by the designers also translates to a difference in
solution time, with the parallel system requiring only 22 itera-
tions to converge using the same criteria as used in Figure 1. A
more comprehensive examination of the differences between
these two architectures has been summarized in a study of
convergence time in distributed design systems found in [65].

In a two-designer system, there are only two potential
design architectures. However, as the number of designers
increases, there are a large number of potential design archi-
tectures that fall into the category of hybrid. These hybrid
architectures can have a significant impact on the system
stability and convergence time. For larger systems, there
are a wide range of architecture options with very different
associated convergence times. This can be demonstrated
by considering the same problem used in [3] to study the
stability of large systems. This problem is an unconstrained
five-designer problem with sixteen unique design variables.
The convergence times for the different randomly generated
architectures simulated from a variety of initial starting
locations are plotted in Figure 5.

In Figure 5 the architectures are grouped into bins
based on the number of iterations required to converge,
demonstrating the wide range of convergence times that can
be obtained by changing the process architecture. The height
of the bars indicates the number of process architectures with
a specified range of convergence times, shown on the 𝑥-axis.
Themean convergence time for the simulated architectures is
25 iterations with the fastest convergence of 14 iterations and
the slowest convergence of 42 iterations.

Although all of the process architectures studied in
Figure 5 have a stable Nash equilibrium, there are some
cases when changing the process architecture can change
the system stability. This is because changing the process
architecture also changes the system eigenvalues as shown
in [5]. The influence of architecture, called topology, on
convergence, stability, and equilibrium is also studied for
real systems in [66, 67]. Where Braha and Bar-Yarn develop
a descriptive approach to characterize decision networks
in their work, this paper analyzes normative models to
characterize convergence rate. Since system stability can
be assessed by analyzing the system eigenvalues, it is pro-
posed in this work that the eigenvalues associated with
process architectures can be used to evaluate those systems’
transient response. Examining the relationship between the

Table 1: Spectral radius experiment parameters.

Parameter Value
Number of designers 4 to 10
Number of design variables 4 to 15
A −20 to 20
C −20 to 20

system eigenvalues and the transient response is the focus of
Section 3.

3. Results and Discussion

Since an eigenvalue analysis is used to determine the stability
of specific solution process architectures, it is natural to
examine eigenvalues to determine the architectures’ conver-
gence times. Existing linear systems theory evaluates system
eigenvalues to determine settling time, natural frequency,
modal response, systemdamping, and a number of additional
properties. Furthermore, empirical evidence in Figure 6
suggests a relationship exists between the spectral radius of
a distributed design system and the convergence rate.

The data in Figure 6 was generated by evaluating the
spectral radii associated with ten different solution process
architectures for five randomly created distributed design
systems. The data used to create these systems is shown in
Table 1 and the systems themselves are in the form of (7) and
(8). In order to reduce the number of possible parameters in
the experiment that may bias the result, the values in the 𝐷

vector were set to zero to guarantee all the design systems
had equilibrium solutions at the origin. Also, each subsystem
was given local control of one design variable while the
remaining variables were randomly allocated to the different
subsystems.

The process architectures with spectral radii greater than
1 were not included in Figure 6 because they had unstable
equilibrium solutions. To minimize the impact of starting
location on the convergence behavior, each data point in
Figure 6 is the average of twenty simulations started from
a set of different points. Similar to the previous simulation,
the process is defined to converge when the design variables
are all within 2% of their final values. Although there is some
correlation between the spectral radius and themean number
of iterations to converge, the circled architectures demon-
strate that this mapping is not monotonic as some previous
work has suggested [3]. Systems with the same spectral radius
can have very different convergence times. This variation is
demonstrated less dramatically across several of the other
architectures with smaller spectral radii as well. Even when
design systems have the same convergence time, the spectral
radii of those systems can vary significantly. The systems
generated in this section are used to experimentally support
the approach outlined in this paper.

As demonstrated in Figure 6, the spectral radius is insuffi-
cient to quantify the convergence time of a distributed design
process. For linear control systems, the real and imaginary
components of the eigenvalues are used to determine the
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Figure 7: 𝑠-Plane—natural frequency and damping loci.

natural frequency and damping ratio of the system. Using
these quantities, an upper bound can be determined for the
overall system convergence time. This approach is adapted
in this work to quantify convergence time in decentralized
design systems. However, determining the natural frequency
and damping ratio for distributed design processes is chal-
lenging and is the focus of the remainder of this paper.

Since decision networks are inherently discrete systems,
they are modeled as discrete time state space systems. To
determine the natural frequency anddamping ratio of general
discrete time systems, they are converted to continuous
time approximations. However, distributed design processes
are unique because they do not possess any underlying
continuity. A continuous time model is, therefore, a true
abstraction of the actual behavior.

In this paper, two techniques are examined to convert
between the continuous and discrete time domain. These
techniques are the zero-order hold and the bilinear, or
Tustin, approximation. These two techniques are chosen
because they are commonly used in the systems literature
and the Tustin approximation is generally acknowledged as
the preferred technique for this type of conversion [46].
This paper is not an exhaustive analysis of techniques that
can be used to transform discrete distributed design systems

into continuous time representations. Instead, it examines
two prevalent approximations and identifies the one which
results in a continuous timemodel that can exactly reproduce
subsystem decisions at the appropriate discrete point in time.

Before any of these analyses can be conducted, however,
a discrete time state space model must first be created to
accurately represent the system. Creating these state space
models is the topic of [3, 5] and in this paper all state space
models are created using these processes. The fundamental
difference between discrete time and continuous time state
space models is that their eigenvalues are plotted in the 𝑧-
plane rather than the 𝑠-plane.The transforms required to plot
these eigenvalues are discussed in the following section.

3.1. Laplace and 𝑍 Transforms for Distributed Design Models.
The primary challenge in quantifying the convergence time
of distributed design processes is successfully transforming
them to the continuous time domain. The advantage of a
continuous time representation of a system is that it enables
the eigenvalues to be plotted in the 𝑠-plane to capture the
frequency response characteristics of the system. However, to
plot a system in the 𝑠-plane, itmust first be represented as a set
of algebraic equations in a single value, typically 𝑠, by taking
the system’s Laplace transform.

The roots, poles, or eigenvalues of these algebraic equa-
tions have both real and imaginary components and are
plotted in the complex 𝑠-plane where the real components
are plotted on the 𝑥-axis while the imaginary components
are plotted on the 𝑦-axis. The basic information provided in
this plot is a system’s natural frequencies, damping ratios, and
stability characteristics. Furthermore, these properties can
often be determined through inspection. A representation
of the 𝑠-plane generated using the sgrid() command in
MATLAB which includes lines of constant natural frequency
and damping is shown in Figure 7.

In Figure 7, the lines radiating outward from the origin
into the second and third quadrants are lines of constant
damping ratio, 𝜁. The concentric arcs in Figure 7 centered
at the origin and extending through the second and third
quadrant are curves of constant damped natural frequency,
𝜔
𝑛
. Systems with eigenvalues located on the left hand side

of the 𝑦-axis are stable and settle to an equilibrium value
in finite time, while systems with eigenvalues located on the
right hand side of the 𝑦-axis are unstable and diverge. If the
eigenvalues are on the 𝑦-axis in the 𝑠-plane, they are saddle
points and the system oscillates forever, without moving
closer or further away from the equilibrium value.

In the same way, an 𝑠-plane representation captures the
characteristics of a continuous time system, and the 𝑧-plane
can be used to capture characteristics of discrete time systems.
To represent a system in the 𝑧-plane, the 𝑧 transform of the
system’s time-invariant difference equations is taken to create
an analytical expression in terms of a single variable, 𝑧. Once
again the roots of this expression are plotted, this time in the
𝑧-plane. Although the 𝑠-plane and 𝑧-plane are both complex
planes, the 𝑧-plane’s properties are significantly different. A
plot showing contours with constant natural frequency and



10 Mathematical Problems in Engineering

1

0.8

0.6

0.4

0.2

0

−0.2

−0.4

−0.6

−0.8

−1
10.80.60.40.20−0.2−0.4−0.6−0.8−1

Im
ag

in
ar

y 
co

m
po

ne
nt

 o
fZ

va
lu

e—
im

(z
)

Real component of Z value—Re(z)

Constant spectral 
radius arc

Natural frequency and damping loci in the z-plane

Figure 8: 𝑧-Plane—natural frequency and damping loci.

damping in the 𝑧-plane was generated using the MATLAB
command 𝑧grid() and is shown in Figure 8.

The stable region of the 𝑧-plane is shown in Figure 8
and corresponds to the region circumscribed by the unit
circle, which graphically shows the stability criteria in (9).The
region outside the unit circle is unstable and the unit circle
itself is the set of saddle points. The region inside the unit
circle has two sets of contours.The contours originating from
the 𝑥-axis at (1, 0) are curves of constant damping ratio. The
other set of contours, perpendicular to the unit circle, are arcs
of constant natural frequency.

Examination of the 𝑧-plane explains why eigenvalues,
which correspond to roots of the 𝑧 transform, with the
same magnitude have a wide range of convergence times
in Figure 6. Although these eigenvalues have the same
magnitude, they map to very different natural frequencies
and damping ratios.The damping ratio and natural frequency
of a system can be used to determine the system’s convergence
time. For a second order, linear time invariant system, the
convergence time, called the settling time, can be related to
the damping ratio and natural frequency using (10) [68] as

𝑡
𝑠
< 4.6𝜏,

𝜏 =
1

𝜔
𝑛
𝜁
.

(10)

In (10), 𝑡
𝑠
is the settling time, which is defined to be the

time required for a system to converge to within 2% of its
final value as measured from its initial value. The variable
𝜏 is the system’s time constant which is the inverse of the
natural frequency, 𝜔

𝑛
, multiplied by the damping ratio, 𝜁. In

this paper, we examine the applicability of (10) to systems that
are not inherently continuous and use it to create an upper
bound for their convergence time.

To apply (10), the natural frequency and damping ratio
associated with the system roots is required. Unlike an 𝑠-
plane representation, this value cannot be read directly from
a plot in the 𝑧-plane and it depends on the sampling period

for the discrete system. This sampling period is also critical
to map system roots between the 𝑧-plane and the 𝑠-plane,
which is a desirable transformation since the analysis of
system transient response is often conducted in the frequency
domain represented by the 𝑠-plane.The relationship in (10) is
an example of an approach to approximate the convergence
time of a continuous time system. The relationship between
the complex variables in the 𝑧- and 𝑠-planes ismathematically
expressed in (11) [46] as

𝑧 = 𝑒
𝑇𝑠
. (11)

In (11), 𝑧 is a complex number representing a root in the
𝑧-plane while 𝑠 is the associated root in the 𝑠-plane.The value
𝑇 is the sampling period for the system, usually measured
in seconds. Since 𝑇 can be any positive value, a single point
in the 𝑧-plane can be mapped to many values in the 𝑠-plane
depending on the sampling rate. The entire left hand side of
the 𝑠-plane is represented by the unit circle in the 𝑧-plane
because both encompass the entirety of the stable regions for
a linear system.

The relationship expressed in (11) maps points between
the 𝑧- and 𝑠-planes and can be applied to points in discrete
time systems sampled at the appropriate rate. It is leveraged
later in this work to transform eigenvalues of distributed
design systems. However, to this point it has not been used
to map poles of distributed design processes from the 𝑧- to
𝑠-plane because 𝑇 has remained indeterminate. To facilitate
this mapping, an analogy for the sampling rate of distributed
design processes is discussed in the next section and the
zero-order hold and bilinear transformation are presented
to transform discrete systems into continuous systems and
determine 𝑇.

3.2. Distributed Design Sampling Rates and Transformations.
Distributed design systems are unique because they are truly
discrete systems. A distributed design process is composed of
a set of point discontinuities that represent specific decisions
made at an instant in time. Since the process is governed by
discrete iterations, there is no underlying continuity between
decision points. This contrasts with most other systems
that are fundamentally continuous, but sampled in time to
create a discrete representation. The sampling rate for these
continuous time systems is of critical importance, because
low sample rates can inhibit the accurate reproduction of
the continuous time signal. Furthermore, relationships used
to analyze and reconstruct the signal for discrete systems
generally require a specific sampling rate. To capture the
system’s transient response for this reconstruction, it must be
sampled at aminimumrate called theNyquist frequency [68].

When a continuous time system is sampled at a rate
above the Nyquist frequency, the resulting set of points is
an abstraction of the actual continuous time system. Since
distributed design processes are by their nature discrete,
creating a signal in the continuous time domain is not a
reconstruction of the signal but an abstraction of the system’s
true behavior. This distinction restricts which linear system
tools and techniques can be used to analyze and model
distributed design processes. In this work, the zero-order
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Table 2: Eigenvalues associated with system approximation.

Approximated eigenvalues
Zero-order hold method Tustin approximation
−0.367 −0.363
−0.482 ± 1.33𝑖 −0.740 ± 1.43𝑖

−1.62 −1.34

hold and the Tustin, or bilinear, approximation are used to
construct a continuous time representation for distributed
design processes to determine 𝑇. A simulated annealing
algorithm was used to determine the sampling rates that led
to the most accurate overall representation. The objective
function for the simulated annealing algorithm was the
distance between the discrete time points and the continuous
time curve as measured using an 𝐿

2
norm. The design

variable in the optimization formulation shown in (12) is 𝑇.

Minimize: 𝑓 (𝑇) = √

𝑘

∑

𝑗=1

𝑚

∑

𝑖=1

(𝑥
𝑗

𝑖
− 𝑔
𝑗

𝑖
(𝑇))
2

Subject to: 𝑇 > 0.

(12)

In (12), 𝑥𝑘
𝑖
is the design variable value for the 𝑖th design

variable at the 𝑘th iteration. The term 𝑔
𝑗

𝑖
(𝑘) is the 𝑖th

design variable value as determined from the continuous time
model generated using either the zero-order hold or Tustin
approximation at the 𝑗th iteration. Finally, 𝑇, the sampling
rate, is the design variable value for the optimization and is
used to develop the continuous time expression 𝑔

𝑗

𝑖
(𝑘). From

this experiment, it is found that a sample rate of 1 sample per
second most accurately represented the discrete time system
in continuous time for both the Tustin approximation and
zero-order hold.

Even though both transformations used the same sam-
pling rate, the zero-order hold and Tustin approximation did
not construct identical continuous time representations. As
an example, the four largest eigenvalues for one of the sim-
ulated systems are summarized in Table 2 for both the zero-
order hold representation and the Tustin approximation.

Both approximations result in models with different
continuous time eigenvalues. Examination of the eigenvalues
in Table 2 shows that both methods identify almost the
same first eigenvalue for the design system. However, the
second eigenvalue identified is significantly different for each
method.

When determining the appropriate sampling rate, the
zero-order hold representations are more accurate when
considering the distance between the continuous and discrete
time points as measured using the objective function in (12).
The difference between these two representations is more
obvious when plotted. The curves generated for the first
design variable of the system summarized in Table 2 are
plotted in Figures 9 and 10, respectively.

In Figures 9 and 10, time is plotted on the 𝑥-axis
and the systems reach their equilibrium value after eleven
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Figure 9: Zero-order hold method.
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Figure 10: Tustin Approximation.

iterations. The design variable value is plotted on the 𝑦-
axis, starting from an initial value of one and converging
to a value of 0. Both plots show the first design variable
for the simulated system and are created using the initial()
function in MATLAB. The actual discrete design variables,
as determined through simulation, are marked by x’s in both
Figures 9 and 10.

The curve in Figures 9 and 10 is the continuous time
approximation for the discrete system. Inspection of the two
figures shows that the approximation based on the zero-order
hold passes through every discrete design variable value.This
representation is more desirable because each discrete design
variable represents an actual decision in the design process.
TheTustin approximation does not pass through every design
point in Figure 10 and does not accurately reproduce the
design process.

The zero-order hold produces an accurate continuous
time model for the system because its assumptions match
extremely well to the fundamental mechanics of distributed
design processes. The zero-order hold converts a discrete
time signal to continuous time by holding a single sample’s
values constant over the sampling period. This signal recon-
struction technique mirrors distributed design processes,
where each subsystem assumes constant non-local design
variable valueswhen solving their local optimization problem
for a single decision step in the process.
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Figure 11: Experimental versus analytical convergence results.

Using the zero-order hold to transform a discrete state
spacemodel of a distributed system enables the analysis of the
system using classical control techniques. The identification
of the appropriate sample rate for these models makes the
transformation from the 𝑧-plane to the 𝑠-plane simpler as
well. In the next section, an analytical relationship based on
these findings is introduced to transform discrete time eigen-
values to their continuous time equivalents.These continuous
time equivalents are then analyzed using control theoretic
relationships and the results are validated experimentally.

3.3. Analyzing the Convergence Time of Distributed Design
Processes. In this section, the concept of the system time
constant is examined for distributed design processes and
its applicability to discrete time systems is demonstrated
empirically. The mathematical relationship for continuous
time systems between the natural frequency, damping ratio,
and time constant is summarized in (10). It is demonstrated
using the zero-order hold that it is possible to model dis-
tributed design processes as continuous time systems, and
it is proposed that the relationship in (10) can be used to
create an upper bound on the convergence time of distributed
design processes as well. Since (10) requires only information
about the damping ratio and natural frequency, a complete
continuous timemodel of the system is not required. Instead,
a simpler relationship can be used to determine these prop-
erties from the discrete time eigenvalues. These relationships
are provided in (13) and (14) [46] as follows:

𝜁

√1 − 𝜁

= ln(
|𝑧|

∠𝑧
) , (13)

𝜔
𝑛
= − ln(

|𝑧|

𝑇𝜁
) . (14)

In (13) and (14), 𝜁 is the damping ratio, and 𝜔
𝑛
is the

natural frequency. To determine |𝑧|, and ∠𝑧 it is assumed that
the 𝑧-plane form of the eigenvalues is 𝑧 = 𝑎+𝑏𝑖, with 𝑎 being
the real part of 𝑧 and 𝑏 being the imaginary part. Using 𝑎 and 𝑏

the magnitude, |𝑧| is the vector sum of 𝑎 and 𝑏while ∠𝑧 is the
arctan(𝑏/𝑎). The parameter 𝑇 in (14) is the sampling period
for the system. Recall that this does not have a direct analogy
for distributed design systems but is discussed in Section 3.2
and is 1 sample per iteration.

Equations (10), (13), and (14) are used to evaluate the
convergence time for 250 distributed design systems using
the parameters outlined in Table 1. The settling time for each
system is analytically determined and plotted in Figure 11
against the actual settling time for the system as determined
by simulation.

The line in Figure 11 is shown as a reference to com-
pare the convergence time determined by simulation to the
analytical convergence rate predictions. It has a slope of one
to differentiate between cases where the approach over and
under predicted the system convergence time. For almost
all the systems, the analytical results, determined using the
settling criterion from (10), provide an upper bound for the
convergence time of the design systems. Approximately 7.6%
of the systems are above the solid line in Figure 11, which
means that the approach underestimated the convergence
time. The furthest system above the line exceeded the pre-
dicted maximum convergence time by 6 iterations, which
is 10% of its convergence time. All other points, however,
are at most 2 design iterations greater than their predicted
value which means that the prediction was very close to the
simulated convergence time.

One advantage to this approach is its efficiency, since it
only considered the largest pole of the system, required no
simulation, and is independent of the starting location. The
dynamic behavior of many of the systems may have been
understated with this simplification. For example, the system
whose convergence was underpredicted by 6 iterations was
composed of 6 unique subsystems collectively controlling 32
unique design variables. To capture the dynamics of more
sophisticated design problems using a single eigenvalue may
be insufficient to appropriately model the system.

In spite of only considering one eigenvalue, the approx-
imation provides an upper bound for many of the systems.
One reason for this may be the discrete nature of distributed
design processes. A continuous time model for a truly
discrete system overestimates the settling time because the
gaps between discrete time points enable it to skip past the
peaks of the continuous time curve. These peaks may remain
outside of the 2% settling time longer than the discrete points
unless a discrete time point is located on a peak. Additional
areas of future work to increase the effectiveness of this
approach for large systems are discussed in the next section.

4. Conclusions

In this paper, the transient response of distributed design
processes, as modeled as a two-player continuous game,
is characterized. An eigenvalue analysis formed the basis
for this examination and concepts native to continuous
control theory are used to evaluate and approximate the
transient response of distributed design systems. The tran-
sient response is broken down into two components: shape
and convergence rate. This paper focuses on the convergence
rate of distributed design processes and it is shown that
the convergence rate cannot be assessed using only the
magnitude of the system’s largest eigenvalue.

Instead of examining eigenvalue magnitudes, this paper
modeled inherently discrete distributed design processes as
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continuous time systems. Two commonly used approxima-
tions, the zero-order hold and Tustin approximation, are
evaluated to determine the parameters required to ana-
lyze distributed design processes in continuous time. Both
approximations suggest that the best sampling period, a key
parameter in the conversion between discrete and continuous
time systems, is 1 sample per iteration. It is also shown
that the Tustin approximation does not provide an accurate
reproduction of distributed design processes in continuous
time. On the other hand, the zero-order hold provides a good
approximation for these systems because its assumptions
match well with the fundamental mechanics of distributed
design processes.

By using a continuous time approximation, the con-
vergence rate aspect of a transient response is evaluated.
This analysis uses a second-order approximation for the
system. It is demonstrated that for many systems a second-
order approximation provides a reliable upper bound for the
number of iterations required for a design system to converge
to an equilibrium solution. In cases where the approach is
unable to provide an accurate estimate of the system transient
response, the prediction remained in the neighborhood of the
time required for the system to converge as determined by
simulation.

One of themajor contributions of the approach presented
is that it enables the evaluation of different design process
architectures without the need to simulate the distributed
design system. Another contribution of this approach is that
it validates an extension of the linear system theory analogy
used tomodel distributed design systems. It identifies the role
of sampling in the overall system response and emphasizes
the truly discrete nature of distributed design problems.
For systems with dominant closed loop poles the approach
provides a mathematically provable upper bound for the
system convergence time. Even when this criterion is not
met, the approach is able to bound the convergence time
for most cases without the computational costs associated
with simulation. This provides a filter to identify potential
process architectures that are worth committing additional
resources to investigating. Finally, it provides a basis for the
analysis of increasingly complex distributed design systems
by examining the basic challenges to predicting system
transient response.

Future work will focus on extending the approach to ana-
lyze large systems by considering more than one eigenvalue.
Performing this analysis will require the identification of the
most influential closed loop poles to create a higher-order
model of the system. This model will provide greater fidelity
and predictive ability while reducing the computational costs
to simulate the system. Another area of future work is in
the application of model reduction techniques to reduce the
size of the models for distributed design systems. Currently
distributed design models require a number of states equal
to the number of shared design variables. Reducing the
model will minimize the computational cost to analyze these
systems both with respect to their stability and transient
response characteristics. Incorporating our technique with a
comprehensive simulation-based approach to evaluate pro-
cess architecture is another area of future work. Combining

the fidelity of simulation-based techniques with the initial
response characterization from this work will reduce the
computational burden to identify preferred process architec-
tures.

Finally, the expanded applicability of control theory
techniques demonstrated in this work provides a foundation
to investigate principles used to analyze nonlinear systems.
Translating these principles into techniques that provide
meaningful evaluations of convergence times will enable the
analysis of a broader class of distributed design problems.
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Bridge crane is one of the most widely used cranes in our country, which is indispensable equipment for material conveying in the
modern production. In this paper, the framework of multidisciplinary optimization for bridge crane is proposed. The presented
research on crane multidisciplinary design technology for energy saving includes three levels, respectively: metal structures level,
transmission design level, and electrical system design level. The shape optimal mathematical model of the crane is established for
shape optimization design of metal structure level as well as size optimal mathematical model and topology optimal mathematical
model of crane for topology optimization design of metal structure level is established. Finally, system-level multidisciplinary
energy-saving optimization design of bridge crane is further carried out with energy-saving transmission design results feedback
to energy-saving optimization design of metal structure. The optimization results show that structural optimization design can
reduce total mass of crane greatly by using the finite element analysis and multidisciplinary optimization technology premised on
the design requirements of cranes such as stiffness and strength; thus, energy-saving design can be achieved.

1. Introduction

Empirical design is often used for the structure design of
bridge crane, which determines the design parameters of
bridge crane and furthermore improves the performance.
The traditional design method cannot work out accurate
performance data resulting in the safe coefficient of crane
over the design requirements greatly, which leads to the waste
of materials and energy consumption, and so forth [1].

At present, a simplified structure to reduce the weight
and lightweight design-based heuristic algorithm is usually
adopted to achieve energy saving, most of which focus
on single structural design improvement. With the rapid
development of finite element analysis (FEA) technique [2, 3],
the traditional design method is gradually replaced by finite
element analysis and design. There is quite a lot of finite
element analysis software such as ANSYS, ABAQUS, and
HyperWorks [4, 5]. However, purely from structural design,
to reduce the weight of the crane has been very limited,
and blindly to reduce the weight would be a security risk.

On the other hand, crane is a complex system composed
of many subsystems, among which there exist weak or
strong coupling relationships. Thus, crane energy-saving
design is a multidisciplinary coupling engineering problem
involving structural design, mechanical transmission, and
electrical control, which is not a simple superposition and
permutations of various disciplines design. Therefore, it is of
urgent need frommultidisciplinary point of view of structure,
mechanical transmission, and electrical control to study the
system-level energy-saving design of crane.

The present work was carried out in order to obtain
simulation data of the bridge crane. In the next section,
the framework of multidisciplinary optimization design is
proposed. In Section 3, FE model of double girder crane
is developed using commercial program HyperWorks, and
the loading and the results of finite element analysis are
given and discussed. Topology optimization and size opti-
mization are further carried out, and the results of metal
structural optimization are analyzed. In Section 4, system-
level multidisciplinary energy-saving optimization design
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of bridge crane is further carried out with transmission-
level design results feedback to energy-saving optimization
design of metal structure. Finally, research conclusions are
summarized.

2. Multidisciplinary Optimization Design
Framework for Bridge Crane Energy Saving

The presented research on crane multidisciplinary design
technology for energy saving includes three levels,
respectively: energy-saving design of metal structures,
energy-saving transmission design, and energy-saving
electrical system design. Energy-saving design of metal
structure involves structural lightweight design and arch
curve design of beam; energy-saving transmission system
design involves dynamic loading, transmission efficiency, and
components lightweight, and energy-saving electric system
design involves power loss.

In addition, optimal design of lifting findings dynamic
loading and components lightweight are feedback to struc-
ture lightweight design for further design optimization. Also,
arch curve can reduce climbing energy consumption, thereby
reducing motor power losses. The arch curve optimization
results need feedback for electrical energy saving. The multi-
disciplinary optimization design can be illustrated as shown
in Figure 1.

3. Energy-Saving Optimization Design of
Metal Structure Level of Bridge Crane

3.1. Development of FE Model of Double Girder Crane. Take a
bridge crane used in a practical project as the research object,
which is a 50 t-31.5m double girder crane whose material
parameter and usage are as follows:

(i) material: ordinary carbon steel Q235;
(ii) length of the crane (𝑙): 31.5m;
(iii) maximum lifting height: 12m;
(iv) hoisting speed: 7.8m/min;
(v) moving speed of the car: 38.5m/min;
(vi) moving speed of the cart: 87.3m/min.

And according to the GBT 3811-2008 “crane design
standard,” the working level of car is M5, and the working
level of cart is M6 [6].

3.2. Geometric Modeling of Double Girder Crane. According
to the engineering drawing, geometric model of the bridge
crane is established by PRO/E, whose structure components
include the up and down plates of end girders, the side plates
of end girders, up and down plates of main girders, the side
plates of main girders, multiple belly boards, feet frame, and
various connection boards. The simplified geometric model
is shown as Figure 2.

3.3. Model Processing. Import the geometric model of bridge
crane into HyperMesh and clear it. Owing to that each plate

is thin, partition the plates with shell elements for finite
element simulation analysis. The shell elements should be
created on the middle surface of the geometry. A group of
middle surfaces should be constructed by using “midsurface”
panel. The imported model contains some connectivity error
or some other defects, so the operations as follows should be
carried out after importing file model.

(1) Delete the unsheared surfaces.
(2) Fill the gaps (repair the missed surfaces).
(3) Set the tolerance values of geometric cleaning.
(4) Combine the red free edges with “equivalence.”
(5) Delete the repeated surfaces.

3.4. Mesh Partitioning of Double Girder Crane. Welds con-
nections between each board are taken place of the rigid
connections, and mesh elements are created on extraction
midsurface [7]. The calculation capacity and calculation effi-
ciencymust be considered whenmesh partitioning.The finer
the elements meshed are, the more accordant the partitioned
model is with the actual condition, while computing time and
memory usage will be increased largely. After taking all the
above factors into account synthetically, set the element size
as 50mm× 50mm for finite element analysis. The spot welds
are used to simulate the connections between the end and
main girders [8].

Due to that the bridge crane structure is symmetrical, take
half of the model as research object in order to reduce the
computing time and memory usage. The FE model of bridge
cranes is shown in Figure 3.

3.5. Loading and Static Analysis. Both end girders and main
girders are processed as simply supported beams [9–11].
Loading is illustrated as in Figure 4.

Constraint loadings of the crane are described as follows:

themovement in 𝑥, 𝑦, 𝑧 directions and the rotation in
𝑧 direction of position 1 are restrained;
the movement in 𝑦, 𝑧 direction and the rotation in 𝑧
direction of position 4 are restrained;
the movement in 𝑧 direction and the rotation in 𝑥, 𝑦
direction of positions 2, 3 are restrained because of the
symmetry.

The loadings on both of the main girders are as follows:

(i) rated hoisting loading: 𝑃
𝑄
= 50 t;

(ii) the car mass is 15.765 t;
(iii) self-vibration load factor Φ

1
= 1.1;

(iv) lifting dynamic load factor Φ
2
= 1.14;

(v) horizontal inertial force of crane as volume force:
acceleration is 0.32m/s2;

(vi) cart gravity as volume force.

L0, L1, L2, L3, and L4 denote the loadings on different
positions of one main girder, respectively, called five work
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Table 1: Five work conditions description.

Work
conditions

Cart gravity
(m/s2)

Car mass
(t)

Self-vibration
factor

Horizontal
inertial force of
crane (m/s2)

Rated loading
(t)

Lifting move
load factor

Load
position

1 9.8 15.765 1.1 0.32 50 1.14 Middle of the
beam

2 9.8 15.765 1.1 0.32 50 1.14 Left end of
the beam

3 9.8 15.765 1.1 0.32 50 1.14 Right end of
the beam

4 9.8 15.765 1.1 0.32 50 1.14 Left 1/4 of the
beam

5 9.8 15.765 1.1 0.32 50 1.14 Right 1/4 of
the beam

Figure 2: Geometric model of double girder crane.

Figure 3: Finite element model.

conditions, and the magnitude of the loadings (L0, L1, L2, L3,
and L4) is 322.2485KN. Five work conditions are calculated
in finite analysis as in Table 1.

According to the requirements of the crane design in
GBT 3811-2008, “crane design” combined with actual usage,
requirements for the stiffness of the crane girder are as
follows:

𝑓 ≤
1

800
𝑠, (1)

where 𝑓 is the deflection displacement, 𝑠 is the span of the
crane [12].

And requirements for the stress of the crane girder are as
follows:

(i) material: Q235;
(ii) yield stress 𝜎

𝑠
: 235MPa;

(iii) allowable stress [𝜎] ≤ 100MPa defined by engineer-
ing design.

L1
2

1

3

4

L2L3 L4L0

y

z

x

Figure 4: Loadings illustration.

After loading on different locations of themain girder, the
results of finite element analysis are shown in Figures 5 and 6.

Analyz and compar different conditions of loads to obtain
the conclusions that when loading on the middle of the main
girder the maximum displacement of 40.3mm appears on
the middle of the main girder, and the maximum stress of
91.6MPa occurs on themiddle of themain girders. According
to the results of FEA, the total mass of the initial model is
18.9 t.

3.6. Structural Optimization of Double Girder Crane

3.6.1. Shape Optimization. The shape optimal mathematical
model is established as follows which takes the minimum
volume as objective function, the height and width of the
crane as design variables, and the scopes of stress, strain
energy, and modal as constraints:

Min 𝑉󸀠 (𝑋) = 𝑉󸀠 (Height󸀠,Width󸀠)

Design variables: −5 ≤ Height
󸀠
≤ 20

−5 ≤Width󸀠 ≤ 20

𝐶
𝑗
=
1

2
𝑢
𝑇

𝑗
𝑓
𝑗
≤ 1.1 × 10

7
𝐽 𝑗 = 1, . . . , 5

s.t. 𝐾𝑢 = 𝑓

𝜎 ≤ 100MPa

𝐹 ≥ 3,

(2)
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z

x
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where 𝑉󸀠(𝑋) denotes the volume fraction; 𝐶
𝑗
denotes the

total strain energy of the crane under the 𝑗th load; 𝐾
denotes the stiffness matrix of the system; 𝑓 denotes the
load; 𝑢 denotes the node displacement vector under the load
𝑓; 𝜎 denotes the stress; 𝐹 denotes the natural frequency.
Objective function 𝑉󸀠(𝑋), constraint function 𝐶

𝑗
, and 𝜎 can

be obtained from structural response of the finite element
analysis.

Use OptiStruct Solver to optimize the girder by selecting
morph optimization tool; the optimization results of themain
girder are shown as follows:

Volume = 2.27E + 09mm3, Mass = 17.9 t
Height󸀠 = −0.36, Width󸀠 = 1.2.

After shape optimization:

Height= 1724mm + 0.36 × 50mm = 1742mm
Width = 600 mm − 1.2 × 50mm = 540mm
Height/Width = 1724/540 = 3.19.

By analyzing the results of finite element analysis, the
structure performance (including strength, stiffness, and
modal) after topology optimization meets the requirements
of crane design specifications greatly, which are shown in
Figures 7 and 8.

Analyze and compare different conditions of loads to
obtain the conclusions that when loading on themiddle of the

main girder, the maximum displacement of 42.9mm appears
on the middle of the main girder and the maximum stress of
98.6MPa occurs on the middle of the main girders. The total
mass of themodel after shape optimization is 17.9 t, which has
reduced by 5.3%.

Compare the maximum displacement and maximum
stress before and after topology optimization the result is
given as in Table 2.

The analysis results shown in Table 2 show that structure
performance of the various plates, some materials of which
have been reasonably removed, meets the design require-
ments as well. Meanwhile, the total mass of structure is 17.9 t,
which has reduced by 1 t.

3.6.2. Size Optimization. Furth optimizing of the structure
after shape optimization was carried out in our research.
Taking the minimum volume as the objective function, the
thicknesses of the plates as the design variables, the scopes
of the stress, strain energy, and modal as constraints, the size
optimal mathematical model is established as follows:

Min 𝑉 (𝑋) = 𝑉 (𝑥
1
, 𝑥
2
, . . . , 𝑥

18
)

S.T. 𝐶
𝑗
=
1

2
𝑢
𝑇

𝑗
𝑓
𝑗
≤ 1.1 × 10

7
𝐽 𝑗 = 1, . . . , 5
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𝐾𝑢 = 𝑓

𝜎 ≤ 100MPa

𝐹 ≥ 3,

(3)

where 𝑋 = 𝑥
1
, 𝑥
2
, . . . , 𝑥

18
denotes the thicknesses of plates,

𝑉(𝑋)denotes the total volumeof the crane, the rest of variable
parameters are denoted as above. Use theOptiStruct Solver to
optimize girders by size optimization tool. The optimization
results of the thicknesses of the plates are shown in Table 3.

By analyzing the results of size optimization, the struc-
ture performance (including strength, stiffness, and modal)
after topology optimization meets the requirements of crane
design specifications greatly. The results of finite element
analysis after size optimization are shown in Figures 9 and
10.

The maximum displacement of 44.1mm appears on the
middle of themain girder, and themaximum stress of 99MPa
occurs on the end of the main girders. The total mass of the
model after size optimization is 17.3 t, which has reduced by
8.5%.

The comparison of initial model and final model is shown
in Table 4.

From the analysis results shown in Table 4, it can be
found easily that the structure performance after shape and

size optimization meets the requirements of crane design
specifications greatly. Moreover, after size optimization, the
total mass of the main girder changes into 17.3 t which has
been reduced by 1.6 t.

3.6.3. Topology Optimization. Furth optimizing of the struc-
ture after shape and size optimization was carried out.
The topology optimal mathematical model is established
as follows which takes the minimum volume fraction as
objective function, the material density of each element as
design variables, and the scopes of stress, strain energy, and
modal as constraints:

Min 𝑉󸀠 (𝑋) = 𝑉󸀠 (𝑥
1
, 𝑥
2
, . . . , 𝑥

𝑛
)

𝐶
𝑗
=
1

2
𝑢
𝑇

𝑗
𝑓
𝑗
≤ 1.1 × 10

7
𝐽 𝑗 = 1, . . . , 5

s.t. 𝐾𝑢 = 𝑓

𝜎 ≤ 100MPa

𝐹 ≥ 3,

(4)

where𝑋 = 𝑥
1
, 𝑥
2
, . . . , 𝑥

𝑛
denotes the material density of each

element are and the rest of variable parameters are denoted
as above.
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Table 2: Comparison of the stress and displacement.

Load step Before After
Stress (MPa) Displacement (mm) Stress (MPa) Displacement (mm)

L0 91.6 40.3 98.6 42.9
L1/L2 80.2 87.2
L3/L4 74.5 74.4

Table 3: Comparison of the thicknesses before and after optimiza-
tion.

Main optimal size Before (mm) After (mm)
Upper plates 24 20.7
Under plates 24 23.4
Inside plates 6 6
Outside plates 6 6
Small ribbed plates 8 9.5
Big ribbed plates 8 5.6

Use OptiStruct Solver to optimize the girder by selecting
topology optimization tool; the optimization results of the
main girder are shown in Figures 11 and 12.

By analyzing the results of topology optimization, the
structure performance (including strength, stiffness and
modal) after topology optimization meets the requirements
of crane design specifications greatly. The results of finite
element analysis after topology optimization are shown in
Figures 13 and 14.

Analyze and compare different conditions of loads to
obtain the conclusions that when loading on themiddle of the
main girder, the maximum displacement of 39.9mm appears
on the middle of the main girder and the maximum stress of
99MPa occurs on the end of the main girders.The total mass
of the model after topology optimization is 15.8 t, which has
reduced by 16.4%.

Compare the maximum displacement and maximum
stress before and after topology optimization; the result is
given as in Table 5.

The analysis results shown in Table 5 show that structure
performance of the various plates, some materials of which
have been reasonably removed, meets the design require-
ments as well. Meanwhile, the total mass of structure is 15.8 t,
which has reduced by 3.1 t.

3.7. Overall Stability Analysis of Main Girder. According
to the requirements of “the crane design manual” for box
section structure, “when aspect ratio (height/width) denoted
by h/b⩽ 3 or 3< h/b⩽ 6 & l/𝑏 ≤ 95(235/𝜎s), the lateral
buckling stability of the flexural components do not need
verify.”

In our research, the results are as follows:

before optimization: h= 1724mm, b= 600mm, h/b=
2.87, so h/b⩽ 3;
after optimization: h= 1742mm, b= 540mm, h/b=
3.19, and l= 31500mm, l/b= 58.3, 𝜎

𝑠
= 253MPa, so

3< h/b⩽ 6 & 𝑙/𝑏 ≤ 95(235/𝜎
𝑠
).

Therefore, lateral buckling stability conforms to the
design requirements.

4. System-Level Multidisciplinary
Energy-Saving Optimization Design of
Bridge Crane

Energy-saving transmission design is researched by our
research group in dynamic simulation and speed regulation
of hoistingmechanismaswell as optimization and innovation
of transmission mechanism scheme reported in the literature
[13, 14]. Thus, self-vibration load factor in Section 3.4 is
reduced from 1.14 to 1.11 under VVVF, and the car mass
in Section 3.4 is reduced from 15.765 t to 14.4 t. System-
level multidisciplinary energy-saving optimization design
of bridge crane can be further carried out with energy-
saving transmission design results feedback to energy-saving
optimization design of metal structure. By repeating the
above modelling and analysis in Section 3, the system-
levelmultidisciplinary energy-saving optimization results are
shown in Table 6.

5. Conclusions

The framework of multidisciplinary energy-saving optimiza-
tion design of bridge crane is proposed. And the structure-
level optimization design of bridge crane by using finite
element analysis technology is discussed in this paper in
detail.This research seeks to getmore reasonable, lightweight,
and energy-saving structure on the basis of insuring the
performances of crane and to provide the design reference
for bridge crane. The main results of this research can be
concluded as follows:

(1) the results of finite element analysis show that the
concentrated stress occurs on the middle of main
girders under full load;

(2) for the cranes which meet the design requirements,
shape optimization is researched. The total mass
of the structure after shape optimization changes
into 17.9 t/17.6 t (optimization design of metal struc-
ture/system-level multidisciplinary energy-saving
optimization), and it is reduced by 1 t/1.3 t compared
with the initial model;

(3) size optimization is researched after shape optimiza-
tion. The total mass of the structure after size opti-
mization changes into 17.3 t/16.7 t, and it is reduced by
1.6 t/2.2 t;
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Table 4: Comparing the stress and displacement.

Load step Initial model Final model
Stress (MPa) Displacement (mm) Stress (MPa) Displacement (mm)

L0 91.6 40.3 99 44.1
L1/L2 80.2 84.4
L3/L4 74.5 88.3

Table 5: Comparison of the stress and displacement.

Load step Before After
Stress (MPa) Displacement (mm) Stress (MPa) Displacement (mm)

L0 91.6 40.3 97.6 43.9
L1/L2 80.2 90
L3/L4 74.5 108

Table 6: System-level multidisciplinary energy-saving optimization results.

Optimization method Mass after optimization (t) Percentage decrease
18.9

Shape optimization 17.6 6.88%
Size optimization 16.7 11.64%
Topology
optimization 15.8 16.40%
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(4) topology optimization based on densitymethodology
is used after shape and size optimization. The total
mass of the structure after topology optimization
changes into 15.8 t/15.8 t, and it is reduced by 3.1 t/3.1 t
compared with the initial model;

(5) multidisciplinary optimization design by means of
finite element analysis and dynamic simulation not
only can assure stiffness, strength, and other perfor-
mances requirements of the crane but also can greatly
reduce the use of materials by lightweight design.
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It is often in the interest of a designer to know the transient state of stress in a plate subjected to an underwater explosion. In this
paper, an analytical method based on Taylor’s fluid-solid interaction (FSI) model, Mindlin plate theory, Laplace transform, and
its inversion is proposed to examine the elastic dynamic response of a plate subjected to an underwater explosion. This analytical
method includes shear deformation, the moments and membrane stress in the plate, and the FSI effect and considers a full profile
of possibilities. The results of the response-time histories and the response distribution on the plate in terms of displacements and
stresses from the analytical method are compared with finite element analysis (FEA) to validate this method, and the comparison
indicates good agreement. Comparison of the acceleration at the center of an air-backed plate between the analytical method and
the experiment from relevant literature, shows good agreements, and the analytical method and its FSI model are validated. The
influence of the FSI is investigated in detail. All extreme values of the response-time histories decrease as the thickness increases
for the non-FSI case. The results can be used as benchmark solutions in further research.

1. Introduction

Plate element is one of the basic elements of every class
of ship and apparatus and may be subjected to underwater
explosions. It is in the interest of a ship designer to know
the transient state of stress in advance that develops in
a plate during an underwater explosion. For low-intensity
explosions, the stresses developed within a plate are usually
within the material’s elastic range [1–3].

The classical plate theory (CPT) has been used to solve
the response in thin plates to an underwater explosion. An
orthotropic and simply supported plate reinforced by stiff
particles embedded in amatrix offers the potential for simple,
economically functional grading and enhanced response.
Genin and Birman [4] obtained a solution for the response
of this plate under a uniform and time-varying overpressure
using the Kirchhoff plate theory and a convolution integral.
However, the shear deformation through the thickness is
neglected within CPT, and the effect of fluid-solid interaction
(FSI) was not considered in this research.

Some of recent research on this subject have been
devoted to the extension of linear to nonlinear response by
involving von Kármán thin plate theory and employing the
extended Galerkin and the Runge-Kutta methods. Hause [5]
investigated the nonlinear response of a functionally graded
plate with two constituent phases exposed to a Friedlander
explosive air blast within the classical plate theory, but the
effect of fluid-solid interaction (FSI) was not considered
in this research. Librescu et al. [6–9] have developed a
three-dimensional sandwich model which is used in the
investigation of the dynamic responses of a sandwich plate
subjected to underwater explosions by employing Hayman’s
FSI model [6, 7]. In the sandwich model, core layer can only
carry transverse shear stresses, while the transverse shear
effects are neglected for the face sheets. In general, all of above
research concerning the nonlinear response are numerical
but not analytical.

The phenomenon of FSI significantly influences the
dynamic response of a structure during an underwater explo-
sion. The influence of FSI is typically investigated by finite
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element analysis (FEA) which provides a detailed picture
depending on the level of complexity of the model [10–13].
The discretization used both for spatial derivation and time
integration, however, affects spurious oscillations and the
accuracy of a numerical solution [14].

Taylor [15] proposed a one-dimensional FSI model for
a planar shock wave impinging on a freestanding plate and
considered the momentum transmitted to the plate by the
shock wave. Liu and Young [16] extended Taylor’s air-backed
FSI model to a water-backed FSI model and systematically
investigated the influence of the back conditions on the
interaction between the fluid and the structure. Utilizing
Taylor’s FSI model, the energy method, and considering
the conditions of the air-backed and water-backed cases,
Rajendran et al. [1–3] derived one-dimensional, semian-
alytical models to predict the elastic strains in circular
and rectangular plates subjected to underwater explosions.
Good agreement was found between the model and the
experimental results. However, these solutions considering
the FSI effect are one-dimensional and ignore moment and
membrane stress in the plate. In addition to elastic method,
plastic dynamic analytical solutions for the response of a
three-layered sandwich plate with a soft core to UNDEX have
also formed the subject of recent studies [11, 17–20], in which
the existing plastic solution procedure generally comprises
three stages. However, the velocity is assumed to be uniform
for the front and back faces of the sandwich plate except
for the boundaries in the FSI phase, with the FSI differences
between the different positions on front and back faces of
plate being ignored, that is to say, only one-dimensional FSI
effect is considered.

A comprehensive review on themethods for the response
of plates to underwater explosion is present above. It is
worthy noted that the analytical methods mentioned above
do not consider the FSI differences between the different
positions on front and back faces of plate.The purpose of this
paper is to fill this gap by proposing an analytical method to
determine the elastic dynamic response of a plate subjected
to an underwater explosion based on Taylor’s FSI model,
Mindlin plate theory, Laplace transform, and its inversion.
This method considers the full profile of possibilities, such
as non-FSI, air-backed, and water-backed cases. Section 1
introduces the solution methods. In Section 2, the problem
is described and Taylor’s FSI model, the air-backed, and the
water-backed cases are introduced. Section 3 introduces the
governing equations of motion for Mindlin plate theory. In
Section 4, analytical solutions for the three cases are derived
by Fourier transform, Laplace transform, and their inversion.
In Section 5, the analytical results are validated by being
compared with those from the FEA and the experiment
record, and the influences of the FSI and material thickness
are investigated. The conclusions are discussed in Section 6.

2. Problem Description and
Fluid-Solid Interaction

Consider a rectangular plate of length 𝑎, width 𝑏, and a
uniform thickness ℎ, as shown in Figure 1. The plate is

𝑊

Water

𝑆

𝑏

𝑎

𝑧

𝑦

𝑥

ℎ

Air/water

Figure 1: A rectangular plate subjected to an underwater explosion
showing dimensions and the Cartesian coordinate system.

subjected to an underwater explosion from an explosive
charge𝑊 (TNT equivalent weight in kg) located at a distance
𝑆 (in𝑚) from the center of the plate.

Taylor [15] proposed a one-dimensional FSI model for
a planar shock wave impinging on a free-standing plate,
including the momentum transmitted to the plate by the
shockwave.This FSImodel has beenwidely used in analytical
methods modeling the plastic response of plates subjected to
an underwater explosion [17, 19, 20] and is briefly reviewed
below.

Adopting the planar wave assumption, the water pressure
𝑝
𝑓
(𝑥, 𝑦, 𝑡) at the front face (𝑧 = −ℎ/2) comprises the

incidentwave𝑝
𝑖
(𝑥, 𝑦, 𝑡), the idealized perfectly reflectedwave

𝑝
𝑟1
(𝑥, 𝑦, 𝑡), and the rarefaction wave pressure 𝑝

𝑟2
(𝑥, 𝑦, 𝑡),

respectively, as follows [15]:

𝑝
𝑓
(𝑥, 𝑦, 𝑡) = 𝑝

𝑖
(𝑥, 𝑦, 𝑡) + 𝑝

𝑟1
(𝑥, 𝑦, 𝑡) + 𝑝

𝑟2
(𝑥, 𝑦, 𝑡)

= 2𝑝
𝑚
exp(−

𝑡

𝑡
𝑑

) − 𝜌
𝑤
𝑐
𝑤

̇𝑤(𝑥, 𝑦, 𝑧 = −
ℎ

2
, 𝑡) ,

(1)

where 𝑤 denotes the deflection of the plate and the dots over
a quantity stand for time derivatives.

The peak pressure 𝑝
𝑚
and the time parameter 𝑡

𝑑
of the

incident wave are given as follows [1, 21]:

𝑝
𝑚

= 52.16 × (
𝑊
1/3

𝑆
)

1.13

MPa,

𝑡
𝑑
= 96.5 × 10

−3
× 𝑊
1/3

× (
𝑊
1/3

𝑆
)

−0.22

msec.

(2)

Two backing condition categories are water-backed and
air-backed. For an air-backed plate, the water pressure at the
back face (𝑧 = ℎ/2) is [1]

𝑝
𝑏
(𝑥, 𝑦, 𝑡) = 0, (3)

and for a water-backed plate, the pressure at the back face is
[1]

𝑝
𝑏
(𝑥, 𝑦, 𝑡) = −𝜌

𝑤
𝑐
𝑤

̇𝑤(𝑥, 𝑦, 𝑧 =
ℎ

2
, 𝑡) . (4)
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To compare the two cases with the FSI effects between
the plate and the water, a non-FSI case (ignoring FSI effects)
is also discussed. The water pressures at both front and back
faces can be expressed as follows [1]:

𝑝
𝑓
(𝑥, 𝑦, 𝑡) = 𝑝

𝑚
exp(−

𝑡

𝑡
𝑑

) ,

𝑝
𝑏
(𝑥, 𝑦, 𝑡) = 0.

(5)

3. Fundamental Equations

Considering an orthotropic material, the Mindlin plate the-
ory implies that the displacements are distributed in the plate
as follows:

𝑢 = −𝑧𝜓
𝑥𝑧
,

V = −𝑧𝜓
𝑦𝑧
,

𝑤 = 𝑤
0
,

(6)

where 𝑤
0
is the vertical displacement at the middle surface.

The moment and shear force resultants can be written in
terms of the displacements as

[

[

𝑀
𝑥

𝑀
𝑦

𝑀
𝑥𝑦

]

]

=
ℎ
3

12

[

[

𝑐
11

𝑐
12

0

𝑐
12

𝑐
22

0

0 0 𝑐
66

]

]

[
[
[

[

−𝜓
𝑥𝑧,𝑥

−𝜓
𝑦𝑧,𝑦

− (𝜓
𝑥𝑧,𝑦

+ 𝜓
𝑦𝑧,𝑥

)

2

]
]
]

]

,

[
𝑄
𝑦

𝑄
𝑥

] =
𝜅ℎ

2
[
𝑐
44

0

0 𝑐
55

] [
𝑤
0,𝑦

− 𝜓
𝑦𝑧

𝑤
0,𝑥

− 𝜓
𝑥𝑧

] ,

(7)

where 𝜓
𝑥𝑧

and 𝜓
𝑦𝑧

are the rotations about the 𝑥- and 𝑦-axes,
respectively, ℎ is the thickness of the plate, 𝜅 is the shear
correction factor (taken as 5/6), and 𝑐

11
, 𝑐
12
, 𝑐
22
, 𝑐
44
, 𝑐
55
, and 𝑐

66

are the elastic constants.Throughout the paper, a comma after
a quantity denotes a particular differentiation with respect to
the spatial coordinates.

The normal stresses are distributed as

𝜎
𝑥𝑥

=
12𝑧𝑀

𝑥

ℎ3
,

𝜎
𝑦𝑦

=

12𝑧𝑀
𝑦

ℎ3
,

𝜎
𝑧𝑧

= 0,

(8)

and the shear stresses are distributed as

𝜎
𝑥𝑦

=

12𝑧𝑀
𝑥𝑦

ℎ3
,

𝜎
𝑥𝑧

=

3 (1 − 4𝑧
2
/ℎ
2
)𝑄
𝑥

(2ℎ)
,

𝜎
𝑦𝑧

=

3 (1 − 4𝑧
2
/ℎ
2
)𝑄
𝑦

(2ℎ)
.

(9)

The von Mises stress 𝜎
𝑚
can be expressed as

𝜎𝑚 =
√
[(𝜎𝑥𝑥 − 𝜎𝑦𝑦)

2

+ (𝜎𝑥𝑥 − 𝜎𝑧𝑧)
2
+ (𝜎𝑦𝑦 − 𝜎𝑧𝑧)

2

+ 6 (𝜎
2

𝑥𝑦
+ 𝜎
2

𝑥𝑧
+ 𝜎
2

𝑦𝑧
)]

2
.

(10)

The governing equations of motion for the Mindlin plate
theory are

𝑀
𝑥,𝑥

+ 𝑀
𝑥𝑦,𝑦

+ 𝜌
𝑝
𝐽 ̈𝜓
𝑥𝑧

= 𝑄
𝑥
,

𝑀
𝑥𝑦,𝑥

+ 𝑀
𝑦,𝑦

+ 𝜌
𝑝
𝐽 ̈𝜓
𝑦𝑧

= 𝑄
𝑦
,

𝑄
𝑥,𝑥

+ 𝑄
𝑦,𝑦

− 𝜌
𝑝
ℎ ̈𝑤
0
+ 𝑝
𝑓
+ 𝑝
𝑏
. = 0,

(11)

where 𝐽 = ℎ
3
/12.

Substituting (7) into (11) allows (11) to be rewritten as

ℎ
3
[2 (𝑐
11
𝜓
𝑥𝑧,𝑥𝑥

+ 𝑐
12
𝜓
𝑦𝑧,𝑥𝑦

) + 𝑐
66

(𝜓
𝑥𝑧,𝑦𝑦

+ 𝜓
𝑦𝑧,𝑥𝑦

)]

24

−

ℎ
3
𝜌
𝑝

̈𝜓
𝑥𝑧

12
+

𝑐
55
𝜅ℎ (𝑤

0,𝑥
− 𝜓
𝑥𝑧
)

2
= 0,

(12)

ℎ
3
[2 (𝑐
12
𝜓
𝑥𝑧,𝑥𝑦

+ 𝑐
22
𝜓
𝑦𝑧,𝑦𝑦

) + 𝑐
66

(𝜓
𝑥𝑧,𝑥𝑦

+ 𝜓
𝑦𝑧,𝑥𝑥

)]

24

−

ℎ
3
𝜌
𝑝

̈𝜓
𝑦𝑧

12
+

𝑐
44
𝜅ℎ (𝑤

0,𝑦
− 𝜓
𝑦𝑧
)

2
= 0,

(13)

𝜌
𝑝
ℎ ̈𝑤
0
− 𝜅ℎ [𝑐

55
(𝑤
0,𝑥𝑥

− 𝜓
𝑥𝑧,𝑥

) + 𝑐
44

(𝑤
0,𝑦𝑦

− 𝜓
𝑦𝑧,𝑦

)]

2

= 𝑝
𝑓
+ 𝑝
𝑏
.

(14)

Assuming the plate is simply supported, the edge condi-
tions are given as

𝑥 = 0, 𝑎 : 𝑤
0
= 𝜓
𝑦𝑧

= 𝑀
𝑥
= 0,

𝑦 = 0, 𝑏 : 𝑤
0
= 𝜓
𝑥𝑧

= 𝑀
𝑦
= 0.

(15)

The following Fourier series expansions for the displace-
ments satisfy (15):

𝑤
0
=

∞

∑

𝑚=1

∞

∑

𝑛=1

𝑤
0
sin𝛼
𝑚
𝑥 sin𝛽

𝑛
𝑦,

𝜓
𝑥𝑧

=

∞

∑

𝑚=1

∞

∑

𝑛=1

𝜓
𝑥𝑧
cos𝛼
𝑚
𝑥 sin𝛽

𝑛
𝑦,

𝜓
𝑦𝑧

=

∞

∑

𝑚=1

∞

∑

𝑛=1

𝜓
𝑦𝑧
sin𝛼
𝑚
𝑥 cos𝛽

𝑛
𝑦,

(16)

where

𝛼
𝑚

=
𝑚𝜋

𝑎
, 𝛽

𝑛
=

𝑛𝜋

𝑎
, (17)

and 𝑚, 𝑛 = 1, 2 . . . are the number of half waves in the 𝑥 and
𝑦 directions, respectively, and the overscript (–) denotes the
transformed function in the Fourier domain.
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According to the plane wave assumption, the incident
wave and the idealized perfectly reflected wave can also be
expanded in Fourier series form as

𝑝
𝑖
=

∞

∑

𝑚=1

∞

∑

𝑛=1

𝑝
𝑖
sin𝛼
𝑚
𝑥 sin𝛽

𝑛
𝑦, (18)

𝑝
𝑖
=

4

𝑎𝑏
∫

𝑎

0

∫

𝑏

0

𝑝
𝑖
sin𝛼
𝑚
𝑥 sin𝛽

𝑛
𝑦𝑑𝑥𝑑𝑦 =

4𝜂
1
𝑝
𝑖

𝑎𝑏
, (19)

𝑝
𝑟1

=

∞

∑

𝑚=1

∞

∑

𝑛=1

𝑝
𝑟1
sin𝛼
𝑚
𝑥 sin𝛽

𝑛
𝑦, (20)

𝑝
𝑟1

=
4

𝑎𝑏
∫

𝑎

0

∫

𝑏

0

𝑝
𝑟1
sin𝛼
𝑚
𝑥 sin𝛽

𝑛
𝑦𝑑𝑥𝑑𝑦 =

4𝜂
1
𝑝
𝑟1

𝑎𝑏
, (21)

where

𝜂
1
=

[−1 + (−1)
𝑚
] [−1 + (−1)

𝑛
]

(𝑚𝑛𝜋2)
. (22)

4. Solutions Procedure

The analytical solutions in the Fourier and Laplace trans-
formed domains are derived for the three cases, respec-
tively. The final solutions to the displacement distributions
are obtained by the inversion of the Fourier and Laplace
transforms.The inversion of Laplace transform is carried out
analytically.

4.1. Non-FSI. For the non-FSI case, by substituting (5) and
(16)–(19) into (12)–(14), the fundamental equation can be
rewritten in the Fourier transformed domain as follows:

ℎ
3
𝜌
𝑝

̈
𝜓
𝑥𝑧

12
+ 𝜓
𝑥𝑧

[

ℎ
3
(2𝑐
11
𝛼
2

𝑚
+ 𝑐
66
𝛽
2

𝑛
)

24
+

𝑐
55
ℎ𝜅

2
]

+

(2𝑐
12

+ 𝑐
66
) ℎ
3
𝛼
𝑚
𝛽
𝑛
𝜓
𝑦𝑧

24
−

𝑐
55
ℎ𝜅𝑤
0
𝛼
𝑚

2
= 0,

(23)

ℎ
3
𝜌
𝑝

̈
𝜓
𝑦𝑧

12
+ 𝜓
𝑦𝑧

[

ℎ
3
(𝑐
66
𝛼
2

𝑚
+ 2𝑐
22
𝛽
2

𝑛
)

24
+

𝑐
44
ℎ𝜅

2
]

+
(2𝑐
12

+ 𝑐
66
) ℎ
3
𝛼
𝑚
𝛽
𝑛
𝜓
𝑥𝑧

24
−

𝑐
44
ℎ𝜅𝑤
0
𝛽
𝑛

2
= 0,

(24)

ℎ𝜌
𝑝
𝑤
0
+

ℎ𝜅𝑤
0
(𝑐
55
𝛼
2

𝑚
+ 𝑐
44
𝛽
2

𝑛
)

2
−

𝑐
55
ℎ𝜅𝛼
𝑚
𝜓
𝑥𝑧

2

−

𝑐
44
ℎ𝜅𝛽
𝑛
𝜓
𝑦𝑧

2
=

4𝜂
1
𝑝
𝑚
exp (−𝑡/𝑡

𝑑
)

𝑎𝑏
.

(25)

The Laplace transform of the function 𝑓(𝑡) is defined as

𝐿 [𝑓 (𝑡)] = 𝑓 (𝑠) = ∫

∞

0

𝑓 (𝑡) 𝑒
−𝑠𝑡

𝑑𝑡, (26)

where s is the parameter of the Laplace transform and
the overscript (∼) denotes the transformed function in the

Laplace domain. Applying the Laplace transform to (23)–(25)
yields:

[

ℎ
3
(2𝑐
11
𝛼
2

𝑚
+ 𝑐
66
𝛽
2

𝑛
+ 2𝑠
2
𝜌
𝑝
)

24
+

𝑐
55
ℎ𝜅

2
]
̃
𝜓
𝑥𝑧

+

ℎ
3
𝛼
𝑚
𝛽
𝑛
(2𝑐
12

+ 𝑐
66
)
̃
𝜓
𝑦𝑧

24
−

𝑐
55
ℎ𝜅𝛼
𝑚
𝑤̃
0

2
= 0,

(27)

[

ℎ
3
(𝑐
66
𝛼
2

𝑚
+ 2𝑐
22
𝛽
2

𝑛
+ 2𝑠
2
𝜌
𝑝
)

24
+

𝑐
44
ℎ𝜅

2
]
̃
𝜓
𝑦𝑧

+
ℎ
3
𝛼
𝑚
𝛽
𝑛
(2𝑐
12

+ 𝑐
66
)
̃
𝜓
𝑥𝑧

24
−

𝑐
44
ℎ𝜅𝛽
𝑛
𝑤̃
0

2
= 0,

(28)

ℎ𝑤̃
0
(𝑐
55
𝜅𝛼
2

𝑚
+ 𝑐
44
𝜅𝛽
2

𝑛
+ 2𝑠
2
𝜌
𝑝
)

2
−

𝑐
55
ℎ𝜅𝛼
𝑚

̃
𝜓
𝑥𝑧

2

−

𝑐
44
ℎ𝜅𝛽
𝑛

̃
𝜓
𝑦𝑧

2
=

4𝜂
1
𝑡
𝑑
𝑝
𝑚

[𝑎𝑏 (1 + 𝑠𝑡
𝑑
)]
.

(29)

Solutions in the Fourier and Laplace transformed
domains for the non-FSI case can be derived from (27)–(29)
as follows:

𝑤̃
0
=

16𝑝
𝑚
𝑡
𝑑
𝜂
1
(𝜂
2

3
− 𝜂
2
𝜂
4
)

[𝑎𝑏 (1 + 𝑠𝑡
𝑑
) 𝜂
6
]

,

̃
𝜓
𝑥𝑧

=
8ℎ𝜅𝑝
𝑚
𝑡
𝑑
𝜂
1
(𝑐
44
𝛽
𝑛
𝜂
3
− 𝑐
55
𝛼
𝑚
𝜂
4
)

[𝑎𝑏 (1 + 𝑠𝑡
𝑑
) 𝜂
6
]

,

̃
𝜓
𝑦𝑧

=
8ℎ𝜅𝑝
𝑚
𝑡
𝑑
𝜂
1
(𝑐
55
𝛼
𝑚
𝜂
3
− 𝑐
44
𝛽
𝑛
𝜂
2
)

[𝑎𝑏 (1 + 𝑠𝑡
𝑑
) 𝜂
6
]

,

(30)

where

𝜂
2
=

ℎ𝜅𝑐
55

2
+

ℎ
3
(2𝑐
11
𝛼
2

𝑚
+ 𝑐
66
𝛽
2

𝑛
+ 2𝑠
2
𝜌
𝑝
)

24
,

𝜂
3
=

ℎ
3
(2𝑐
12

+ 𝑐
66
) 𝛼
𝑚
𝛽
𝑛

24
,

𝜂
4
=

ℎ𝜅𝑐
44

2
+

ℎ
3
(𝑐
66
𝛼
2

𝑚
+ 2𝑐
22
𝛽
2

𝑛
+ 2𝑠
2
𝜌
𝑝
)

24
,

𝜂
5
=

ℎ (𝜅𝑐
55
𝛼
2

𝑚
+ 𝜅𝑐
44
𝛽
2

𝑛
+ 2𝑠
2
𝜌
𝑝
)

2
,

𝜂
6
= ℎ
2
𝜅
2
[𝑐
44
𝛽
𝑛
(𝑐
44
𝛽
𝑛
𝜂
2
− 2𝑐
55
𝛼
𝑚
𝜂
3
) + 𝑐
2

55
𝛼
2

𝑚
𝜂
4
]

+ 4 (𝜂
2

3
− 𝜂
2
𝜂
4
) 𝜂
5
.

(31)

4.2. Air-Backed. Considering the FSI effects for an air-
backed plate case and substituting (1), (3), and (16)–(19)
into (12)–(14), the fundamental (12)-(13) that are rewritten in
the Fourier transformed domain are the same as (23)-(24).
These rewritten equations in both the Fourier and Laplace
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transformed domains are the same as (27)-(28), respectively.
Moreover, (14) can be rewritten as follows:

𝑐
𝑤
𝜌
𝑤
𝑤
0
+ ℎ𝜌
𝑝
𝑤
0
− 𝑐
55
ℎ𝜅𝛼
𝑚
𝜓
𝑥𝑧

2
−

𝑐
44
ℎ𝜅𝛽
𝑛
𝜓
𝑦𝑧

2

+

ℎ𝜅𝑤
0
(𝑐
55
𝛼
2

𝑚
+ 𝑐
44
𝛽
2

𝑛
)

2
=

8𝜂
1
𝑝
𝑚
exp (−𝑡/𝑡

𝑑
)

𝑎𝑏
.

(32)

Applying the Laplace transform to (32) yields:

𝑤̃
0
[

ℎ (𝑐
55
𝜅𝛼
2

𝑚
+ 𝑐
44
𝜅𝛽
2

𝑛
+ 2𝑠
2
𝜌
𝑝
)

2
+ 𝑠𝑐
𝑤
𝜌
𝑤
] − 𝑐
55
ℎ𝜅𝛼
𝑚

×

̃
𝜓
𝑥𝑧

2
−

𝑐
44
ℎ𝜅𝛽
𝑛

̃
𝜓
𝑦𝑧

2
=

8𝜂
1
𝑡
𝑑
𝑝
𝑚

[𝑎𝑏 (𝑠𝑡
𝑑
+ 1)]

.

(33)

Solving (27), (28), and (33) yields the analytical solutions
in the Fourier and Laplace transformed domains for an air-
backed plate:

𝑤̃
0
=

32𝑝
𝑚
𝑡
𝑑
𝜂
1
(𝜂
2

3
− 𝜂
2
𝜂
4
)

[𝑎𝑏 (1 + 𝑠𝑡
𝑑
) 𝜂
8
]

,

̃
𝜓
𝑥𝑧

=
16ℎ𝜅𝑝

𝑚
𝑡
𝑑
𝜂
1
(𝑐
44
𝛽
𝑛
𝜂
3
− 𝑐
55
𝛼
𝑚
𝜂
4
)

[𝑎𝑏 (1 + 𝑠𝑡
𝑑
) 𝜂
8
]

,

̃
𝜓
𝑦𝑧

=
16ℎ𝜅𝑝

𝑚
𝑡
𝑑
𝜂
1
(𝑐
55
𝛼
𝑚
𝜂
3
− 𝑐
44
𝛽
𝑛
𝜂
2
)

[𝑎𝑏 (1 + 𝑠𝑡
𝑑
) 𝜂
8
]

,

(34)

where

𝜂
7
=

ℎ (𝜅𝑐
55
𝛼
2

𝑚
+ 𝜅𝑐
44
𝛽
2

𝑛
+ 2𝑠
2
𝜌
𝑝
)

2
+ 𝑠𝑐
𝑤
𝜌
𝑤
,

𝜂
8
= ℎ
2
𝜅
2
[𝑐
44
𝛽
𝑛
(𝑐
44
𝛽
𝑛
𝜂
2
− 2𝑐
55
𝛼
𝑚
𝜂
3
) + 𝑐
2

55
𝛼
2

𝑚
𝜂
4
]

+ 4 (𝜂
2

3
− 𝜂
2
𝜂
4
) 𝜂
7
.

(35)

4.3. Water-Backed. Similarly to the air-backed case, for the
water-backed plate case, the fundamental (12)-(13) are rewrit-
ten in both Fourier and Laplace transformed domains and are
the same as (27)-(28). Moreover, by substituting (1), (4), and
(16)–(19) into (14), this equation can be rewritten as

2𝑐
𝑤
𝜌
𝑤
𝑤
0
+ ℎ𝜌
𝑝
𝑤
0
− 𝑐
55
ℎ𝜅𝛼
𝑚
𝜓
𝑥𝑧

2
−

𝑐
44
ℎ𝜅𝛽
𝑛
𝜓
𝑦𝑧

2

+

ℎ𝜅𝑤
0
(𝑐
55
𝛼
2

𝑚
+ 𝑐
44
𝛽
2

𝑛
)

2
=

8𝜂
1
𝑝
𝑚
exp (−𝑡/𝑡

𝑑
)

𝑎𝑏
.

(36)

Applying the Laplace transform to (36) yields:

𝑤̃
0
[

ℎ (𝑐
55
𝜅𝛼
2

𝑚
+ 𝑐
44
𝜅𝛽
2

𝑛
+ 2𝑠
2
𝜌
𝑝
)

2
+ 2𝑠𝑐
𝑤
𝜌
𝑤
] − 𝑐
55
ℎ𝜅𝛼
𝑚

×

̃
𝜓
𝑥𝑧

2
−

𝑐
44
ℎ𝜅𝛽
𝑛

̃
𝜓
𝑦𝑧

2
=

8𝜂
1
𝑡
𝑑
𝑝
𝑚

[𝑎𝑏 (𝑠𝑡
𝑑
+ 1)]

.

(37)

Solving (27), (28), and (37) yields the analytical solutions
in the transformed domains:

𝑤̃
0
=

32𝑝
𝑚
𝑡
𝑑
𝜂
1
(𝜂
2

3
− 𝜂
2
𝜂
4
)

[𝑎𝑏 (1 + 𝑠𝑡
𝑑
) 𝜂
10
]

,

̃
𝜓
𝑥𝑧

=
16ℎ𝜅𝑝

𝑚
𝑡
𝑑
𝜂
1
(𝑐
44
𝛽
𝑛
𝜂
3
− 𝑐
55
𝛼
𝑚
𝜂
4
)

[𝑎𝑏 (1 + 𝑠𝑡
𝑑
) 𝜂
10
]

,

̃
𝜓
𝑦𝑧

=
16ℎ𝜅𝑝

𝑚
𝑡
𝑑
𝜂
1
(𝑐
55
𝛼
𝑚
𝜂
3
− 𝑐
44
𝛽
𝑛
𝜂
2
)

[𝑎𝑏 (1 + 𝑠𝑡
𝑑
) 𝜂
10
]

,

(38)

where

𝜂
9
=

ℎ (𝜅𝑐
55
𝛼
2

𝑚
+ 𝜅𝑐
44
𝛽
2

𝑛
+ 2𝑠
2
𝜌
𝑝
)

2
+ 2𝑠𝑐
𝑤
𝜌
𝑤
,

𝜂
10

= ℎ
2
𝜅
2
[𝑐
44
𝛽
𝑛
(𝑐
44
𝛽
𝑛
𝜂
2
− 2𝑐
55
𝛼
𝑚
𝜂
3
) + 𝑐
2

55
𝛼
2

𝑚
𝜂
4
]

+ 4 (𝜂
2

3
− 𝜂
2
𝜂
4
) 𝜂
9
.

(39)

At this point, the analytical solutions for the three cases
in the transformed domains have been obtained, and subse-
quently, the final solutions for the displacement distributions
are obtained by the inversion of Fourier and Laplace trans-
forms. The Fourier inversion can be carried out by utilizing
(16), and the Laplace inversion can be carried out by adopting
an analytical inversion method, which is expressed as follows
[23–25].

The solutions for the displacements in (30), (34), and (38)
can be rewritten in a general and simpler form as

𝑓 (𝑠) =
𝐴 (𝑠)

𝐵 (𝑠)
, (40)

where 𝑓(𝑠) denotes a displacement solution in the Laplace
transformed domain, both functions 𝐴(𝑠) and 𝐵(𝑠) are in
form of polynomials, and the degree of 𝐴(𝑠) is less than that
of 𝐵(𝑠).

If all the roots of 𝐵(𝑠) are simple, then the original
function is [23–25]

𝑓 (𝑡) =

𝑛

∑

𝑘=1

𝐴 (𝑠
𝑘
)

𝐵󸀠 (𝑠
𝑘
)
exp (𝑠

𝑘
𝑡) . (41)

When 𝐵(𝑠) has complex roots, the original function becomes
[23–25]

𝑓 (𝑡) =

𝑛𝑟

∑

𝑖=1

𝐴 (𝑠
𝑖
)

𝐵󸀠 (𝑠
𝑖
)
exp (𝑠

𝑖
𝑡) + 2Re

𝑛𝑐

∑

𝑗=1

𝐴(𝑠
𝑗
)

𝐵󸀠 (𝑠
𝑗
)

exp (𝑠
𝑗
𝑡) ,

(42)

where 𝑠
𝑘
, 𝑠
𝑖
, and 𝑠

𝑗
are the roots, the real roots, and the com-

plex roots with positive imaginary parts of 𝐵(𝑠), respectively,
𝑛, 𝑛
𝑟
, and 𝑛

𝑐
are the numbers of 𝑠

𝑘
, 𝑠
𝑖
, and 𝑠

𝑗
, respectively, the

superscript (󸀠) stands for the derivative with respect to 𝑠, and
Re stands for the real part of the complex number.
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Table 1: The parameters of the underwater explosion, geometry for the analytical and FEA methods, and the Fourier transform parameters.

𝑊 (kg) 𝑆 (m) 𝑝
𝑚
(MPa) 𝑡

𝑑
(ms) 𝑎 (m) 𝑏 (m) ℎ (m) 𝜌

𝑤
(kg/m3) 𝑐

𝑤
(m/s) 𝑥len (m) 𝑦len (m) 𝑧len (m) 𝑚max 𝑛max

1 5 8.46 0.137 1 1 0.15 1000 1500 0.025 0.025 0.025 11 11

𝑧

𝑦𝑦

𝑥

Na
Solid

element

Damping
element

Nc

Nb

Figure 2: The model used for the FEA.

5. Results and Discussions

A Mathematica package was developed for the analytical
method described herein. First, for an air-backed plate, the
results of the analyticalmethod are validated by a comparison
with a finite element analysis (FEA) performed using the
commercial software ANSYS. Subsequently, the influences of
the FSI and the thickness are investigated.

5.1. Validation of the Analytical Method by Comparing with
FE Method. For an air-backed plate, the analytical method
is validated by comparing the results of this method with
those obtained by the FEA.A simply supported plate is shown
in Figure 1, and the corresponding FEA model is shown in
Figure 2. The plate is simulated by solid45 elements, and
Combin14 damping elements are used to the damping term
in (1). The elastic properties, explosive characteristics, and
geometric parameters are listed in Tables 1 and 2, where 𝑥len
and 𝑦len are the element lengths in the 𝑥 and the 𝑦 directions,
respectively, of the FEA model for the laminated plate. The
variable 𝑧len is the element length in the 𝑧 direction, and𝑚max
and 𝑛max are the maximum values of𝑚 and 𝑛, respectively.

In Figure 3, the response-time histories of𝑤,𝜎
𝑥𝑥
,𝜎
𝑦𝑦
,𝜎
𝑥𝑦
,

𝜎
𝑥𝑧
, 𝜎
𝑦𝑧
, and 𝜎

𝑚
of the back face (𝑧 = ℎ/2) and middle face

(ℎ = 0) at Na (𝑥 = 𝑦 = 0.5m), Nb (𝑥 = 𝑦 = 0.3m), and
Nc (𝑥 = 𝑦 = 0.1m) are calculated by the analytical and the
FEA methods for the air-backed case and are compared. In
Figure 4, the distributions of the deflection 𝑤 and the von
Mises stress 𝜎

𝑚
on the back face of the plate when 𝑡 = 0.45ms

are calculated by the analytical and the FEA methods for the
air-backed case and are compared. The time-histories and
the distributions of the responses between the two solution
methods correspond closely.

5.2. Validation of the Analytical Method by Comparing with
Experiment Results. In this section, the analytical method is

Table 2: The elastic constants of the plate material.

𝜌
𝑝
(kg/m3) 𝑐

11

(GPa)
𝑐
12

(GPa)
𝑐
22

(GPa)
𝑐
44

(GPa)
𝑐
55

(GPa)
𝑐
66

(GPa)
7850 215.54 18.48 61.58 55.26 161.54 161.54

Table 3: Geometry and elastic parameters of the aluminum plate.

Length
𝑎 (m)

Width
𝑏 (m)

Thickness
ℎ (m)

Young’s
modulus
𝐸 (GPa)

Poisson’s
ratio
𝜇

Density
𝜌 (kg/m3)

1 1 0.01 70 0.3 2700

validated by comparing the acceleration of the air-backed alu-
minum plate calculated by this method with those obtained
by the Hung et al.’s underwater explosion experiment result
[26]. Hung performed the experiment within a 4 × 4 × 4m
water tank. The isotropic aluminum target plate was fixed
to an empty steel casing, known as a “shock rig”, and the
button of which was fixed to a steel base. In this paper, it is
assumed that the plate is simply supported.The geometry and
elastic properties of the plate is shown in Table 3. 1 g charge
(𝑊 = 1 g) was located on the normal line through the center
of the plate. An accelerometer was placed in the center of the
plate and operated at a sampling rate of 2.0MHz. Four tests,
with different standoff distances, were carried out, although
only the case with a standoff distance of 0.7m (𝑆 = 0.7m)
was used for the comparisons made here. The water density
is 𝜌
𝑤
= 1000 kg/m3, and the shock wave (acoustic) velocity in

the water is 𝑐
𝑤
= 1500m/s.

Figure 5 compares the acceleration time histories at the
center of the plate between analyticalmethod and experiment
[26]. Obviously, the time histories by the two methods
agree with each other closely in the overall trend. There
are some differences between the two time history curves.
The acceleration peak value of analytical method is 25.6
percent greater than that of experiment. The growth can
be attributed to the fact that the pressure precursor is
ignored in the incident wave profile. It is understandable
since the pressure precursor significantly decreases the peak
of incident pressure according to [27]. In addition, there are
some high-frequency vibrations in the experiment record,
which are missing in the curve by the analytical method.
The difference may be caused by the FSI model formulated
by Taylor used here which ignores the bubble impulsive
pressure. In general, the analytical method proposed in this
paper and its FSI model have been validated.

5.3. The Influence of the Fluid-Solid Interaction and the
Thickness. In this section, the effects of the FSI and the
thickness are investigated by the analytical method. Five
different thicknesses (ℎ = 0.05m, 0.10m, 0.15m, 0.20m,
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Figure 3: Comparisons of the response-time histories calculated by both the analytical and the FEA methods for the air-backed cases: (a)
the time histories of the deflection𝑤 of the back face at Na, Nb, and Nc; (b) the time histories of the membrane normal stress 𝜎

𝑥𝑥
of the back

face at Na, Nb, and Nc; (c) the time histories of the membrane normal stress 𝜎
𝑦𝑦

of the back face at Na, Nb, and Nc; (d) the time histories of
the membrane shear stress 𝜎

𝑥𝑦
of the back face at Na, Nb, and Nc; (e) the time histories of the transverse shear stress 𝜎

𝑥𝑧
of the middle face

at Na, Nb, and Nc; (f) the time histories of transverse shear stress 𝜎
𝑦𝑧

of the middle face at Na, Nb, and Nc; and (g) the time histories of the
von Mises stress 𝜎

𝑚
of the back face at Na, Nb, and Nc.
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Figure 4: Comparisons of the responses of the plate calculated by both the analytical and the FEA methods for the air-backed case when
𝑡 = 0.45ms: (a) the deflection 𝑤 of the back face of the plate calculated by the analytical method; (b) the deflection 𝑤 of the back face of the
plate calculated by the FEA method; (c) the von Mises stress 𝜎
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Figure 5: Comparisons of the acceleration time histories at the
center of the plate between analytical method and experiment [26].

0.25m, and 0.30m) and three cases, including the non-
FSI, air-backed, and water-backed cases, are considered. The
elastic properties, explosive characteristics, and geometric
parameters, except for the thickness, are listed in Tables
1 and 2. In Figure 6, the extreme values of the response-
time histories of 𝑤, 𝜎

𝑥𝑥
, and 𝜎

𝑥𝑧
of the different thicknesses

and the FSI cases are compared. The thickness and FSI
effects significantly influence the reaction of the laminated
plate.

As shown in Figures 6(a), 6(d), and 6(g), all of the extreme
values of the response-time histories for the non-FSI case
decrease as the thickness increases. As shown in Figures
6(b), 6(c), and 6(e), the deflection, 𝑤, and the membrane
normal stress 𝜎

𝑥𝑥
in the air-backed and water-backed cases

also decrease as the thickness increases. However, as shown
in Figures 6(f), 6(h), and 6(i), the peak values of the response-
time histories for the case of ℎ = 0.05m are less than those of
ℎ = 0.10m.
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Figure 6: Continued.
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Figure 6: Comparisons of the responses of the plate for five different thicknesses: (a) the time history of the deflection 𝑤 for the plate at
𝑥 = 𝑎/2, 𝑦 = 𝑏/2, and 𝑧 = ℎ/2 for the non-FSI case; (b) the time history of the deflection 𝑤 for the plate at 𝑥 = 𝑎/2, 𝑦 = 𝑏/2, and 𝑧 = ℎ/2 for
the air-backed case; (c) the time history of the deflection 𝑤 for the plate at 𝑥 = 𝑎/2, 𝑦 = 𝑏/2, and 𝑧 = ℎ/2 for the water-backed case; (d) the
time history of the membrane normal stress 𝜎

𝑥𝑥
for the plate at 𝑥 = 𝑎/2, 𝑦 = 𝑏/2, and 𝑧 = ℎ/2 for the non-FSI case; (e) the time history of

the membrane normal stress 𝜎
𝑥𝑥

for the plate at 𝑥 = 𝑎/2, 𝑦 = 𝑏/2, and 𝑧 = ℎ/2 for the air-backed case; (f) the time history of the membrane
normal stress 𝜎

𝑥𝑥
for the plate at 𝑥 = 𝑎/2, 𝑦 = 𝑏/2, and 𝑧 = ℎ/2 for the water-backed case; (g) the time history of the transverse shear stress

𝜎
𝑥𝑧

for the plate at 𝑥 = 0, 𝑦 = 0.5, and 𝑧 = 0 for the non-FSI case; (h) the time history of the transverse shear stress 𝜎
𝑥𝑧

for the plate at
𝑥 = 0, 𝑦 = 0.5, and 𝑧 = 0 for the air-backed case; and (i) the time history of the transverse shear stress 𝜎

𝑥𝑧
for the plate at 𝑥 = 0, 𝑦 = 0.5, and

𝑧 = 0 for the water-backed case.

6. Conclusions

It is in the interest of designers to know the transient state
of stress in advance that develops in a plate during an
underwater explosion. However, to the best of the authors’
knowledge, the analytical method in the relevant literature
for the dynamic response of plates to underwater explosion
does not consider the FSI differences between the different
positions on front and back faces of plate.The purpose of this
paper is to fill this gap. Involving the planar wave assumption,
an analytical method was proposed based on the FSI model
formulated by Taylor [15], the Mindlin plate theory, Laplace
transform, and its inversion to model the elastic dynamic
response of a plate subjected to an underwater explosion.This
new analytical method builds upon the Reissner-Mindlin
plate theory and includes the shear deformation and the
FSI (fluid-solid interaction) effect. Additionally, the new
method is three-dimensional, considers the moment and the
membrane stress in the plate, and examines the full profile of
possibilities, such as the non-FSI, the air-backed, and water-
backed cases.

The response-time histories and the response distribu-
tions on the plate in terms of displacements and stresses
between the analytical method and the FEA method were
compared to validate the analytical method, and good agree-
ment was found. Subsequently, the simplified method for
fluid-solid interaction as well as the analytical method are
validated by comparison of the acceleration at the center
of an air-backed plate between analytical method and the
experiment performed by Hung et al. [26].

The thickness and FSI effects significantly influence the
reaction of the laminated plate. All of the extreme values of

the response-time histories for the non-FSI case decrease as
the thickness increases. However, considering the FSI effects
for the air-backed and water-backed cases, some peak values
of the response-time histories for the ℎ = 0.05m case are less
than those of ℎ = 0.10m.

The inclusion of FSI effects in designs for plates is vital for
a full understanding of the dynamic response, and the results
can be used as benchmark solutions in further research.
In addition, several types of fluid-solid interaction effects
during UNDEX near the plate are coupled in the present
method, including Taylor’s FSI effects, bending-stretching
effects, and simply boundary effects [12]; the respective effect
of each type is not presented here and will be discussed
elsewhere.

Acknowledgments

Theauthors gratefully acknowledge the financial support pro-
vided by the National Natural Science Foundation of China
(nos. 51209185, 51079127, 51179171, and 51279180), China
Postdoctoral Science Foundation (no. 2013M531462), and the
Postdoctoral Science Foundation of Zhejiang Province (no.
Bsh1202057). Special thanks should go to the Ansys and
Mathematica software used in this work.

References

[1] R. Rajendran and J. M. Lee, “Blast loaded plates,” Marine
Structures, vol. 22, no. 2, pp. 99–127, 2009.

[2] R. Rajendran and K. Narasimhan, “Linear elastic shock
response of plane plates subjected to underwater explosion,”



Mathematical Problems in Engineering 11

International Journal of Impact Engineering, vol. 25, no. 5, pp.
493–506, 2001.

[3] R. Rajendran, J. K. Paik, and B. J. Kim, “Design of warship plates
against underwater explosions,” Ships and Offshore Structures,
vol. 1, no. 4, p. 347, 2006.

[4] G. M. Genin and V. Birman, “Micromechanics and struc-
tural response of functionally graded, particulate-matrix, fiber-
reinforced composites,” International Journal of Solids and
Structures, vol. 46, no. 10, pp. 2136–2150, 2009.

[5] T. Hause, “Advanced functionally graded plate-type structures
impacted by blast loading,” International Journal of Impact
Engineering, vol. 38, no. 5, pp. 314–321, 2011.

[6] L. Librescu, S. Y. Oh, and J. Hohe, “Dynamic response of
anisotropic sandwich flat panels to underwater and in-air
explosions,” International Journal of Solids and Structures, vol.
43, no. 13, pp. 3794–3816, 2006.

[7] L. Librescu, S. Y. Oh, and J. Hohe, “Linear and non-linear
dynamic response of sandwich panels to blast loading,” Com-
posites Part B, vol. 35, no. 6–8, pp. 673–683, 2004.

[8] L. Librescu, T. Hause, and C. J. Camarda, “Geometrically
nonlinear theory of initially imperfect sandwich curved panels
incorporating nonclassical effects,” AIAA Journal, vol. 35, no. 8,
pp. 1393–1403, 1997.

[9] L. Librescu, S. Y. Oh, and J. Hohe, “Implication of nonclassical
effects on dynamic response of sandwich structures exposed to
underwater and in-air explosions,” Journal of Ship Research, vol.
51, no. 2, pp. 83–93, 2007.

[10] J. Leblanc and A. Shukla, “Dynamic response of curved com-
posite panels to underwater explosive loading: experimental
and computational comparisons,” Composite Structures, vol. 93,
no. 11, pp. 3072–3081, 2011.

[11] G. J. McShane, V. S. Deshpande, and N. A. Fleck, “Underwater
blast response of free-standing sandwich plates with metallic
lattice cores,” International Journal of Impact Engineering, vol.
37, no. 11, pp. 1138–1149, 2010.

[12] Y. L. Young, Z. Liu, and W. Xie, “Fluid-structure and shock-
bubble interaction effects during underwater explosions near
composite structures,” Journal of Applied Mechanics, vol. 76, no.
5, pp. 1–10, 2009.

[13] Z. Xue and J. W. Hutchinson, “A comparative study of impulse-
resistant metal sandwich plates,” International Journal of Impact
Engineering, vol. 30, no. 10, pp. 1283–1305, 2004.

[14] A. Idesman, H. Samajder, E. Aulisa, and P. Seshaiyer, “Bench-
mark problems for wave propagation in elastic materials,”
Computational Mechanics, vol. 43, no. 6, pp. 797–814, 2009.

[15] G. I. Taylor, “The pressure and impulse of submarine explosion
waves on plates,” in The Scientific Papers of Sir Geoffrey Ingram
Taylor, vol. 3, pp. 287–303, Cambridge, UK, 1963.

[16] Z. Liu and Y. L. Young, “Transient response of submerged plates
subject to underwater shock loading: an analytical perspective,”
Journal of Applied Mechanics, vol. 75, no. 4, Article ID 044504,
5 pages, 2008.

[17] R.M.McMeeking, A.V. Spuskanyuk,M. Y.He, V. S. Deshpande,
N. A. Fleck, and A. G. Evans, “An analytic model for the
response to water blast of unsupported metallic sandwich
panels,” International Journal of Solids and Structures, vol. 45,
no. 2, pp. 478–496, 2008.

[18] Y. Liang, A. V. Spuskanyuk, S. E. Flores et al., “The response
of metallic sandwich panels to water blast,” Journal of Applied
Mechanics, vol. 74, no. 1, pp. 81–99, 2007.

[19] M.T. Tilbrook,V. S.Deshpande, andN.A. Fleck, “The impulsive
response of sandwich beams: analytical and numerical investi-
gation of regimes of behaviour,” Journal of the Mechanics and
Physics of Solids, vol. 54, no. 11, pp. 2242–2280, 2006.

[20] V. S. Deshpande and N. A. Fleck, “One-dimensional response
of sandwich plates to underwater shock loading,” Journal of the
Mechanics and Physics of Solids, vol. 53, no. 11, pp. 2347–2383,
2005.

[21] R. H. Cole, Underwater Explosions, Princeton University Press,
Princeton, NJ, USA, 1948.

[22] C. F. Hung, P. Y. Hsu, and J. J. Hwang-Fuu, “Elastic shock
response of an air-backedplate to underwater explosion,” Inter-
national Journal of Impact Engineering, vol. 31, no. 2, pp. 151–168,
2005.

[23] A. H. Akbarzadeh, S. K. Hosseinizad, M. R. Eslami, and M.
Sadighi, “Mechanical behaviour of functionally graded plates
under static and dynamic loading,” Proceedings of the Institution
ofMechanical Engineers, Part C: Journal ofMechanical Engineer-
ing Science, vol. 225, no. 2, pp. 326–333, 2011.

[24] Y. Kiani, M. Shakeri, and M. R. Eslami, “Thermoelastic free
vibration and dynamic behaviour of an fgm doubly curved
panel via the analytical hybrid Laplace-fourier transformation,”
Acta Mechanica, vol. 223, no. 6, pp. 1199–1218, 2012.

[25] A. H. Akbarzadeh, M. Abbasi, and M. R. Eslami, “Coupled
thermoelasticity of functionally graded plates based on the
third-order shear deformation theory,” Thin-Walled Structures,
vol. 53, pp. 141–155, 2012.

[26] C. F. Hung, P. Y. Hsu, and J. J. Hwang-Fuu, “Elastic shock
response of an air-backed plate to underwater explosion,”
International Journal of Impact Engineering, vol. 31, no. 2, pp.
151–168, 2005.

[27] Z. Liu and Y. L. Young, “Shock-structure interaction consider-
ing pressure precursor,” inProceedings of the 28th Symposium on
Naval Hydrodynamics, pp. 12–17, Pasadena, Calif, USA, 2010.



Hindawi Publishing Corporation
Mathematical Problems in Engineering
Volume 2013, Article ID 653895, 11 pages
http://dx.doi.org/10.1155/2013/653895

Research Article
Multidiscipline Topology Optimization of Stiffened
Plate/Shell Structures Inspired by Growth Mechanisms of
Leaf Veins in Nature

Baotong Li,1 Jun Hong,1 Suna Yan,1 and Zhifeng Liu2

1 State Key Laboratory for Manufacturing Systems Engineering, Xi’an Jiaotong University, 28th West Xianning Road, Xi’an,
Shaanxi 710049, China

2 School of Mechanical and Automotive Engineering, Hefei University of Technology, 193th Tunxi Road, Hefei,
Anhui 230009, China

Correspondence should be addressed to Jun Hong; jhong@mail.xjtu.edu.cn

Received 6 February 2013; Accepted 24 April 2013

Academic Editor: Zhuming Bi

Copyright © 2013 Baotong Li et al. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Biological structures with preeminent performance in nature endow inexhaustible inspiration for creative design in engineering. In
this paper, based on the observation of the naturalmorphogenesis of leaf veins, we put forward a simple and practicalmultidiscipline
topology optimization method to produce the stiffener layout for plate/shell structures. This method simulates the emergence of
complex branching patterns copying the self-optimization of leaf veins which always try to grow into a configuration with global
optimal performances. Unlike the conventional topology optimizationmethods characterized by “subtractionmode,” the proposed
method is based on the “addition mode,” giving great potential for designers to achieve more clear stiffener layout patterns rather
than vague material distributions and, consequently, saving computational resources as well as enhancing availability of design
outputs. Numerical studies of both static and dynamic problems considered in this paper clearly show the suitability of the proposed
method for the optimal design of stiffened plate/shell structures.

1. Introduction

To satisfy the ever-increasing demands of resource and
energy savings, products with light-weight design are desir-
able in manufacturing industries. One common and cost-
effective approach is the application of stiffened plate/shell
structures. For example, load-bearing components in large-
scale equipments, such as the bed ofmachine tool, crossbeam
of crane, ship hull, and automobile body, are usually box
structures filled with stiffener plates distributed horizontally
and vertically. It is no doubt that the mechanical perfor-
mances of the load-bearing components, including stiffness,
strength, and dynamic characteristics, are dependent on the
layout pattern of internal stiffener plates to a great extent; thus
considerable efforts have been devoted to the optimal design
of stiffer layout patterns.

Following the advancement of the numerical calculation
technique, the structural topology optimization design has

gotten fast development over the last two decades, offering
great potential for better solutions to stiffener layout design.
Luo and Gea [1, 2] developed a systematic topology opti-
mization approach to assist the optimal stiffener design of
a 3D plate/shell structure, in which both stiffener location
and orientation were considered to deal with static as well as
eigenvalue problems. Krog and Olhoff [3] dealt with topol-
ogy optimization of externally rib-stiffened and internally
stiffened honey comb and sandwich Mindlin plates by an
improved homogenization approach. Bojczuk and Sztele-
blak [4] presented and validated a computationally efficient
method to calculate the sensitivity of stiffener introduction
with respect to arbitrary objective functional of displace-
ments, strains, stresses, and resonant frequencies, which can
be used to determine the optimum stiffener location. Ansola
et al. [5] proposed a global optimality criteria method for the
presentation of both the geometry of the shell mid-plane and
the layout of surface stiffeners on the shell structure. Other
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approaches and contributions can be found in the literature
[6–10].

Since the time when the idea of stiffener layout design has
been transformed into a searching problem of optimal mate-
rial distribution, the subject has been continuously developed
for more and more complicated structures, such as the pack-
aging structures [11], hull structures [12, 13], and aeronautical
structures [14, 15]. The previous engineering practices in
topology optimization can be deemed as a “subtraction-
mode-” based procedure, because the resulting layout is ex-
tracted from the design domain by eliminating redundant
material iteratively. However, such kind of subtraction mode
approaches can only produce a vague material distribution;
the exact information about the stiffener location and ori-
entation is not available. Therefore, expensive computational
efforts and additional postprocessing treatment are required
which make the design process tedious, not effective, and
time consuming.

To overcome these difficulties, it would be a meaningful
way to borrow some experiences from nature. Using bio-
inspired approach to improve the quality of structure design
has attracted increasing attention in academic and engineer-
ing field. Actually, problems on how to define the optimal
load-bearing topologies are not confined to those mechan-
ical components in machine tool, airplane, or automobile.
Elaborate structures in organs in living system also provide
interesting problems such as the growth of leaf veins which
enable leaves to withstand the self-weight and environmental
loads. It would be very natural to presume that biological
configurations are formed almost deterministically so that
load-bearing functions needed in organs are created effi-
ciently. With the inspiration of branching patterns in nature,
the optimal design of stiffener layout can be interpreted
as an analog to a growth process of leaf veins, in which
the genes of plant leaf yield a potential capability for their
tissue cells to branch and to degenerate adaptively so as
to grow into a steady self-optimum structure. In this end,
the emergence of stiffener layout for engineering design
is definitely an “addition-mode-” based procedure that is
completely opposite to the subtraction mode employed in
conventional approaches.

Stiffener optimal design based on the imitation of branch-
ing patterns in nature has first been introduced by Ding and
Yamazaki in 2004 [16], and since then, is extensively applied
[17–19]. The main idea is inspired by the observation that
natural branching patterns such as the leaf venation, root,
and axis system of plants always grow in such a manner
that global optimal performances can be achieved. Although
Ding’s method can be easily implemented, its application
depends primarily on an empirical formula, in which several
key parameters are selected based on designer’s experience.
This is not very helpful especially when searching for the
best design in the case of multiobjective and multiconstraint
scenarios.Questions associatedwith the optimization param-
eters have been left basically not answered. So there is a clear
need to develop models that can expand and deepen our
understanding of the principles, properties, and mechanisms
of the emergence of branching patterns in natural systems
and that can also foster simple and practical methodologies

for engineering design. In this regard, the present study
explores the analytical laws and their corresponding equa-
tions that underlie morphogenesis phenomena in nature so
as to devise a paradigm to simulate the generation process of
branching patterns for topology optimization in engineering.

The paper is organized as follows. After this introduction,
we briefly present the elements of branching patterns of
leaf veins and their geometrical characteristics which are
pertinent to the present study. Following this description,
a well-founded mathematical explanation for the adaptive
growth of branching patterns is derived from the Kuhn-
Tucker conditions, leading to a novel optimality criterion that
can serve engineering purpose for stiffener layout design.
With the suggested method, we illustrate the application in
static, dynamic, andmultidiscipline design problems. Finally,
we conclude the paper with the main findings of the present
work.

2. Parametric Characterization of
Leaf Veins in Nature

2.1. Geometrical Modeling of Leaf Veins. After billions of
years of evolution, nature has created complex and ingenious
topologies for solving engineering problems and improving
design methods. A remarkable class of such topologies is
the branching configuration existed in numerous biological
systems whose evolution and function have fascinated and
engaged scientists and engineers for centuries. Despite the
advancement of computational techniques, the process of
finding analytical laws that represent the growth process of
branching patterns in nature still remains uncertain. Repro-
duction of biological growth faces challenging problems as
the experimental data can only tell us what is happening, but
not why it happens, and the databases of simulation results
tend to be dynamic, incomplete, redundant, and very large.

Since the general approach to modeling such kind of
common growth mechanism is not expected at the present
stage, it would make sense to conduct case studies for some
typical prototypes, in which their geometrical configurations
and physical functions are described mathematically and
certain relations are discussed between them. The leaf vena-
tion treated here is a living organ that not only possesses
the physiological functions, but also adapts to the complex
environmental loads by evolving itself into an optimum
structure with two major structural patterns: (1) medial axis
pattern and (2) closed loop pattern, as shown in Figure 1.

The morphogenesis of leaf veins can be deemed as (1) a
continuous growth process including sprouting, branching,
and degenerating activities which can finally form a com-
plicated dichotomous hierarchical system; (2) a continuous
optimization process in which both the growth rate and
growth direction are adjusted dynamically so as to make
it possible for the layout of leaf venation to the dependent
on the growth environment. In order to apply the growth
optimality to practical engineering design, our first priority
is to establish a refined leaf model with venation systems so
that the biological growth procedure can be simulated in a
more realistic way.
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Figure 1: Leaf vein’s branching patterns in different scales.
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Figure 2: Geometrical modeling of leaf venation.

Although the morphologies and the growth environ-
ments of various leaf veins differ from each other, the
geometrical characteristics of leaf venation can be commonly
classified into two categories: one is the geometrical prop-
erties of the leaf vein itself, that is, its location, orientation,
length, and thickness; the other is those of a region in the
leaf blade governed by a branch, that is, its contour shape
and volume. Based on this, the growth of leaf venation can
be simulated as a generation process for stiffeners on a base
plate as shown in Figure 2.

It can be found that the geometrical model includes both
the base plate and candidate stiffeners. The base plate is
utilized to model a certain region in the leaf blade governed
by a new branch, the material modulus of which is defined as
𝐸
𝑏
.The plate center is assumed as the sprouting point, around

which several candidate stiffeners are located symmetrically
representing various possible sprouting directions of the new
branch. The material modulus of the candidate stiffener is
denoted as 𝐸

𝑠
. In this preliminary study, we first fix the value

of 𝐸
𝑠
/𝐸
𝑏
at 1, and the cross-sectional shape of the stiffener is

supposed to be a rectangle whose width (𝑡
𝑠
) is the same as the

thickness of the base plate (ℎ
𝑏
). Therefore, the weight of the

stiffener, which will be regarded as a design variable in the
simulation process, is changed only depending on the height
of the stiffener (ℎ

𝑠
).

2.2. Numerical Observation of Growth Competition. As is
known, competition among candidate stiffeners during
growth takes place by nonoptimal stiffeners being defeated
and finally eliminated. Before the calculation continues, sev-
eral assumptions are made with regard to simulating the
growth competition, and they are as follows (1) an arbitrary
branching point along the leaf vein is selected as a sprouting
point, around which the local leaf blade is modeled as a
simply supported square plate with a ratio of length to
thickness of 𝑙

𝑏
/ℎ
𝑏
= 1000. (2) The environmental loads are

illustrated in Figure 3, where the base plate is divided into
four regions, and two diagonal regions are applied with
the same magnitude of the pressure. The ratio of the lower
pressure to the higher pressure is defined as 0.2. (3) A certain
kind of nutrition is presumed to be distributed over the base
plate, which can be deemed as the distribution of the auxin
carrier proteins in the mesophyll when a new leaf vein began
to grow. In this model, the spatial distribution of the strain
energy is simulated as the nutrient distribution, driving the
new vein to sprout and branch. (4) A very small initial height
(ℎ
𝑠0

= 0.01mm) is introduced so as to create the seedling
stiffeners, whose stiffness is a very small fraction of the whole
stiffness and confirmed to have little effect on the structural
performance of the base plate in the initial growth period.

It should be noted that those parameters defined above
may not be accurate, yet the purpose of these assumptions
is to reveal the secret design rules derived in nature. In
this section, a parametric study focusing on the relationship
between the height of candidate stiffeners and the plate strain
energy is performed by numerical calculation based on the
finite element method.

In Figure 3, the palettes of changing histories of the plate
strain energy are shown as different candidate stiffeners grow
from little to mature. It can be found that with the increase
in the height of candidate stiffeners, the strain energy of the
base plate appears as a decreasing tendency whichmeans that
stiffeners grow taller by absorbing the nutrients distributed
surrounding. Then, with a further increase in the stiffener
height, the average strain energy will eventually reach a
convergence which implies that stiffeners are not able to
grow because of lack of nutrition. That is, the growth process
will stop when the strain energy of the base plate cannot be
decreased anymore. Table 1 lists the quantitative relationship
between ℎ

𝑠
and 𝑅 for each candidate stiffener, where ℎ

𝑠
refers
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Figure 3: Growth competition among candidate stiffeners.

Table 1: Convergence values of ℎ
𝑠
and 𝑅 for each stiffener.

B-1 B-2 B-3 B-4 B-5 B-6 B-7 B-8
ℎ
𝑠
(mm) 7.460 9.700 7.460 9.920 7.460 9.700 7.460 9.920

𝑅 (%) 31.74 32.03 31.74 33.16 31.74 32.03 31.74 33.16

to the convergence value of the stiffener height, and𝑅 refers to
the ratio of strain energy between the initial and convergence
states.

From this table we can approximate where the mini-
mum strain energy will occur as the height of the stiffener
increases with the step size. An interesting phenomenon
is that although the increase in each stiffener height can
eventually lead to a convergence of the strain energy, these
stiffeners differ from each other in the convergence values.
For instance, when the height of the stiffener 1 increases
to 7.46mm, the strain energy ratio will converge to 31.74%.
However, the convergence values of the stiffener height and
strain energy ratio are 9.70, 32.03% and 9.92, 33.16% for
the stiffener 2 and the stiffener 4, respectively. Such kind
of difference reflects the growth competition among those
candidate stiffeners. A reasonable view is that there may
exist an ideal “balanced point,” at which the weights of the
stiffeners follow a distribution in such a way that the average
strain energy will be minimized. The more materials the
stiffeners obtain, the more opportunities they will get to win
in the fierce growth competition, and the final winner will
represent the sprouting direction of the new vein.

3. Mathematical Insights into
Growth Competition

In order to capture some of the most essential features of the
growth competition in leaf venation, an optimization concept
termed guide-weight criterion [20, 21] is introduced in this
section, by means of which the relationship between the
growth objective and the corresponding resource constraint

will be clarified to serve engineering purpose in stiffened
plate/shell structure design.

3.1. Modeling of the “Balanced Point”. Actually, there are two
ways for a candidate stiffener to survive the competition for
best. One is to reduce the amount of material used while
maintaining the same mechanical performance; the other
is to maintain the amount of the material used but with
improvedmechanical performance. To transform the implicit
“balanced point” into a group of explicit mathematical equa-
tions, the Kuhn-Tucker conditions are employed to describe
the growth competition problem, shown as follows:

find W = [𝑊
1
,𝑊
2
, . . . ,𝑊

𝑁
]
𝑇

∈ 𝑅
𝑁
,

min: 𝐹 (W) =

𝐽

∑

𝑗 =1

𝑟
𝑗
⋅ 𝑓
𝑗
(W) ,

subject to 𝐺 (W) ≤ 𝑊
𝑔
,

𝑊
𝑈

𝑖
> 𝑊
𝑖
> 𝑊
𝐿

𝑖
, 𝑖 = 1, 2, . . . , 𝑁,

(1)

where W = [𝑊
1
,𝑊
2
, . . . ,𝑊

𝑁
]
𝑇 is an 𝑁-dimensional design

vector, and 𝑊
𝑖
is the weight of the 𝑖th candidate stiffener;

𝐹(W) is the weighted growth objective function, 𝑓
𝑗
(W) is

the 𝑗th subobjective function which denotes the mechanical
performance such as the strain energy, strength, and natural
frequency, 𝑟

𝑗
is the corresponding weight factor; 𝐺(W) is the

resource constraint functionwhich denotes the amount of the
material allocated to candidate stiffeners, and𝑊

𝑔
is the upper

limit of resource constraint.
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The Lagrange function is constructed as follows:

𝐿 (W) = 𝐹 (W) + 𝜆 ⋅ (𝐺 (W) − 𝑊
𝑔
) , (2)

where 𝜆 is the Lagrange multiplier.
Based on the Kuhn-Tucker conditions, at the optimal

solutionW∗, the following formulas must be satisfied:

(C-1)

∇𝐿 = ∇𝐹 (W) + 𝜆 ⋅ ∇ [𝐺 (W) − 𝑊
𝑔
]

{{

{{

{

≤ 0, 𝑊
𝑖
= 𝑊
𝑈

𝑖
,

= 0, 𝑊
𝑈

𝑖
>𝑊
𝑖
>𝑊
𝐿

𝑖
,

≥ 0, 𝑊
𝑖
= 𝑊
𝐿

𝑖
,

(3)

(C-2)

𝜆 ≥ 0, (4)

(C-3)

𝜆 ⋅ [𝐺 (W) − 𝑊
𝑔
] = 0,

{
𝜆 = 0, 𝐺 (W) − 𝑊

𝑔
< 0,

𝜆 ≥ 0, 𝐺 (W) − 𝑊
𝑔
= 0,

(5)

(C-4)

𝐺 (W) ≤ 𝑊
𝑔
, (6)

(C-5)

𝑊
𝑈

𝑖
> 𝑊
𝑖
> 𝑊
𝐿

𝑖
, 𝑖 = 1, 2, . . . , 𝑁. (7)

Multiplying𝑊
𝑖
by (3) leads to

𝑊
𝑖
⋅
𝜕𝐹

𝜕𝑊
𝑖

+ 𝜆 ⋅ 𝑊
𝑖
⋅
𝜕𝐺

𝜕𝑊
𝑖

= 0, (8)

because

𝜕𝐺

𝜕𝑊
𝑖

=

𝜕 (∑
𝑁

𝑖=1
𝑊
𝑖
)

𝜕𝑊
𝑖

= 1. (9)

When applying (9), (8) can be rewritten as

𝑊
𝑖
⋅
𝜕𝐹

𝜕𝑊
𝑖

+ 𝜆 ⋅ 𝑊
𝑖
= 0. (10)

Hence, the weight of the 𝑖th candidate stiffener can be
expressed as

𝑊
𝑖
= −

1

𝜆
⋅ (𝑊
𝑖
⋅
𝜕𝐹

𝜕𝑊
𝑖

)

= −
1

𝜆
⋅ [

[

𝑊
𝑖
⋅ (

𝐽

∑

𝑗 =1

𝑟
𝑗
⋅

𝜕𝑓
𝑗

𝜕𝑊
𝑖

)]

]

.

(11)

The total weight of the stiffeners can be gained from the
following equation:

𝑊sum =

𝑁

∑

𝑖 =1

𝑊
𝑖
= −

1

𝜆
⋅

𝑁

∑

𝑖 =1

[

[

𝑊
𝑖
⋅ (

𝐽

∑

𝑗 =1

𝑟
𝑗
⋅

𝜕𝑓
𝑗

𝜕𝑊
𝑖

)]

]

. (12)

Let

𝐷
𝑖
= −𝑊

𝑖
⋅ (

𝐽

∑

𝑗 =1

𝑟
𝑗
⋅

𝜕𝑓
𝑗

𝜕𝑊
𝑖

) , (13)

𝐷sum =

𝑁

∑

𝑖 =1

[

[

−𝑊
𝑖
⋅ (

𝐽

∑

𝑗 =1

𝑟
𝑗
⋅

𝜕𝑓
𝑗

𝜕𝑊
𝑖

)]

]

, (14)

where 𝐷
𝑖
is the generalized weight of the 𝑖th candidate

stiffener which is the negative product of the stiffener weight
and the sensitivity of the growth objective function with re-
spect to the stiffener weight, and𝐷sum is the generalized total
weight of all the candidate stiffeners.

Thus, the weight of the 𝑖th candidate stiffener can be
expressed by a simplified form:

𝑊
𝑖
= (𝐷

𝑖
⋅
𝑊sum
𝐷sum

) , (𝑖 = 1, . . . , 𝑁) . (15)

When iterating, it can be written as

𝑊
𝑖

(𝑘+1)
= (𝐷

𝑖
⋅
𝑊sum
𝐷sum

)

(𝑘)

, (𝑖 = 1, . . . , 𝑁) . (16)

The above equation is the so-called guide-weight criterion
that yields an opportunity for designers to get the ideal
“balanced point” in terms of weight distribution of candidate
stiffeners.

In order to guarantee the convergence of the calculation,
a relaxation factor 𝛼 is introduced, and the iterative forms can
be rewritten as

𝑊
𝑖

(𝑘+1)
= 𝛼
(𝑘)
⋅ (𝐷
𝑖
⋅
𝑊sum
𝐷sum

)

(𝑘)

+ (1 − 𝛼
(𝑘)
) ⋅ 𝑊
𝑖

(𝑘)
,

(𝑖 = 1, . . . , 𝑁) .

(17)

From (17), we establish the governing criterion to allocate
the growth resources to candidate stiffeners, guiding the
growth process to make the weight distribution satisfy the
previous Kuhn-Tucker conditions. Based on the observation
and derivations above, the “balanced point” among candidate
stiffeners can be assumed to take the following concise form:

𝐷
1

𝑊
1

=
𝐷
2

𝑊
2

= ⋅ ⋅ ⋅
𝐷
𝑖

𝑊
𝑖

= ⋅ ⋅ ⋅ =
𝐷sum
𝑊sum

= 𝜆,

(𝑖 = 1, . . . , 𝑁) .

(18)

Equation (18) shows that in an optimal growth result, the
material allocated to candidate stiffeners should be exactly
proportional to the value of their generalized weight, and the
“balanced point” is the Lagrange multiplier 𝜆. That is, on the
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premise of unchanged growth resources, the growth result is
optimal when the positive change of the objective function
caused by the weight increase of any one of the involved
candidate stiffeners is identical to the negative change caused
by the weight decrease of any other candidate stiffeners.

The above-mentioned “balanced point” can be evaluated
quantitatively by the following equation:

𝜎 = √

𝑁

∑

𝑖=1

(
𝑊
𝑖
/𝑊sum

𝐷
𝑖
/𝐷sum

− 1)

2

, (𝑖 = 1, . . . , 𝑁) , (19)

where 𝜎 is called the “balanced degree” which should be zero
for an optimal structure.

In this paper, the “balanced degree” is utilized to deter-
mine the step factor 𝛼(𝑘):

𝛼
(𝑘)

= ln 𝑒
3

𝑁
⋅ ln (𝜎(𝑘) − 0.1𝜎(0) + 1) , (20)

where 𝜎(0) is the initial value of the “balanced degree,” 𝜎(𝑘)
is the “balanced degree” after 𝑘th iteration, and 𝑁 is the
total number of the candidate stiffeners.The iteration process
would be terminated when the value of 𝜎(𝑘) is decreased to be
one-tenth of its initial value 𝜎(0).

3.2. Mathematical Explanation of the “Balanced Point”. The
findings in the previous section motivate us to explore an
explanation, where the mathematical nature about the rela-
tionship among the Lagrange multiplier 𝜆, objective function
𝐹(𝑋), and constraint boundary 𝑊

𝑔
will be clarified, so that

the natural growth mechanism could be fully employed to
engineering design.

By taking the first derivative of (3) with respect to the
constraint boundary𝑊

𝑔
, we have the following relation:

𝜕𝐿

𝜕𝑊
𝑔

=
𝜕𝐹

𝜕𝑊
𝑔

+
𝜕𝜆

𝜕𝑊
𝑔

(𝐺 −𝑊
𝑔
) + 𝜆 ⋅

𝜕𝐺

𝜕𝑊
𝑔

− 𝜆. (21)

Let

∇
𝑊𝑔
𝑊 = [

𝜕𝑊
1

𝜕𝑊
𝑔

,
𝜕𝑊
2

𝜕𝑊
𝑔

, . . . ,
𝜕𝑊
𝑁

𝜕𝑊
𝑔

]

𝑇

. (22)

Equation (21) can be rewritten as

𝜕𝐿

𝜕𝑊
𝑔

= ∇
𝑊𝑔
𝑊 ⋅ (

𝜕𝐹

𝜕𝑊
+ 𝜆 ⋅

𝜕𝐺

𝜕𝑊
)

+
𝜕𝜆

𝜕𝑊
𝑔

(𝐺 −𝑊
𝑔
) − 𝜆,

(23)

since:
𝜕𝐹

𝜕𝑊
+ 𝜆 ⋅

𝜕𝐺

𝜕𝑊
= 0. (24)

Equation (21) can be further simplified as

𝜕𝐿

𝜕𝑊
𝑔

=
𝜕𝜆

𝜕𝑊
𝑔

(𝐺 −𝑊
𝑔
) − 𝜆. (25)

According to (5), we obtain

𝜕𝜆

𝜕𝑊
𝑔

(𝐺 −𝑊
𝑔
) = 0. (26)

Thus
𝜕𝐿

𝜕𝑊
𝑔

= −𝜆. (27)

Consider that the optimal solution 𝑊
∗ satisfies the

following equation:

𝐿 (𝑊
∗
) = 𝐹 (𝑊

∗
) . (28)

Thus, the relationship among the Lagrange multiplier 𝜆,
objective function 𝐹(𝑋), and constraint boundary𝑊

𝑔
can be

expressed by

𝜕𝐹

𝜕𝑊
𝑔

= −𝜆. (29)

The above equation provides very important insights into
the essential features of the growthmechanismwhich is most
efficient in carrying biological structures, such as leaf veins.
Note that the negative Lagrange multiplier is equal to the
sensitivity of 𝐹(𝑋) with respect to𝑊

𝑔
; hence there are three

cases, that is, 𝜆 > 0, 𝜆 = 0, and 𝜆 < 0, during the iterative
growth process.

(1) When 𝜆 > 0, according to (18), one can find that
𝐷
𝑖
> 0, that is, 𝜕𝐹/𝜕𝑊

𝑖
< 0, which means the

weight of the 𝑖th candidate stiffener 𝑊
𝑖
should be

increasedwith larger𝐷
𝑖
so as to get an optimal growth

result. That is, the objective function 𝐹(𝑋) would be
improved with an increase in constraint boundary
𝑊
𝑔
.

(2) When 𝜆 < 0, it can be seen that the constraint bound-
ary 𝑊

𝑔
should be decreased in order to improve the

objective function 𝐹(𝑋). That means that the total
weight of all the candidate stiffeners𝑊sum should be
decreased with larger 𝜆 after each iterative growth
step until 𝜆 = 0, so that the Kuhn-Tucker conditions
would be satisfied.

(3) When 𝜆 = 0, whether for an increase or for a decrease
in the constraint boundary𝑊

𝑔
, the objective function

𝐹(𝑋) cannot be improved anymore.

4. Biologically Inspired Topology
Optimization Algorithm

The preceding modeling and computational efforts focus
primarily on the derivation of the optimality criterion that
governs the growth behavior of branching patterns in leaf
veins and have not yet given an evolutionary programming
for the optimal design of natural and engineering systems.
This sectionwill elaborate how to employ such optimality cri-
terion to reproduce the growth process of branching patterns
in leaf veins and how to solve the multidiscipline topology
optimization problem for stiffened plate/shell structures.
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3: Reconstruction
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21
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Medial axis
pattern

Figure 4: Simulation strategy for reproducing the adaptive growth process.

4.1. Simulation Strategy. The objective of this problem is to
seek the optimal structural performance by growing a given
amount ofmaterial as stiffeners.The reproduction of adaptive
growth process is treated by means of a comprehensive
iterative three-step approach, as shown in Figure 4.

Step 1 (initialization). The sprouting points for candidate
stiffeners to grow are initialized and are included in a branch-
ing point set {𝐵}; stiffeners extended from the sprouting
points are gathered in the corresponding stiffener set {𝐶}.

Step 2 (competition). The competition for growth resources
among candidate stiffeners is simulated by performing one or
more material allocation substeps, in which the growth rate
of each stiffener is controlled based on theweight distribution
optimized by the iterative criterion derived in Section 3 (i.e.,
(17)). The height of stiffener cross section (ℎ

𝑠
) is utilized as

a decision variable in the optimization process. As a result,
some of the stiffeners in the set {𝐶} will become taller and
taller, while the other stiffeners will not. Since the material
allocation is treated as an inequality constrained optimization
problem, the total increment of stiffener weight obtained in
each iterative step, Δ𝑊

𝑖
(𝑖 = 1, 2, . . . , 𝑠), is not greater than

the given constraint boundary𝑊
𝑔
.

Step 3 (reconstruction). During the growth process, the
stiffener layout is continuously reconstructed by obeying
the branching and degenerating rules like those for leaf
veins. For example, when a stiffener grows up to a height
that is greater than the specified upper limit ℎ

𝑏
, a subtle

control is activated endowing this stiffener with capabilities

for branching operation, in which two ends of the stiffener
are added into the set {𝐵}, and new stiffeners around the
new sprouting points are also supplemented into the set {𝐶}.
Likewise, if the height of candidate stiffeners is less than the
specified lower limit ℎ

𝑑
, the degenerating operation will be

activated, where the involved stiffeners are eliminated from
the set {𝐶} and their ends are also deleted from the set {𝐵}.
By doing this, the best potential direction can be selected for
stiffeners to grow in the next iterative step.

Both competition and reconstruction loops are repeated
alternatively until there are no any material resources avail-
able from the specified growth environment. That is, the
growth process will stop when the weight increment of the
candidate stiffeners reaches the given upper limit 𝑊

𝑝
. The

difference of the growth process between the macroscale pat-
tern (i.e., the medial axis pattern) and the microscale pattern
(i.e., the closed loop pattern) is mainly reflected in the final
step of the simulation process (i.e., the reconstruction step).
For the medial axis pattern, the only winner in each growth
step is just the tallest stiffener that would be maintained
for branching, while others are eliminated. However, for the
closed loop pattern, stiffeners whose heights are greater than
the specified threshold value would be eligible to participate
in the next round of competition, thus yielding opportunity
to form a closed loop in the following growth process.

4.2. Numerical Application. To validate the effectiveness of
the reported bio-inspired methodology, three numerical
examples are presented by generating the optimal stiffener
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Figure 5: Comparison of stiffener layouts produced by the suggested method and the density method for static design problem.

layouts for a simply supported square plate with nonuni-
formly distributed pressure shown in Figure 3. The first
example is a static design problem pursuing the stiffest
stiffener layout so as to minimize its average strain energy;
the second example is a dynamic design problem that aims
to maximize the natural frequency of its first mode; and the
third example is a multidiscipline design problem in which
the importance of each objective is determined by putting in
appropriate weights (i.e., 𝜔Static = 0.6 and 𝜔Dynamic = 0.4).
Before getting into the actual design, the sprouting points are
specified firstly on the four central points of the plate edges.
The total increment of stiffener weight, 𝑊

𝑟
, is specified as

1.5𝑊
𝑝
, where𝑊

𝑝
denotes the initial weight of the base plate.

The upper limit for stiffeners to branch is set as ℎ
𝑏
= 104ℎ

𝑑
,

where ℎ
𝑑
is the lower limit for stiffeners to degenerate. Based

on these assumptions, the branch-like stiffener layouts with
the weight fraction varied from 0.3 to 1.5 are constructed.
To facilitate comparison, a conventional algorism based on
the density method is also applied to search for the optimal
material distribution, in which the ratio of retained material
𝛽 is controlled from 30% to 70%, as shown in Figures 5, 6, 7,
and 8.

It can be found that the suggested method is able to
produce the effective stiffener layouts adaptively to various
design objectives. For the static design problem, the strain
energy of the final stiffened structure deceases nearly 1927
times compared to the base plate without stiffener; for the
dynamic design problem, the first eigenvalue of the final
stiffened structure increases nearly 12 times compared to the
base platewithout stiffener; and for themultidiscipline design
problem, the strain energy of the final stiffened structure
decreases nearly 325 times with the first eigenvalue increased
about 5 times.

It can also be found that the simulated branching patterns
have both higher and lower height levels, which can be
interpreted to be responsible for the load-bearing properties
of leaf veins in nature that the higher branches (i.e., the
central veins) bear most of the principal stress, and the
lower branches (i.e., the lateral veins) are the tracing of the
gradient of shear stress. Obviously, the generated stiffeners
are primarily concentrated in the regions which are in
qualitative consistence with the optimal material distribu-
tions resulted from the conventional algorism. However,
the complex branching patterns produced by the suggested
method give rise to flexibility and distinctiveness of design
outputs. The flexibility here means that the bio-inspired
method that could generate optimal load-bearing topologies
would also possess a higher tolerance to variations of design
objectives which is an unintended benefit for survival in a
harsh growth environment. Design results produced by the
presented method are relatively clear stiffener distribution
patterns rather than vague material distributions, which will
help to minimize effort, time and cost during the product
development.

5. Conclusions

In this work, we introduced a bio-inspired topology opti-
mization method that integrates the morphogenesis law of
leaf veins with conditioned extremum optimization theory
for modeling, generating, and evolving complex branching
patterns so as to identify the optimal load-bearing topology of
stiffened plate/shell structures. Based on the results presented
in this paper, the following conclusions can be drawn.

(1) The reported bio-inspired methodology is a valid
topology optimizer by which the design solutions
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Figure 6: Comparison of stiffener layouts produced by the suggested method and the density method for dynamic design problem.
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produced are robust and distinct stiffener layout pat-
terns rather than vague material distributions, avoid-
ing the difficulties caused by conventional methods
that normally require an additional postprocessing
treatment to distinguish the real layout solution. Con-
sequently, design efficiency is substantially improved
which will help to minimize effort, time, and cost
during the product development.

(2) The present work yields very important insights into
the theoretical implications of natural growthmecha-
nism for practical engineering design. Among the key
problems currently facing biologists and engineers
is how to understand the self-optimization charac-
teristics of branching patterns in nature, such as the
geometrical form and physical function causality in
the evolution of leaf veins. The proposed simulation
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Figure 8: Comparison of stiffener layouts produced by the suggested method and the density method for multidiscipline design problem
(vibration mode).

strategy can be used to verify postulations in a suf-
ficiently controlled environment, where it is likely to
isolate various physical mechanisms of interest.

Thework presented in this paper is by nomeans complete.
Future studies will include continuous model refinement.
For instance, experimental and numerical studies of the
relationship between typical distribution patterns of leaf veins
and their mechanics self-adaptability will be carried out.
The influence of different growth objectives and resource
constraints will be thoroughly investigated and correlated
with various natural conditions. The simulation of biological
growth is a very complex task due to the strong randomness
and nonlinear factors associated with the environmental
conditions. In order to capture the essential features of
biological growth in nature, a robust design optimization
model is currently under development so that both the
optimality and robustness of the simulated growth results
would be taken into account in the future research.

Acknowledgments

The work reported in this paper is supported by the
National Natural Science Foundation of China (51135004),
the Hi-Tech Research and Development Program of China
(2012AA040701), and the Major Project of High-End CNC
Machine Tool and Basic Manufacturing Equipment of China
(2011ZX04016-031).

References

[1] J. Luo and H. C. Gea, “A systematic topology optimization
approach for optimal stiffener design,” Structural and Multidis-
ciplinary Optimization, vol. 16, no. 4, pp. 280–288, 1998.

[2] J. H. Luo and H. C. Gea, “Optimal bead orientation of 3D
shell/plate structures,” Finite Elements in Analysis and Design,
vol. 31, no. 1, pp. 55–71, 1998.

[3] L. A. Krog and N. Olhoff, “Optimum topology and reinforce-
ment design of disk and plate structures with multiple stiffness
and eigenfrequency objectives,” Computers and Structures, vol.
72, no. 4, pp. 535–563, 1999.

[4] D. Bojczuk and W. Szteleblak, “Optimization of layout and
shape of stiffeners in 2D structures,” Computers and Structures,
vol. 86, no. 13-14, pp. 1436–1446, 2008.

[5] R. Ansola, J. Canales, J. A. Tarrago, and J. Rasmussen, “Com-
bined shape and reinforcement layout optimization of shell
structures,” Structural and Multidisciplinary Optimization, vol.
27, no. 4, pp. 219–227, 2004.

[6] H. C. Cheng, N. Kikuchi, and Z. D.Ma, “An improved approach
for determining the optimal orientation of orthotropic mate-
rial,” Structural Optimization, vol. 8, no. 2-3, pp. 101–112, 1994.

[7] S. Sakata, F. Ashida, and M. Zako, “A layout optimization of
beam reinforcements to decrease thermal deformation of beam
structures,” Journal of Thermal Stresses, vol. 25, no. 11, pp. 1081–
1101, 2002.

[8] Y. C. Lam and S. Santhikumar, “Automated rib location and
optimization for plate structures,” Structural and Multidisci-
plinary Optimization, vol. 25, no. 1, pp. 35–45, 2003.

[9] J. H. Lee, G. H. Kim, and Y. S. Park, “A geometry constraint
handling technique for stiffener layout optimization problem,”
Journal of Sound and Vibration, vol. 285, no. 1-2, pp. 101–120,
2005.

[10] Y. C. Liu and Q. K. Wang, “Computational study of strength-
ening effects of stiffeners on regular and arbitrarily stiffened
plates,”Thin-Walled Structures, vol. 59, no. 1, pp. 78–86, 2012.

[11] C. J. Chang, B. Zheng, and H. C. Gea, “Automated design of
thin-walled packaging structures,” Structural and Multidisci-
plinary Optimization, vol. 35, no. 6, pp. 601–608, 2008.



Mathematical Problems in Engineering 11

[12] Y. Ha, W. Kim, and S. Cho, “Design sensitivity analysis and
topology optimizationmethod applied to stiffener layout in hull
structures,” Journal of Ship Research, vol. 50, no. 3, pp. 222–230,
2006.

[13] M. Rais-Rohani and J. Lokits, “Reinforcement layout and sizing
optimization of composite submarine sail structures,” Structural
and Multidisciplinary Optimization, vol. 34, no. 1, pp. 75–90,
2007.

[14] K. Maute and M. Allen, “Conceptual design of aeroelastic
structures by topology optimization,” Structural and Multidis-
ciplinary Optimization, vol. 27, no. 1-2, pp. 27–42, 2004.

[15] Q.Wang, Z. Z. Liu, and H. C. Gea, “New topology optimization
method for wing leading-edge rib,” Journal of Aircraft, vol. 48,
no. 5, pp. 1741–1748, 2011.

[16] X. Ding and K. Yamazaki, “Stiffener layout design for plate
structures by growing and branching tree model (application
to vibration-proof design),” Structural and Multidisciplinary
Optimization, vol. 26, no. 1-2, pp. 99–110, 2004.

[17] X. Ding and K. Yamazaki, “Constructal design of cooling
channel in heat transfer system by utilizing optimality of branch
systems in nature,” Journal of Heat Transfer, vol. 129, no. 3, pp.
245–255, 2007.

[18] M. H. Kobayashi, “On a biologically inspired topology opti-
mization method,” Communications in Nonlinear Science and
Numerical Simulation, vol. 15, no. 3, pp. 787–802, 2010.

[19] K. Xue and Y. X. Li, “A bionic venation growth algorithm for
a stiffener layout in plate/shell structure,” Journal of Harbin
Engineering University, vol. 32, no. 9, pp. 1262–1266, 2011.

[20] S. Chen, Some Modern Design Methods of Precise and Complex
Structures, Press of Beijing University of Aeronautics and
Astronautics, Beijing, China, 1992.

[21] S. Chen, Analysis, Synthesis and Optimization of Engineering
Structural Systems, China Science Culture Publishing House,
Wan Chai, HongKong, 2008.



Hindawi Publishing Corporation
Mathematical Problems in Engineering
Volume 2013, Article ID 303967, 10 pages
http://dx.doi.org/10.1155/2013/303967

Research Article
Formulation and Validation of Multidisciplinary Design
Problem on Wear and Fatigue Life of Lead Screw Actuators

Krishna Meruva, Zhuming Bi, Donald Mueller, and Bongsu Kang

Department of Engineering, Indiana University-Purdue University Fort Wayne, Fort Wayne, IN 46805, USA

Correspondence should be addressed to Zhuming Bi; biz@ipfw.edu

Received 16 February 2013; Accepted 27 March 2013

Academic Editor: Dan Zhang

Copyright © 2013 Krishna Meruva et al.This is an open access article distributed under theCreativeCommonsAttribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Multidisciplinary design optimization has been widely applied in the optimization of large-scale complex system and also in
the design and optimization of components, which are involved in multidisciplinary behaviors. The wear and fatigue life of
lead screw actuators is a typical multidisciplinary problem. The wear behaviors of actuators closely relate to many factors such
as loads, lubrications, materials properties, surface properties, pressures, and temperature. Therefore, the wear and fatigue life
of actuators cannot be modeled without a simultaneous consideration of solid mechanics, fluid dynamics, contact mechanics,
and thermal dynamics. In this paper, the wear and fatigue life of a lead screw actuator is modeled and validated. Firstly, the
theory of asperity contact and Archard’s model of sliding wear are applied to estimate the amount of wear under certain
circumstances. Secondly, a test platform is developed based on a standard ASTM test protocol, and the wear phenomenon at
the ball-on-flat sliding is measured to validate the developed wear model. Thirdly, finite element analysis is conducted using
Nastran to assess the contact stresses in the lead screw and nut assembly model. The estimated data from the three sources
are finally merged to formulate a mathematical model in predicting the wear and fatigue life for the optimization of lead screw
actuators.

1. Introduction

Robotic technologies are playing more and more significant
roles in our modern society. Robots are migrating from
traditional manufacturing areas to our daily lives to assist
or replace humans in completing tedious and routine tasks.
Robots have gradually been applied in space, entertainment,
military, agriculture, healthcare, and home environments. In
answering the question about what emerging technology will
cause another big stir in the way that the home computer did
years ago, Bill Gates responded that robots will change the
way people understand computers, and robots will interact
with people in totally new ways [1]. However, many issues
related in the field of robotics have not been addressed
satisfactorily in terms of cost, precision, stiffness, reliability,
energy efficiency, flexibility, robustness, and control. The
ultimate goal of the presentedwork is to provide durable actu-
ators for robotic design optimization from the perspective of
cost and functionalities.

Robots are typical mechatronic products which need
design knowledge frommultiple disciplines such asmechani-
cal engineering, electronic engineering, sensing technologies,
artificial intelligence, and machine control [2]. Multidisci-
plinary design methodologies provide vital tools to support
robotic design and applications. Since ro-botic systems are
usually complex systems, decomposition andmodularization
is an effective way tomanage system complexity [3–5]. Under
a modularized architecture, robots can be treated as a set
of basic modules, comprising rotary or linear modules as
actuators and connecting modules for robotic structures.
In particular, linear or rotary modules are essential to the
majority of robots which need the capabilities of locomotion
ormanipulability. For examples, key components of a cutting-
edge Exechon hybrid robot are three high-precision linear
actuators [6, 7], while a medical robot with three low-
cost linear actuators provides a 3 DOF motion for ankle
rehabilitation [8].



2 Mathematical Problems in Engineering

(a) Ball screw (Roton, inc.) (b) Lead (acme/trapezoidal) screw

(c) Roller screw (Thomson linear inc.)

Figure 1: Types of power screw mechanisms used on linear actuators.

In designing a robot, linear actuators are selected based
on many aspects such as cost, precision, maximized loads,
maximized speeds, and stiffness [9]. Most of the design
criteria are in conflict with each other. However, it is our
observation that the methodologies and data are lacking to
help robotic designers selectmodular components in particu-
lar, when the design criteria of precision, cost, and fatigue life
have to be considered simultaneously to optimize the system
performance of a robot. The focus of this paper is design
of the low-cost lead screw linear actuators. Multidisciplinary
design problem will be formulated to explore the intricate
relationships of loads, wear, and fatigue life. The rest of
paper is organized as follows. In Section 2, the design of lead
screw actuators will be overviewed. In Section 3, the adhesive
friction models are developed to correspond the loads and
stresses with the wear. In Section 4, the experiment is set up
to acquire test data and to verify the developed models. In
Section 5, the presented work is summarized.

2. Overview of Lead Screw Actuators

A lead screw linear actuator is a mechanism that converts
an input in the form of a rotary motion into a desired linear
motion. The major benefits of using a lead screw mechanism
in linear actuators are inherent mechanical advantage, high
stiffness, high strength, and a cost-effective package. Lead
screws fall under the category of power screws and can

be classified into the following different types: ball screw,
acme/trapezoidal screw and roller screw.

A ball screw,mechanism, as shown in Figure 1(a), consists
of a ball screw and a ball nut with recirculating balls providing
rolling contact between the nut and the screw.A large number
of balls used in these assemblies facilitate the distribution of
forces transmitted, resulting in a relatively small load per ball.
These screws offer high efficiencies of around 90% due to the
inherently low friction of the rolling elements.

An acme or trapezoidal screw, which hereafter will be
addressed as lead screw, consists of a screw and a nut that
are in sliding contact with each other. The screw is generally
made up of alloy steel with a trapezoidal thread form, and the
nut is typically made of an engineering polymer or bronze.
The contact between the nut and the screw is a sliding
contact; therefore friction plays a very important role in the
performance and efficiency of the mechanism. These screws
offer low efficiencies due to the relatively greater coefficient of
friction in sliding.

As shown in Figure 1(c), planetary roller screws consist of
a screw and a nut with planetary rollers.The barreled surfaces
of all the rollers are used to transfer load from the nut to
the screw [10]. Due to this increased load-bearing area, the
roller screws can withstand higher dynamic loads with far
greater life expectancy than either ball screw or lead screw
mechanisms. In spite of the benefits that the ball and roller
screws offer, they both tend to be far more expensive than
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(a) Lead screw actuator (b) detailed view of screw and
nut

Figure 2: Lead screw cylinder (courtesy, PHD, Inc.).

lead screws. This is the reason why in applications where the
operating speeds are lower and where life expectancy is not
very high, lead screws offer a cost-effective design solution.

A typical single-axis linear actuator driven by a lead screw,
as shown in Figure 2, consists of the following components: a
lead screw, lead nut, piston rod, cylinder tube, head, cap, radial
ball bearing, electric motor, motor coupler, a mounting plate,
and other miscellaneous hardware such as fasteners.

2.1. Lead Screw Thread Geometry. Lead screws have either
an Acme or Trapezoidal thread profile. The acme threads,
which are used on inch size screws, have a 14.5∘ flank angle
with a total included angle of 29∘ as shown in Figure 3. The
trapezoidal screws, on the other hand, are used onmetric size
screws, having a 15∘ flank angle and an included angle of 30∘.

Pitch and lead are closely related as shown in Figure 4.
Pitch is the distance between the crests or troughs of two
consecutive threads. Lead is the distance traversed along the
axis of the screw, by one complete rotation, or 360∘, of the
screw:

single-start thread, 𝑃
ℎ
= 𝑃

double-start, 𝑃
ℎ
= 2𝑃

three-start, 𝑃
ℎ
= 3𝑃.

2.2. Screw Mechanics. The primary function of a lead screw
is to traverse a load 𝐹 axially, through a specified linear
distance, 𝐿, called travel. It is a single-degree-of-freedom
mechanism with the travel constrained between a full extent
and full retract position. The nut, which is engaged with the
screw, is generally the linearly traveling member, whereas the
screw is the rotatingmember driven by a primemover like an
electric motor or by hand. Assuming that the screw is driven
by an electric motor at an angular velocity of 𝑛, linear velocity
V of the nut is given by

V = 𝑛 ⋅ 𝑃
ℎ
, (1)

where V: m/s, 𝑛: revolutions/minute, and 𝑃
ℎ
: m.

A single-start threaded screwwith pitch𝑃 and helix angle
𝜆 is shown in Figure 5. Consider that a single thread of the
screw is unrolled for exactly one turn. The force diagram for
lifting the load is shown in Figure 6(a), where the lifting force

Internal thread

External thread

Thread axis

2𝛼

𝑅1

𝑅2

𝑅2

𝑍

ℎ3

𝑑
𝑑2

𝑑2

𝑑3 𝑝

90
∘

𝑎𝑐

𝑎𝑐

𝐻1

𝐷1 𝐷2 𝐷4

𝐻4

Figure 3: Trapezoidal thread profile, Din 103-4 (http://www.roy-
mech.co.uk/). Legends:𝐷

𝑠
: Nominal ormajor diameter of screw,𝐷

𝑛
:

nominal or major diameter of nut,𝐾
𝑠
: minor diameter of screw,𝐾

𝑛
:

minor diameter of nut, 𝐸: pitch diameter, 𝑃: pitch, 𝑃
ℎ
: Lead, 𝛼: flank

angle (∘), ℎ
𝑠
: depth of thread of screw, ℎ

𝑛
: depth of thread of nut, ℎ

𝑒
:

depth of thread engagement.

𝐹
𝑟
is positive. Similarly the force diagram for lowering the

load is shown in Figure 6(b), where the lowering force 𝐹
𝑙
is

negative [11]. The torque required to raise, 𝑇
𝑟
, or to lower, 𝑇

𝑙
,

the load while overcoming the friction is given by

𝑇
𝑟
=
𝐹𝐸

2
(
𝜋𝜇𝐸 + 𝑃

ℎ
cos𝛼
𝑛

𝜋𝐸 cos𝛼
𝑛
− 𝜇𝑃
ℎ

) , (2)

𝑇
𝑙
=
𝐹𝐸

2
(
𝜋𝜇𝐸 − 𝑃

ℎ
cos 𝛼
𝑛

𝜋𝐸 cos 𝛼
𝑛
+ 𝜇𝑃
ℎ

) , (3)

where 𝜆 = helix angle of the screw, 𝜇 = coefficient of friction
(dry), 𝛼

𝑛
= flank angle measured in normal plane, 𝛼 = 15∘

(metric trapezoidal thread), and 𝑛
𝑠
= number of starts;

𝑃
ℎ
= 𝑃𝑛
𝑠
,

tan𝛼
𝑛
= tan𝛼 cos 𝜆,

tan 𝜆 =
𝑃
ℎ

𝜋𝐸
.

(4)
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Figure 4: Singlestart and multistart threads (http://www.kam-
merer-gewinde.com/).
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Figure 5: Free body diagram of lead screw [11].

One advantage of using a lead screw over other screws is its
inherent ability to self-lock. This condition occurs when the
torque required to lower the load𝑇

𝑙
in (3) is greater than zero:

𝜋𝜇𝐸 > 𝑃
ℎ
cos 𝛼
𝑛

or 𝜇 > tan 𝜆 cos𝛼
𝑛
. (5)

The physical interpretation of (5) is that self-locking of a
lead screwmechanism occurs when the coefficient of friction
between the surfaces of the screw and nut in sliding contact
is greater than the product tan 𝜆 cos𝛼

𝑛
. The screw efficiency

is given by [12]:

𝜂 =
tan 𝜆 (1 − 𝜇 sec𝛼 tan 𝜆)
(𝜇 sec𝛼 + tan 𝜆)

. (6)

From (6) it can be seen that the efficiency 𝜂 of a lead
screw mechanism is dependent on coefficient of friction
between the two surfaces in contact, the helix angle 𝜆 and
the flank angle. Out of these, the coefficient of friction is
the most important factor influencing the performance of
linear actuators using these mechanisms. Typical values of
coefficient considered for different material combinations are
given in (Table 1).

3. Adhesive Wear Model

Friction and the corresponding resultant wear between a
metal and a nonmetal mating pair has been studied and

Table 1: Friction values for unlubricated common nut materials at
room temperatures.

Screw Nut Coefficient of friction

AISI 1055 steel

Cast iron GC 0.18
Steel 0.15

Bronze CuSn 0.1
Plastic 0.1

researched a great deal by many in the past. However, due
to the complexity of wear phenomenon, a unified, consistent,
and accurate model does not exist for the material pair
of metals and nonmetals. At the outset, it is important to
understand the different types of wear, before attempting to
formulate a model for a given case.

According to Burwell [13], there are four main forms of
wear—adhesive, abrasive, corrosive, and surface fatigue wear.
Adhesive wear is a type of wear between two soft surfaces in
sliding contact with each other, where material is pulled off
one surface and adheres to the other. AnAbrasivewear occurs
when a rough hard surface, or a soft surface with embedded
hard particles on its surface, slides on a softer surface and
causes a series of grooves on it. Corrosive wear is a process
where wear occurs in a corrosive environment. Lastly Surface
fatigue wear is observed during repeated sliding or rolling
over a track. The repeated loading and unloading cycles to
which the materials are exposed may induce the formation
of surface or subsurface cracks, which eventually result in
breakup of the surface with the formation of large pits on the
surface [14].

Determining the type of wear responsible by examining
a failed component is often a complex task [14]. Based on
the studies conducted by Burwell [13]; Fuman et al. [15]; Love
[16]; Ronan et al. [17], adhesive wear is believed to be themost
common formofwear and also the least preventable. In all the
mechanical systems where two solids are in sliding contact
with each other, the adhesive wear is the primary form of
wear. Although this form of wear is the most common, the
wear rates are usually very low [14]. Only an unexpected
occurrence of other forms of wear, for example, abrasive wear,
often produces unexpectedly high wear rates and early failure
of mechanism.

In particular adhesive wear occurs whenever one solid
material is slid over the surface of another or is pressed
against it. The wearing off of material takes the form of small
particles or asperities, which are usually transferred to the
other surface, but which may come off in loose form [14].

The process of adhesive wear can be explained with the
help of Figure 7, wherein a softer part shown on top is
sliding on a harder bottom part. Out of the two surfaces
shown in the figure, the first surface is the physical interface
between the two parts, and the second surface is a continuous
surface inside the softer part on the top. When a tangential
displacement is applied to one of the two parts parallel
to the plane of the interface, shearing could happen along
either of the two surfaces. If the force required to break
through the interface of the materials is larger than the
force required for breaking through some continuous surface
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Figure 6: (a) Force diagram for lifting the load and (b) for lowering the load.
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Δ𝐿
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Figure 7: Adhesive junction being sheared.

inside one of the materials, the break will occur along this
latter surface. However, wear tests performed on different
material combinations by Archard and Hirst showed that
shearing along a surface inside of one the materials is very
unlikely. Hence the break during shearing is most likely to
occur at the interface.

The adhesive wear model, based on Archard’s wear law,
which is commonly used in practice, is utilized to compute
theoretical wear:

𝑊 = 𝐾 ⋅ 𝐹 ⋅ 𝑉 ⋅ 𝑡, (7)

where𝑊 = wear volume (in3), 𝐾 = wear factor (in3-min/ft-
lb-hr), 𝐹 = nomal load (lb), 𝑉 = sliding velocity (ft/min), 𝑡 =
elapsed time (hours).

Using this model, wear volume is calculated using a ball-
on-flat sliding model. A 0.5 in. diameter ball made of 1060
steel is used to apply different normal loads on a flat plate
made of Torlon PAI 4301 polymer. The contact stresses that
act at the ball and plate junction are calculated, as listed
in Table 2, using Hertzian contact stress model, which has
been illustrated in Figure 16. These values are furthermore
verified by performing finite element analysis of the assembly
as shown in Figures 8 and 9. Also shown below in Figures 10
and 11 are the graphs representing the wear volume caused by
sliding of the steel ball on plate.

Von Mises stresses (lb/in2)
distribution in the assembly

Figure 8: Ball-on-plate quarter FEA model.

Hertzian contact stresses 
between ball and plate

Von Mises stresses (lb/in2)
distribution in the assembly

Figure 9: Contact stresses at the interface between ball and plate.

4. Measurement and Validation of Wear

4.1. SlidingWear Test. For determining the slidingwear of the
polymer material used as the lead screw nut, a standard test
setup using a linear, reciprocating ball-on-flat plane geometry
is utilized [18]. The direction of the relative motion between
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Table 2: Operating parameters used to compute wear volume.

Sample no. Load 𝐹 (lb) Velocity 𝑉
(ft/min)

Contact stress 𝑃
(lb/in2) 𝑃𝑉 value (lb⋅ft/in2

⋅min) Wear factor 𝐾
(in3
⋅min/ft⋅lb⋅hr)

1 0.53

11.8

12038 142048 1.00𝐸 − 009

2 0.53 12038 142048 1.00𝐸 − 009

3 1.52 17114 201945 1.00𝐸 − 009

4 1.52 17114 201945 1.00𝐸 − 009

5 2.41 19870 234466 1.00𝐸 − 009

6 2.41 19870 234466 1.00𝐸 − 009

0.000000
0.000010
0.000020
0.000030
0.000040
0.000050
0.000060
0.000070

0 2 4 6 8
Sliding distance (million in.)

W
ea

r v
ol

um
e (

in
3
)

0.53 lb
0.53 lb
1.52 lb

1.52 lb
2.41 lb
2.41 lb

Figure 10: Graphs of wear against sliding distance for 1060 steel ball
on Torlon 4301 polymer at various loads, velocity 11.8 ft/min.
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Figure 11: Graphs of wear against number of sliding cycles for
1060 steel ball on Torlon 4301 polymer at various loads, velocity
11.8 ft/min.

sliding surfaces reverses in a periodic fashion such that the
sliding occurs back and forth in a straight line.

This test involves two specimens—a flat specimen made
up of polymer material, namely, Torlon PAI, and a ball
specimen made up of 1060 alloy steel, which slides against
the flat specimen. The load is applied vertically downwards

Figure 12: Wear test apparatus.

Figure 13: Ball and flat mounting arrangement.

through the ball specimen against the horizontally mounted
flat specimen, as shown in Figures 12, 13, 14, and 15.

The loads selected in this test are 0.53 lb, 1.52 lb, and
2.41 lb. The average sliding velocity is set at 11.8 ft/min. The
test apparatus as shown in Figure 12 consists of a fixture
which contains a number of ball holders arranged at equal
distances. A moving platform contains all the flat specimens
securely fastened to it. The platform is provided with linearly
reciprocating motion by a linear actuator powered by a servo
motor.
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Figure 14: Wear on the flat specimen caused by the sliding ball.

Figure 15: Closer view of the wear band on the flat.

The actuator is programmed to move the platform in a
smooth reciprocating motion without any sudden accelera-
tion and deceleration. The amount of travel in one direction
is set to be 1 in., therefore a total travel of 2 inches per cycle.
The rate at which the cycle is set to repeat itself is determined
by the allowable duty cycle of the servomotor used in the test.
The rate is therefore set at 30 cycles/minute.

Wear measurements are taken at periodic intervals—
typically one to two weeks, using a dial indicator with a
resolution of 0.0001 in. Additionally, wear profile is recorded
using a profilometer. The measured values are shown in
Table 4.

Comparison of thewear volumes between thewearmodel
as shown in Table 3 and the measured wear values from the
wear test shown in Table 4 exhibits a good correlation. The

𝜃
∘

ℎ

𝑅

Figure 16: Ball and plate contact area.
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Figure 17: Graphs of measured values of wear against sliding dis-
tance for 1060 steel ball on Torlon 4301 polymer at various loads,
velocity 11.8 ft/min.

values per the wear model are generally greater than the test
values by a factor of 1.3 to 1.5.

4.2. Lead ScrewWearModel. The simulated wear test and the
analytical wear model’s results are thus used to generate a
wearmodel for the lead screw actuator. In this process the first
step is to evaluate the contact stresses that are developed at
the lead screw and nut interface, by performing finite element
analysis of the screw and nut assembly using NEi Nastran
software. In order for the numerical solution in this analysis
to converge, a very fine meshed model is required. But as a
fine meshed model results in a large number of elements and
the corresponding degrees of freedom, a symmetric quarter
model is used, as shown in Figure 18. The assembly model
used (as shown in Figure 18) as an example consists of a
12mm diameter trapezoidal screw and nut assembly with a
pitch of 3mm. An axial load of 40 lb (177N) is applied to
the screw, whereas the nut is applied constraints to prevent
translation in X-direction. Since a symmetric quarter model
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Table 3: Wear volume as a function of sliding distance.

Wear volume (in3)
Sliding distance

Days 7 14 28 42 56 70 84
Hours 168 336 672 1008 1344 1680 2016
Million inches 0.6048 1.2096 2.4192 3.6288 4.8384 6.048 7.2576

Sample no.
1 0.000001 0.000002 0.000004 0.000006 0.000008 0.000011 0.000013
2 0.000001 0.000002 0.000004 0.000006 0.000008 0.000011 0.000013
3 0.000003 0.000006 0.000012 0.000018 0.000024 0.000030 0.000036
4 0.000003 0.000006 0.000012 0.000018 0.000024 0.000030 0.000036
5 0.000005 0.000010 0.000019 0.000029 0.000038 0.000048 0.000057
6 0.000005 0.000010 0.000019 0.000029 0.000038 0.000048 0.000057

Table 4: Measured value of wear from the wear test for 1060 steel ball on Torlon 4301 polymer at various loads.

Wear volume (in3)
Sliding distance

(Million inches) 1.1232 1.3824 1.9008 2.4192 3.888 4.2336 6.2208 6.6528
Sample no.

1 0.000002 0.000003 0.000005 0.000008
2 0.000002 0.000004 0.000007 0.000010
3 0.000001 0.000003 0.000007 0.000010 0.000011 0.000015
4 0.000005 0.000008 0.000011 0.000017 0.000018 0.000023
5 0.000008 0.000010 0.000011 0.000018
6 0.000013 0.000015 0.000017 0.000027

Figure 18: Symmetric quarter model of the lead screw and nut
assembly.

of the assembly is analyzed, the load applied is one-fourth of
the total load, which is 160 lb (708N).

The results of the analysis are shown in graphical form in
Figures 19 and 20.Thedistribution of vonMises stresses in the
polymer nut and the mating steel screw are shown in Figures
19(a), 19(b), and 19(c). It can be seen in Figure 19(b) that the
maximum stress in the nut is concentrated on the first thread,
that bears the axial force transmitted by the screw, and also
that this stress reduces in the subsequent threads in contact.
An area of high stress concentration as seen in Figure 19(b) at
the top left-hand corner of the nut should be ignored, since it
is caused by the addition of a low-stiffness stabilizing spring

element to stabilize the finite element model during analysis.
Figures 20(a) and 20(b) show the total translation, caused by
elastic deformation, in the assembly and the nut.

The second step in this process of generating awearmodel
for the lead screw actuator is to combine thewear formulation
from Section 3with the test results from Section 4 and apply a
correction factor to the wear constant,𝐾, and develop a wear
equation of lead nut (8):

𝑊 = 𝐾
𝑎
𝐹𝑉𝑡, (8)

where 𝐾
𝑎
= adjusted wear contant (in3-min/ft-lb-hr), 𝐹 =

normal load (lb), 𝑉 = sliding velocity (ft/min), and 𝑡 = total
elapsed time (hr).

5. Conclusion

In this paper, the multidisciplinary design problem of lead
screw linear actuators is discussed and formulated. The
mathematical models of wear have been developed to cor-
respond the load with fatigue life of actuators. The models
have been validated by the test data and simulation data
from finite element analysis. The presented work has its
significance in predicting fatigue lives of low-cost linear
actuators and contributing to the optimization of robotic
design.The presentedmethodologies can be extended to deal
withmultidisciplinary designs of othermachine components.

The adhesive sliding wear model based on Archard’s
wear law has proven to demonstrate very good results with
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Von Mises stresses (lb/in2)
distribution in the nut-screw assembly

(a)

Von Mises stresses (lb/in2)
distribution in the nut

Max. von Mises stress
6900 lb/in2 (47.57N/mm2)

(b)

Max. von Mises stress
3800 lb/in2 (26.2N/mm2)

Von Mises stresses (lb/in2)
distribution in the screw

(c)

Figure 19: Von Mises stress distribution in (a) assembly, (b) nut, and (c) screw.

Total translation/deformation (in.)
of nut-screw assembly

(a)

Total translation/deformation (in.) of nut

(b)

Figure 20: Total translation (deformation) in the (a) assembly and (b) nut.

the material pair of steel and Torlon. The most important
factor in this model is the wear factor, 𝐾, which is a function
of the product of pressure and velocity of the sliding contact
motion. For the material considered in this paper, Torlon
PAI, the values of 𝐾, depending on the 𝑃𝑉 value, vary from
10 × 10

−10 to 50 × 10−10 in3-min/ft-lb-hr. The calculated
volumetric wear, as shown in Table 3, is based on a 𝐾 value
of 10 × 10−10. At this value, the estimated wear from tests and
the calculated wear are very close to each other, as is evident
from Figures 10 and 17. However, if the value of𝐾 considered
is greater than 10×10−10, then the theoretical and actual wear

volume begins to drift apart. Therefore considering the right
𝐾 value based on 𝑃𝑉 value is very important, for accurately
predicting wear using this model.

Finally, in predicting wear and fatigue life for various
loading conditions for lead screw actuators it is very impor-
tant to consider the correct wear constant value, depending
on the 𝑃𝑉 value of the actuator’s application. Further studies
could be conducted to eliminate the effect of 𝑃𝑉 value on the
wear constant, and as proposed by Archard and Hirst [19],
use a constant related to the probability per unit encounter of
production of a wear particle.
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We propose an approach to solve continuous variable optimization problems.The approach is based on the integration of predatory
search strategy (PSS) and swarm intelligence technique. The integration is further based on two newly defined concepts proposed
for the PSS, namely, “restriction” and “neighborhood,” and takes the particle swarm optimization (PSO) algorithm as the local opti-
mizer.The PSS is for the switch of exploitation and exploration (in particular by the adjustment of neighborhood), while the swarm
intelligence technique is for searching the neighborhood. The proposed approach is thus named PSS-PSO. Five benchmarks are
taken as test functions (including both unimodal andmultimodal ones) to examine the effectiveness of the PSS-PSOwith the seven
well-known algorithms. The result of the test shows that the proposed approach PSS-PSO is superior to all the seven algorithms.

1. Introduction

As one of the key foundations of intelligent systems, compu-
tational intelligence is a strong tool to deal with challenging
optimization problems. Most intelligent optimization meth-
ods are inspired from the biological system, such as Genetic
algorithm [1], artificial immune systems [2], artificial neural
network [3], ant colony optimization [4], particle swarm
optimization [5, 6], culture algorithm [7], and colony location
algorithm [8]. There are also methods learned from the arti-
ficial or man-made system, for example, simulated annealing
[9] and fractal geometry [10]. Compared with the traditional
optimization algorithms, the intelligent optimization algo-
rithms have fewer restrictions to the objective function and
are of computational efficiency and thus are widely used in
industrial and social problems [11, 12].

However, to many real-world applications, the intelligent
algorithms as mentioned earlier all encounter a common
problem; that is, it is difficult to deal with the balance between
exploitation and exploration. Exploration is the ability to test
various regions in the problem space in order to locate a good

optimum, hopefully the global one, and exploitation is the
ability to concentrate on the search around a promising can-
didate solution in order to locate the optimum precisely [13].
Fast convergence velocity tends to result in the premature
solution as opposed to the best solution.

Inspired by the predatory behavior of animals, Linhares
[14, 15] proposed the predatory search strategy (PSS) to solve
the previous problem; in particular, he used PSS to solve
discrete variable optimization problems. This strategy is an
individual-based searching strategy and has a good balance
between exploitation and exploration.

On a general note, the balance of exploitation and explo-
ration is not only a key problem for discrete variable opti-
mization problems but also for the continuous variable opti-
mization problems. A natural idea extending Linhares’s work
is to apply the PSS to the continuous variable optimization
problem. However, the feature of individual-based searching
does not allow the PSS to be straightforwardly applied to the
continuous variable optimization problem. The basic moti-
vation of this paper is to address this issue.
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In this paper, we attempt to integrate the PSS with swarm
intelligence techniques to solve continuous variable optimi-
zation problems.There are two major models in swarm intel-
ligence, particle swarm optimization (PSO) and ant colony
optimization (ACO). ACO is used for discrete problems,
while the PSO is used for continuous problems. Therefore,
in this paper, PSO is adopted to be incorporated with the
PSS. The proposed approach may be called PSS-PSO. The
PSS-PSO approach is tested by five benchmark examples of
complex nonlinear functions. Compared with well-known
PSO algorithms, the PSS-PSO is found to achieve a superior
performance to the existing algorithms for continuous vari-
able optimization problems.

In the following, we will first present the related works
of PSS and PSO algorithms. Then, we will propose the basic
idea of PSS-PSO and discuss the implementation of the
PSS-PSO approach in Section 3, followed by the experiment
and analysis in Section 4. Finally, there is a conclusion with
discussion of future work.

2. Related Studies

2.1. Predatory Search Strategy for Discrete Problems. Biolo-
gists have discovered that despite their various body con-
structions, the predatory search strategies of many search-
intensive animals are amazingly similar [16–20]. When they
seek food, they first search in a certain direction at a fast pace
until they find a prey or sufficient evidence of it. Then, they
slow down and intensify their search in the neighboring area
in order to findmore preys. After some time without success,
they give up the intensified “area-restricted” search and go on
to scan other areas [15]. As shown in Figure 1, this predatory
search strategy of animals can be summarized by two search
processes [21]: Search 1 (general search)—extensive search in
the whole predatory space, and if prey or its proof is found,
turn to search 2; Search 2 (area-restricted search)—intensive
search in its neighboring area, and after a long time without
success, turn to search 1.

This strategy is effective formany species because (besides
being simple and general) it is able to strike a good balance
between the exploitation (intensive search in a defined area)
and the exploration (extensive search throughmany areas) of
the search space. Linhares [14, 15] introduced the predatory
search strategy as a new evolutionary computing technique to
solve discrete optimization problems, such as TSP and VLSI
layout.When this technique searches for the optimum, it first
seeks solutions in the whole solution space until finding a
“good” solution. Then, it intensifies the search in the vicinity
of the “good” solution. After some time without further
improvement, it gives up the area-restricted search and turns
to the original extensive search. In this technique, a concept
called restriction was defined as the solution cost to represent
the neighborhood of a solution, which is used to adjust the
neighboring area and implement the balance of exploitation
and exploration.

The previous approach, in essence, can be viewed as a
strategy to balance exploitation and exploration; however,
it does not give any detail of the general search and area-
restricted search. Hence, in this paper, we call it predatory

General search
(In the whole predatory space)

No

No

Yes

Yes

Find new preys?

Find new preys?

Area-restricted search
(In neighboring areas)

Figure 1: The predatory search strategy.

search strategy (PSS), instead of predatory search algorithm.
As mentioned in Section 1, the balance between local search
and global search or exploration and exploitation is a key to
all the intelligent algorithms. PSS is an example strategy to
address this key. Liu and Wang [21] proposed another way
to implement the PSS by adopting the solution distance as
the restriction. All these studies focus on the discrete variable
optimization problem.

On a general note, the general search enables the
approach with a high search quality to avoid falling into the
local optimum, while the area-restricted search enables the
approach to have a fast convergence velocity. It is interesting
to note that such search strategy was taken three decades ago
in the M. S. degree thesis of Zhang [22]. In his approach,
a random search technique and a gradient-based technique
were combined to solve a specific continuous variable opti-
mization problem for design of special mechanisms [22].
In his combined approach, the switch criterion for the two
search algorithms was specifically related to the particular
application problem; in particular, in the general search, the
stop criterion is the feasible solutions in a highly constrained
region [22]. The very motivation of the Zhang’s combined
approach was to overcome the difficulty in obtaining a
feasible solution, because the constrained area was extremely
“narrow.” Zhang’s work was at times prior to the development
of intelligent optimization ideas, concepts, and techniques
such as PSO. His work is inspiring but not a generalized one.

2.2. Particle Swarm Optimization and Its Developments. The
PSO algorithm was first developed by Kennedy and Eberhart
based on the simulation of a simplified social model [5, 6, 23].
The standard PSO algorithm can be explained as follows.

A swarm being made up by 𝑚 particles searches a
𝐷-dimensional problem space. Each particle is assigned a
randomized velocity and a stochastic position. The position
represents the solution of the problem. When “flying” each
particle is attracted by a good location achieved so far by itself
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and by a good location achieved by themembers in the whole
swarm (or the members in the neighborhood). The position
of the 𝑖th particle is represented as 𝑥

𝑖
= (𝑥
𝑖1
, . . . , 𝑥

𝑖𝑑
. . . , 𝑥
𝑖𝐷
),

and its velocity is represented as V
𝑖
= (V
𝑖1
, . . . , V

𝑖𝑑
, . . . , V

𝑖𝐷
),

1 ≤ 𝑖 ≤ 𝑚, 1 ≤ 𝑑 ≤ 𝐷. The best previous position of the
𝑖th particle, namely, the position with the best fitness value,
is represented as 𝑝

𝑖
= (𝑝
𝑖1
, . . . , 𝑝

𝑖𝑑
, . . . , 𝑝

𝑖𝐷
), and the index of

the best particle among all the particles in the neighborhood
is represented by the symbol 𝑔. Each particle updates its
velocity and position according to the following equations:

V𝑘+1
𝑖𝑑

= 𝜔V𝑘
𝑖𝑑
+ 𝑐
1
𝜉 (𝑝
𝑘

𝑖𝑑
− 𝑥
𝑘

𝑖𝑑
) + 𝑐
2
𝜂 (𝑝
𝑘

𝑔𝑑
− 𝑥
𝑘

𝑖𝑑
) ,

𝑥
𝑘+1

𝑖𝑑
= 𝑥
𝑘

𝑖𝑑
+ V𝑘+1
𝑖𝑑

,

(1)

where 𝜔 is the inertia weight that determines how much a
particle holds its current velocity in the next iteration. 𝑐

1
and

𝑐
2
are learning factors, also named acceleration constants,

which are two positive constants. Learning factors are usually
equal to 2, while other settings can also be seen in the litera-
ture [13]. 𝜉 and 𝜂 are pseudorandom numbers and they obey
the same homogeneous distribution in the range [0, 1]. The
velocity of a particle is limited in the range of 𝑉max. 𝑉max is
set to be the range of each dimension variable and used
to initialize the velocity of particles without selecting and
tuning in detail. The running of the PSO is much similar to
evolutionary algorithms such as GA, including initialization,
fitness evaluation, update of velocity and position, and testing
of the stop criterion. When the neighborhood of a particle
is the whole population, it is called the global version of
PSO (GPSO) [24]; otherwise, it is called local version of PSO
(LPSO) [25].

The PSO algorithm has increasingly attracted attention
now [13, 24, 26, 27] with many successful applications in
real-world optimization problems [28–33]. The most salient
advantage of PSO is its fast convergence to the optimum;
however, this feature also tends to lead the whole swarm into
the local optimum, especially for solving multimodal pro-
blems [34].

Different strategies have been developed in the literature
to solve the problem with PSO. Liang et al. [34] proposed a
comprehensive-learning PSO (CLPSO) which uses a novel
learning strategy where the historical best information of
all other particles is used to update a particle’s velocity for
multimodal applications. Shubham et al. [35] proposed a
fuzzy clustering-based particle swarm (FCPSO) algorithm
by using an external repository to preserve nondominated
particles found along the search process to solve multiob-
jective optimization problems. Zhan et al. [36] proposed an
adaptive PSO (APSO) by developing a systematic parameter
adaptation scheme and an elitist learning strategy. Clerc [37]
proposed an adaptive PSO, called TRIBES, in which the
parameters change according to the swarm behavior. TRIBES
is a totally parameter free algorithm and the users only
modify the adaptive rules [37, 38]. In the work of [39], the
flight mechanism of wild goose team, including goose role
division, parallel principle, aggregate principle, and separate
principle, was proposed to address the problem with PSO
[39]. Silva et al. [40] proposed a variant of PSO, called

predatory prey optimizer (PPO), by introducing another
swarm; in particular, original swarm is called prey swarm and
the new swarm is called predator swarm. These two swarms
have different dynamic behaviors which will balance the
exploration and exploitation in PSO. They further proposed
a simple adaptable PPO by introducing a symbiosis adaptive
scheme into PPO [41].The difference between their work and
ours will be discussed in the next section after some detail of
our approach is introduced.

3. The Proposed PSS-PSO Approach

3.1. Basic Idea. To make the PSS be capable of solving con-
tinuous variable optimization problems, we need to address
three issues: (1) how to search the continuous space, including
the general search and the area-restricted search, (2) how to
define restrictions, and (3) how to define the neighborhood.
The first issue can be addressed by the PSO; so we will not
discuss it here. In the following, we will address the last
two issues. We start with proposing two concepts, namely
Restriction and Neighborhood.

Restriction. It is the distance between two points in a multidi-
mensional space. Here, we use the Euclid norm to define the
distance.

Neighborhood. The neighborhood of a point, or a particle,
under some restriction, is defined as a hyperspherical space
which takes the particle as the center and the restriction as
the radius.

Further, there are 𝐿restrictions in the initial solu-
tion space, which are represented as 𝑟𝑒𝑠𝑡𝑟𝑖𝑐𝑡𝑖𝑜𝑛(0), . . . ,

𝑟𝑒𝑠𝑡𝑟𝑖𝑐𝑡𝑖𝑜𝑛(𝑙), . . . , 𝑟𝑒𝑠𝑡𝑟𝑖𝑐𝑡𝑖𝑜𝑛(𝐿 − 1), where 𝑙 ∈ {0, 1, . . . , 𝐿}

is called the level of the restriction. Therefore, the neighbor-
hood of a point, say 𝑥, under the restriction, 𝑟𝑒𝑠𝑡𝑟𝑖𝑐𝑡𝑖𝑜𝑛(𝑙),
can be represented as𝑁(𝑥, 𝑟𝑒𝑠𝑡𝑟𝑖𝑐𝑡𝑖𝑜𝑛(𝑙)).

The list of the restriction levels needs to be recomputed
when a new best overall solution, 𝑏, is found, because a
restricted search area should be defined around this new
improving point. To build such a restriction list, the following
scheme is used: initialize 𝐿 particles in the initialization
space and compute each distance between one particle and 𝑏.
Rank the 𝐿distances. It is noted that 𝑟𝑒𝑠𝑡𝑟𝑖𝑐𝑡𝑖𝑜𝑛(0) carries the
smallest distance, and 𝑟𝑒𝑠𝑡𝑟𝑖𝑐𝑡𝑖𝑜𝑛(1) carries the second small-
est distance, and so on.

The overall procedure of PSS is given as follows.
Choose one random point 𝑥 in the initial space 𝜓.

A swarm consisting of 𝑚 particles is initialized in 𝑁(𝑥,

𝑟𝑒𝑠𝑡𝑟𝑖𝑐𝑡𝑖𝑜𝑛(0)), and then the search is carried out with the
standard PSO update equations. The number of iterations is
controlled by variable 𝑛. If no better solution can be found, the
swarm will be initialized in 𝑁(𝑥, 𝑟𝑒𝑠𝑡𝑟𝑖𝑐𝑡𝑖𝑜𝑛(1)), and repeat
the search; if a better solution, 𝑏, is found, then the best solu-
tion will be updated by this new solution, and all the restric-
tions will be set up again. The neighborhood is enlarged or
reduced through the adjustment of restrictions, which makes
sense for the concept of balancing exploration and exploita-
tion.
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Begin
Choose 𝑥 randomly from 𝜓

while 𝑙 < 𝐿

initialize𝑚 particles in𝑁 (𝑥, restriction(𝑙))
for (𝑖 = 0; 𝑖 < 𝐼; 𝑖 + +)

for (𝑐 = 0; 𝑐 < 𝑛; 𝑐 + +)
update swarm based on standard PSO equations
if 𝑔 < 𝑝 then 𝑝 = 𝑔

end for
𝑥 = 𝑝

if 𝑓(𝑥) < 𝑓(𝑏) then
𝑏 = 𝑥, 𝑙 = 0, 𝑖 = 0, re-compute 𝐿 restrictions

end for
𝑙 = 𝑙 + 1

if 𝑙 = [𝐿/5] then
𝑙 = 𝐿 − [𝐿/𝑆]

End while

Algorithm 1: Pseudocode of the PSS-PSO algorithm.

As mentioned in Section 2.2, Silva et al. [40, 41] proposed
algorithms with similar names of ours. However, our idea
is totally different from theirs. In their work, they used two
swarms in PSO and each swarm has different behavior. The
particles in the prey swarm have the same behavior with
the standard PSO; the particles in the predatory swarm are
attracted to the best individuals in the swarm, while the other
particles are repelled by their presence [40, 41].The essence of
such a mechanism with their approach is a multipopulation
strategy to keep the diversity of the whole swarm. Our idea
only considers the behavior of the predator and the balance of
exploration and exploitation is achieved by the movement of
predatory individuals not a predatory swarm. Furthermore,
there is only one swarm performing the local search in our
algorithm PSS-PSO, while there are two swarms in their
algorithm PPO.

3.2. Implementation. The pseudocode of the PSS-PSO algo-
rithm is presented in Algorithm 1.

Let

𝜓: The initial space;
𝐿: The number of restrictions;
𝑙: The level of the restriction, 𝑙 ∈ {0, 1, . . . , 𝐿};
𝑛: The maximum number of iterations of PSO;
𝑐: The iteration number of PSO;
𝐼: The maximum running times of PSO;
𝑖: The running number of PSO;
𝑔: Best solution of PSO in each iteration;
𝑚: Number of particles in a swarm;
𝑁(𝑥, 𝑟𝑒𝑠𝑡𝑟𝑖𝑐𝑡𝑖𝑜𝑛(𝑙)): The neighborhood of x, under
the restriction restriction(l), 𝑙 ∈ {0, 1, . . . , 𝐿};
𝑏: A new best overall solution in 𝜓;
𝑝: The best solution in𝑁(𝑥, 𝑟𝑒𝑠𝑡𝑟𝑖𝑐𝑡𝑖𝑜𝑛(𝑙)).

It is noted that we used the integer division of 𝐿 as
the number of restriction levels for each search mode. The
algorithm was made to stop when [𝐿/5] levels in general
search are tried without finding a new better solution.

4. Experiments

4.1. Experimental Setting. Five benchmarks [13, 24, 42] which
are commonly used in the evolutionary computation are
selected as examples in this paper to test the proposed
approach. The detail of the functions, including the formu-
lations, the numbers of dimensions, and the search range of
the variables, are summarized in Table 1. It is noted that in the
experiment, the initial range of algorithm is set to be the same
with the search range. The Sphere function and the Rosen-
brock function are two unimodal functions and have only one
global minimum in the initial search space. The Rosenbrock
function changes very slightly in the long and narrow area
close to the global minimum. The Schaffer’s 𝑓

6
function, the

Rastrigrin functions, and the Griewank function are three
multimodal functions, which have very complicated land-
forms. The global optimums of the five functions are all zero.
The five functions are quite fit for the evaluation of algorithm
performance [42].

Seven existing PSO algorithms, as listed in Table 2, are
compared with PSS-PSO. First three PSO algorithms, includ-
ing GPSO, LPSO with ring neighborhood, and VPSO with
von Neumann neighborhood, are well known and have
widely been used in computation comparisons and real-
world applications.Theother three PSO algorithms are recent
versions as mentioned in Section 2.2. CLPSO adopts a novel
learning strategy and aims at better performance for multi-
modal functions. GTO refers to the goose team flight mech-
anism and the gradient information of functions and obtains
fast convergence for the unimodal functions and somemulti-
modal functions. APSOoffers a systematic parameter adapta-
tion scheme which can speed up other PSO variants. TRIBES
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Table 1: Benchmarks.

Function Formula Dim Search range

Sphere 𝑓
1
( ⃗𝑥) =

𝑛

∑

𝑖=1

𝑥
2

𝑖
30 [−100, 100]

𝑛

Rosenbrock 𝑓
2
( ⃗𝑥) =

𝑛−1

∑

𝑖=1

(100(𝑥
𝑖+1

− 𝑥
2

𝑖
)
2

+ (𝑥
𝑖
− 1)
2

) 30 [−30, 30]
𝑛

Schaffer’s 𝑓
6

𝑓
3
( ⃗𝑥) = 0.5 +

(sin√𝑥
2

1
+ 𝑥
2

2
)

2

− 0.5

(1 + 0.001 (𝑥
2

1
+ 𝑥
2

2
))
2

2 [−100, 100]
2

Rastrigrin 𝑓
4
( ⃗𝑥) =

𝑛

∑

𝑖=1

(𝑥
2

𝑖
− 10 cos (2𝜋𝑥

𝑖
) + 10) 30 [−5.12, 5.12]

𝑛

Griewank 𝑓
5
( ⃗𝑥) =

1

4000

𝑛

∑

𝑖=1

𝑥
2

𝑖
−

𝑛

∏

𝑖=1

cos(
𝑥
𝑖

√𝑖

) + 1 30 [−600, 600]
𝑛

Table 2: PSO algorithms used in the comparison.

Algorithm Reference
GPSO Shi and Eberhart, 1998 [24]
LPSO Kennedy and Mendes, 2002 [25]
VPSO Kennedy and Mendes, 2002 [25]
CLPSO Liang et al., 2006 [34]
GTO J. Wang and D. Wang, 2008 [39]
APSO Zhan et al., 2009 [36]
TRIBES Cooren et al., 2009 [38]

is an adaptive algorithm which enables the users to be free in
the parameter selection.

First, we will compare the PSS-PSO with the first six PSO
algorithms on the ability of exploitation and exploration with
the five benchmarks listed in Table 1. Then, we will compare
the PSS-PSO with TRIBES on the four shifted benchmarks.
GPSO, GTO, and PSS are programmed by Java run on a PC
with P4-2.66GHz CPU and 512MB memory. Results of the
other algorithms are from the literature, respectively. To get
rid of the randomicity, the results are the average of 30 trial
runs [42]. To test exploitation and exploration, we use differ-
ent swarm sizes and stop criterions, which are given in the
following discussion.

4.2. Comparisons on the Exploitation

4.2.1. Comparisons with Different Algorithms. For a fair com-
parison, the PSS and the first six PSO algorithms are tested
with the same population size (𝑚) of 20. The stop criterion
is set according to reference [42] as number of function
evaluations (FEs) = 200000. With consideration of the pop-
ulation size, this stop criterion also means that the number
of iteration is 10000. In the following discussion, we will
use the iteration number as the stop criterion. Here, we
define the global optimum zero as “less than 10

−45.” If the
algorithm reaches the global optimum, it also ends. It is
noted that, similar to the PSS for discrete problem, the PSS-
PSO for continuous problems uses the restriction level as the
stop criterion (see Algorithm 1). To compare with other PSO
algorithms,we also record the iteration number and stopPSS-
PSO when the iteration number reaches 10000.

The average optimums obtained by the seven algorithms
are listed in Table 3. The data of PSS and GTO, are obtained
by our experiments. Other data are from the references listed
in Table 2. Symbol “—” in Table 3means the data unavailable.
It is noted that the results of CLPSO and APSO on the Rosen-
brock function are with symbol “∗”.The reason is that the two
algorithms are not good at dealing with unimodal functions,
particularly with the Rosenbrock functions.The initial ranges
of the Rosenbrock functions for CLPSO and APSO are listed
in Table 4 [34, 36], and therefore, the common idea is to
narrow the search space of this function.

On the simple unimodal function Sphere, PSS-PSO,
GPSO, GTO and APSO can all find the global optimum.
Actually, GTO is the fastest one, which will be shown from
the comparison on the exploration in the next section. On the
complicated unimodal function Rosenbrock, PSS-PSO is the
best one. Although GTO references the gradient information
in the optimization process, the complicated search space
still prevents it from obtaining the satisfactory result. On the
simple multimodal function Schaffer’s 𝑓

6
, PSS-PSO, GPSO,

and GTO can all reach the global optimum. On the compli-
cated multimodal functions, Rastrigrin and Griewank, PSS-
PSO, CLSPO and APSO are all good optimizers. PSS-PSO
and CLPSO have better performance on Griewank; CLSPO
andAPSO have better performance on Rastrigrin.The results
prove the theorem of “no free lunch” that no algorithm can
outperform all the others on every aspects or every kind of
problems [43]. However, the PSS-PSO outperforms the six
PSO algorithms on most of the benchmark functions except
the Rastrigrin function.

4.2.2. Analysis of the Search Behaviors. To further observe the
search behaviors of the PSS-PSO, we try other two population
sizes, 10 and 30, respectively, and extend the maximum itera-
tion numbers to 50000 in the experiments and give the aver-
age convergence curves of PSS-PSO and GPSO on the five
functions in Figure 2. In this figure, the x coordinate is the
iteration number. The 𝑦 coordinate is lg𝑓(𝑥), the common
logarithm of the fitness value, because the fitness value
changes too much in the optimization process.

(1) Exploitation for Unimodal Functions. From the conver-
gence curves on the Sphere function, we can see that GPSO
has a faster convergence speed. The reason is that Sphere
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Figure 2: Average convergence curves of GPSO and PSS-PSO over 30 trials.

Table 3: Average optimums of seven algorithms.

Algorithm Sphere Rosenbrock Schaffer’s 𝑓
6

Rastrigrin Griewank
PSS-PSO 0 0.0813065 0 13.2057 1.0214𝐸 − 16

GPSO 0 24.486 0 29.6099 2.37𝐸 − 2

LPSO 6.33𝐸 − 29 18.9472 — 35.0819 1.1𝐸 − 2

VPSO 8.49𝐸 − 39 35.9005 — 27.7394 1.31𝐸 − 2

CLPSO 1.06𝐸019 11∗ — 7.4𝐸 − 11 6.45𝐸 − 13

GTO 0 5.1711316 0 215.24 5.7518𝐸 − 4

APSO 0 2.84∗ — 5.8𝐸 − 15 1.67𝐸 − 2
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Table 4: Search ranges of Rosenbrock for CLPSO and APSO.

Algorithm Search range
CLPSO [−2.048, 2.048]

𝑛

APSO [−10, 10]
𝑛

Table 5: Goal for exploration.

Function Sphere Rosenbrock Schaffer’s
𝑓
6

Rastrigrin Griewank

Goal 0.01 100 10
−5 100 0.1

is a simple unimodal function and the particles easily find
the global optimum. On the optimization of the Rosenbrock
functions, the problem of GPSO appears (i.e., not having
a sustaining search ability during long iterations); in parti-
cular, GPSO cannot find better solutions after about 10000
iterations. On the contrary, PSS-PSO can obtain better
solutions during the whole optimization process. The reason
is that, as mentioned in Section 4.1, the Rosenbrock function
changes very slightly in the long and narrow area close to
the global minimum.This featuremakes GPSO lose its ability
of dynamic adjustment of particle’s velocity, which leads the
whole swarm to lose the energy of reaching better solutions.
However, the switch of different restriction levels enables the
swarm in the PSS-PSO with its ability of dynamic adjustment
of particle’s velocity continuously.

(2) Exploitation for Multimodal Functions. On the simple
multimodal function Schaffer’s 𝑓

6
, GPSO and PSS-PSO can

both perform well. However, on the two complicated func-
tions, Rastrigrin and Griewank, GPSO exposed its deficiency
again. After very early iterations, the curve of GPSO stays
horizontal, which means that the whole swarm has been
trapped into a local optimum. However, PSS-PSO does not
have this problem, and the curves of PSS-PSO go down
continuously.

4.3. Comparisons on the Exploration. To test the exploration
of PSS-PSO, we use the following criterion in the experiment:
whether the algorithm can find the goal set for each function
in 4000 iterations. Using this criterion, we can get success
rate, average iteration number, and average running time.
Here, average iteration number is the iteration number for
the successful runs; success rate is defined as number of suc-
cessful runs/total number of runs. The predefined accuracy
levels, namely, the goals of the different functions, are listed in
Table 5. Since exploration is the ability to test various regions
in the problem space in order to locate a good optimum,
what we care about in this experiments is the convergence
speed. Therefore, the goal value here is different from the
global optimum, and in particular, the goal is an accept-
able good solution. We compare PSS-PSO with GPSO and
GTO in the experiments. We try two population sizes, 10 and
30, respectively, and run the algorithms 100 times for each
case. The results are listed in Table 6.

The results show that even with a very small population
size 10, PSS can still achieve 100% success rates for all the

functions. As the standard version of PSO, GPSO has the
worst performance, which is not beyond our expectation. On
the three functions, Sphere, Schaffer’s𝑓

6
, andGriewank,GTO

can reach the goals very fast in even 1 or 3 iterations.This fast
convergence speed of GTO benefits from the gradient infor-
mation. However, on the two complicated functions, Rosen-
brock and Rastrigrin, GTO does not have such good per-
formance. It even fails to reach the goal of the Rastrigrin
function at any trial.The comparison shows that PSS-PSOhas
an overall good performance on the exploration.

4.4. Comparisons on the Shifted Benchmarks. In the previous
experiments, all the benchmarks are traditional functions
with the global optimum at the origin of the search space,
which may be more easily for some algorithms to find the
global optimum [44]. Therefore, we use the shifted versions
of benchmarks in Table 1 to perform a further test; in parti-
cular, the results are compared with that of TRIBES from the
literature [38].The shifted benchmarks are defined by Sugan-
than et al. [42] and labeled as F1 (shifted Sphere), F6 (shifted
Rosenbrock), F7 (shifted rotated Griewank without bound),
F10 (shifted rotated Rastrigrin), and F14 (shifted rotated
expanded Schaffer’s 𝑓

6
). Because TIBES can not give satisfy-

ing result of F14 [38], we did not consider F14 in this exper-
iment. Two tests are performed to examine the exploitation
and exploration of two algorithms. To examine the exploita-
tion, the algorithm stops if the number of evaluations of the
objective functions exceeds 10000∗𝐷. The dimension 𝐷 is
set as 10. Each algorithm runs 25 times for one case. Then,
we recorded the mean error for each benchmark. To test the
exploration, we examine the number of function evaluations
the algorithms needs to achieve a goal. The algorithm stops if
it reachs the goal or if the number of evaluations of the objec-
tive functions exceeds 10000∗𝐷.The dimension𝐷 is also set
as 10. Each algorithm runs 25 times for one case. The goals
of functions, the mean of the number of functions evalua-
tions (mean iterations for short), the success rates, and the
performance rates are recorded. The performance rate is
defined as mean iterations/success rate. All the results are
listed in Table 7.

From the results in Table 7, we can see that the PSS-PSO
has similar performance with TRIBES in F1, F6, and F7. PSS-
PSO and TRIBES can both find global optimum in F1, which
is a unimodel function, and PSS-PSO is a little slower than
TRIBES. PSS-PSO and TRIBES both have very low ability to
reach the goals for F6 and F7. In the runs that find the goals,
PSS-PSO needs fewer number of iterations.

However, PSS-PSO has a much better result than TRIBES
in F10. TRIBES cannot reach the goal of F10; on contrary, PSS-
PSO has a success rate of 0.12. Furthermore, PSS-PSO can
achieve a much less mean error in F10.

5. Conclusions

In this paper, we proposed an approach to integrate PSS
with PSO, and the approach was named PSS-PSO. This
integration is achieved by proposing two concepts with the
PSS, namely restriction and neighborhood. Five benchmarks
are taken as test functions to examine the exploration and
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Table 6: Exploration performance of the different algorithms.

𝑚 Algorithm Index Sphere Rosenbrock Schaffer’s 𝑓
6

Rastrigrin Griewank

10

Suc. rate 1 0.82 0.75 0.97 0.96
GPSO Iterations 1379.95 1847.4512 1808.3334 605.8866 1149.5938

Ave. time (s) 0.216 0.360 0.059 0.154 0.264
Suc. rate 1 0.98 1 0 1

GTO Iterations 1.04 164.79 3.2333333 — 1.01
Ave. time (s) 0.009 0.038 0.011 — 0.009
Suc. rate 1 1 1 1 1

PSS-PSO Iterations 832.66 1879.39 1570.9 690.5 998.34
Ave. time (s) 0.140 0.317 0.040 0.144 0.200

30

Suc. rate 1 0.93 1 1 0.99
GPSO Iterations 320.59 780.17896 959.46 226.89 433.21213

Ave. time (s) 0.159 0.464 0.058 0.144 0.292
Suc. rate 1 1 1 0 1

GTO Iterations 1.06 111.31 3.2666 — 1
Ave. time (s) 0.01 0.038 0.011 — 0.01
Suc. rate 1 1 1 1 1

PSS-PSO Iterations 332.81 648.07 434.0 243.94 319.57
Ave. time (s) 0.163 0.311 0.030 0.151 0.192

Table 7: Performance on shifted benchmarks.

Index Algorithm F1 F6 F7 F10
Accuracy 1𝑒 − 06 1𝑒 − 02 1𝑒 − 02 1𝑒 − 02

Mean iterations PSS-PSO 4366 77290 62600 61600

TRIBES 1364.72 98309.28 96568.44 1𝐸 + 05

Success. rate PSS-PSO 1 0.04 0.04 0.12
TRIBES 1 0..04 0.04 0

Performance rate. PSS-PSO 4366 1932250 1565000 513333.33
TRIBES 1364.74 2457725 2414211 —

Mean error PSS-PSO 0 9.692547 0.05717346 1.8716955
TRIBES 0 0.85882 0.077474 12.118002

exploitation of the proposed approach. Experiments show
that the ability of balancing exploration and exploitation
makes the proposed approach be applicable for both the uni-
modal and multimodal functions. Compared with six exist-
ing PSO algorithms, PSS-PSO has achieved a better perfor-
mance overall.

Some future research needs to be carried out on the
proposed approach. First, we will test the PSS-PSO for more
benchmarks, especially for more rotated functions. Second,
we will test the PSS-PSO in complex environments; in partic-
ular, wewill use it to solve the dynamic problems andmultiple
objective optimization problems. Third, we will use the PSS-
PSO to solve the complex real-world applications such as the
mixed topology and geometry optimization design problems
in robotics [45].
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We introduce a new category of fuzzy inference systems with the aid of a multiobjective opposition-based space search algorithm
(MOSSA). The proposed MOSSA is essentially a multiobjective space search algorithm improved by using an opposition-based
learning that employs a so-called opposite numbers mechanism to speed up the convergence of the optimization algorithm. In the
identification of fuzzy inference system, the MOSSA is exploited to carry out the parametric identification of the fuzzy model as
well as to realize its structural identification. Experimental results demonstrate the effectiveness of the proposed fuzzy models.

1. Introduction

Fuzzy modeling has been utilized in many fields for engi-
neering, medical engineering, and even social science. Lots
of diverse approaches to fuzzy modeling have been pro-
posed in the past decades. Pioneering work by Pedrycz
[1], Tong [2], Xu and Zailu [3], Sugeno and Yasukawa [4],
Oh and Pedrycz [5], Chung et al. [6], and others [7] has
studied different approaches to construct fuzzy models. All
these methods reported are based on information gran-
ulation and optimization algorithms, and there is a lack
of investigations of multiobjective identification of fuzzy
models.

There have been a suite of studies focusing on multiob-
jective when designing fuzzy models. In the design of fuzzy
models, two main and conflicting objectives are commonly
considered. One is the accuracy and the other is the complex-
ity. In the 1990s, the emphasis of modeling was positioned on
the accuracy maximization. As powerful optimization tools
inmany science fields [8], various approaches such asGenetic
Algorithms (GAs) and Particle Swarm Optimization (PSO)

[9, 10] have been proposed to improve the accuracy of fuzzy
models. As a result of accuracymaximization, the complexity
of the model increases. Some researchers attempted to simul-
taneously optimize the accuracy and the complexity of the
fuzzy models [11, 12]. Since it is impossible to simultaneously
optimize these objectives due to the existence of the accuracy-
complexity tradeoff, the accuracy maximization and com-
plexity minimization have been often cast in the setting
of multiobjective optimization. A number of evolutionary
algorithms (EAs) have been developed to solvemultiobjective
optimization problems such as micro-GA [13] and NSGA-
II [14–16]. As a result, multiobjective optimization (MOO)
techniques have been applied to the design of fuzzy models
exhibiting high accuracy and significant interpretability [17,
18]. Nevertheless, when dealing with the fuzzy models, the
previous studies lack an optimization vehicle which considers
not only the solution space being explored but also the
techniques of MOO.

In our previous study [19], we propose a design of fuzzy
models based on multiobjective space search algorithm
(MSSA).This work provides some enhancements of the fuzzy
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Figure 1: An overall scheme of fuzzy rule-based modeling.

modeling. Noticeably, some limitations of this fuzzy model
are as follows: (1) the conventional MSSA is essentially
stochastic search techniques, and such random mechanism
leads to slow convergence speed; and (2) the flexibility and
predictive ability are limited due to the only one single type
of all polynomials of the consequence part of fuzzy rules.

In this study, we present a multiobjective opposition-
based space search algorithm (MOSSA) and introduce a
design of fuzzy model by means of the MOSSA and weighted
least squares method (WLSM). The resulting fuzzy models
address the two constrains mentioned above. First, the
proposed MOSSA that is used as a vehicle to maximize
the accuracy of the fuzzy inference system could come
with more rapid convergence speed in comparison with
the conventional MSSA. Second, instead of the ordinary
least squares method (LSM), WLSM is used to estimate the
coefficients of the consequent polynomials. With the use of
WLSM, fuzzy model exhibits different types of polynomials,
which can vary from one rule to another.

2. A Design of Fuzzy Inference Systems

Figure 1 depicts an overall scheme of fuzzy rule-based mod-
eling. The identification procedure for fuzzy models is split

into two parts, namely, premise part and consequence part of
the fuzzy rules.

2.1. Identification of Premise Part. The identification com-
pleted at the premise level consists of twomain steps. First, we
select the input variables 𝑥

1
, 𝑥
2
, . . . , 𝑥

𝑘
of the rules. Second,

we form fuzzy partitions (by specifying fuzzy sets of well-
defined semantics e.g., Low, High, etc.) of the spaces over
which these individual variables are defined.

The identification of the premise part is completed in the
following manner.

Given is a set of data U = {x
1
, x
2
, . . . , x

𝑙
; y}, where x

𝑘
=

[𝑥
1𝑘
, . . . , 𝑥

𝑚𝑘
]
𝑇, y = [𝑦

1
, . . . , 𝑦

𝑚
]
𝑇, where 𝑙 is the number of

variables and𝑚 stands for the number of data.

Step 1. Arrange a set of data U into data set X
𝑘
composed of

the corresponding input and output data.

X
𝑘
= [x
𝑘
; y] . (1)

Step 2. Run the 𝐾-Means to determine the centers (proto-
types) k

𝑘𝑔
of the data set X

𝑘
.
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Step 2.1. Arrange data set X
𝑘
into 𝑐-clusters (in essence this is

effectively the information granulation process).

Step 2.2. Calculate the centers k
𝑘𝑔

of each cluster as follows:

k
𝑘𝑔
= {V
𝑘1
, V
𝑘2
, . . . , V

𝑘𝑐
} . (2)

Step 3. Partition the corresponding input space using the
prototypes of the clusters k

𝑘𝑔
. Associate each cluster with

some meaning (semantics), say Small, Large, and so forth.

Step 4. Set the initial apexes of the membership functions
using the prototypes k

𝑘𝑔
.

2.2. Identification of Consequence Part. The identification
of the consequence part of the rules embraces two phases,
namely, (1) a selection of the consequence variables of the
fuzzy rules (identification of consequence structure) and
(2) determination of the parameters of the consequence
(identification of consequence parameters).

2.2.1. Identification of Consequence Structure. The identifica-
tion of the conclusion parts of the rules deals with a selection
of their structure (Types 1, 2, 3, and 4) that is followed by
the determination of the respective parameters of the local
functions occurring there. The consequence part of the rule
that is extended form of a typical fuzzy rule in the TSK
(Takagi-Sugeno-Kang) fuzzy model has the form

𝑅
𝑗
: If 𝑥
1
is 𝐴
1𝑐

and . . . and 𝑥
𝑘
is 𝐴
𝑘𝑐

then 𝑦
𝑗
−𝑀
𝑗
= 𝑓
𝑗
(𝑥
1
, . . . , 𝑥

𝑘
) .

(3)

Type 1 (simplified inference). Consider

𝑓
𝑗
= 𝑎
𝑗0
. (4)

Type 2 (linear inference). Consider

𝑓
𝑗
= 𝑎
𝑗0
+ 𝑎
𝑗1
(𝑥
1
− 𝑉
𝑗1
) + ⋅ ⋅ ⋅ + 𝑎

𝑗𝑘
(𝑥
𝑘
− 𝑉
𝑗𝑘
) . (5)

Type 3 (quadratic inference). Consider

𝑓
𝑗
= 𝑎
𝑗0
+ 𝑎
𝑗1
(𝑥
1
− 𝑉
1𝑗
) + ⋅ ⋅ ⋅ + 𝑎

𝑗𝑘
(𝑥
𝑘
− 𝑉
𝑘𝑗
)

+ 𝑎
𝑗(𝑘+1)

(𝑥
1
− 𝑉
1𝑗
)
2

+ ⋅ ⋅ ⋅ + 𝑎
𝑗(2𝑘)

(𝑥
𝑘
− 𝑉
𝑘𝑗
)
2

+ 𝑎
𝑗(2𝑘+1)

(𝑥
1
− 𝑉
1𝑗
) (𝑥
2
− 𝑉
2𝑗
)

+ ⋅ ⋅ ⋅ + 𝑎
𝑗((𝑘+2)(𝑘+1)/2)

(𝑥
𝑘−1

− 𝑉
(𝑘−1)𝑗

) (𝑥
𝑘
− 𝑉
𝑘𝑗
) .

(6)

Type 4 (modified quadratic inference). Consider

𝑓
𝑗
= 𝑎
𝑗0
+ 𝑎
𝑗1
(𝑥
1
− 𝑉
1𝑗
) + ⋅ ⋅ ⋅ + 𝑎

𝑗𝑘
(𝑥
𝑘
− 𝑉
𝑘𝑗
)

+ 𝑎
𝑗(𝑘+1)

(𝑥
1
− 𝑉
1𝑗
) (𝑥
2
− 𝑉
2𝑗
)

+ ⋅ ⋅ ⋅ + 𝑎
𝑗(𝑘(𝑘+1)/2)

(𝑥
𝑘−1

− 𝑉
(𝑘−1)𝑗

) (𝑥
𝑘
− 𝑉
𝑘𝑗
) ,

(7)

where 𝑅𝑗 is the 𝑗th fuzzy rule, 𝑥
𝑘
represents the input vari-

ables, 𝐴
𝑘𝑐

is a membership function of fuzzy sets, 𝑎
𝑗𝑘

is a
constant,𝑉

𝑘𝑗
and𝑀

𝑗
are a center value of the input and output

data, respectively, and n is the number of fuzzy rules.

The calculation of the numeric output of themodel, based
on the activation (matching) levels of rules there, relies on the
following expression:

𝑦
∗
=

∑
𝑛

𝑗=1
𝑤
𝑗𝑖
𝑦
𝑖

∑
𝑛

𝑗=1
𝑤
𝑗𝑖

=

∑
𝑛

𝑗=1
𝑤
𝑗𝑖
(𝑓
𝑗
(𝑥
1
, . . . , 𝑥

𝑘
) + 𝑀

𝑗
)

∑
𝑛

𝑗=1
𝑤
𝑗𝑖

=

𝑛

∑

𝑗=1

𝑤
𝑗𝑖
(𝑓
𝑗
(𝑥
1
, . . . , 𝑥

𝑘
) + 𝑀

𝑗
) .

(8)

Here, 𝑦∗ is the inferred output value, and 𝑤
𝑗𝑖
is the premise

level of matching 𝑅𝑗 (activation level).

2.2.2. Identification of Consequence Parameters. The identifi-
cation of consequence parameters is completed with the aid
ofWLSM, which is to determine the coefficients of the model
through the minimization of the objective function 𝐽

𝐿
. The

main difference between the WLSM and the classical LSM is
the weighting scheme, which comes as a part of the WLSM
and makes its focused on the corresponding local model as
follows:

𝐽
𝐿
=

𝑛

∑

𝑖=1

𝑚

∑

𝑘=1

𝑤
𝑖𝑘
(𝑦
𝑘
− 𝑓
𝑖
(x
𝑘
− k
𝑖
))
2

. (9)

The performance index 𝐽
𝐿
can be rearranged as

𝐽
𝐿
=

𝑛

∑

𝑖=1

(Y − X
𝑖
a
𝑖
)
𝑇W
𝑖
(Y − X

𝑖
a
𝑖
)

=

𝑛

∑

𝑖=1

(W1/2
𝑖

Y −W1/2
𝑖

X
𝑖
a
𝑖
)
𝑇

(W1/2
𝑖

Y −W1/2
𝑖

X
𝑖
a
𝑖
) ,

(10)

where a
𝑖
is the vector of coefficients of 𝑖th consequent polyno-

mial (local model), andW
𝑖
is the diagonal matrix (weighting

factor matrix) which involves the activation levels. X
𝑖
is a

matrix which includes input data shifted by the locations
of the information granules (more specifically, centers of
clusters). In case the consequent polynomial is Type 2 (linear
or a first-order polynomial), X

𝑖
and a
𝑖
are read as follows:

W
𝑖
=

[
[
[
[

[

𝑤
𝑖1

0 ⋅ ⋅ ⋅ 0

0 𝑤
𝑖2
⋅ ⋅ ⋅ 0

...
... d

...
0 0 ⋅ ⋅ ⋅ 𝑤

𝑖𝑚

]
]
]
]

]

∈ R
𝑚×𝑚

,

X
𝑖
=

[
[
[
[

[

1 (𝑥
11
− V
𝑖1
) ⋅ ⋅ ⋅ (𝑥

𝑙1
− V
𝑖𝑙
)

1 (𝑥
12
− V
𝑖1
) ⋅ ⋅ ⋅ (𝑥

𝑙1
− V
𝑖𝑙
)

1
... d

...
1 (𝑥
1𝑚
− V
𝑖1
) ⋅ ⋅ ⋅ (𝑥

𝑙𝑚
− V
𝑖𝑙
)

]
]
]
]

]

,

a
𝑖
= [𝑎
𝑖0
𝑎
𝑖1
⋅ ⋅ ⋅ 𝑎
𝑖𝑙
] .

(11)

For the local learning algorithm, the objective function
is defined as a linear combination of the squared error being
the difference between the data and the corresponding output
of each fuzzy rule, based on a weighting factor matrix. The
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weighting factor matrix,W
𝑖
, captures the activation levels of

input data to 𝑖th subspace. In this sense we can consider the
weighting factormatrix to form a discrete version of the fuzzy
linguistic representation for the corresponding subspace.

The coefficients of the consequent polynomial of the 𝑖th
fuzzy rule can be determined in a usual manner, namely,

a
𝑖
= (X𝑇
𝑖
W
𝑖
X
𝑖
)
−1

X
𝑖
W
𝑖
Y. (12)

Notice that the coefficients of the consequent polynomial
of each fuzzy rule are computed independently using a
certain subset of the training data. These computations can
be implemented in parallel and in this case the overall
computing load becomes unaffected by the total number of
the rules.

3. Multiobjective Optimization of
Fuzzy Inference Systems

Many optimization problems come with multiple objectives,
which not only interact but may be in conflict. MSSA [20]
is one of multiobjective optimization algorithms and it has
been successfully used in the design of fuzzy models. In this
study, we develop a multiobjective optimization algorithm
based on an opposition-based space search algorithm as the
optimization vehicle of FIS.

3.1. Multiobjective Opposition-Based Space Search Algorithm
(MOSSA). We first introduce a single-objective space search
algorithm (SSA), an adaptive heuristic optimization algo-
rithm whose search method comes with the analysis of the
solution space [21]. Let us recall the space search mechanism
to update the current solutions. The role of space search
is to generate new solutions from the old ones. The search
method is based on the operator of space search, which
generates two basic steps: it generates a new subspace (local
area) and realizes search in this new space. The search in
the new space is realized by randomly generating a new
solution (individual) located in this space. Regarding the
generation of the new space, we consider two cases: (a) space
search based on𝑀 selected solutions (denoted here as Case
I), and (b) space search based on the current best solution
(Case II).

To illustrate the operator in detail, we consider the
optimization problem:

min (or max) 𝑓 (𝑥
1
, 𝑥
2
, . . . , 𝑥

𝑛
)

st : 𝑥
𝑖
∈ [𝑙
𝑖
, 𝑢
𝑖
] , 𝑖 = 1, 2, 3, . . . , 𝑛.

(13)

Here a feasible solution can be represented in the follow-
ing way (𝑥

1
, 𝑥
2
, . . . , 𝑥

𝑛
). Let 𝑋𝑘 = (𝑥𝑘

1
, 𝑥
𝑘

2
, . . . , 𝑥

𝑘

𝑛
) be the 𝑘th

solution, 𝐿
𝑖
= min𝑀

𝑗=1
𝑥
𝑗

𝑖
, 𝑈
𝑖
= max𝑀

𝑗=1
𝑥
𝑗

𝑖
.

We consider two scenarios.

(a) Space search based on 𝑀 selected solutions: in this
case,𝑀 solutions are randomly selected from the cur-
rent population. The role of this operator is to update
the current solutions by new solutions approaching

to the optimum. The adjacent space based on 𝑀

solutions is given in the form

𝑉
1
= {(𝑥
1
, 𝑥
2
, . . . , 𝑥

𝑛
) | 𝑥
𝑖

∈ [𝑙
𝑖
, 𝑢
𝑖
] ∩ [𝐿

𝑖
− 𝜆
𝑖
(𝑈
𝑖
− 𝐿
𝑖
) ,

𝑈
𝑖
+ 𝜆
𝑖
(𝑈
𝑖
− 𝐿
𝑖
)] ,

𝜆
𝑖
> 0, 𝑖 = 1, 2, . . . , 𝑛} .

(14)

(b) Space search based on the current best solution: in
this case, the given solution is the best solution in
the current population. The role of this operator is
to adjust the best solution by searching the adjacent
space as follows:

𝑉
2
= {(𝑥
1
, 𝑥
2
, . . . , 𝑥

𝑖
, . . . , 𝑥

𝑛
) | 𝑥
𝑖
∈ [𝐹𝑙
𝑖
, 𝐹𝑢
𝑖
] , 𝐹 ∈ [0, 1]} .

(15)

Here 𝐹 is a proportion coefficient being used to adjust the
size of adjacent space. In this study, 𝐹 is set to 1.

To speed up the convergence of the SSA, we develop
an opposition-based space search algorithm (OSSA) realized
by using a mechanism of opposition-based learning (OBL)
[22]. OBL has been shown to be an effective concept to
enhance various optimization approaches. Let us recall the
basic concept.

Opposition-Based Point [22]. Let 𝑃 = (𝑥
1
, 𝑥
2
, . . . , 𝑥

𝐷
) be a

point in a 𝐷-dimensional space, where 𝑥
1
, 𝑥
2
, . . . , 𝑥

𝐷
∈ 𝑅

and 𝑥
𝑖
∈ [𝑎
𝑖
, 𝑏
𝑖
], for all 𝑖 ∈ {1, 2, . . . , 𝐷}. The opposite point

∪

𝑃= (
∪

𝑥
1
,
∪

𝑥
2
, . . . ,
∪

𝑥
𝐷
) is completely defined by its components

as follows:

̆𝑥
𝑖
= 𝑎
𝑖
+ 𝑏
𝑖
− 𝑥
𝑖
. (16)

Opposition-Based Optimization (OBL) [22]. Let 𝑃 = (𝑥
1
,

𝑥
2
, . . . , 𝑥

𝐷
) be a point in a𝐷-dimensional space (i.e., a candi-

date solution). Assume 𝑓(∙) is a fitness function. According
to the definition of the opposite point, we say that

∪

𝑃= (
∪

𝑥
1
,

∪

𝑥
2
, . . . ,
∪

𝑥
𝐷
) is the opposite of site 𝑃 = (𝑥

1
, 𝑥
2
, . . . , 𝑥

𝐷
). Now, if

𝑓(
∪

𝑃) ≥ 𝑓(𝑃), then the point𝑃 can be replaced with
∪

𝑃. Hence,
the point and its opposite point are evaluated simultaneously
in order to continue with the one of the highest fitness.

Based on this concept, we can develop the opposition-
based space search operator. Assume that the current solution
set (population) is 𝑃, where ℎ is the size of solution set, 𝑃

𝑜
is

the size of opposition solution set, and 𝑞 is the dimension of a
solution.The Pseudocode opposition-based space search can
be summarized as shown in Pseudocode 1.

With understanding of the OSSA, we can develop an
MOSSA. In order to improve convergence to the Pareto
front as well as produce a well-distributed Pareto front, the
technique of nondominated sort with the aid of the crowding
distance [23] is used in theMOSSA.The details are presented
in Pseudocode 2. The nondominated sort is realized with the
aid of estimation of the crowding distance among solutions
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(1) Begin
(2) Update the dynamic interval boundaries [𝑎

𝑗
, 𝑏
𝑗
] in P.

/∗Generate a new solution set OP by using opposition∗/
(3) For (𝑖 = 1; 𝑖 <=Po; 𝑖++)
(4) For (𝑗 = 1; 𝑗 <= 𝑞; 𝑗++)
(5) 𝑂𝑃

𝑖,𝑗
= 𝑎
𝑗
+ 𝑏
𝑗
− 𝑃
𝑖,𝑗
;

(6) IF 𝑂𝑃
𝑖,𝑗
out of the box-constraint

(7) 𝑥
new
𝑗

= rand(𝑎
𝑗
, 𝑏
𝑗
);

(8) End IF
(9) End For
(10) Calculate the fitness value of the 𝑂𝑃

𝑖,𝑗

(11) End For
(12) /∗ End opposition ∗/
(13) End

Pseudocode 1: Pseudocode of opposition-based space search.

(1) Initialize a solution set (population);
(2) Evaluate each solution in the solution set P;
(3) While (not satisfy terminate condition)
(4) Space search (case I);
(5) Sort all solutions in S based on non-domination;
(6) Remove the worst solution from the current solution set P;
(7) Space search (case II);
(8) Sort all solutions in S based on non-domination;
(9) Remove the worst solution from the current solution set P;
(10) Complete Opposition-Based Operation, and generate solution set OP;
(11) Sort all solutions in {𝑃, 𝑂𝑃} based on non-domination
(12) Select h fittest solutions from {𝑃, 𝑂𝑃};
(13) EndWhile
(14) Output the optimal solution.

Pseudocode 2: Pseudocode of multiobjective opposition-based space search algorithm (MOSSA).

Table 1: List of parameters of the MOSSA.

MOSSA parameters Values in
this study

Solution set (Populations) 200
Number of solutions for search space (case I) 8
Number of generations for structural optimization 𝑚 = 150

Number of generations of parametric optimization
in each generation of structural optimization 𝑘 = 5

Number of generations for parametric optimization 𝑛 = 1000

in the current solution set. The termination condition of the
MOSSA is such that all the solutions in the current population
have the samefitness or terminate after a certain fixednumber
of generations.

3.2. Arrangement of Solutions in the MOSSA. The standard
gradient-based optimization techniques might not be effec-
tive in the context of rule-based systems given their non-
linear character (in particular the form of the membership
functions) and modularity of the systems. This suggests us

to explore other optimization techniques. Figure 2 depicts
the arrangement of solutions present in the MOSSA-based
method. The first part supporting structural optimization is
separated from the second part used for parametric optimiza-
tion. The size of the solutions for structural optimization of
the fuzzy model is determined according to the number of
all input variables of the system. The size of the solutions for
parametric optimization depends on structurally optimized
fuzzy inference system. When running the optimization
method, we use an improved tuning method.

Figure 3 illustrates the comparison of “conventional” tun-
ing and the proposed tuning. In the “conventional” tuning,
the structural and the parametric optimization are carried out
sequentially. First, the structural optimization is completed
with 𝑚 number of generations and then we proceed with
the parametric phase with 𝑛 number of generations, where
𝑚 and 𝑛 are given numbers. The structural optimization of
the fuzzy model is carried out assuming that the apexes of
the membership functions are kept fixed. The fixed apexes
of the membership functions are taken as the center values
produced by the 𝐶-Means algorithm, while the parametric
optimization is applied to the fuzzy model derived through
the structural optimization. In a nutshell, from the viewpoint
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Input 
variable

Input 
variable

Solution for structural optimization

Order of 
polynomial

Order of 
polynomial

Solution for parametric optimization
First 
apex

Second 
apexParameters for the 1st input variable

The number of membership
functions is equal to 2

· · ·

· · · Parameters for the 𝑚th input variable

Including four pieces of information:
(a) Total input variables
(b) Number of input variables to be selected
(c) Input variables to be used in fuzzy model
(d) Number of membership functions
per input variable to be selected

Figure 2: Arrangement of solutions using the MOSSA.

Start

End

Structural optimization (𝑚 generations)

Parametric optimization (𝑛 generations)

(a)

Yes

No

End

Start

Structural optimization (one generation)

Parametric optimization (𝑘 generations)

𝑚 number of iterations?

Parametric optimization (𝑛-𝑘 generations)

(b)

Figure 3: Comparison of “conventional” tuning and the proposed tuning: (a) overall flowchart of “conventional” tuning; and (b) overall
flowchart of the proposed tuning.

of structure identification, only one fixed parameter set,
which is the assigned apexes of membership functions
obtained by 𝐶-Means clustering, is considered to carry out
the overall structural optimization of fuzzy model. From
the viewpoint of parameter identification, only one struc-
turally optimized model that is obtained during the structure
identification is considered to be involved in the overall
parametric optimization. In order to construct the optimized
fuzzy model, the range of search space for the structural as
well as the parametric optimization is clearly restricted in
the sequential tuning method. To alleviate this problem, we
present a MOSSA-based improved tuning method. In this
approach, we realize the structural with the aid of 𝑘 number
of generations of parametric optimization, where 𝑘 is a given
number. The several generations of parametric optimization
will help to determine the optimal structure of the fuzzy
model.

3.3. Objective Functions of the FIS. Three objective functions
are used to evaluate the accuracy and the complexity of an
FIS.Those are performance indexes, entropy of partition, and
the total number of the coefficients of the polynomials to
be estimated, respectively. Once the input variables of the
premise part have been specified, the optimal consequence
parameters that minimize the assumed performance index
can be determined.

We consider two performance indexes, that is, the stan-
dard root mean squared error (RMSE) and mean squared
error (MSE) as follows:

PI (or E PI) =

{{{{{{

{{{{{{

{

√
1

𝑚

𝑚

∑

𝑖=1

(𝑦
𝑖
− 𝑦
∗

𝑖
)
2

, (RMSE) ,

1

𝑚

𝑚

∑

𝑖=1

(𝑦
𝑖
− 𝑦
∗

𝑖
)
2

, (MSE) ,

(17)
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Table 2: Optimal solutions based on training data and testing data (NO
𝑥
).

(a) Based on the LSM

Number of solutions
Objective values

Selected input variables Number of MFs Type PI E PI
E H N

1 1,4, 5 2, 2, 2 3 0.042 0.104 0.073 8 80
2 1, 4, 5 2, 2, 2 4 0.087 0.197 0.142 8 56
3 1, 4, 5 2, 2, 2 2 0.371 0.412 0.392 8 32
4 1, 4 2, 2 3 1.016 0.810 0.913 4 24
5 1, 2, 4, 5 2, 2, 2, 2 1 2.823 6.997 4.910 16 16
6 4, 5 2, 2 4 5.525 8.527 7.026 4 16
7 4, 5 2, 2 2 6.029 10.41 8.217 4 12
8 2, 4, 5 2, 2, 2 1 6.290 13.74 10.02 8 8
9 4, 5 2, 2 1 13.60 20.23 16.92 4 4

(b) Based on the WLSM

Number of solutions
Objective values

Selected input variables Number of MFs Type PI E PI
E H N

1 1, 2, 3, 4, 5 2, 2, 2, 2, 2 4 0.00085 0.00042 0.00064 32 512
2 1, 2, 4, 5 2, 2, 2, 2 4 0.022 0.036 0.029 16 176
3 1, 4, 5 2, 2, 2 4 0.096 0.14 0.12 8 56
4 1, 3, 5 2, 2, 2 2 3.11 2.07 2.59 8 32
5 4, 5 2, 2 4 5.69 6.80 6.24 4 16
6 4, 5 2, 2 2 7.55 9.20 8.38 4 12
7 2, 4, 5 2, 2, 2 1 39.45 32.55 36.01 8 8
8 2, 5 2, 2 1 57.86 58.86 58.36 4 4

where 𝑦∗ is the output of the fuzzy model, 𝑚 is the total
number of data, and 𝑖 is the data index.

The accuracy criterion 𝐸 includes both the training data
and testing data and comes as a convex combination of the
two components as follows:

𝐸 = 𝜃 × PI + (1 − 𝜃) × E PI. (18)

Here, PI and E PI (V PI) denote the performance index
for the training data and testing data (Validation data),
respectively. 𝜃 is a weighting factor that allows us to strike
a sound balance between the performance of the model for
the training and testing data. Depending upon the values of
the weighting factor, several specific cases of the objective
function are worth distinguishing.

(i) If 𝜃 = 1, then the model is optimized based
on the training data. No testing data is taken into
consideration.

(ii) If 𝜃 = 0.5, then both the training and testing data
are taken into account. Moreover it is assumed that
they exhibit the same impact on the performance of
the model.

(iii) The case 𝜃 = 𝛼 where 𝛼 ∈ [0, 1] embraces both
the cases stated above. The choice of 𝛼 establishes
a certain tradeoff between the approximation and
generalization aspects of the fuzzy model.

As a measure for evaluating the structure complexity of a
model we consider the following partition criterion:

𝐻 =

𝑛

∏

𝑖=1

𝐹
𝑖
, (19)

where 𝑛 is the total number of selected input variables,
and 𝐹

𝑖
is the number of membership functions for the 𝑖th

corresponding input variable.
As a simplicity criterion we consider the consequence

part of the local models, which is computed as

𝑁 =

𝑛

∑

𝑗=1

𝐶
𝑖
,

𝐶
𝑖

=

{{{{{{{{{{{{{{{{{{

{{{{{{{{{{{{{{{{{{

{

1 if type of local model is
constant

1 + 𝑙 if type of local model is
linear form

1 + 𝑙 +

(𝑙
2
− 𝑙)

2
+ 𝑙 if type of local model is

quadratic form

1 + 𝑙 +

(𝑙
2
− 𝑙)

2
if type of local model is
modified quadratic form,

(20)
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Table 3: Optimal solutions based on training data, validation data, and testing data (NO
𝑥
).

(a) Based on LSM

Number of solutions
Objective values

Selected input variables Number of MFs Type PI V PI E PI
E H N

1 1, 4, 5 2, 2, 2 3 0.014 0.044 7.046 0.029 8 80
2 1, 4, 5 2, 2, 2 4 0.053 0.062 146.31 0.057 8 56
3 1, 4, 5 2, 2, 2 2 0.091 0.118 117.79 0.104 8 32
4 1, 4 2, 2 3 1.149 0.447 3.503 0.798 4 24
5 4, 5 2, 2 4 5.269 5.409 16.40 5.339 4 16
6 4, 5 2, 2 2 5.985 5.789 21.94 5.887 4 12
7 1, 4, 5 2, 2, 2 1 9.097 8.655 15.80 8.876 8 8
8 4, 5 2, 2 1 14.10 18.95 20.64 16.52 4 4

(b) Based on WLSM

Number of solutions
Objective values

Selected input variables Number of MFs Type PI V PI E PI
E H N

1 1, 2, 3, 4, 5 2, 2, 2, 2, 2 4 0.00068 0.00062 0.0000074 0.00065 32 512
2 1, 3, 4, 5 2, 2, 2, 2 4 0.0086 0.0068 0.0804 0.00765 16 176
3 1, 4, 5 2, 2, 2, 2, 2 4 0.097 0.122 0.135 0.109 8 56
4 1, 3, 5 2, 2, 2, 2 2 2.55 0.596 2.949 1.572 8 32
5 1, 4 2, 2 4 5.88 1.456 3.419 3.667 4 16
6 4, 5 2, 2 2 7.51 5.255 12.39 6.383 4 12
7 2, 4, 5 2, 2, 2 1 39.53 38.74 19.03 3.914 8 8
8 4, 5 2, 2 1 52.44 40.92 39.90 4.668 4 4

Table 4: Comparative analysis of selected models (NO
𝑥
).

Model PI (MSE) V PI (MSE) E PI (MSE) Number of rules
Regression model 17.68 19.23
Hybrid FS-FNNs [20] 2.806 5.164 30
Hybrid FR-FNNs [24] 0.080 0.190 32
Multi-FNN [25] 0.720 2.205 30
Hybrid rule-based FNNs [26] 3.725 5.291 30
Choi’s model [27] 0.012 0.067 18

Two split dataset 0.042 0.104 8

Our model
LSM

Three split dataset 0.014 0.044 7.046 8
Two split dataset 0.022 0.036 16

WLSM
Three split dataset 0.009 0.007 0.080 16

where 𝐶
𝑖
is the number of coefficients of the 𝑖th polynomial

and 𝑙 stands for the number of input variables.
In a nutshell, we find the Pareto optimal sets and Pareto

front by minimizing {𝐸,𝐻,𝑁} by means of the MOSSA.
This leads to easily interpretable, simple, and accurate fuzzy
models.

4. Experimental Studies

This section reports on comprehensive numeric studies
illustrating the design of the fuzzy model and quantifying its
performance. We use three well-known data sets. Each data
set is divided into two parts of the same size. PI denotes the
performance index for the training data, V PI represents the

validation data, and E PI stands for the testing data. In all
considerations, the weighting factor 𝜃 was set to 0.5.

The parameters of the MOSSA are summarized in Table 1
(the choice of these specific values of the parameters is a result
of intensive experimentations; as amatter of fact, those values
are in line with those reported in the literature).

4.1. 𝑁𝑂
𝑥
Emission Process Data of Gas Turbine Power Plant.

NO
𝑥
emission process is modeled using the data of gas

turbine power plants. A NO
𝑥
emission process of a GE gas

turbine power plant located inVirginia,USA, is chosen in this
experiment. The input variables include AT (ambient tem-
perature a site), CS (compressor speed), LPTS (low pressure
turbine speed), CDP (compressor discharge pressure), and
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Table 5: Optimal solutions based on training data and testing data (MPG).

(a) Based on the LSM

Number of solutions
Objective values

Selected input variables Number of MFs Type PI E PI
E H N

1 4, 5, 6 2, 2, 2 2 2.535 2.372 2.454 8 32
2 4, 6 2, 2 2 2.792 2.718 2.755 4 12
3 4, 5, 6 2, 2, 2 1 2.893 2.585 2.739 8 8
4 4, 6 2, 2 1 2.982 2.728 2.855 4 4

(b) Based on the WLSM

Number of solutions
Objective values

Selected input variables Number of MFs Type PI E PI
E H N

1 1, 2, 3, 5, 6, 7 2, 2, 2, 2, 2, 2 4 0.646 0.245 0.445 64 1408
2 3, 4, 5, 6, 7 2, 2, 2, 2, 2 4 1.351 0.683 1.017 32 512
3 2, 5, 6, 7 2, 2, 2, 2 4 1.551 0.940 1.246 16 176
4 1, 4, 5, 6 2, 2, 2, 2 2 2.266 1.689 1.977 16 80
5 2, 5, 6 2, 2, 2 4 2.396 1.658 2.027 8 56
6 4, 5, 6 2, 2, 2 2 2.636 2.132 2.384 8 32
7 4, 6 2, 2 4 2.849 2.399 2.624 4 16
8 4, 6 2, 2 2 2.889 2.457 2.673 4 12
9 2, 3, 6 2, 2, 2 1 3.228 2.668 2.948 8 8
10 4, 6 2, 2 1 3.355 2.982 3.168 4 4

Table 6: Optimal solutions based on training data, validation data, and testing data (MPG).

(a) Based on the LSM

Number of solutions
Objective values

Selected input variables Number of MFs Type PI V PI E PI
E H N

1 2, 3, 6 2, 2, 2 4 2.284 2.632 3.174 2.458 8 56
2 3, 4, 6 2, 2, 2 2 2.450 2.757 2.536 2.603 8 32
3 3, 4, 5, 6 2, 2, 2, 2 1 2.679 2.704 2.292 2.692 16 16
4 4, 6 2, 2 2 2.781 2.819 2.592 2.800 4 12
5 3, 4, 6 2, 2, 2 1 2.772 2.895 2.290 2.834 8 8
6 4, 6 2, 2 1 3.037 2.792 2.773 2.914 4 4

(b) Based on the WLSM

Number of solutions
Objective values

Selected input variables Number of MFs Type PI V PI E PI
E H N

1 2, 3, 4, 5, 6, 7 2, 2, 2, 2, 2, 2 4 0.451 0.083 0.096 0.267 64 1408
2 2, 3, 5, 6, 7 2, 2, 2, 2, 2 4 0.637 0.088 0.199 0.362 32 512
3 1, 2, 4, 5, 6, 7 2, 2, 2, 2, 2, 2 2 1.589 1.044 0.897 1.316 64 448
4 3, 5, 6, 7 2, 2, 2, 2 4 1.802 0.842 0.978 1.322 16 176
5 1, 4, 5, 6 2, 2, 2, 2 2 2.206 1.658 1.719 1.932 16 80
6 2, 5, 6 2, 2, 2 4 2.368 1.618 1.282 1.993 8 56
7 3, 4, 6 2, 2, 2 2 2.548 2.284 1.708 2.416 8 32
8 4, 6 2, 2, 2 4 2.876 2.532 2.026 2.704 4 16
9 4, 6 2, 2 2 2.913 2.634 2.350 2.773 4 12
10 3, 4, 6 2, 2, 2 1 2.974 2.887 2.763 2.930 8 8
11 4, 6 2, 2 1 3.423 3.036 3.174 3.230 4 4

TET (turbine exhaust temperature). The output variable is
NO
𝑥
. The performance index is MSE defined by (17).
First, the NO

𝑥
emission process is split into two separate

data sets. The first 50% of data set (consisting of 130 pairs)

is used in the design of the fuzzy model. The remaining 50%
data set (consisting of 130 pairs) helps quantify the predictive
quality of the model. Table 2 summarizes the performance
values of optimal solutions (individuals) objective functions
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Table 7: Comparative analysis of the selected models (MPG).

Model PI (RMSE) V PI (RMSE) E PI (RMSE) Number of rules
RBFNN [28] 3.24 3.62 36
Linguistic model [10] 2.86 3.24 36
Functional RBFNN [28] 2.41 2.82 33

Two split dataset 2.54 2.37 8
LSM

Three split dataset 2.45 2.76 2.54 8

Our model 2.40 1.66 8
Two split dataset

1.36 0.68 32
WLSM 2.37 1.62 1.28 8

Three split dataset
0.64 0.09 0.20 32

Table 8: Optimal solutions based on training data and testing data (Housing).

(a) Based on the LSM

Number of solutions
Objective values

Selected input variables Number of MFs Type PI E PI
E H N

1 6, 9, 10, 11, 13 2, 2, 2, 2, 2 2 3.148 3.306 3.227 32 192
2 6, 7, 10, 11, 13 2, 2, 2, 2, 2 1 3.459 3.637 3.548 32 32
3 1, 5, 6 2, 2, 2 4 4.275 4.171 4.223 8 56
4 3, 6, 13 2, 2, 2 1 4.114 3.907 4.008 8 8
5 2, 3 2, 2 3 7.087 7.593 7.340 4 24
6 3, 11 2, 2 1 7.300 7.496 7.398 4 4

(b) Based on the WLSM

Number of solutions
Objective values

Selected input variables Number of MFs Type PI E PI
E H N

1 3, 6, 7, 8, 11, 13 2, 2, 2, 2, 2, 2 4 1.208 0.077 0.643 64 1408
2 1, 5, 6, 8, 13 2, 2, 2, 2, 2 4 1.319 0.726 1.022 32 512
3 6, 7, 10, 11, 12, 13 2, 2, 2, 2, 2, 2 2 2.134 1.410 1.772 64 448
4 1, 6, 9, 11, 13 2, 2, 2, 2, 2 2 2.776 2.105 2.440 32 192
5 1, 6, 13 2, 2, 2 4 2.872 2.272 2.572 8 56
6 6, 7, 10, 12, 13 2, 2, 2, 2, 2 1 3.939 3.687 3.813 32 32
7 2, 6, 10 2, 2, 2 2 5.533 3.893 4.713 8 32
8 6, 11, 13 2, 2, 2 1 4.776 3.970 4.373 8 8
9 3, 13 2, 2 1 5.824 5.961 5.892 4 4

(𝐸,𝐻,𝑁) of the FIS. Generally, as could have been expected,
by increasing the number of coefficients or rules, the accuracy
of FIS becomes better.

Second, the NO
𝑥
emission process data is divided into

three parts. 130 pairs out of 260 pairs of input-output data
are used for training; 78 pairs out of 260 pairs of input-output
data are utilized for validation; the remaining part (consisting
of 52 pairs) serves as a testing set. The results of the proposed
model are shown in Table 3.

Table 4 illustrates the results of comparative analysis
of the proposed model when being contrasted with other
models. The selected values of the performance indexes of
the FIS are included in Tables 2 and 3, respectively. We note
that the proposed model outperforms several previous fuzzy
models known in the literature.

4.2. Automobile Miles Per Gallon (MPG) Data. We con-
sider automobile MPG data (http://archive.ics.uci.edu/ml/
datasets/Auto+MPG) with the output being the automobile’s
fuel consumption expressed in miles per gallon. The data set
includes 392 input-output pairs (after removing incomplete
instances) where the input space involves 8 input variables.
To come upwith a quantitative evaluation of the fuzzymodel,
we use the standard RMSE performance index as the one
described by (17).

The automobileMPGdata is partitioned into two separate
parts. The first 235 data pairs are used as the training data set
for FIS while the remaining 157 pairs are the testing data set
for assessing the predictive performance. Table 5 summarizes
the performance values of solution (individual) objective
functions (𝐸,𝐻,𝑁) of the FIS.
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Table 9: Optimal solutions based on training data, validation data, and testing data (Housing).

(a) Based on the LSM

Number of solutions
Objective values

Selected input variables Number of MFs Type PI V PI E PI
E H N

1 1, 6, 11, 13 2, 2, 2, 2 1 3.529 2.888 5.093 3.209 16 16
2 1, 6, 13 2, 2, 2 1 3.680 3.312 5.713 3.496 8 8
3 6, 13 2, 2 1 4.662 3.299 4.859 3.980 4 4

(b) Based on the WLSM

Number of solutions
Objective values

Selected input variables Number of MFs Type PI V PI E PI
E H N

1 3, 6, 8, 11, 12, 13 2, 2, 2, 2, 2, 2 4 0.850 0.031 0.163 0.441 64 1408
2 5, 6, 8, 11, 13 2, 2, 2, 2, 2 4 1.087 0.448 0.510 0.768 32 512
3 6, 8, 11, 13 2, 2, 2, 2 4 1.652 1.210 1.738 1.431 16 176
4 1, 6, 13 2, 2, 2 4 2.841 2.321 2.246 2.581 8 56
5 3, 6, 7, 9, 13 2, 2, 2, 2, 2 1 3.965 3.300 4.678 3.633 32 32
6 4, 6, 13 2, 2, 2 1 5.042 3.487 4.623 4.264 8 8
7 10, 13 2, 2 1 5.720 5.347 7.020 5.533 4 4

Table 10: Comparative analysis of selected models (Boston Housing).

Model PI (RMSE) V PI (RMSE) E PI (RMSE) Number of rules
FIS [27] 3.13 3.17 12
RBFNN [28] 6.63 7.14 20
SVR [29] 1.17 5.84
MARS [30] 0.97 5.96

NN 4.19 4.26 12
3.27 5.14 24

FNN [31] 3.76 4.08 21
FPNN 3.51 16.93 16

Two split dataset 3.46 3.64 32

Our model
LSM

Three split dataset 3.53 2.89 5.09 16
Two split dataset 2.87 2.27 8

WLSM
Three split dataset 1.65 1.21 1.73 16

Next, we divide the automobile MPG data into three
separate parts. The first one (consisting of 196 pairs) is
used for training. The second (consisting of 118 pairs) part
of the series is utilized for validation. The remaining part
(consisting of 78 pairs) serves as a testing set. The values of
the performance index are presented in Table 6.

The identification error of the proposed model is com-
pared with the performance of some other model; refer to
Table 7. The selected values of the performance indexes of
the FIS are marked in Tables 5 and 6, respectively. The
performance of the proposed model is better in the sense of
its approximation and prediction abilities.

4.3. Boston Housing Data. Here we experiment with the
Boston housing data set [29]. This data set concerns a
description of real estate in the Boston area where houses
are characterized by features such as crime rate, size of lots,
number of rooms, age of houses, and their median price. The

dataset consists of 506 14-dimensional data.The performance
index is defined as the RMSE as given by (17).

We consider the Boston Housing data set, which is split
into two separate parts. The construction of the fuzzy model
is completed for 253 data points being regarded as a training
set. The rest of the data set (i.e., 253 data points) is retained
for testing purposes.The values of the performance index are
summarized in Table 8.

Next, we move on to the Boston Housing data set, which
is partitioned into three separate parts. 253 pairs out of 506
pairs of input-output data are used for training; 152 pairs out
of 506 pairs of input-output data are utilized for validation;
the remaining part (consisting of 101 pairs) serves as a testing
set. Table 9 summarizes the results obtained for the optimized
structure and performance index for optimized parameters
by the MOSSA.

Table 10 supports a comparative analysis considering
some existingmodels.The selected values of the performance
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indexes of the FIS aremarked in Tables 8 and 9, respectively. It
is evident that the proposed model compares favorably both
in terms of accuracy and prediction capabilities.

5. Concluding Remarks

This paper contributes to the research area of the hybrid
optimization of fuzzy inference systems in the following
two important aspects: (1) we proposed a multiobjective
oppisiton-based space search algorithm; (2) we introduced
the identification of fuzzy inference systems based on the
MOSSA and WLSM. Numerical experiments using three
well-known dataset show that themodel constructedwith the
aid of theMOSSA exhibits better performance in comparison
with the fuzzy model reported in the literature.
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𝐸(𝑀, 𝐾) (𝐸
𝑤
(𝑀, 𝐾)), the set of Pareto efficient (weak efficient) points of a set 𝑀 with respect to a cone 𝐾 in 𝑅

𝑛, is expressed as
a differencebetween two sets 𝑀 and 𝑀 + 𝐾\{0} (𝑀 and 𝑀 + int𝐾). Using the new representation, the properties of 𝐸(𝑀, 𝐾) are
proved more easily than before. When 𝑀 or 𝐾 is in the form of union, intersection, sum, or difference of two sets or two cones,
respectively, the properties of 𝐸(𝑀, 𝐾) are considered. Most of the properties are proved by the binary operations of sets, which
is a new method in the multiobjective optimization. Then these properties are used to solve some types of multiobjective linear
programming problems corresponding to Data Envelopment Analysis (DEA) models. The structures of the DEA efficient solution
sets of four most representative DEA models are developed. Further more, the relationships between efficiencies of the four DEA
models are deduced.

1. Introduction and Preliminaries

Multiobjective programming is the process of simultaneously
optimizing two or more conflicting objectives subject to
certain constraints (see [1–3]). Data Envelopment Analysis
(DEA) is a nonparametric method in operations research
and economics for the estimation of production frontiers.
It is used to empirically measure productive efficiency of
decision maker units DMU

1
, . . . ,DMU

𝑛
by solving the linear

programming [4–6]. Charnes et al. and Wei et al. estab-
lish the equivalence of (weak) DEA efficient solutions in
DEA model and (weak) Pareto solutions of multiobjective
linear programming [7–9]. There is a multiobjective linear
programming, corresponding to a DEA model, such that a
DMU

𝑗0
(1 ≤ 𝑗

0
≤ 𝑛) is (weak) DEA efficient if and only

if (𝑥
𝑗0

, 𝑦
𝑗0

) (associating with the DMU
𝑗0
) is a (weak) Pareto

efficient solution of the multiobjective linear programming
whose feasible region is the production possibility set (see
[10]).

In this paper, we propose a new representation for the
set of Pareto efficient (weak efficient) points. With the help
of the new representation, not only the properties of the set
of Pareto efficient (weak efficient) points which are given

in [1, 3, 11] can be proved more simply, but also more new
properties can be obtained. It is these new properties that
reveal the relationships between the set of solutions and dif-
ferentmultiobjective linear programmingswhich correspond
to different DEA models. Further, the relationships between
efficiencies of DMUs in different DEA models are obtained
by a new way. Wei et al. [10] develop a famous method to
translate production possibility sets in the intersection form
and in the sum form and find all DEA efficient DMUs. For
each of the four most representative DEA models, we offers
a simple way to get all DEA efficient DMUs by the binary
operations of sets.

Now let us recall the definition of efficiency and the
representation of the set of efficient points deduced by the
definition in vector optimization.

Definition 1 ([1], efficiency, weak efficiency). Given a non-
empty set 𝑀 and a cone 𝐾 with int𝐾 ̸= 0 in 𝑅

𝑛, 𝑥
0

∈ 𝑀 is
called a Pareto efficient (weak efficient) point of 𝑀, if there is
no 𝑦 ∈ 𝑀 with 𝑦 ̸= 𝑥

0
such that 𝑥

0
∈ 𝑦 + 𝐾 (𝑥

0
∈ 𝑦 + int𝐾).

The set of all Pareto efficient (weak efficient) points of 𝑀 is
denoted by 𝐸(𝑀, 𝐾) (𝐸

𝑤
(𝑀, 𝐾)).
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𝐸(𝑀, 𝐾) (𝐸
𝑤

(𝑀, 𝐾)) is called the efficient (weak efficient)
point set of 𝑀. By Definition 1, we have that

𝐸 (𝑀, 𝐾) = {𝑥 ∈ 𝑀 | there is no 𝑦 ∈ 𝑀,

𝑦 ̸= 𝑥 such that 𝑥 ∈ 𝑦 + 𝐾} ,

(1)

(𝐸
𝑤

(𝑀, 𝐾) = {𝑥 ∈ 𝑀 | there is no 𝑦 ∈ 𝑀

such that 𝑥 ∈ 𝑦 + int 𝐾}) .

(2)

In [2] when 𝐾 = 𝑅
𝑛

+
, the set is also described as follows:

𝐸 (𝑀, 𝐾) = {𝑥 ∈ 𝑀 | 𝑀 ∩ (𝑥 − 𝐾) = {𝑥}} , (3)

(𝐸
𝑤

(𝑀, 𝐾) = {𝑥 ∈ 𝑀 | 𝑀 ∩ (𝑥 − int 𝐾) = 0}) . (4)

Since 𝐾 = 𝑅
𝑛

+
is a convex pointed cone, (1) and (3) are

equivalent. So are (2) and (4). In Section 2, we give a new
representation of the efficient (weak efficient) point set, which
is expressed as the difference of two sets. The idea of the new
representation is motivated by the following facts in the area
of DEA:

(i) the structures of the production possibility sets and
the relationships between these sets (5);

(ii) the equivalence of Pareto efficiency in multiobjective
linear programming and DEA efficiency in DEA
model (Theorem 18);

(iii) the particularity of structures of the set of solutions to
the multiobjective linear programmings correspond-
ing to DEA models (detailed in Section 3).

For the four most representative DEA models 𝐶
2
𝑅, 𝐵𝐶

2,
𝐹𝐺, and 𝑆𝑇 (for the details about the models, see [4, 5]), each
of the DEA models associates with a production possibility
set which is also the feasible set of the multiobjective
linear programming corresponding to this DEA model. The
production possibility sets are denoted by 𝑇

𝐶
2
𝑅
, 𝑇
𝐵𝐶
2 , 𝑇
𝐹𝐺
,

and, 𝑇
𝑆𝑇
, respectively. The following relations hold (the

structures of these production possibility sets are presented
in Section 3):

(a) 𝑇
𝐶
2
𝑅

= 𝑇
𝐹𝐺

∪ 𝑇
𝑆𝑇

, (b) 𝑇
𝐵𝐶
2 = 𝑇
𝐹𝐺

∩ 𝑇
𝑆𝑇

,

(c) 𝑇
𝐶
2
𝑅

⊃ 𝑇
𝐹𝐺

⊃ 𝑇
𝐵𝐶
2 , (d) 𝑇

𝐶
2
𝑅

⊃ 𝑇
𝑆𝑇

⊃ 𝑇
𝐵𝐶
2 .

(5)

It is the specialty of the relations of the production possi-
bility sets and the equivalence of DEA efficiency and Pareto
efficiency that motivate us to propose a new representation
of (weak) efficient point set. Using the new representation,we
obtain some new properties of efficient point set 𝐸(𝑀, 𝐾),
when the set 𝑀 or 𝐾 is in form at union, intersection, sum,
or difference of two sets. By these properties, it is easier to get
the relationship between the DEA efficiency of the four DEA
models than before.

This paper is organized as follows. Section 2 introduces
the new representation of the efficient (weak efficient) point
set of a set, discusses some new properties of efficient point
set. Using the new expression of the set𝐸(𝑀, 𝐾) (𝐸

𝑤
(𝑀, 𝐾)),

most of these properties are proved by the binary operations

of sets. The multiobjective linear programming problems
corresponding to the four DEA models are studied in
Section 3.The structures of the efficient point sets and the effi-
cient solution sets of the multiobjective linear programming
problems are developed, and then the relationships between
DEA efficiencies of DMUs in four DEA models are revealed.
Section 4 is devoted to the conclusion.

The following notations are used in the paper.
Let 𝑀, 𝑀

1
, 𝑀
2
, and 𝐾 be sets in 𝑅

𝑛:

𝑀
1

+ 𝑀
2

= {𝑥
1

+ 𝑥
2

| 𝑥
1

∈ 𝑀
1
, 𝑥
2

∈ 𝑀
2
} ,

𝑀
1

\ 𝑀
2

= {𝑥 | 𝑥 ∈ 𝑀
1
, 𝑥 ∉ 𝑀

2
} ,

𝑀 = {𝑥 ∈ 𝑅
𝑛

| 𝑥 ∉ 𝑀} ,

𝐾
0

= 𝐾 \ {0} .

(6)

2. Some Properties of the Efficient Point Set

In this section, a new representation of 𝐸(𝑀, 𝐾) (𝐸
𝑤

(𝑀, 𝐾))
is presented.Thenwe prove that it is equivalent to the original
ones when 𝐾 is a cone. Lastly we focus on the properties
of 𝐸(𝑀, 𝐾), when 𝑀 or 𝐾 is in the form of the union,
intersection, sum, or difference of two sets.Most of the proofs
are completed by the binary operations of sets, which is a new
method in multiobjective optimization.

Definition 2. Given a nonempty set 𝑀 and a cone 𝐾 with
int 𝐾 ̸= 0 in 𝑅

𝑛, the efficient (weak efficient) point set of 𝑀

with respect to 𝐾 is defined by

𝐸 (𝑀, 𝐾) = 𝑀 \ (𝑀 + 𝐾
0
) , (7)

(𝐸
𝑤

(𝑀, 𝐾) = 𝑀 \ (𝑀 + int 𝐾)) . (8)

Clearly, the following result holds.

Theorem3. Equations (1) and (7) ((2) and (8)) are equivalent,
that is,

𝐸 (𝑀, 𝐾) = {𝑥 ∈ 𝑀 𝑡ℎ𝑒𝑟𝑒 𝑖𝑠 𝑛𝑜 𝑦 ∈ 𝑀, 𝑦 ̸= 𝑥

𝑠𝑢𝑐ℎ 𝑡ℎ𝑎𝑡 𝑥 ∈ 𝑦 + 𝐾} = 𝑀 \ (𝑀 + 𝐾
0
) ,

(𝐸
𝑤

(𝑀, 𝐾) = {𝑥 ∈ 𝑀 | 𝑡ℎ𝑒𝑟𝑒 𝑖𝑠 𝑛𝑜 𝑦 ∈ 𝑀

𝑠𝑢𝑐ℎ 𝑡ℎ𝑎𝑡 𝑥 ∈ 𝑦 + int 𝐾}

= 𝑀 \ (𝑀 + int 𝐾)) .

(9)

Definition 2 gives a new representation of𝐸(𝑀, 𝐾) that is,
the efficient point set of a set 𝑀 is the difference between two
sets. Using this new representation, we prove the properties
of 𝐸(𝑀, 𝐾). Proposition 4 comes from Luc [1], Papageorgiou
[3], and Guerraggio et al. [11]. We give an easier proof of this
proposition.

Proposition 4. Assume that 𝑀, 𝑀
1
, and 𝑀

2
are nonempty

sets and 𝐾, 𝐾
1
, and 𝐾

2
are cones in 𝑅

𝑛, 𝜆 > 0. Then

(i) 𝐸(𝑀, 𝐾
2
) ⊆ 𝐸(𝑀, 𝐾

1
), if 𝐾

1
⊆ 𝐾
2
,
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(ii) 𝐸(𝜆𝑀, 𝐾) = 𝜆𝐸(𝑀, 𝐾),
(iii) 𝐸(𝑀

1
+ 𝑀
2
, 𝐾) ⊆ 𝐸(𝑀

1
, 𝐾) + 𝐸(𝑀

2
, 𝐾),

(iv) 𝐸(𝑀 + 𝐻, 𝐾) = 𝐸(𝑀, 𝐾), for any {0} ⊆ 𝐻 ⊆ 𝐾, 𝐾 is a
convex cone.

Proof. For convenience, let 𝐾
10

= 𝐾
1

\ {0}, and let 𝐾
20

=

𝐾
2

\ {0}. Since 𝐾
1

⊆ 𝐾
2
, we have 𝑀 + 𝐾

10
⊆ 𝑀 + 𝐾

20
. And

then

𝐸 (𝑀, 𝐾
2
) = 𝑀 \ (𝑀 + 𝐾

20
)

⊆ 𝑀 \ (𝑀 + 𝐾
10

) = 𝐸 (𝑀, 𝐾
1
) ,

(10)

𝐸 (𝜆𝑀, 𝐾) = (𝜆𝑀) \ (𝜆𝑀 + 𝐾
0
)

= (𝜆𝑀) \ (𝜆𝑀 + 𝜆𝐾
0
)

= (𝜆𝑀) \ 𝜆 (𝑀 + 𝐾
0
)

= 𝜆 [𝑀 \ (𝑀 + 𝐾
0
)] = 𝜆 [𝐸 (𝑀, 𝐾)] .

(11)

ByTheorem 3, it is sufficient to show that

(𝑀
1

+ 𝑀
2
) \ (𝑀

1
+ 𝑀
2

+ 𝐾
0
)

⊆ [𝑀
1

\ (𝑀
1

+ 𝐾
0
)] + [𝑀

2
\ (𝑀
2

+ 𝐾
0
)] ,

(12)

for all 𝑥 = 𝑥
1

+ 𝑥
2

∈ (𝑀
1

+ 𝑀
2
) \ (𝑀

1
+ 𝑀
2

+ 𝐾
0
), where

𝑥
1

∈ 𝑀
1
, 𝑥
2

∈ 𝑀
2
and 𝑥

1
+ 𝑥
2

∉ 𝑀
1

+ 𝑀
2

+ 𝐾
0
. Then 𝑥

1
∉

𝑀
1

+ 𝐾
0
, otherwise 𝑥

1
+ 𝑥
2

∈ 𝑀
1

+ 𝑀
2

+ 𝐾
0
, a contradiction.

Similarly 𝑥
2

∉ 𝑀
2

+ 𝐾
0
. Hence

𝑥 = 𝑥
1

+ 𝑥
2

∈ [𝑀
1

\ (𝑀
1

+ 𝐾
0
)] + [𝑀

2
\ (𝑀
2

+ 𝐾
0
)] .

(13)

Since 0 ∈ 𝐻 ⊆ 𝐾 and 𝐾 is a convex cone, we have 𝑀 ⊂

𝑀 + 𝐻, 𝐻 + 𝐾
0

= 𝐾
0
,

𝐸 (𝑀 + 𝐻, 𝐾) = (𝑀 + 𝐻) \ (𝑀 + 𝐻 + 𝐾
0
)

= (𝑀 + 𝐻) \ (𝑀 + 𝐾
0
) ⊃ 𝑀 \ (𝑀 + 𝐾

0
)

= 𝐸 (𝑀, 𝐾) .

(14)

On the other hand, For any 𝑥 ∈ 𝐸(𝑀 + 𝐻, 𝐾) = (𝑀 +

𝐻) \ (𝑀 + 𝐾
0
), 𝑥 = 𝑚 + ℎ, 𝑚 ∈ 𝑀, ℎ ∈ 𝐻. If ℎ ̸= 0, then

𝑥 ∈ (𝑀 + 𝐾
0
), a contradiction. Hence, 𝑥 ∈ 𝑀, 𝑥 ∉ 𝑀 + 𝐾

0
,

that is, 𝑥 ∈ 𝐸(𝑀, 𝐾).

A spacial case of (ii) in Proposition 4 is that

𝐸 (

𝑚

⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞
𝑀 + ⋅ ⋅ ⋅ + 𝑀, 𝐾) = 𝐸 (𝑚𝑀, 𝐾) = 𝑚𝐸 (𝑀, 𝐾) , (15)

if 𝑀 is convex and 𝐾 is a cone.
Besides Proposition 4, we state the following properties.

Corollary 5. Consider the following:

(v) 𝐸 (𝑀, 𝐾
1

+ 𝐾
2
) ⊆ 𝐸 (𝑀, 𝐾

1
) ∩ 𝐸 (𝑀, 𝐾

2
) ,

(vi) 𝐸 (𝑀, 𝐾
1

∩ 𝐾
2
) ⊇ 𝐸 (𝑀, 𝐾

1
) ∪ 𝐸 (𝑀, 𝐾

2
) .

(16)

Proposition 6. Let 𝑀, 𝐺
1
, and 𝐺

2
be sets in 𝑅

𝑛. Then

𝑀 \ [𝑀 + (𝐺
1

∪ 𝐺
2
)
0
]

= [𝑀 \ (𝑀 + 𝐺
10

)] ∩ [𝑀 \ (𝑀 + 𝐺
20

)] .

(17)

Proof. It is obvious that (𝐺
1

∪ 𝐺
2
)
0

= 𝐺
10

∪𝐺
20
and𝑀+(𝐺

1
∪

𝐺
2
)
0

= 𝑀 + (𝐺
10

∪ 𝐺
20

) = (𝑀 + 𝐺
10

) ∪ (𝑀 + 𝐺
20

). Hence

𝑀 \ [𝑀 + (𝐺
1

∪ 𝐺
2
)
0
]

= 𝑀 \ [𝑀 + (𝐺
10

∪ 𝐺
20

)]

= 𝑀 \ [(𝑀 + 𝐺
10

) ∪ (𝑀 + 𝐺
20

)]

= 𝑀 ∩ (𝑀 + 𝐺
10

) ∪ (𝑀 + 𝐺
20

)

= (𝑀 ∩ 𝑀 + 𝐺
10

) ∩ (𝑀 ∩ 𝑀 + 𝐺
20

)

= [𝑀 \ (𝑀 + 𝐺
10

)] ∩ [𝑀 \ (𝑀 + 𝐺
20

)] .

(18)

Let 𝐺
1

= 𝐾
1
, and let 𝐺

2
= 𝐾
2
in Proposition 6. We have

Corollary 7.

Corollary 7. If 𝐾
1
and 𝐾

2
are cones, then

𝐸 (𝑀, 𝐾
1

∪ 𝐾
2
) = 𝐸 (𝑀, 𝐾

1
) ∩ 𝐸 (𝑀, 𝐾

2
) . (19)

In the following, we investigate some new properties of
the efficient set when 𝑀 is the union, intersection, sum, or
difference of two sets.

Lemma 8. If 𝐾 is a convex cone, then

𝐸 [𝑀
1

\ (𝑀
2

+ 𝐾) , 𝐾] ⊂ 𝐸 (𝑀
1
, 𝐾) . (20)

Proof. If 𝐸[𝑀
1
\ (𝑀
2
+ 𝐾), 𝐾] = 0, the result obviously holds.

Otherwise, for all 𝑥 ∈ 𝐸[𝑀
1

\ (𝑀
2

+ 𝐾), 𝐾], if 𝑥 ∉

𝐸(𝑀
1
, 𝐾), ∃𝑦

1
∈ 𝑀
1
, 𝑘 ∈ 𝐾 such that 𝑥 = 𝑦

1
+ 𝑘, 𝑘 ̸= 0,

where 𝑦
1

∈ 𝑀
1

= [𝑀
1

\ (𝑀
2

+ 𝐾)] ∪ [𝑀
1

∩ (𝑀
2

+ 𝐾)].
If 𝑦
1

∈ 𝑀
1

\ (𝑀
2

+ 𝐾), it contradicts that 𝑥 ∈ 𝐸[𝑀
1

\

(𝑀
2

+ 𝐾), 𝐾]. Hence 𝑦
1

∈ 𝑀
1

∩ (𝑀
2

+ 𝐾). ∃𝑦
2

∈ 𝑀
2
such

that 𝑦
1

∈ 𝑦
2
+𝐾, so 𝑥 ∈ 𝑦

1
+𝐾 ⊂ 𝑦

2
+𝐾 ⊂ 𝑀

2
+𝐾, which still

contradicts that 𝑥 ∈ 𝐸[𝑀
1

\ (𝑀
2

+ 𝐾), 𝐾]. In consequence,
𝑥 ∈ 𝐸(𝑀

1
, 𝐾).

A more accurate relationship between the two efficient
sets in Lemma 8 is described in the following proposition.

Proposition 9. If 𝐾 is a convex cone, then

𝐸 [𝑀
1

\ (𝑀
2

+ 𝐾) , 𝐾] = 𝐸 (𝑀
1
, 𝐾) \ (𝑀

2
+ 𝐾) . (21)

Proof. 𝐸[𝑀
1

\ (𝑀
2

+ 𝐾), 𝐾] ⊂ 𝐸(𝑀
1
, 𝐾) obtained by

Lemma 8.
Note that (𝑀

1
\ 𝑀
2

+ 𝐾) ∩ (𝑀
2

+ 𝐾) = 0, 𝐸[𝑀
1

\ (𝑀
2

+

𝐾), 𝐾] = 𝐸[𝑀
1

\ (𝑀
2

+ 𝐾), 𝐾] ∩ (𝑀
2

+ 𝐾). So 𝐸[𝑀
1

\ (𝑀
2

+

𝐾), 𝐾] = 𝐸[𝑀
1
\(𝑀
2
+𝐾), 𝐾]∩(𝑀

2
+ 𝐾) ⊂ 𝐸(𝑀

1
, 𝐾)\(𝑀

2
+

𝐾).
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Reciprocally, for all 𝑥 ∈ 𝐸(𝑀
1
, 𝐾) \ (𝑀

2
+ 𝐾), 𝑥 ∈

𝐸(𝑀
1
, 𝐾), 𝑥 ∉ 𝑀

2
+ 𝐾. If 𝑥 ∉ 𝐸[𝑀

1
\ (𝑀
2

+ 𝐾), 𝐾],
∃𝑦 ∈ 𝑀

1
\ (𝑀
2

+ 𝐾) with 𝑥 ̸= 𝑦 such that 𝑥 ∈ 𝑦 + 𝐾, in
contradiction to 𝑥 ∈ 𝐸(𝑀

1
, 𝐾). Therefore,

𝐸 (𝑀
1
, 𝐾) \ (𝑀

2
+ 𝐾) ⊂ 𝐸 [𝑀

1
\ (𝑀
2

+ 𝐾) , 𝐾] . (22)

Usually 𝐸(𝑀
1

\ 𝑀
2
, 𝐾) ̸= 𝐸(𝑀

1
, 𝐾) \ 𝑀

2
, is what

Example 10 shows.

Example 10. Consider the following:

𝑀
1

= {(𝑥, 𝑦) ∈ 𝑅
2

| 0 ≤ 𝑥 ≤ 1, 0 ≤ 𝑦 ≤ 1} ,

𝑀
2

= {(𝑥, 𝑦) ∈ 𝑅
2

| 0 ≤ 𝑥 ≤ 1, 0 ≤ 𝑦 ≤ 1 − 𝑥} ,

𝑀
1

\ 𝑀
2

= {(𝑥, 𝑦) ∈ 𝑅
2

| 0 ≤ 𝑥 ≤ 1, 1 − 𝑥 ≤ 𝑦 ≤ 1} ,

𝐸 (𝑀
1
, 𝑅
+

2
) = {(0, 0)} ,

𝐸 (𝑀
1

\ 𝑀
2
, 𝑅
+

2
)

= {(𝑥, 𝑦) | 𝑥 + 𝑦 = 1, 0 ≤ 𝑥 ≤ 1, 0 ≤ 𝑦 ≤ 1} .

(23)

About the efficient point set of differences between two
sets 𝑀

1
and 𝑀

2
, Proposition 11 gives the conclusion, without

requiring 𝐾 to be a convex but a cone.

Proposition 11. Consider the following:

𝐸 (𝑀
1

\ 𝑀
2
, 𝐾) ⊇ [𝐸 (𝑀

1
, 𝐾) \ 𝑀

2
] ∪ [E (𝑀

2
, 𝐾) \ 𝑀

1
]

(24)

Proof. We have

𝐸 (𝑀
1

\ 𝑀
2
, 𝐾) = (𝑀

1
\ 𝑀
2
) \ [(𝑀

1
\ 𝑀
2
) + 𝐾
0
]

= (𝑀
1

∩ 𝑀
2
) ∩ (𝑀

1
∩ 𝑀
2
) + 𝐾
0

⊇ (𝑀
1

∩ 𝑀
2
) ∩ (𝑀

1
+ 𝐾
0
) ∩ (𝑀

2
+ 𝐾
0
)

= (𝑀
1

∩ 𝑀
2
) ∩ [𝑀

1
+ 𝐾
0

∪ (𝑀
2

+ 𝐾
0
)]

= [(𝑀
1

∩ 𝑀
2
) ∩ (𝑀

1
+ 𝐾
0
)]

∪ [(𝑀
1

∩ 𝑀
2
) ∩ (𝑀

2
+ 𝐾
0
)]

= [𝐸 (𝑀
1
, 𝐾) ∩ 𝑀

2
] ∪ [𝐸 (𝑀

2
, 𝐾) ∩ 𝑀

1
]

= [𝐸 (𝑀
1
, 𝐾) \ 𝑀

2
] ∪ [𝐸 (𝑀

2
, 𝐾) \ 𝑀

1
] .

(25)

Remark 12. In the previouslymentioned proposition, if (𝑀
1
∩

𝑀
2
) + 𝐾
0

= (𝑀
1

+ 𝐾
0
) ∩ (𝑀

2
+ 𝐾
0
), the equation holds.

Propositions 13 and 15 present the properties of the
efficient point sets; when 𝑀 is the union or intersection of
two sets, respectively, 𝐾 is not required to be a convex.

Proposition 13. Consider the following:

𝐸 (𝑀
1

∪ 𝑀
2
, 𝐾) = [𝐸 (𝑀

1
, 𝐾) \ (𝑀

2
+ 𝐾
0
)]

∪ [𝐸 (𝑀
2
, 𝐾) \ (𝑀

1
+ 𝐾
0
)] .

(26)

Proof. We have

𝐸 (𝑀
1

∪ 𝑀
2
, 𝐾) = (𝑀

1
∪ 𝑀
2
) \ [(𝑀

1
∪ 𝑀
2
) + 𝐾
0
]

= (𝑀
1

∪ 𝑀
2
) ∩ (𝑀

1
∪ 𝑀
2
) + 𝐾
0

= (𝑀
1

∪ 𝑀
2
) ∩ (𝑀

1
+ 𝐾
0
) ∪ (𝑀

2
+ 𝐾
0
)

= (𝑀
1

∪ 𝑀
2
) ∩ 𝑀

1
+ 𝐾
0

∩ 𝑀
2

+ 𝐾
0

= (𝑀
1

∩ 𝑀
1

+ 𝐾
0

∩ 𝑀
2

+ 𝐾
0
)

∪ (𝑀
2

∩ 𝑀
2

+ 𝐾
0

∩ 𝑀
1

+ 𝐾
0
)

= [𝐸 (𝑀
1
, 𝐾) \ (𝑀

2
+ 𝐾
0
)]

∪ [𝐸 (𝑀
2
, 𝐾) \ (𝑀

1
+ 𝐾
0
)] .

(27)

Remark 14. It is obvious that if 𝐸(𝑀
1
, 𝐾) ∩ (𝑀

2
+ 𝐾
0
) = 0

and 𝐸(𝑀
2
, 𝐾) ∩ (𝑀

1
+ 𝐾
0
) = 0, then

𝐸 (𝑀
1

∪ 𝑀
2
, 𝐾) = 𝐸 (𝑀

1
, 𝐾) ∪ 𝐸 (𝑀

2
, 𝐾) . (28)

Proposition 15. Consider the following:

𝐸 (𝑀
1

∩ 𝑀
2
, 𝐾) ⊇ [𝐸 (𝑀

1
, 𝐾) ∩ 𝑀

2
] ∪ [𝐸 (𝑀

2
, 𝐾) ∩ 𝑀

1
] .

(29)

Proof. Notice that (𝑀
1

∩ 𝑀
2
) + 𝐾
0

⊆ (𝑀
1

+ 𝐾
0
) ∩ (𝑀

2
∩ 𝐾
0
).

𝐸 (𝑀
1

∩ 𝑀
2
, 𝐾) = (𝑀

1
∩ 𝑀
2
) \ [(𝑀

1
∩ 𝑀
2
) + 𝐾
0
]

⊇ (𝑀
1

∩ 𝑀
2
) \ [(𝑀

1
+ 𝐾
0
) ∩ (𝑀

2
+ 𝐾
0
)]

= (𝑀
1

∩ 𝑀
2
) ∩ (𝑀

1
+ 𝐾
0
) ∩ (𝑀

2
+ 𝐾
0
)

= (𝑀
1

∩ 𝑀
2
) ∩ [𝑀

1
+ 𝐾
0

∪ 𝑀
2

+ 𝐾
0
]

= [(𝑀
1

∩ 𝑀
2
) ∩ 𝑀

1
+ 𝐾
0
]

∪ [(𝑀
1

∩ 𝑀
2
) ∩ 𝑀

2
+ 𝐾
0
]

= [𝐸 (𝑀
1
, 𝐾) ∩ 𝑀

2
] ∪ [𝐸 (𝑀

2
, 𝐾) ∩ 𝑀

1
] .

(30)

Remark 16. (i) Usually the equality does not hold in
Proposition 15. Let 𝑀

1
= {(𝑥, 𝑦) | 0 ≤ 𝑥 ≤ 𝑦 ≤ 1},

𝑀
2

= {(𝑥, 𝑦) | 0 ≤ 𝑥 − 1/2 ≤ 𝑦 ≤ 1}. Then

𝐸 (𝑀
1

∩ 𝑀
2
, 𝐾) = {(1/2, 1/2)} ,

[𝐸 (𝑀
1
, 𝐾) ∩ 𝑀

2
] ∪ [𝐸 (𝑀

2
, 𝐾) ∩ 𝑀

1
] = 0,

(31)



Mathematical Problems in Engineering 5

(ii) for Proposition 15, if (𝑀
1

∩ 𝑀
2
) + 𝐾
0

= (𝑀
1

+ 𝐾
0
) ∩

(𝑀
2

+ 𝐾
0
), then

𝐸 (𝑀
1

∩ 𝑀
2
, 𝐾) = [𝐸 (𝑀

1
, 𝐾) ∩ 𝑀

2
] ∪ [𝐸 (𝑀

2
, 𝐾) ∩ 𝑀

1
] ,

(32)

(iii) since𝑀
1
\𝑀
2

= 𝑀
1
∩𝑀
2
, Proposition 11 can be obtained

by Proposition 15.

3. Efficiency of Four Most Representative
DEA Models

For each of DEA models, Charnes et al. and Wei et al.
(e.g., see [5, 7, 9]) establish an associative multiobjective
linear programming model and prove that a DMU

𝑗0
is DEA

efficient if and only if (𝑥
𝑗0

, 𝑦
𝑗0

) (associating with the DMU
𝑗0
)

is a Pareto efficient solution of the multiobjective linear
programming problem (for the details about DEA efficient of
DMUs in DEA model, see [4, 5] and the references therein).
This beautiful conclusion provides the multiobjective linear
programming as an efficient tool to solve DEA problems.
So the key point now is to find all efficient solutions of the
multiobjective linear programming problems. This section
offers a simple way to do this.

By the results of Section 2, in the following, we investi-
gate the multiobjective linear programming problems corre-
sponding to the four DEAmodels and develop the structures
of the efficient point sets and the efficient solution sets
of these programmings. Based on these, the relationships
between the DEA efficiency of the four DEA models are
obtained.

Denote 𝑥
𝑗

= (𝑥
1𝑗

, . . . , 𝑥
𝑚𝑗

) > 0(𝑥
𝑗

∈ 𝑅
𝑚

) to be the input
vector for the 𝑗th decision making unit (DMU

𝑗
), and 𝑦

𝑗
=

(𝑦
1𝑗

, . . . , 𝑦
𝑠𝑗

) > 0 (𝑦
𝑗

∈ 𝑅
𝑠
), to be the output vector for the

𝑗th decision making unit, for 𝑗 = 1, . . . , 𝑛. For convenience
the notations 𝑥

0
= 𝑥
𝑗0

, 𝑦
0

= 𝑦
𝑗0
, for 1 ≤ 𝑗

0
≤ 𝑛 are given. Let

𝐶 = 𝑅
𝑚

+
⊂ 𝑅
𝑚, and let 𝐷 = 𝑅

𝑠

+
⊂ 𝑅
𝑠. The orderings in 𝑅

𝑚

and 𝑅
𝑠 are defined by 𝐶 and 𝐷, respectively. 𝐾 = {(𝑐, 𝑑) | 𝑐 ∈

𝐶, 𝑑 ∈ 𝐷}, 𝐾
1

= {(𝑐, −𝑑)𝑐 ∈ 𝐶, 𝑑 ∈ 𝐷}, 𝐾
0

= 𝐾 \ {0}, and
𝐾
10

= 𝐾
1

\ {0. The production possibility set 𝑇, 𝑇 ⊂ {(𝑥, 𝑦) |

𝑥 ∈ 𝑅
𝑚

, 𝑦 ∈ 𝑅
𝑠
, 𝑥 ≥ 0, 𝑦 ≥ 0}, is based on postulate sets

which are presented with a brief explanation (see [4, 5]). The
four most representative models are, briefly, 𝐶

2
𝑅, 𝐵𝐶

2
, 𝐹𝐺,

and 𝑆𝑇, which correspond to different production possibility
sets 𝑇

𝐶
2
𝑅
, 𝑇
𝐵𝐶
2 , 𝑇
𝐹𝐺
, and 𝑇

𝑆𝑇
, respectively, [4–10]

𝑇
𝐶
2
𝑅

=

{

{

{

(𝑥, 𝑦) |

𝑛

∑

𝑗=1

𝑥
𝑗
𝜆
𝑗

≤ 𝑥,

𝑛

∑

𝑗=1

𝑦
𝑗
𝜆
𝑗

≥ 𝑦 ≥ 0, 𝜆
𝑗

≥ 0, 𝑗 = 1, . . . , 𝑛

}

}

}

,

𝑇
𝐵𝐶
2 =

{

{

{

(𝑥, 𝑦) |

𝑛

∑

𝑗=1

𝑥
𝑗
𝜆
𝑗

≤ 𝑥,

𝑛

∑

𝑗=1

𝑦
𝑗
𝜆
𝑗

≥ 𝑦 ≥ 0,

𝑛

∑

𝑗=1

𝜆
𝑗

= 1, 𝜆
𝑗

≥ 0, 𝑗 = 1, . . . , 𝑛

}

}

}

,

𝑇
𝐹𝐺

=

{

{

{

(𝑥, 𝑦) |

𝑛

∑

𝑗=1

𝑥
𝑗
𝜆
𝑗

≤ 𝑥,

𝑛

∑

𝑗=1

𝑦
𝑗
𝜆
𝑗

≥ 𝑦 ≥ 0,

𝑛

∑

𝑗=1

𝜆
𝑗

≤ 1, 𝜆
𝑗

≥ 0, 𝑗 = 1, . . . , 𝑛

}

}

}

,

𝑇
𝑆𝑇

=

{

{

{

(𝑥, 𝑦) |

𝑛

∑

𝑗=1

𝑥
𝑗
𝜆
𝑗

≤ 𝑥,

𝑛

∑

𝑗=1

𝑦
𝑗
𝜆
𝑗

≥ 𝑦 ≥ 0,

𝑛

∑

𝑗=1

𝜆
𝑗

≥ 1, 𝜆
𝑗

≥ 0, 𝑗 = 1, . . . , 𝑛

}

}

}

.

(33)

Obviously, the following equalities and inclusions hold:

(a) 𝑇
𝐶
2
𝑅

= 𝑇
𝐹𝐺

∪ 𝑇
𝑆𝑇

, (b) 𝑇
𝐵𝐶
2 = 𝑇
𝐹𝐺

∩ 𝑇
𝑆𝑇

,

(c) 𝑇
𝐶
2
𝑅

⊇ 𝑇
𝐹𝐺

⊇ 𝑇
𝐵𝐶
2 , (d) 𝑇

𝐶
2
𝑅

⊇ 𝑇
𝑆𝑇

⊇ 𝑇
𝐵𝐶
2 .

(34)

For distinguishing the DEA efficiency of DMUs in DEA
models, according to the equivalence of DEA efficiency in
DEA models and Pareto efficiency in multiobjective linear
programming obtained by Charnes et al. and Wei et al., we
introduce the multiobjective linear programming problem
corresponding to DEA models in the following. For the
details about DEA models, see [7, 8].

Consider multiobjective linear programming problem:

𝑉-min (𝑥, −𝑦) ,

s.t. (𝑥, 𝑦) ∈ 𝑇.

(𝑉𝑃)

For 𝑇 = 𝑇
𝐶
2
𝑅
, 𝑇
𝐵𝐶
2 , 𝑇
𝐹𝐺
, or 𝑇

𝑆𝑇
, the four multiobjective

linear programming problems 𝑉𝑃
𝐶
2
𝑅
, 𝑉𝑃
𝐵𝐶
2 , 𝑉𝑃
𝐹𝐺
, and 𝑉𝑃

𝑆𝑇

correspond to the four DEA models respectively.

Definition 17. (𝑥
0
, 𝑦
0
) is called an Pareto efficient (weak

efficient) solution of (𝑉𝑃), if there is no (𝑥, 𝑦) ∈ 𝑇, (𝑥, 𝑦) ̸=

(𝑥
0
, 𝑦
0
) such that

(𝑥, −𝑦) ≤ (𝑥
0
, −𝑦
0
) ,

((𝑥, −𝑦) < (𝑥
0
, −𝑦
0
)) .

(35)

Since 𝐾 defines the ordering in 𝑅
𝑚+𝑠

(⊃ 𝑇), the previous
inequality can be written as

(𝑥
0
, −𝑦
0
) ∈ (𝑥, −𝑦) + 𝐾

0
,

((𝑥
0
, −𝑦
0
) ∈ (𝑥, −𝑦) + int 𝐾) .

(36)
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When 𝐾 is a convex pointed cone, all conclusions in
Section 2 hold for multiobjective programming problem
(𝑉𝑃).Theorem 18 provides the equivalency of DEA efficiency
of DMUs and the Pareto efficiency of the points correspond-
ing to the DMUs. Consequently, the structures of the sets of
efficient solutions to DEA models are obtained by solving
the multiobjective programmings. Then the relationships
between the DEA efficiencies of DMUs in DEA models are
deduced.

Theorem 18 (see [5]). A DMU
𝑗0

is DEA efficient if and only if
(𝑥
0
, 𝑦
0
) is a Pareto efficient solution of (𝑉𝑃).

For convenience, we denote by DMU
0
DMU

𝑗0
. In the fol-

lowing, we investigate the structures of the efficient point sets
and the efficient solution sets of the four vector optimization
problems. Let

𝑀
0

= {(𝑥
𝑗
, −𝑦
𝑗
) | 𝑗 = 1, . . . , 𝑛} ,

𝑇
0

= {(𝑥
𝑗
, 𝑦
𝑗
) | 𝑗 = 1, . . . , 𝑛} ,

𝑀
𝐶
2
𝑅

= {(𝑥, −𝑦) | (𝑥, 𝑦) ∈ 𝑇
𝐶
2
𝑅
} ,

𝑀
𝐵𝐶
2 = {(𝑥, −𝑦) | (𝑥, 𝑦) ∈ 𝑇

𝐵𝐶
2} ,

𝑀
𝐹𝐺

= {(𝑥, −𝑦) | (𝑥, 𝑦) ∈ 𝑇
𝐹𝐺

} ,

𝑀
𝑆𝑇

= {(𝑥, −𝑦) | (𝑥, 𝑦) ∈ 𝑇
𝑆𝑇

} .

(37)

The relations (𝑎), (𝑏), (𝑐), and (𝑑) imply:

(𝑎) 𝑀
𝐶
2
𝑅

= 𝑀
𝐹𝐺

∪ 𝑀
𝑆𝑇

,

(𝑏) 𝑀
𝐵𝐶
2 = 𝑀

𝐹𝐺
∩ 𝑀
𝑆𝑇

,

(𝑐) 𝑀
𝐶
2
𝑅

⊇ 𝑀
𝐹𝐺

⊇ 𝑀
𝐵𝐶
2 ,

(𝑑) 𝑀
𝐶
2
𝑅

⊇ 𝑀
𝑆𝑇

⊇ 𝑀
𝐵𝐶
2 .

(38)

As an example, consider the multiobjective linear pro-
gramming problem (𝑉𝑃

𝐶
2
𝑅
). Let 𝐸

𝐶
2
𝑅
denote the efficient

point set, and let 𝑆
𝐶
2
𝑅
denote the efficient solution set. Note

that

(𝑥, −𝑦) ≤ (𝑥
0
, −𝑦
0
) ⇐⇒ (𝑥

0
, −𝑦
0
) ∈ (𝑥, −𝑦) + 𝐾. (39)

By Definitions 2 and 17,

𝐸
𝐶
2
𝑅

= 𝑀
0

\ (𝑀
𝐶
2
𝑅

+ 𝐾
0
) . (40)

Since

(𝑥
0
, −𝑦
0
) ∈ (𝑥, −𝑦) + 𝐾

0
⇐⇒ (𝑥

0
, 𝑦
0
) ∈ (𝑥, 𝑦) + 𝐾

10
, (41)

we have

𝑆
𝐶
2
𝑅

= 𝑇
0

\ (𝑇
𝐶
2
𝑅

+ 𝐾
10

) . (42)

Similar argument is applied to other three multiobjective
linear programming problems. Therefore the following two
theorems hold.

Theorem 19. Consider the following:

(𝑎) 𝐸
𝐶
2
𝑅

= 𝑀
0

\ (𝑀
𝐶
2
𝑅

+ 𝐾
0
) ,

(𝑏) 𝐸
𝐵𝐶
2 = 𝑀

0
\ (𝑀
𝐵𝐶
2 + 𝐾
0
) ,

(𝑐) 𝐸
𝐹𝐺

= 𝑀
0

\ (𝑀
𝐹𝐺

+ 𝐾
0
) ,

(𝑑) 𝐸
𝑆𝑇

= 𝑀
0

\ (𝑀
𝑆𝑇

+ 𝐾
0
) .

(43)

Theorem 20. Consider the following:

(𝑎) 𝑆
𝐶
2
𝑅

= 𝑇
0

\ (𝑇
𝐶
2
𝑅

+ 𝐾
10

) ,

(𝑏) 𝑆
𝐵𝐶
2 = 𝑇
0

\ (𝑇
𝐵𝐶
2 + 𝐾
10

) ,

(𝑐) 𝑆
𝐹𝐺

= 𝑇
0

\ (𝑇
𝐹𝐺

+ 𝐾
10

) ,

(𝑑) 𝑆
𝑆𝑇

= 𝑇
0

\ (𝑇
𝑆𝑇

+ 𝐾
10

) .

(44)

Inclusions (𝑐), (𝑑) andTheorem 20 imply Theorem 21.

Theorem 21. Consider the following:

(i) 𝑆
𝐶
2
𝑅

⊆ 𝑆
𝐹𝐺

⊆ 𝑆
𝐵𝐶
2 ,

(ii) 𝑆
𝐶
2
𝑅

⊆ 𝑆
𝑆𝑇

⊆ 𝑆
𝐵𝐶
2 .

(45)

Theorem 21 shows the relationships between the solutions
of the four vector optimization problems. Therefore, by
Theorem 18, the relationships between DEA efficiencies of
DMUs in DEA models are as the following:

(i) if DMU
0
is 𝐶
2
𝑅 DEA efficient, then it is 𝐹𝐺 DEA

efficient. If 𝐷𝑀𝑈
0
is 𝐹𝐺 DEA efficient, then it is 𝐵

2
𝐶

DEA efficient;
(ii) if DMU

0
is 𝐶
2
𝑅 DEA efficient, then it is 𝑆𝑇 DEA

efficient. If 𝐷𝑀𝑈
0
is 𝑆𝑇 DEA efficient, then it is 𝐵

2
𝐶

DEA efficient.

By Proposition 13, along with the equality (𝑎) and (𝑎), we
obtain followingTheorem 22.

Theorem 22. Consider the following:

𝐸
𝐶
2
𝑅

= [𝑀
0

\ (𝑀
𝐹𝐺

+ K
0
)] \ (𝑀

𝑆𝑇
+ 𝐾
0
)

= [𝑀
0

\ (𝑀
𝑆𝑇

+ 𝐾
0
)] \ (𝑀

𝐹𝐺
+ 𝐾
0
)

= 𝐸
𝐹𝐺

\ (𝑀
𝑆𝑇

+ 𝐾
0
) = 𝐸
𝑆𝑇

\ (𝑀
𝐹𝐺

+ 𝐾
0
) .

(46)

ByTheorem 22, we conclude that if𝐸
𝐶
2
𝑅

̸= 𝜙, then𝐸
𝐹𝐺

̸= 𝜙

and 𝐸
𝑆𝑇

̸= 𝜙; by (𝑎), (𝑐), and (𝑑), we declaim that if 𝐷𝑀𝑈
0
is

𝐶
2
𝑅 DEA efficient, then it is also 𝐹𝐺 DEA efficient and 𝑆𝑇

DEA efficient.
Proposition 15 and (𝑏) infer Theorem 23.

Theorem 23. Consider the following:

𝐸
𝐵𝐶
2 ⊇ (𝐸

𝐹𝐺
∩ 𝑀
𝑆𝑇

) ∪ (𝐸
𝑆𝑇

∩ 𝑀
𝐹𝐺

) . (47)
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Consider that 𝐸
𝐹𝐺

= 𝑀
0

\ (𝑀
𝐹𝐺

+ 𝐾
0
), and 𝑀

0
⊂ 𝑀
𝑆𝑇
,

if 𝐸
𝐹𝐺

̸= 𝜙, then 𝐸
𝐹𝐺

∩ 𝑀
𝑆𝑇

̸= 𝜙. Similarly, 𝐸
𝑆𝑇

∩ 𝑀
𝐹𝐺

̸= 𝜙.
Therefore, the following consequences are obtained:

(i) if DMU
0
is 𝑆𝑇 DEA efficient, then it is also 𝐵𝐶

2

DEA efficient;
(ii) if DMU

0
is 𝐹𝐺 DEA efficient, then it is also 𝐵𝐶

2

DEA efficient.

4. Conclusion

In this paper, Definition 2 presents a new representation to
𝐸(𝑀, 𝐾). Then some new properties of 𝐸(𝑀, 𝐾) are deduced
by the new representation (Propositions 6 to 15 and their
corollaries). Most of the properties are proved by mean of
the binary operations of sets, which is a new method in
multiobjective optimization. These conclusions are used to
deal with the multiobjective linear programming problems
corresponding to the four most representative DEA models.
We investigate the structures of the efficient solution set of
the four DEA models (Theorems 19 and 20) and deduce the
relationships between DEA efficient solution sets of the four
DEAmodels (Theorems 21 and 22). For each of the four DEA
models, byTheorem 20, 𝑆 = 𝑇

0
\(𝑇+𝐾

10
); that is, all the DEA

efficient DMUs are obtained by the binary operations of sets.
Therefore, this is a simple way to get all DEA efficient DMUs
theoretically. By using the new representation, it may be able
to discuss the effects uponDEA efficiency of DMUs when the
number of the DMUs changes in DEA models.
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