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Construction workers’ unsafe behaviors are closely related to construction safety performance. Most existing studies on con-
struction workers’ personality traits and safety behaviors have ignored the �exibility of worker mix at construction sites, the
dynamics of workers’ behaviors, and the complexity of environmental risks at construction sites. Based on the cognitive process of
construction workers’ safety behaviors and from the perspective of personality traits, this research establishes an agent-based
model of steelworkers’ mutual assistance behavior.  e AnyLogic platform is adopted to show emerging phenomena in complex
problems.  rough simulation experiments, the optimized con�guration of construction team members under di�erent risk
environments can be obtained.  is research is conducive to project managers to understand the in�uence of construction
workers’ mutual assistance on team safety, assess workers’ potential for safe work before recruitment, and carry out active safety
management from the source instead of looking for the cause of the accident afterward, making safety management theory more
realistic and dynamic.

1. Introduction

According to statistics, the construction industry employs
approximately 6%–10% of the labor force but accounts for
20%–40% of occupational fatal accidents [1].  e frequent
occurrence of accidents makes the safety problem of
building construction very serious. Researchers [2–4] ana-
lyzed the relevant data on accidents and found that the
unsafe behavior of the construction personnel was the fuse
for the accident. Even in the same situation, construction
workers will have di�erent behaviors.  is is because, be-
sides being a�ected by environmental factors, workers’
behavior is also a�ected by personal characteristics. Many
studies [5, 6] have identi�ed personality as one factor that
signi�cantly a�ects workers’ safety performance. Personality
can also be used to explain and predict human behavior and
job performance [7]. Florez and Cortissoz [8, 9] show that
workgroups with similar personalities can speed up project
progress. Also, personality has been proven to be related to

risk perception [10], risk propensity [10], risk preference
[11], unsafe behavior [11], and social behavior [12]. Al-
though researchers have explored the relationship between
workers’ unsafe behaviors and personality traits, existing
studies hardly consider the dynamic e�ects of personality
traits on worker behavior and interactions between workers
and the external environment.

Complex construction tasks exist on the construction
site. Some traditional research methods, such as the �eld
observation method [13] and qualitative analysis method
[14], can only analyze the static state of the project but
cannot capture the processes of on-site dynamic changes.
 erefore, it is necessary to investigate methods that can
capture the nature of dynamic site changes as well as the
impacts of di�erent personality traits.

Computer simulation technology provides a good way to
solve complex systemic problems [15]. By reproducing
relevant scenarios in the real world and setting parameter
ranges in simulation experiments to observe changes at the
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macro level, the shortcomings of traditional analysis
methods such as limited data, excessive interference factors,
and difficulty in controlling variables [16] can be effectively
avoided. Agent-based modeling (ABM) is a classic research
method to explore changes in macroscopic results caused by
microinteractions [17]. Aiming at the workers in the con-
struction team and considering the mutual assistance of on-
site workers and workers and the interactions with the
external environment, an agent model is established in this
study based on the cognitive process of behavior.

2. Literature Review

2.1. Big Five Personality Traits and Behaviors. In the con-
struction industry, many researchers studied the factors that
influence individual unsafe behaviors from the perspective
of psychology. Neal and Griffin [18] proposed that per-
sonality traits affect safety behaviors and can affect safety
results. Lingard and Rowlinson [19] found that there are
almost no workplaces where personality does not affect
work-related behaviors. Since accidents are caused by a
series of events and the agents of these events are a person.
+erefore, it is vital to understand the relationship between
the personality characteristics of people and the high inci-
dence of human error accidents on construction sites [20].
+e Big Five personality traits, proposed by McCrae and
Costa [21], are the version accepted by most psychologists,
including five dimensions of extraversion, agreeableness,
conscientiousness, neuroticism, and openness. In interviews,
self-descriptions and observations, as well as a wide range of
participants of different ages and different cultures, showed
consistency [22].

Many researchers have studied the correlation between
Big Five personality traits and the unsafe behavior of con-
struction workers. Geller [23] took construction workers as
the research object and explored the correlation between the
five characteristics of the Big Five personality traits and
unsafe behaviors through a questionnaire survey. Similarly,
Clarke [24] also found that workers’ accident tendency is
closely related to their personality traits. Although an in-
dividual’s personality traits do not directly determine
whether unsafe behaviors occur, they can have an important
impact on the main actions in the process of unsafe cog-
nition. As far as risk perception is concerned, different
individuals have different perceptions of risks. Different
individuals have different cognitions and understandings of
the origin of different risks, the composition of risks, and the
severity of risks [25].

Chauvin et al. [26] found that the environment faced by
construction workers is complex and changeable when
performing work tasks. When making risk decisions, they
are often affected by personality factors. Myers et al. [27]
found that the perception of risk is closely related to indi-
vidual differences based on research. +e risk assessment
also involves the individual’s risk tolerance. Risk tolerance is
related to the number of risks, the qualitative characteristics
of the hazards, the perceived benefits of risks, and personal
acceptability. Faced with the same risk situation, everyone’s
risk tolerance is different. Risk tolerance is affected by factors

such as personal characteristics, expected consequences, and
safety culture [28]. +anki [29] found a correlation between
personality traits and risk tolerance. Bye and Lamvik [30]
also proposed that personality traits are related to risk
tolerance.

2.2..eCognitive Process of Safe Behavior. Many researchers
found that the unsafe behaviors of construction workers
mainly caused accidents. For the unsafe behavior of con-
struction workers, the mechanism of unsafe behavior is the
sorting out of the influencing factors of unsafe behavior and
the construction of interrelationship to clarify the position
and role of each influencing factor in the chain of unsafe
behavior, which is a further deepening based on the analysis
of influencing factors. With the in-depth study of psy-
chology and social cognitive processes, Fang et al. [31] began
to explain the mechanism of unsafe behavior from the
perspective of safety cognition. Goh et al. [32] borrowed
from the theory of planned behavior [33] to analyze and
believes that unsafe behavior is the result of rational deci-
sion-making by construction workers. Chi et al. [34] pointed
out that workers’ unsafe behaviors are misjudgments or
wrong decisions made in the cognitive process. From a
physiological point of view, construction workers’ cognitive
status can also be assessed by valence, arousal, and domi-
nance index in the valence-arousal-dominance (VAD)
model [35], which can be measured by electroencephalog-
raphy (EEG) [36]. By analyzing the three broadly influential
cognitive models: Rasmussen’s step-ladder model [37],
Wickens et al.’s model of human information processing
[38], and the IDAC model [39], Fang et al. [31] summarized
the cognitive process of construction workers’ unsafe be-
haviors into five stages: discovering information, under-
standing information, thinking and responding, choosing a
response, and implementing the response. Among them, the
failure of the choice response is the most important cause of
unsafe behavior. Ye et al. [40] sorted out the influencing
factors in the cognitive process and discussed the impact of
the failure of the cognitive process on construction workers’
unsafe behavior from the individual and the environment.
+e research summarizes the cognitive process into four
stages: obtaining information, understanding information,
choosing response, and taking action. Although there are
differences in the details involved, these models all emphasize
risk perception, risk assessment, and decision-making.

2.3. Workers’ Mutual Assistance and Construction Safety.
With the continuous improvement and progress of various
mechanisms in human society, the emotions and instincts of
cooperation and mutual assistance between individuals have
become increasingly mature [41]. +e behavior of mutual
assistance is very important to the work and life of the
individual. Herman [42] believes that mutual assistance
behavior is when others have certain needs, the behavior for
satisfying the real needs of others. Anderson and Williams
[43] believe that helping others deal with the problems
encountered in work and life, that is, the behavior of col-
leagues in favor of others is a mutual assistance behavior.
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In the construction and production activities, the team is
not only closely related to the equipment, machinery, tools,
and materials required in the construction and production
activities but also the most basic organization that imple-
ments the various rules and regulations, construction
technology, and on-site management activities in the con-
struction enterprise. In the construction team, most of the
construction workers come from the same place. +ey are
not only the relationship of colleagues at work but also the
relationship of friends in life. No matter in life or work,
construction workers will care about their workers, help and
cooperate, and strengthen emotional exchanges in daily
activities. Mutual help behavior not only helps team
members better establish interpersonal relationships and
better adapt to the surrounding environment but also has
important significance in completing construction tasks
safely and improving the overall performance of the team.

In the field of construction safety, many researchers have
researched the mutual assistance behavior of construction
workers. Liang et al. [44] believe that workers often surpass
team leaders and managers and have a more social influence
on workers. Some researchers [45–47] regard worker mutual
assistance as a dimension to evaluate the safety atmosphere
of construction and verify the relationship between the
safety mutual assistance of workers and workers and the
safety atmosphere of the organization. Burt et al. [46] have
further realized that workers who care about the safety of
their colleagues play an important role in improving safety
performance. +e active care of workers may overcome (or
supplement) the need for management to continuously
monitor safety-related behaviors. Workers help ensure the
safety of their colleagues by taking on this responsibility.
Suppose the dominant attitude of each worker is to care
about each other, and each worker actively identifies hazards
and reminds workers. In that case, the safety performance of
the team will be improved. Osama Jannadi et al.’s [48] re-
search also shows that mutual safety assistance between
colleagues positively impacts safety performance.

Safety mutual help between workers is mostly in the form
of communication, such as reminding workers to abide by
safety rules, sharing hazard information with workers, and
discussing past accidents and safety improvement measures
[45, 49]. +ese exchanges and mutual help will not only bring
about the flow of information and knowledge and other or-
ganizational resources but also positively impact the members
of the organization. Knowledge and experience sharing among
colleagues can better promote performance [50]. +rough safe
andmutual help exchanges withworkers, constructionworkers
not only make it easier for construction workers to master the
operating methods of the tools and machinery used but also
avoid unsafe behaviors to the greatest extent.

3. Research Gap

Existing studies have explored the correlation between per-
sonality traits and the work behavior of construction workers
through questionnaires, focusing on the psychological factors
of the agents of construction activities. However, each
worker’s behavior is not the direct result of a factor but rather

a combination of personal characteristics, mutual assistance
with others, and interaction with the external environment. In
a site environment with complex construction tasks, the
variability of behavior caused by different personality traits,
the interactivity caused by mutual assistance and cooperation
with workers, and the dynamism caused by real-time ad-
justment of their behavior according to site changes make the
interactive behavior of individual construction personnel at
the individual level lead to changes at the project level.

+us, traditional research methods, such as the field
observation method and qualitative analysis, are only pos-
sible to analyze the project situation in a static state but not
to capture the dynamic changing processes. In addition,
although these studies can find universal rules and provide
certain guiding significance, they ignore the composition of
workers’ personality traits, the interactions between workers
and the external environment, and the influence of con-
struction workers’ mutual assistance on team safety. Fur-
thermore, those studies do not consider the degree of
environmental risk on the construction site.

4. Research Methodology

4.1. Overview. Due to the complexity of the construction
tasks, characteristics of the individuals, and the changing
environment, it is more difficult to use traditional methods
to study the behavior changes of construction workers and
their dynamic effects [51]. Using computer simulation
technology to study the behavioral activities of interaction in
building construction can actively change the parameters for
control, avoid the interference of unrelated external factors
on the experimental results, and achieve real experimental
and control effects. It can also create a new research space for
construction safety-related behaviors of construction
workers from the perspective of technical methods [16].

In this study, firstly, based on the findings of existing
literature, the relationship between the five personality traits
in the Big Five personality theory and the key parameters
(risk perception, risk tolerance) in the cognitive process of
unsafe behavior of construction workers was synthesized.
+en, based on the workers’ key parameter attributes and
their external environment, whether they perform unsafe
behaviors or not is determined. Finally, while the cognitive
process of workers’ unsafe behaviors occurs, the possibility
of cooperation and mutual assistance between workers and
their surrounding colleagues is considered to explore the
impact of individual behaviors on the overall team safety.

+is study adopts an ABM approach to solve the
problem of inconvenient control of variables such as ex-
ternal environmental factors and an individual’s actual
situation when personality trait factors are involved. A
variety of combinations of workers with different personality
traits are realized by dynamically adjusting the relevant
parameters in order to explore the different combinations of
workers’ mutual assistance on the overall unsafe team be-
havior.+is study simulates the impacts of safety andmutual
assistance of workers with different personality traits on
team safety and provides an optimized combination plan for
team workers.
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4.2. Model Framework. In recent years, research on theo-
retical models of cognition has matured and improved,
providing a strong foundation for the scientific study and
explanation of individual cognitive processes in many fields.
+e cognitive process of construction workers’ unsafe be-
havior can be divided into three stages: perceiving infor-
mation, evaluating information, and making decisions [52].
In the stage of perceiving information, workers perceive the
risks from external information. +is means the subjective
judgment and assessment of the current danger when the
individual is in an environment where danger may occur
[53]. +e risk level perceived by an individual is not only
related to the true risk level [54], but risk perception is also
affected by personal beliefs, attitudes, judgments, and feel-
ings [55]. In studies on the Big Five personality traits and
individual perceived risk, perceived risk is influenced by
agreeableness [54] and neuroticism [26]. According to
Sjöberg [54] and Chauvin et al. [26], the more neurotic and
agreeableness of an individual, the more risks they feel.
Individuals with high agreeableness scores may prefer safer
solutions or alternatives to reduce their discomfort [56].
During the evaluation information phase, construction
workers consider the level of acceptance of risk to assess the
level of injury and benefit from the behavior. +e risk
evaluation process can be determined by comparing the
perceived risk with the risk tolerance the individual can bear.
Hunter [57] defines risk tolerance as “+e amount of risk
that an individual is willing to accept when pursuing a
certain goal.” According to this definition, it can be found
that risk tolerance includes two aspects: subjectivity (the
degree that an individual can tolerate) and goal (total risk).
Wang et al. [58] verified that the psychological character-
istics of construction workers significantly impact risk tol-
erance through questionnaires and structural equation
models. Individuals’ acceptance of risk is related to their
extroversion [30], openness [29], and due conscientiousness
[28]. In the decision-making phase, workers make judg-
ments based on a combination of information from the first
two phases as well as physiological and skill factors. +e first
two cognitive stages, perceived and evaluated information,

are important for the safety of construction workers.
+erefore, risk perception and risk tolerance in the two
stages will be selected as key parameters in the model, and
the influence of personality traits on these two parameters
will be investigated. +e framework of decision-making in
the cognitive process of unsafe behavior of construction
workers is shown in Figure 1.

4.3. Agent-Based Model Development. Establish an agent-
based model according to the cognitive process of safe
behavior, which is composed of (1) a description of the
environment and the agent (2) defining the mutual assis-
tance rules between the agent and the interaction rules
between the agent and the external environment (3) model
validation [59]. Each of these model components is
explained in detail below.

4.3.1. Defining Environment and Agent. In the agent-based
model, the virtual construction site environment is set
according to the grid form proposed by Lu et al. [60].+e area
is set to 40∗ 40 (each grid represents 1m2 of space); the task
volume is included in the site (range 0–20); and the risk level
(range 0–1) has two parameters. Different grids have different
tasks and risk levels as shown in Figure 2. Among them,
parameters 1–9 are the initial parameters of the environment
(1–2) and theagents (3–9) thatneed tobe setwhen themodel is
constructed and are mainly set according to existing studies
[44, 61]. Parameters 10–21 are process parameters calculated
when the model is running, and the calculation method is
executed according to the define interaction rules.

Because steelworkers have the highest occupational
disease and injury rate [62], the workers in the model are set
as steelworkers. Considering that the death rate of tower
crane-related accidents is relatively serious and the location
is relatively fixed, more importantly, the tower crane is easy
to be noticed by colleagues’ safety warnings and avoid ac-
cidents [63]. So the hazard source is set as a tower crane and
placed in the center of the site.

Cognitive process

Perceive information

Evaluate information

Make decision

Accident/near miss

Safe behavior/
unsafe behavior

Risk tolerance

Risk perception

Cognitive stage Source of influence
(personality traits)

Agreeableness,
Neuroticism

Extraversion,
Conscientiousness,

Openness

Figure 1: Framework of decision-making in the cognitive process of unsafe behavior of construction workers.
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Steelworkers are the main agents of the model, and each
worker has the following state variables: ID number, Big
Five personality traits (extraversion, conscientiousness,
agreeableness, neuroticism, and openness), risk perception,
risk tolerance, and unsafe behavior. Based on the size of the
construction team, the number of workers on site is set to
20. Before each simulation model runs, the grid unit’s risk
value and task amount are assigned different values to
simulate different construction situations. +e five per-
sonality traits of construction workers are assigned dif-
ferent values, representing their heterogeneous attributes.
Among them, different personality traits will affect the
behavior and decision-making in performing tasks. Based
on the statistical research of Schmitt et al. [61], the dis-
tribution of personality traits in each dimension follows the
normal distribution, and the model sets its range from 0 to
1. To exclude extreme traits, the worker’s traits range from
0.1 to 0.9, which is set to obey the normal distribution of N
(0.5, 0.13) through analysis. +e on-site environmental
risks and on-site tasks are set to a medium level that obeys

the triangular distribution [44]. Table 1 shows the pa-
rameter settings for the construction of the benchmark
model (the model that has set the relevant initial param-
eters of the agent).

4.3.2. Defining Interaction Rules. +is research assumes that
construction workers have two states: task-Searching and
task-Executing. In task-Searching, the grid unit where the
worker is currently located has no tasks, and at this time, the
agent needs to move to the grid with tasks, and its state also
changes from task-Searching to task-Executing. Since in-
juries or accidents usually occur in the task execution
process rather than the task search process, this research
mainly focuses on the cognitive process of safety behavior
during the task execution process.

(1) .e Decision-Making Rules of the Cognitive Process.
According to the conclusion of the cognitive model, workers
mainly experience three stages: perception information,

Workload

Source of danger

20

0

(a)

Source of danger

Risk
1

0

(b)

Figure 2: Virtual construction site: (a) workload and (b) risk level view (generated by AnyLogic software).

Table 1: Model parameter setting.

No. Parameter name Parameter meaning Initialization value
1 riskLevel Construction site environmental risks Triangular (0, 0.5, 1)
2 workload Construction site tasks Triangular (0, 10, 20)
3 workerNum Number of workers 20
4 id Worker’s ID —
5 extroversion (E) Worker’s extroversion N (0.5, 0.13)
6 agreeableness (A) Worker’s agreeableness N (0.5, 0.13)
7 conscientiousness (C) Worker’s conscientiousness N (0.5, 0.13)
8 neuroticism (N) Worker’s neuroticism N (0.5, 0.13)
9 openness (O) Worker’s openness N (0.5, 0.13)
10 riskPerception (RP) Risk perception of worker —
11 riskTolerance (RT) Risk tolerance of worker —
12 unsafeBehavior (UB) Unsafe behavior of worker —
13 safeHelpBehavior (SHB) Mutual assistance of workers —
14 numberOfUnsafeBehaviors Number of worker’s unsafe behaviors —
15 numberOfSafeBehaviors Number of worker’s safe behaviors —
16 unsafeBehaviorRate Unsafe behavior rate —
17 numberOfAccidents Number of accidents —
18 numberOfNear-missingAccidents Number of near-missing —
19 ratioOfAccidentsToNearMisses Ratio of accidents to near-missing —
20 unsafeBehaviorReductionRate Unsafe behavior reduction rate —
21 accidentRate Accident rate —
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evaluation information, and decision-making response, in
the process of cognition of unsafe behaviors, corresponding
to the three states of risk perception, risk tolerance, and safe
behavior or unsafe behavior. +e modeling logic is shown in
Figure 3.

In the stage of perceiving information, workers will make
subjective judgments and assessments of hazards. Risk
perception can be affected by actual risk levels [54] and
individual factors [55].

Chauvin et al. [26] found that construction workers face
complex and changeable environments when performing
work tasks, and they are often affected by personality
factors when making risky decisions. Even facing the same
environmental risk, the risk perceived by one worker may
be different from that of another colleague. +erefore, the
risk perception in the model is determined by the actual
risk value of the current environment and the personality
traits of the worker. Individuals with a high level of
agreeableness tend to view risk as a higher risk factor [26].
In contrast, people with high neuroticism scores are prone
to anxiety and tend to be conservative in the face of risks
[64]. According to Sjöberg [54] and Chauvin et al. [26], the
more neurotic and agreeableness of an individual, the more
risks they feel. An individual with high agreeableness scores
may prefer safer solutions or alternatives to reduce their
discomfort [56]. +erefore, risk perception can be deter-
mined by agreeableness and neuroticism from the per-
spective of personality traits. To ensure the balance of
contribution, the proportion is set to 0.5. Based on the
above analysis, the model can express risk perception by the
following formula:

RPt
i � ERt

i ∗ 0.5∗
ai

A
+ 0.5∗

ni

N
 , (1)

where RPt
i : worker i’s risk perception at time t, ERt

i : the
actual risk value of worker i’s environment at time t, ai: the
agreeableness score of workers i, A: the maximum value in
the value range of agreeableness, ni: the neuroticism score of
workers i, and N: the maximum value in the value range of
neuroticism.

When workers perceive risk, they will conduct an in-
formal assessment based on their situation, that is, assess the
degree of risk that can be tolerated. Williams and Noyes [65]
believe that risk tolerance is a personal assessment of risk
and the corresponding comfort or discomfort to the risk. It
depends on the level of confidence that controls the un-
certainty of the situation. Studies have found a correlation
between risk tolerance and personality traits [28–30]. Oehler
and Wedlich [66] found that people with high extraversion
have a higher risk tolerance, and openness positively cor-
relates with risk-taking behavior [67]. +e results of the
study by Pak and Mahmood [68] show a significant negative
correlation between conscientiousness and risk tolerance.
+erefore, the risk tolerance set in the model is determined
by the extraversion, openness, and conscientiousness of the
personality traits. To ensure the balance of the distribution of
traits and avoid the influence caused by a relatively high
proportion of a certain trait, the proportional coefficients of
the three traits are set to be 1/3 in the model. In addition to
being related to their personality traits, they will also be
affected by the organizational climate so that workers will
adjust their behavior to conform to group norms. Moreover,

Statechart

taskSearching

taskExecuting
RiskPerception

RiskTolerance

RiskJudgment

safeBehavior

noDanger

unsafeBehavior

danger

Figure 3: Modeling logic of workers’ construction safety behavior based on the cognitive model.
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the behavioral role models of coworkers can have a sig-
nificant impact on individual workers and can provide in-
dividual workers with relevant information on acceptable
behaviors on site [69]. +erefore, each worker will know the
risk tolerance of other colleagues as a result of being affected
by the safety climate of the construction team. And, due to
the existence of the memory utility, the worker’s risk tol-
erance is also determined by the average value of the risk
tolerance of other workers on site in the previous time unit
determined. +e proposed model in this research assumes
that the worker’s personality traits and the influence of
external colleagues have the same contribution to risk tol-
erance, both at 50%. Based on the above analysis, this model
sets the following formula:

RTt
i � 50%∗

1
3
∗

ei

E
+
1
3
∗

oi

O
−
1
3
∗

ci

C
  +50%∗

1
m



m

j�1
RT

t−1
j .

(2)

Here, RTt
i : the risk tolerance of worker i at time t, ei: ex-

traversion score of worker i, E: the maximum value in the
value range of extraversion, oi: worker i’s openness score, O:
the maximum value in the value range of openness, ci:
worker i’s conscientiousness score, C: the maximum value in
the value range of conscientiousness, m: the number of other
workers on site, and RTt−1

j : the risk tolerance of worker j at
t− 1.

In the decision-making stage, workers make risky be-
havior decisions based on perceived risks and their risk
tolerance. +e theory of risk steady-state points out that risk
perception and risk tolerance are the two main aspects that
determine risk behavior [70]. Workers will compensate for
the behavior if the perceived risk exceeds the internal
threshold (i.e., the current risk tolerance). In the proposed
model, if the perceived risk exceeds the worker’s current risk
tolerance, then the worker will perform safe behavior to
prevent accidents. Conversely, if the perceived risk does not
exceed the worker’s current risk tolerance, then the worker
will take unsafe behavior. Based on the above analysis, this
research proposes the following formula:

UBt
i �

1,RPt
i <RT

t
i ,

0,RPt
i >RT

t
i .

⎧⎨

⎩ (3)

Here, UBt
i : worker i’s unsafe behavior state at time t, 1: take

unsafe behavior, and 0: take safe actions.
Since there is no danger when taking unsafe behaviors, it

may be safe and sound, which is only a near-missing event
[71]. +erefore, the model assumes that when workers take
unsafe behaviors, if the environment happens to be in an
unsafe state, then an accidentwill occur; otherwise, no danger
will occur, and only a near-missing accident will occur. Based
on the above analysis, this model sets the following formula:

D
t
i �

1, UBt
i � 1,ERt

i > random.uniform(0, 1),

0, others.

⎧⎨

⎩ (4)

Here, Dt
i : the dangerous state of worker i at time t, ERt

i : the
actual risk value of worker i’s environment at time t, and

random.uniform(0, 1): generate a uniformly distributed
floating-point number between [0, 1].

After experiencing a dangerous state, the worker’s risk
tolerance will change. If unsafe behaviors are taken, but no
danger occurs, workers’ tolerance for risks will increase and
become riskier [72]. If accidents occur after unsafe behav-
iors, workers’ risk tolerance will be weakened. +at is, risk
tolerance will decrease. Among them, the degree of re-
duction of risk tolerance is greater than the degree of in-
crease. +e purpose of the research is not to accurately
measure the change value of the risk tolerance of workers
after mutual assistance but to reflect the changes of different
combinations of workers under different environmental
risks. +erefore, after multiple simulations to observe the
value range of risk tolerance, setting the reduction coefficient
and the increase coefficient to 0.1 and 0.5, respectively,
indicates that the change range is different. Because workers
with different personality traits have different sensitivity to
danger, their risk tolerance changes after the dangerous state
are not the same. +erefore, after the dangerous state, the
worker’s risk tolerance change value is set in the model as
follows:

RTt+1
i �

RTt
i ,UB

t
i �0,

RTt
i −0.1∗

1
3
∗

ei

E
+
1
3
∗

oi

O
−
1
3
∗

ci

C
 ,UBt

i �1,D
t
i �1,

RTt
i +0.05∗

1
3
∗

ei

E
+
1
3
∗

oi

O
−
1
3
∗

ci

C
 ,UBt

i �1,D
t
i �0.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(5)

Here, RTt+1
i : the risk tolerance of worker i at t+ 1.

(2) Decision-Making Rules for Mutual Assistance Behavior.
When construction workers are task-Executing, they will
randomly engage in safe mutual assistance behaviors with
surrounding workers. In the five dimensions of the Big Five
personality traits, agreeableness reflects the orientation of
interpersonal relationships such as trust, understanding,
sympathy, and altruism [73]. Agreeableness people are good
at cooperating, like to help others, and have strong empathy.
+erefore, this model sets an agreeableness value as a switch
for triggering safety mutual assistance behavior. According
to Table 1, the agreeableness follows a normal distribution
with a mean of 0.5.+erefore, it is assumed in the model that
when the agreeableness of workers is higher than the av-
erage, there is an altruistic tendency and mutual assistance
with other workers. Based on this, this model sets formula
(6). To more accurately simulate the limitations of human
perception and behavior in the actual construction envi-
ronment, the range of safe mutual assistance behavior is set
to workers within a radius of three meters from the workers
[74].

SHB �
1, ai > 0.5,

0, others.
 (6)
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Here, SHB: safe mutual assistance behavior and ai: the
agreeableness score of worker i.

Learning behavior is closely related to the process of
mutual assistance. Mutual assistance from others can help
individuals clarify concepts, improve problem-solving skills,
and increase retention. Mutual assistance is one of the
prerequisites for external learning [75]. Interaction can
bring about information exchange, knowledge acquisition
[76], and obvious behavior changes [77]. Mutual assistance
behavior is one of the important manifestations of the in-
teractive process. After workers undergo safe mutual as-
sistance during construction, both participants will have new
cognition and understanding of construction safety, so the
feedback to the individuals of both participants is a positive
behavior change rather than a negative impact. So set in the
model; the two participants have a certain improvement in
risk perception after mutual assistance behavior and are also
more risk-conscious. Run the model multiple times to ob-
serve the value range of risk perception and set the increased
value to 0.01. Based on the above analysis, this model
proposes the following formula:

RPt+1
i � RPt

i + 0.01. (7)

4.3.3. Model Verification. +e purpose of model verification
is to ensure that the simulation model can reasonably ex-
press the logic of the real world to solve the problem to be
studied [78]. Zeigler et al. [79] divided the verification
method into replicative validity (i.e., “the model matches
data obtained from the real world”), predictive validity (i.e.,
“the model matches data before being acquired from the real
world”), and construct validity (i.e., “the model truly reflects
how the real world operates”). At the same time, Sargent [80]
proposed that an appropriate verification method should be
selected according to the purpose of the model. +is paper
aims to explore the role of construction workers with dif-
ferent personality traits on safety-related behaviors based on
the cognitive mechanism of safety behaviors, rather than to
make accurate predictions of safety behaviors.+erefore, the
verification of this model will focus on replicative validity
and construct validity.

First, a qualitative consistency test of replicative validity
was carried out for the model. It can be seen from Figure 4

that the overall risk tolerance level of construction workers
in the benchmark model is directly proportional to the
number of unsafe behaviors (the total number of unsafe
behaviors taken by workers in the team from the beginning
of the task to the current model time; R2 = 0.852, p< 0.001).
+at is, the higher the level of construction workers who can
tolerate risks, the more unsafe behaviors may occur during
the execution of the task. +is result is supported by existing
literature in many fields. Ji et al. [81] interviewed pilots and
used questionnaires to analyze the relationship between
pilots’ behavioral decision-making and risk tolerance. +e
results showed that the higher the risk tolerance, the fewer
safe behaviors. Davidson [82] found that the higher the coal
miners’ tolerance to risk, the greater the risk of their de-
cision-making plans by studying the process of coal miners’
final behavior selection. In construction, Ma [83] established
a construct equation model, conducted empirical analysis,
and found that the risk tolerance of construction workers
was significantly negatively correlated with safety behavior.

+e simulation results are consistent with existing
studies on the relationship between risk perception and
unsafe behavior. As shown in Figure 5, the unsafe behavior
of construction workers will be inhibited by their risk
perception level (R2 � 0.839, p< 0.001). Under the same level
of risk environment, the more risks construction workers
can perceive and the more comprehensive, the higher the
probability of taking safe actions. Existing studies also
support this result. +e research of Xia et al. [84] found that
the more risks construction workers perceive, the more they
can recognize the potential dangers in the current state and
thus can choose safe behaviors to prevent themselves from
accidents. Huang et al. [85] found that risk perception and
unsafe behavior have a significant negative correlation
through a survey of front-line workers in Chinese con-
struction projects. Xia et al. [86] found that improving the
risk perception of construction workers can play a positive
role in safe behavior.

To ensure the quantitative consistency of replicative
validity, this study implemented the benchmark model 50
times, calculated the mean value of important indicators,
and compared the results with the empirical data of previous
studies. Among them, the unsafe behavior rate (formula (8))
is 0.35 (standard deviation = 0.006), which is consistent with
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Figure 4: +e relationship between the average risk tolerance of
construction workers and the number of unsafe behaviors.
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the research results of Sa et al. [87] and Fang and Wu [88].
Both studies have found that one-third of workers are unsafe
at the construction site. Also, according to Heinrich’s [89]
triangle rule, every major accident will cause 29 serious
accidents and 300 near-missing accidents. +at is, the ratio
of accidents to near-missing accidents (formula (9)) is
roughly 1:10. Execute the benchmark model 50 times and
calculate that the ratio of accidents to near-missing events is
1:8.6, which is near the value of the triangle rule. Finally, the
average accident rate is calculated and compared with the
relevant accident statistics. +e benchmark model is exe-
cuted 50 times, and the accident rate (formula (10)) is
calculated to be 3.3, which is the same as the 2016 Occu-
pational Injury and Disease Incident Rate (3.0) published by
the U.S. Bureau of Labor Statistics [90] very close. +erefore,

the quantitative consistency between the simulation results
and the empirical data is proved.

unsafe behavior rate �
number of unsafe behaviors

number of un safe behaviors + number of safe behaviors
, (8)

ratio of accidents to nearmisses �
number of accidents

number of nearmissing accidents
, (9)

accident rate �
number of accidents

number of unsafe behaviors + number of safe behaviors
. (10)

In terms of construct validity, this study uses three
methods to enhance the construct validity of the model.
First, the agent’s behavioral rules and interaction rules are
based on theories that have been established and verified in
the social science literature (such as cognitive science theory,
risk homeostasis theory, and Big Five personality traits).
Secondly, the influencing factors of parameters (such as risk
perception and risk tolerance) are derived from the research
results of the existing literature. Finally, the initialization of
model parameters refers to the common principles in
existing empirical research and related construction simu-
lation literature [52, 60].

5. Experiments and Results

5.1. ExperimentalDesign. Based on the parameters set by the
benchmark model, this study changed the risk level of the
construction environment.+emodel kept running until the
changes in each variable have stabilized (elapse of 80 model
time units).

In the experiment, the construction workers in the
construction team were divided into two groups (A and B),
and each group has ten workers. +e five dimensions of the
personality traits of the construction workers have two
levels, high and low. For example, extraversion is divided
into high-level extraversion (i.e., extroversion, denoted by
0.7) and low-level extroversion (i.e., introversion, denoted
by 0.3). +e variable traits of the two groups of workers will
take a combination of high and low levels. +e personality
traits of other dimensions all obey the normal distribution.
In the benchmark model, all traits are set to follow a normal

distribution. Take the extraversion as an example. +e ex-
periment sets the parameters as shown in Table 2 to explore
the relevant effects of different combinations of extraversion.
Different levels of environmental risk are set by changing the
mode value of the triangular distribution, as shown in
Figure 6.

5.2. Simulation Results. Figures 7–11, respectively, show the
combination of construction workers with different per-
sonality traits in high-, medium-, and low-risk environ-
ments. After the cognitive process of unsafe behavior and the
process of mutual assistance, they reflect the change in the
rate of unsafe behavior reduction on the overall level of the
construction team (i.e., the ratio of the difference between
the number of unsafe behaviors before and after the safe
mutual assistance behavior and the number of unsafe be-
haviors before mutual assistance). It should be pointed out
that the average unsafe behavior rate of construction
workers within the construction team in the baseline model
was reduced by 53% in the medium-risk environment.

It can be seen from Figure 7 that with the increase of
environmental risks, the average unsafe behavior reduction
rate of the three types of extraverted combination forms of
team workers is getting lower. +is is because the high-risk
environment is relatively more dangerous and prone to
accidents. +e resulting warning effect will prompt workers
to pay more attention to construction safety. As far as the
combination is concerned, regardless of the high or low
environmental risk, the team with the same number of high-
and low-extroverted workers has the largest reduction rate of
unsafe behavior, and the overall safety performance of the

Table 2: Big Five personality parameter settings in the experiment
(extraversion as an example).

Group A Group B

E
0.3 0.3
0.3 0.7
0.7 0.7

A N (0.5, 0.16) N (0.5, 0.16)
C N (0.5, 0.16) N (0.5, 0.16)
N N (0.5, 0.16) N (0.5, 0.16)
O N (0.5, 0.16) N (0.5, 0.16)
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team has the best improvement effect. +e team with more
highly extroverted workers has the lowest reduction rate of
unsafe behavior, which is caused by the characteristics of
highly extroverted individuals who like to take risks and
pursue excitement.

In Figure 8, as far as the combination is concerned,
regardless of the high or low environmental risk, teams with
the same number of agreeableness workers have the greatest
reduction in unsafe behaviors. At this time, the overall safety
behavior of the team has the best improvement, especially in
the medium- and high-risk environments by about 90%.
+is may be because workers with different levels of
agreeableness are more efficient in learning safety in mutual
assistance behaviors, thereby reducing the occurrence of
unsafe behaviors.

Figure 9 shows that with the increase in environmental
risk levels, the average incidence of unsafe behaviors of the

three types of conscientious combination of team workers is
getting lower. +is is because the environmental risk be-
comes higher, the greater the impact of conscientiousness;
workers will carefully assess the safety situation before
performing tasks and act more cautiously so that there are
fewer unsafe behaviors. Especially in a high-risk environ-
ment, in teams with more highly conscientious workers or
teams with the same number of high- and low-conscientious
workers, the unsafe behavior of construction workers after
mutual assistance is reduced by about 90%.

It can be found in Figure 10 that in terms of the
combination form, regardless of the level of environmental
risk, team workers with the same number of high- and low-
neurotic workers have the greatest reduction in unsafe
behavior, and the improvement of team safety behavior is
the best, especially in the high-risk environment; it is re-
duced to 85%. Teams with more highly neurotic or less
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Figure 6: Different environmental risk levels (indicated by triangular distribution function): (a) medium risk triangular (0, 1, 0.5), (b) low
risk triangular (0, 1, 0.3), and (c) high risk triangular (0, 1, 0.8).
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Figure 7: +e reduction rate of unsafe behaviors of construction workers with different levels of extroversion (E) under different risk
environments.
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neurotic workers are more effective in reducing unsafe be-
haviors in medium to high risks but are less effective in low-
risk environments. +is may be due to workers’ safety
mentality being more relaxed and emotionally stable and will
not always worry about accidents in low-risk environments.

Figure 11 shows that in a low-risk environment, the re-
duction rates of unsafe behaviors of workers in a combination
of the three types of openness levels after mutual assistance

are very small, all of which are around 50%. In a medium-risk
environment, when the overall openness of the team is at the
mid-to-high level, mutual assistance has the best effect on
safety.While in a high-risk environment, the overall openness
and consistency of the team are more important. +e overall
reduction rate of unsafe behaviors in teams with high or low
overall openness after mutual assistance is nearly 80%, which
can effectively improve team performance.
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Figure 8: +e reduction rate of unsafe behaviors of construction workers with different levels of agreeableness (A) under different risk
environments.
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Figure 9: +e reduction rate of unsafe behaviors of construction workers with different conscientiousness (C) levels under different risk
environments.
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Based on the results of the above experiments, according
to the idea that the higher the rate of unsafe behavior re-
duction after the mutual assistance of the construction
workers of the team is, the better the improvement of safety
performance. It can analyze the best combination of dif-
ferent personality traits to improve the overall safety level of
the team under various levels of environmental risks as
shown in Table 3.

In a low-risk environment, when the number of high and
low levels of extravert, agreeable, and neurotic workers in the
team is similar, and there are more low-conscientious and
low-neurotic workers, the effect of improving team safety is
best. In a medium-risk environment, the team has the best
potential for safety performance when the team has much
the same as the workers with high and low levels of each trait.
In a high-risk environment, when the number of high and

20 30 40
Unsafe behavior reduction rate (%)

50 60

53%

31%
75%

47%

62%
69%

82%
85%

55%

60%

70 80 90100

Be
nc

hm
ar

k
m

od
el

Lo
w

 ri
sk

M
ed

iu
m

 ri
sk

H
ig

h 
ris

k

N+&N+
N–&N+
N–&N–

Figure 10: +e reduction rate of unsafe behaviors of construction workers with different neuroticism (N) levels under different risk
environments.
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Figure 11: +e reduction rate of unsafe behaviors of construction workers with different openness (O) levels under different risk
environments.

12 Computational Intelligence and Neuroscience



low levels of agreeable, conscientious, and neurotic workers
in the team is almost identical and there are more low-
extraversion and low-openness workers, the team’s safety
behavior improvement effect is best after worker safety
mutual assistance. It can be found that when the number of
workers with high and low levels of extraversion, agree-
ableness, and neuroticism is nearly equal, regardless of the
level of environmental risk, mutual assistance improves the
overall safety of the construction team.

6. Discussion and Conclusion

+is paper mainly explores the change difference in the
overall unsafe behavior of the workers after the safety mutual
assistance of workers with different personality traits. First,
based on the occurrence mechanism of unsafe behaviors of
construction workers, the critical processes in the cognitive
process of unsafe behaviors are extracted: risk perception,
risk tolerance, and decision-making. Existing studies indi-
cate that the Big Five personality traits affect the risk per-
ception and risk tolerance in the process of individual unsafe
behaviors and indirectly determine whether unsafe behav-
iors of construction workers occur.

Agent-based modeling (ABM) is used in this paper as a
bottom-up and micro-to-macro classical modeling ap-
proach. At the same time, the research analyzes the rela-
tionship between construction workers and workers and the
relationship between construction workers and the external
construction environment to establish individual behavior
rules and interaction rules that are consistent with the actual
construction context. +e individual worker’s personality
trait, an inherent attribute that cannot be easily changed later
in life, determines each worker’s unique outwardly ex-
pressive behavior and decision-making style. By setting up
worker agents possessing different traits in the agent-based
model and arranging various combinations of workers in the
team, it is possible to maximize the simulation of the be-
havioral differences of workers with different personality
traits in the real environment and measure the impact of
such differences on overall team safety performance. +is
paper explores the optimal combination of workers with
varying traits of personality in various risk environments
from the perspective of psychology, providing a new way to
improve the safety performance of teams in different situ-
ations and ultimately deepen the understanding of the
complex system in construction.

By introducing the Big Five personality traits theory into
the research of the construction industry, combined with the

agent-based modeling method in the complex system the-
ory, this paper is conducive to understanding the cognitive
process of construction workers’ unsafe behavior and the
differences in the results of unsafe behavior from the per-
spective of psychology. According to the conclusions of the
simulation analysis, this research proposes corresponding
management measures to improve construction safety from
the perspective of enterprise human resources and personnel
arrangements based on personality traits and actively
manages from the source to improve the level of con-
struction safety performance.
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�e construction industry is a labor-intensive industry in China. In recent years, as people’s living standards have risen, so have
their requirements for the functionality, appearance, and comfort of buildings. �e amount of information attached to con-
struction projects is also increasing, especially for some modern large-scale construction projects. Due to the long construction
period and a large amount of information in the construction process, the di�culty of project engineering management has also
increased signi�cantly. At the same time, with the gradual development and improvement of China’s market economy system, the
prices of labor and materials in the construction industry continue to rise, and the huge consumption of energy and resources no
longer meets the strategic requirements of sustainable development. �erefore, construction project cost management is facing a
huge impact, the actual e�ect of construction project cost management work is not good, and the phenomenon of uncontrolled
construction project investment commonly occurs. �e use of BIM software to build a building information model can integrate
information from all stages of the project and facilitate the participation and cooperation of all project entities. Cost management
is carried out before the actual construction of the project, thus realizing the whole process of cost management and e�ectively
avoiding the occurrence of actual costs exceeding the budget after the project is completed. �e study analyses the suitability of
applying BIM technology to the whole process of construction project cost management with computational intelligence and
explains the value and advantages of BIM in the whole process of construction project cost management. On this basis, this
research provides a speci�c analysis of the application of BIM technology in the process of cost management at various stages of
the whole process of construction projects and thus puts forward suggestions that can solve the obstacles that may be encountered
in the whole process of cost management of construction projects in China.

1. Introduction

As one of the oldest industries in the world, the construction
industry has always played a very important role in the
history of human development. �e construction industry
has an irreplaceable position in China’s national economic
growth and social and economic development and has
become an important pillar industry of the national econ-
omy [1]. In recent years, in�uenced by the national mac-
rocontrol policies, the development of China’s construction
industry has gradually slowed down, but the construction
industry output value in China’s national economy still

occupies a large proportion, and the proportion is increasing
year by year trend. For a long time, the construction industry
has been a labor-intensive industry in China, and the
phenomenon of low e�ciency and high construction costs is
more common [2]. As living standards improve, people are
demanding more and more information about the function,
appearance, and comfort of buildings, and the amount of
information attached to construction projects is increasing
[3]. In the course of the actual construction of a project,
changes are often made due to design failures or commu-
nication problems between the parties involved, especially
for modern large-scale construction projects with large
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investment scales. Due to the large number of construction
units involved and the long construction cycle, the difficulty
of project management is greatly increased, and the problem
of cost management is particularly acute [4]. However,
because of the lack of overall planning for the whole life cycle
of China’s construction industry management, the attention
of project participants is still only on a certain stage of the life
cycle and a certain partial business. For instance, the tra-
ditional cost management model is unable to achieve in-
formation sharing throughout the construction life cycle [5].
*erefore, in order to ensure the effectiveness of engineering
projects and reduce the waste of resources, it is necessary to
improve the engineering management model, especially cost
management which plays an important role in engineering
management [6]. *e effective use of information tech-
nology in the processing of various relevant information to
achieve the whole process of project cost management can
fundamentally reduce engineering changes and delays, thus
reducing costs and maximizing the benefits of the project.

*e three main objectives of construction project
management are cost [7], quality [8], and duration [9]. With
the continuous development of modern construction ma-
terial technology, quality and duration are no longer uni-
versal issues in the construction industry. In the competitive
environment of economic globalization, construction cost
has become the focus of attention in the construction in-
dustry [10]. *e most direct effect of the serious waste and
low productivity caused by the lagging application of in-
formation technology in the construction industry is re-
flected in the cost [11]. *us, how to use modern science and
technology to reasonably control the cost of construction has
become an urgent task for the construction industry. For a
long time, experts and scholars at home and abroad have
been committed to research the whole process of cost
management of construction projects. *ey hope that,
through the continuous management and control of the
whole process of construction project cost, the organic link
between each stage can be established, so as to realize the
whole process and all-round project cost management
[12–14]. However, at present, there is still a clear division of
labor between design and construction in China’s con-
struction industry, and the vast majority of construction
project management models adopt the DBB (Design, Bid,
and Build) model.*is model can hinder the transmission of
information between the various stages of engineering
construction and poor communication between the parties
involved, making it difficult to implement whole process cost
management for construction projects [15]. In this context,
people began to explore a large number of new technologies
and management models, such as three-dimensional map-
ping [16], lean construction management model [17], in-
tegrated project delivery management model [18], BIM
model [19], system dynamic model [20], and electroen-
cephalogram model [21], the purpose of which is to build
bridges between the various stages of the project and the
various parties involved, so as to reduce information
communication obstacles, so that the whole process of
construction project cost management can be implemented.

Currently, 3D graphics technology has been implemented in
the budgeting software, allowing users to quickly implement
3D graphics modeling in the budgeting software, and the
system will automatically calculate and summarize the
quantity information and establish a link with the cost es-
timation database to generate cost estimates. *e system will
automatically calculate the summary quantity information
and establish a link with the cost estimate database to
generate cost estimates [22]. *is model supports the
construction of geometric operations and spatial topology
relationships, which not only improves the accuracy of cost
estimates but also improves intelligence and automation
[23]. However, there are several problems with this tech-
nology. For instance, there is not yet a good interface be-
tween cost forecasting and design, which prevents the direct
use of design information and affects the efficiency of cost
forecasting and control. Furthermore, there is no intuitive
link between building components and cost information,
and when design changes or changes in cost parameters
occur, they need to be adjusted item by item in each system,
which is less efficient.

With the rapid development of information technology
today, information resources have become one of the three
strategic resources in the new century. Along with the
continuous development of Internet technology and the data
industry, the capacity and performance of computer hard-
ware have also been upgraded, which hasmade it possible for
the development of information technology in all industries
[24]. In China, the level of informatization in the electronics
and manufacturing industries is already at a high level, and
the models generated by information technology have sig-
nificantly improved the productivity of these industries, but
the informatization of the construction industry is still in its
infancy. Informatization in the construction industry refers
to the use of information technology, such as computer
technology, communication technology, control technology,
and information security technology, to transform and
upgrade the technical means and production organization of
the construction industry, thereby improving the manage-
ment level and core competitiveness of construction en-
terprises. In developed countries such as Europe and the
USA, where information technology in the construction
industry started earlier, the application of information
technology in construction enterprises has become more
common, mainly in the extensive use of BIM [25]. BIM is a
new concept that has emerged in the construction industry
in recent years. Its introduction and development have
placed higher demands on decision-makers and participants
in engineering and construction projects in terms of col-
laborative work and application management for informa-
tion sharing. In terms of modeling, BIM is based on three-
dimensional digital technology, with the database formed by
the three-dimensional model as the core [26]. *e whole
modeling process not only contains the professional design
concepts of designers from various disciplines but also
contains information on the whole process from design to
construction and even completion and final demolition.
From the application point of view, themodel is based on the
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parametric design and is an object-oriented, parametric, and
intelligent digital representation of the building, supporting
various operations in construction projects and containing
engineering information that is all interrelated [27]. Based
on the parametric, visual, collaborative, and information-
sharing advantages of BIM models, BIM can facilitate the
early involvement of all parties involved in construction
projects. In addition, the application of BIM can help
constructors make the most effective decisions and use BIM
to participate in construction project management during
the construction process, thereby reducing project duration,
controlling project risks, and promoting the smooth
implementation of the whole process cost management.

*e understanding of what BIM means varies due to the
different levels of understanding of BIM. *e most
straightforward understanding of BIM is that it is a pro-
duction tool that is used as a platform on which all infor-
mation related to a construction project is placed to create a
building model that simulates the real situation of the
building [28]. BIM is also a newmanagement concept, as the
building model created through BIM can accommodate
information from all stages of the building construction
process and can be updated at any time to facilitate the
participation and cooperation of all parties involved in the
project, thus achieving whole life cycle management from
design to construction, operation, and even demolition.
With the support of BIM technology, all parties involved in
the project can visualize the results of the design through
BIM software. With the help of BIM, communication be-
tween the various project participants is made easier.
*rough construction simulations, they can identify any
design irregularities in advance, thus reducing the need for
rework due to changes and optimizing the design [29]. Cost
management before the actual construction of the project
can prevent the actual cost of the project from exceeding the
budget after completion. As a result, the emergence and
application of BIM technology provide a reference for the
realization of whole process cost management [30]. How-
ever, there are still a few cases of BIM being used in con-
struction projects in China, but research on BIM has already
started. Some universities have set up BIM research groups
to research BIM theory, BIM software, and BIM applications
[31]. *e research and development of BIM and the use of
BIM technology to build an information platform to facil-
itate the efficient implementation of the whole process of
construction project cost management will be a key focus of
future research and development in the field of construction
project costing in China.

In this context, this paper investigates the whole process
of cost management of project construction based on BIM
technology, focusing on the whole process of cost control of
engineering construction projects from conceptual design to
construction and completion and handover. In addition, this
research focuses on the application of BIM technology in the
whole process cost management of construction projects as
an example and proposes a proven solution for BIM tech-
nology in the whole process cost management of con-
struction projects.

2. Construction Cost Management

*e construction cost refers to the construction price of an
item of engineering construction. In a broad sense, con-
struction cost covers construction cost, installation cost,
municipal cost, power cost, water cost, and communication
cost. *e meaning of construction cost can be understood in
two different ways from the perspective of the owner and the
contractor, respectively. From the owner’s point of view, the
construction cost is the total one-off cost of the planned
reproduction of fixed assets, the formation of corresponding
intangible assets, and the laying down of working capital, i.e.,
the investment in the fixed assets of the construction project.
On the other hand, from the contractor’s point of view, the
construction cost is the price of the construction and in-
stallation work and the total price of the construction work
expected or formed in the land market, the technical labor
market, and the equipment market, and other trading
activities.

2.1. Current Status of Construction Cost Management in
China. At the present stage, China’s construction cost
management mode is a whole process construction cost
management mode in which fixed-price pricing and bill-of-
contract pricing coexist. *e whole process of cost man-
agement refers to reasonable determination and effective
control of project costs throughout the entire process from
the decision-making stage to the completion and acceptance
of the project. To facilitate the establishment of economic
relations between the parties in the process of construction
and to meet the requirements of construction management,
budget estimates are required for each stage of construction.
Each construction stage and its corresponding budget es-
timates are shown in Figure 1.

In recent years, with the improvement of the bidding
system and the continuous development of the quota
standard, the cost management level of China’s construction
industry has been significantly improved, and cost consul-
tancy has become a relatively mature profession. However,
the level of cost management of construction projects in
China still has a large gap with that of developed countries,
and the current situation of cost management of con-
struction projects in China is not optimistic. From the
perspective of project cost management, each stage of cost
management can reflect common features. *e relationship
between the various stages of a construction project also
inevitably requires that the cost management of each stage is
also coherent with each other. *e entire construction
project cost management should form an organic whole, so
that all parties involved in the construction project can be
the first to know the occurrence and changes in construction
investment and cost. *erefore, the whole process of cost
management of construction projects is the most advanta-
geous management mode at present. At the same time, the
current situation of cost management in China’s con-
struction projects and many problems that have been
revealed have made whole process cost management an
inevitable trend.
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2.2. Building Lifecycle Management. Building lifecycle
management (BLM) is a digital approach to creating,
managing, and sharing information about the capital assets
of a project throughout its construction. *e core idea is to
integrate the design, construction, and management pro-
cesses through information integration and collaborative
working. BLM covers all aspects of the full project lifecycle,
including component design, document management, cost
forecasting, construction management, project manage-
ment, and visualization in the decision phase, imple-
mentation phase, and operational phase. *e construction
information is characterized by the large volume, diversity,
and frequent changes, and the difficulty of managing project
information is exacerbated by the large number of parties
involved.*e starting point of BLM is to solve the challenges
of project information management, including information
creation, management, and sharing. *e process of creating
information involves the selection of solutions and the in-
tegration of relevant information to ensure the accuracy of
the information, including project solutions, spatial geo-
metric properties, bills of materials, product structures, and
cost information. An important way to achieve the creation
of information is through the use of BIM technology.

*e realization of the concept needs to rely on the
support of relevant technical software. As shown in Figure 2,
BIM technology completes the collection and creation of
basic building information data, and each participant ex-
tracts and uses project information through their respective
data interfaces to realize the value-added final realization of
the project concept.

*e core purpose of BLM technology is to solve the
problem of information creation, information management,
and information sharing in the whole life cycle of a con-
struction project, and the process of its realization can be
expressed in Figure 3.

2.3. Building Information Modeling. Building information
modeling (BIM) is the process of creating and managing
building information. It is a technique for modeling the

entire construction project through one or more building
information databases and is a parametric model containing
a variety of information. *rough technology-based design
software, designers can input parametric information di-
rectly into the database in a graphical environment, without
the need to expend more effort on abstract two-dimensional
drawings, to obtain objects with a range of characteristics to
represent the basic properties of a building. In recent years,
with the widespread application of modern computer
technology in the construction industry, BIM technology
has slowly been realized. *e application and promotion of
BIM technology is not only a technical upgrade to the
construction industry but also a revolution to the traditional
concept of construction engineering.

With the support of BIM technology, designers can carry
out a comparative analysis of multiple solutions, thus
minimizing the impact of design changes or professional
conflicts on construction projects and providing security for
project decisions. Designers can directly create parametric
3D building models through BIM-related software, putting
more effort into the design rather than wasting a lot of time
on 2D output drawings. Figure 4 reflects the difference
between the design process based on BIM and the traditional
design process.

*e key to BIM applications is how to solve the problem
of information expression, information transfer, and in-
formation exchange. For a long time, it has been difficult to
exchange information between different software due to the
large differences in data formats between them. To solve this
problem, the most effective way is to develop a data file
standard that all software can support so that all software can
exchange information with each other through this data file
standard. For this reason, a number of standards have been
implemented internationally to regulate the representation
and exchange of different data, and three of the more
popular ones are industry foundation class (IFC), infor-
mation delivery manual (IDM), and international frame-
work for dictionaries (IFD). As shown in Figure 5, IFC, IDM,
and IFD form the basis for information exchange on the BIM
platform, ensuring the smooth transfer and sharing of in-
formation on construction projects and thus maximizing the
value of the BIM technology platform. IDM is the process of
defining the types of information that need to be exchanged
between different phases and objects and the methods of
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exchange and ensuring that these information exchange
processes are properly understood and used. *e relation-
ship between FC and IDM can be understood as the IFC is
like a pharmacy with all the medicines, while the IDM is a
prescription for a particular disease or a particular patient.
*at is, the IFC supports all business requirements between
all projects and all phases, while the IDM supports one
business requirement for one project and one phase, and it is
the IDM that decides which IFC information is needed for
this business.

3. BIM-Based Construction Cost Management

*e first step in cost budgeting is quantity surveying. *e
biggest advantage of building information model quantity
surveying over traditional drawing surveying is that it
minimizes the need for manual surveying.

3.1. Investment Decision Stage. *e investment decision
stage is the most crucial step in the construction of a project,
where different investment options are economically and

technically justified, and the best option is selected after
comparison. A mistake in decision-making can often bring
irreparable losses to the enterprise and even plunge it into an
economic crisis, so the investment decision stage of the
project needs to be given high priority. *e content of the
investment decision stage is the basis for determining the
cost of the project, and a correct investment decision re-
quires an accurate grasp of the costs of each option.
*erefore, on the premise of technical feasibility, it is es-
sential to make investment estimates for each option. *e
use of Excel archives has been a further development, but for
many reasons, the amount of data that can be accumulated is
small. Historical data are less structured, less calculable, and
more cumbersome to accumulate. *e BIM model has
construction data, technical data, quantity data, cost data,
schedule data, and application data that can be restored
when comparing and selecting investment options and can
be displayed in a three-dimensional mode. As shown in
Figure 6, the model of a project with a similar history can be
changed and innovated according to the program charac-
teristics of the new project, so that the cost and total amount
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Figure 3: Realization process of BLM.
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Figure 4: Difference between design process based on BIM and traditional design process.
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of work can be calculated for several costs programs. Based
on this procedure, the selection of the overall solution is
made easier, making it much more efficient and helping to
design future solutions.

3.2. Design Stage. *e preparation of estimates at the design
stage depends on the depth of the design, the degree of
completeness of the information, and the requirements for
the accuracy of the estimates. When design information is
insufficient, budgets for similar projects can be selected as a
basis for preparation after analysis and adjustment of co-
efficients. If the information on similar projects is not
available, the budget estimates will be prepared using in-
dicators. When the design has reached a certain depth and a
detailed list of equipment, a sketch of the pipeline alignment,
building and structure type, and technical requirements for
construction can be provided, and the estimate is prepared
on the basis of quotas and cost indicators.

It is now generally accepted that cost management at the
design stage should focus on limit design, i.e., the initial

scheme design should be based on investment estimates.
Nowadays, it is not easy to achieve a reasonable limit design
based on traditional manual algorithms and engineering
budgeting methods. Firstly, the varying technical levels of
the designers and the lack of cost control thinking mean that
the tasks of the different disciplines are separate, and co-
ordination and control have to be carried out regularly.
Furthermore, the lack of adequate cost information in the
design drawings due to the current design approach means
that cost consultancy work and design work cannot be
synchronized, and design proposals cannot be revised in a
timely manner due to the constraints of cost indicators. As
shown in Figure 7, with the introduction of BIM technology,
the designer can extract some of the relevant design indi-
cators from the model database for a more rapid limit de-
sign, thus achieving the goal of an economical and
reasonable design. Along with this objective, construction
information and the corresponding quantity information
can be obtained by the cost engineer and compared with the
information in the database, so that the estimated price can
be derived more quickly. *e reasonableness of the design
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Figure 5: Information exchange among IFC, IDM, and IFD.
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Figure 6: Program choice based on BIM.
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indicators is then verified, and the value engineering ap-
proach is combined with the control of construction and use
costs based on the whole project cycle, thus optimizing the
design solution. *e BIM model’s real-time modeling and
accounting of costs can be used as a basis for designers and
cost engineers to carry out real-time and simultaneous
calculations and analyses of the cost of the units designed, so
that the information obtained can be used to optimize every
detail of the design scheme, thus enabling limit design to be
achieved.

*e establishment of a great BIM model is highly valued
by engineering cost practitioners, different professions have
different BIM models, and the quality of the BIM model has
a direct impact on the outcome of the project. Figure 8
illustrates the interface relationship between design and

calculation software. Many domestic costing-related soft-
ware companies are doing their best to develop relevant
model data interfaces to implement the model design. *eir
efforts have been tested in several engineering cases, and
some results have gradually been achieved. With the pro-
mulgation of national standards for the interface from de-
sign to measurement, this technology is gradually being
accepted by engineers.

4. Conclusion

In the current construction industry, there are many par-
ticipants and a huge amount of information. Traditional
construction cost management methods and information
communication mechanisms have been unable to meet the
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requirements of modern construction project cost man-
agement work and must be committed to exploring new
ways of working and information transmission channels to
realize the whole process of construction project cost
management. Only in this way can China’s current con-
struction project cost management be optimized, the overall
cost control level of the industry be improved, and the waste
of energy and resources be reduced, so that we can ultimately
stand out in the fierce international competitive environ-
ment. In order to realize the whole process of cost man-
agement of construction projects, this study applies BIM
technology to it. BIM is suitable for the whole process of cost
management in construction projects. It can be used to
effectively improve the efficiency of cost management at all
stages and control the total cost of construction projects.
BIM establishes an information-sharing platform to share
information and improve the efficiency of cost management
at each stage. In addition, BIM technology can achieve
coordination and cooperation in cost management between
all stages and all parties involved, thus realizing BIM-based
cost management for the whole construction process, which
is the key to solving the current problems of cost man-
agement for the whole construction process in China.

However, this paper is only a theoretical study and
discussion of how to achieve BIM-based construction cost
management, and there are still the following problems to be
solved. Firstly, further research should be carried out on the
creation of a computer-literate API interface to BIM soft-
ware data and a database of BIM correspondence with lists
and quotations. In addition, it is necessary to explore how to
establish working methods and communication mecha-
nisms between the various stages of the project and between
the various parties involved in specific business operations
based on BIM.
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Equipment health state assessment is of great signi�cance to improve the e�ciency of industrial equipment maintenance support
and realize accurate support. Using the method driven by the fusion of digital twin model and intelligent algorithm can make the
equipment health state assessment more suitable for the “accuracy” requirement of equipment support. Taking the neural network
algorithm as an example, this paper studies the method of unit level health state assessment of equipment driven by the fusion of
digital twin model and intelligent algorithm.�e principle and opportunity of equipment health state assessment based on digital
twin model are analyzed, the equipment health state grade is rede�ned from the data-driven perspective, the selection principles of
assessment parameters are established, and the unit level health state assessment model of equipment based on digital twin model
and neural network algorithm is established. �e proposed method is implemented by programming with Python, and the
e�ectiveness of the method is veri�ed by a case study. It provides support for further research of equipment-level health state
assessment and the decision-making of equipment maintenance and provides reference for the study of the combination of digital
twin model and other intelligent algorithms for health state assessment.

1. Introduction

�e introduction should be succinct, with no subheadings.
Limited �gures may be included only if they are truly in-
troductory and contain no new results.

Industrial equipment is the foundation of production-
oriented enterprises, and its health state directly a�ects the
production e�ciency of enterprises. In order to improve its
core competitiveness, enterprises must try to improve the
healthy operation time of equipment and reduce the in-
vestment in equipment maintenance support as much as
possible, so as to save costs and increase pro�ts. �erefore,
production-oriented enterprises urgently need to realize
accurate equipment maintenance support.

Facing the characteristics of industrial equipment, such
as complex structure and function, various degradation
conditions, and various failure modes, studying its perfor-
mance degradation rules and health state assessment

method, and timely assessing the health state of equipment
can guide enterprises to make optimal support decisions,
which is of great signi�cance for enterprises to carry out
accurate support [1–3].

Based on the methods of fuzzy comprehensive assess-
ment [4], combined weighting model [5], neural network
model [6], and Bayesian network model [7], research works
have studied the equipment health state assessment from the
qualitative perspective or probability of failure perspective.
However, most of the existing research results on the as-
sessment of equipment health state give the level of failure
probability, which cannot solve the problem of when the
equipment fails and when to carry out maintenance to
achieve the best e�ciency. �e assessment is vague and
cannot meet the requirements of accurate equipment
support.

�e fusion application of digital twin technology and
intelligent algorithm provides a way to solve this problem.
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After continuous exploration, the digital twin modeling
technology of industrial equipment has matured. Using the
established digital twin model for data analysis and algo-
rithm implementation has become a new research focus of
the practical application of digital twin technology. *e
combination of digital twin technology and intelligent al-
gorithm can give full play to the advantages of digital twin
model in mastering a large amount of equipment historical
data, real-time data, and empirical knowledge and give full
play to the advantages of intelligent algorithm in finding
rules through machine learning, so as to obtain high-pre-
cision results. Taking the combination of digital twin
technology and neural network algorithm as an example,
this paper studies the equipment health state assessment
method driven by the fusion of digital twin model and
intelligent algorithm.

2. Analysis of Equipment Health State
Assessment Based on Digital Twin Model

2.1.BasicConcepts. Equipment health state assessment is the
assessment of the ability of equipment and its components to
perform its design functions [8, 9]. Health assessment of
equipment can effectively ensure the healthy and safe op-
eration of equipment and provide technical support for
equipment maintenance and repair decision-making [10].

Equipment health state assessment based on digital twin
model is to assess the health state of equipment by using a
large amount of data mastered by digital twin model and
intelligent algorithm on the basis of digital twin model.

Equipment is composed of replaceable units that per-
form different functions. Equipment health state assessment
can be divided into equipment level assessment and unit
level assessment. *e equipment level assessment is to assess
the overall health state of the equipment. *e unit level
assessment is used to assess the health state of the replaceable
unit of the equipment. *e overall health state of equipment
is affected by the health state of each unit. *is paper mainly
studies the method of unit level health state assessment of
equipment in use stage based on digital twin model and
neural network algorithm, so as to provide basis for
equipment use units to research the equipment level health
state assessment and make equipment support decisions.

2.2. Principle of Assessment. With the increase of equipment
operation time, the health state of each component of
equipment deteriorates according to different rules, and the
health degree decreases continuously.*e degradation curve
of equipment health state is shown in Figure 1 [10].

It can be seen from the figure that the equipment
generally does not fail instantaneously but has state deg-
radation after operation for a period of time, and the
degradation process is gradually accelerated under the action
of various stresses until it is degraded enough to affect the
realization of equipment functions, resulting in failure [11].
*e degradation curve of equipment health state is an ir-
regular decreasing curve, which cannot be described by
analytical method. However, as long as the relevant

parameters representing equipment health state are found,
the degradation rules of equipment health state can be
found.

*e purpose of health state assessment is to identify and
monitor in a timely manner the relevant parameters that
represent the health state of the equipment, to find the best
maintenance time between the state degradation point and
the functional failure point, to repair the equipment before it
is close to failure, and to reduce excessive maintenance and
save equipment support cost before ensuring normal op-
eration of the equipment. At the same time, the maintenance
equipment is prepared in advance to reduce the waiting time
of the equipment [12].

2.3. Opportunity of Assessment. Equipment health state as-
sessment based on digital twin model can realize real-time
state assessment and master the health state of equipment at
any time. In practical work, the combination of centralized
assessment and assessment can be adopted at any time. In
general, the assessment of the affiliated equipment shall be
performed once a day and arranged in the idle time of the
equipment at night, so as to avoid affecting the operation of
the equipment and the accuracy of the assessment. Under
special circumstances, when major changes or emergencies
occur to the equipment, it can be assessed at any time.
*rough the assessment, the health state of the equipment
can be mastered in time, and the corresponding counter-
measures can be prompted, such as failure early warning,
spare parts allocation demand, and equipment maintenance
demand.

3. Digital Twin Technology and Neural
Network Algorithm

Combining digital twin technology with neural network
algorithm and giving full play to their respective advantages,
we can obtain a high-precision assessment model.

3.1. Equipment Support Model Based on Digital Twin.
Digital twin is a technology that creates virtual models of
physical entities in a digital way. It simulates the behavior of
physical entities in the real environment with the help of
data and adds or expands new capabilities for physical
entities through virtual and real interactive feedback, data
fusion analysis, decision iterative optimization, and other
means [13]. Based on a large number of advanced tech-
nologies such as sensor technology and big data technology,
digital twin technology realizes the functions of automatic
measurement, automatic recording, active uploading, active
analysis, active early warning, auxiliary decision-making,
and so forth with high data consistency and reliability; it is
favored by research in various fields of production and life,
such as engineering manufacturing, aerospace, smart city,
smart grid, and system operation and maintenance.

*e research of digital twin technology originates from
the life cycle management of equipment. It has great
matching and many advantages in the application of
equipment maintenance support, which can greatly improve

2 Computational Intelligence and Neuroscience



the initiative and accuracy of equipment maintenance
support. NASA combines the physical system with its
equivalent virtual system, studies the failure prediction and
elimination method of complex systems based on digital
twins, and applies it to the health management of plane,
aircraft, launch vehicles, and other flight systems [14]. By
combining the ultrahigh fidelity aircraft virtual model with
the structural deviation and temperature calculation model
affecting flight, the structural science center of the US Air
Force Research Laboratory has carried out the life prediction
of aircraft structure based on digital twins and summarized
the technical advantages of digital twins [15]. Reference [16]
introduced the digital twin five-dimensional model into
prognostics and health management (PHM) and proposed a
method of PHM based on digital twin.

At present, the digital twin modeling technology of
industrial equipment has matured; [17] has studied and
given the equipment support model based on digital twin, as
shown in Figure 2.

*e equipment support model based on digital twin is
divided into four parts: physical layer, twin layer, application
layer, and connection layer. In the process of operation, the
physical layer transmits the real-time data to the twin layer.
*e twin layer provides data support to the application layer
through data collection and processing and uses the pro-
cessing results to guide the operation of entities in the
physical layer. *e application layer uses the data given by
the twin layer to provide application services to equipment
managers, assist equipment maintenance support decision-
making, and act on the physical layer. *e connection layer
plays the role of internal and external communication of the
model, transfers data between various layers within the
model, and establishes communication with other relevant
digital twin models.

*rough the operation of digital twinmodel, the physical
system and the cyber model can be synchronized, making it
possible to analyze data online [18, 19]. Using the equipment
support model based on digital twin, we can realize the real
mapping of virtual equipment model to physical equipment
entities, accurately reflect the actual situation of physical
equipment, provide support for accurate equipment health
state assessment, failure prediction, and spare parts demand
prediction, better realize the timely maintenance support of
equipment, and reduce the overall support cost [20].

3.2. Basic Principle of Neural Network. Artificial neural
network system refers to a technical system that uses en-
gineering technology to simulate the structure and function
of the human brain neural network. It is a large-scale parallel
nonlinear complex network system and is called neural
network for short [21]. *e neural network has good self-
learning ability, nonlinear mapping, and fault tolerance [22]
and has been widely used in classification, pattern recog-
nition, prediction, signal processing, expert system, and
other fields [23]. As long as there are enough hidden layers
and hidden nodes, the neural network can approach any
nonlinear mapping relationship, and its learning algorithm
belongs to the global approximation method, so it has good
generalization ability [24].

*e typical neural network structure consists of three
layers of neurons, namely, input layer, hidden layer, and
output layer, as shown in Figure 3. Each layer is composed of
several neurons, which are fully connected, and bias nodes
(represented by (b) are added in the input layer and hidden
layer. *rough the continuous correction of the connection
weights of each layer, the error convergence is realized, and
finally a reliable neural network model is obtained to realize
the required functions.

Due to the large difference in the probability of different
results, the training dataset of neural network is usually
imbalanced, which requires the use of algorithms such as
granular computing and random forest to identify the op-
timal granularity and refine the imbalanced dataset [25, 26].

Programming with Python or other languages can re-
alize the processing of training dataset, as well as the es-
tablishment and training of neural network model, and the
neural network model that meets the training requirements
can be used to realize the functions of data fitting, classi-
fication, clustering, and so on.

4. Equipment Health State Grade under
Data Drive

*e health state of equipment is described by health state
grade. At present, the research on health state grade is mostly
described by qualitative description or failure probability,
which cannot adapt to the data-driven health state assess-
ment method. To adapt to the data-driven health state as-
sessment and provide support for the assessment, it is

State degradation
point

Equipment operation time

Equipm
ent health state

0

Functional
failure point

Figure 1: Degradation curve of equipment health state.
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necessary to redefine the health state grade from the data-
driven perspective.

According to the degradation curve of equipment health
state and the support cycle of equipment maintenance
equipment, the health state of equipment replaceable units is
divided into five grades: health, subhealth, attention, danger,
and failure, which are defined from the perspective of digital
drive, as shown in Figure 4 and Table 1.

Health.*e equipment is healthy and has good performance,
and all indicators are in good condition, which is suitable for
long-term operation. For such equipment, only daily
maintenance is required.

Subhealth.*e equipment performance degrades to a certain
extent, but it does not affect the normal operation of the
equipment. *e failure is almost impossible to occur in the
next 30 days. For such equipment, while doing well in daily
maintenance, it is necessary to strengthen condition
monitoring.

Attention. *e equipment performance degradation is se-
rious and can be detected obviously. Failure may occur in the
next 30 days. For such equipment, it is necessary to
strengthen condition monitoring, prepare for repair, and
query the inventory of spare parts. If the inventory is in-
sufficient, spare parts shall be allocated in time.

Danger. *e equipment performance degradation is very
serious, which has affected the operation quality of equip-
ment. Failure may occur in the next 7 days. For such
equipment, it needs to be repaired immediately during the
scheduled downtime.

Failure.*e equipment failure has occurred and the function
of the equipment has been affected. Such equipment can
only be shut down for repair.

5. Assessment Method of Equipment
Health State

In the process of equipment health state assessment driven
by the fusion of digital twin model and intelligent algorithm,
the physical layer of digital twin model is responsible for
connecting with the physical equipment through various
sensors to obtain the most real original data and provide the
data to the twin layer. *e twin layer is responsible for
preliminary statistical analysis of the obtained data,
obtaining the analyzed twin data and transmitting it to the
application layer for use. *e application layer is responsible
for using the obtained twin data to complete the task of
health state assessment through intelligent algorithm. *e
information transmission between each layer is uniformly
scheduled and transmitted through the connection layer.
*e data flow diagram of equipment health state assessment

Input layer Hidden layer Output layer

b
b

Figure 3: Typical neural network structure.
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Experience
base

Constraint
base

Test data

Replaceable unit data
Virtual real
interaction

Task data
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Figure 2: Equipment support model based on digital twin.
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driven by the fusion of digital twin model and intelligent
algorithm is shown in Figure 5.

A large number of papers have been studied on the
establishment of digital twin model, as well as the appli-
cation of sensor and preliminary statistical analysis of data,
which will not be repeated in this paper. *is paper mainly
studies the process of health state assessment in the appli-
cation layer of digital twin model, combined with intelligent
algorithm.

*e basic idea of equipment health state assessment
driven by the fusion of digital twin model and intelligent
algorithm is as follows:

(1) Select assessment parameters.
(2) Obtain parameter data from the digital twin model.
(3) Assess health state through an intelligent algorithm.
(4) Give assessment conclusions and suggestions.

Taking the neural network algorithm as an example, the
specific process of equipment health state assessment driven
by the fusion of digital twin model and intelligent algorithm
is shown in Figure 6.

5.1. Select Assessment Parameters. *e health state of
equipment can be characterized by a series of state

parameters. As long as the parameters are selected com-
prehensively and reasonably, the health state of equipment
can be characterized [27]. *e state parameters commonly
used in equipment mainly include temperature, vibration,
pressure, speed, and acceleration, such as water temperature,
oil temperature, oil pressure, amplitude, and frequency. At
the same time, the analysis data of relevant parameters after
preliminary analysis are also the characterization of the
health state of the equipment, such as water temperature at
startup, oil pressure at startup, maximum water tempera-
ture, minimum oil pressure, temperature rise speed, tem-
perature 10 minutes after startup, steady-state temperature,
and abnormal vibration characteristics.

When selecting assessment parameters, attention should
be paid to the following aspects:

(1) *e assessment parameters are not limited to the
determinants of equipment health state and can also
be related factors of health state, that is, the factors
that will change due to the change of health state. As
long as it can reflect some or several changes in the
health state of equipment, it can be used as the se-
lection object. When selecting assessment parame-
ters, the most closely related state parameters should
be selected as much as possible from the perspective
of failure inducing mechanism.

Health level Health

State degradation
point

Functional
failure point

Equipment operation time

Equipm
ent health state

0
Less than 7 days

Less than 30 days
More than 30 days

Sub-health

Attention

Danger
Failure

Attention level

Danger level

Failure level

Figure 4: Equipment health state grade.

Table 1: Detailed table of equipment health state grade.

Health state
grade

Grade
identification State performance Definition under digital

drive Maintenance measures

Health 1
Good performance, all indicators are in
good condition, suitable for long-term

operation.

All indicators are in good
condition. Carry out the daily maintenance.

Subhealth 2
*e performance degrades to a certain
extent, but it does not affect the normal

operation of the equipment.

*e failure is almost
impossible to occur in the

next 30 days.

Carry out the daily maintenance
and strengthen condition

monitoring.

Attention 3 *e performance degradation is serious
and can be clearly detected.

Failure may occur in the
next 30 days.

Strengthen condition monitoring,
prepare for repair, and allocate

spare parts in time.

Danger 4
*e performance degradation is very

serious, which has affected the operation
quality of equipment.

Failure may occur in the
next 7 days. Repair at the right time.

Failure 5 A failure has occurred and the function of
the equipment has been affected. Failure has occurred. Shutdown for repair.
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(2) When selecting assessment parameters, we should
take into account the principles of correlation and
measurability, should comprehensively analyze and
optimize measurable state parameters from the
perspective of existing measurement technology, and
should not put forward too high requirements for the
measurability of parameters. If too many sensors are
added, not only will the cost be greatly increased, but
also the normal operation of the equipment may be
affected. *e analysis of equipment state data can be
strengthened, and the analysis of relevant data can be
used to solve the problem that some data cannot be
measured.

(3) *e selected parameters should not be too many or
too few. On the premise of reflecting the changes of
equipment health state from the perspective of in-
telligent assessment, the assessment parameters
should be selected as few as possible.

If it is found that the training result is not good enough
in the process of training the neural network model, it shows
that the correlation between the selected parameters and the
equipment health state is not strong; that is, the parameter
selection is not reasonable. At this time, it is necessary to
reselect the state parameters with strong correlation with the
equipment health state as the assessment parameters of the
equipment health state.

5.2. Query Parameter Data from Digital Twin Model.
Using sensor technology, digital twin model can obtain a
large amount of state data efficiently, establish the real
mapping between the virtual model and the physical entity,

and truly reflect the real-time state of equipment. At the
same time, the digital twin model has sufficient historical
and empirical data, which can be used as the support of data
analysis.

Querying parameter data from digital twin model is to
query and collect relevant data of assessment parameters in
digital twin model, including current data, historical data,
and empirical data, as the basis for further analysis. If no
relevant data is queried from the digital twin model, the
digital twin model needs to be adjusted.

5.3.AdjustDigitalTwinModel. When establishing the digital
twin model, the common parameters of equipment are
mainly considered. If some selected parameters are not
collected in the digital twin model and it is necessary to
collect these parameters for health state assessment, it is
necessary to adjust the digital twin model, add corre-
sponding sensors, collect these parameters, and collect
relevant historical and empirical data.

5.4. Preprocess Data. To meet the needs of neural network
algorithm, the input data need to be preprocessed in two
aspects: state data normalization and grade data formatting.

(1) State data normalization. *e state data of the input
data of the neural network model should be nor-
malized according to a certain method to avoid the
influence of different data value range on the results.
*ere are many normalization algorithms, and ap-
propriate methods can be selected according to the
characteristics of data. Here, a simple method of
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Figure 5: Schematic diagram of the data flow.
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maximum linear conversion is introduced as an
example. *e conversion equation is

x′ �
x − xmin( 

xmax − xmin( 
, (1)

where x’ is the value after normalization, x is the
value before normalization, xmin is the minimum
value of the sample, and xmax is the maximum value
of the sample.

(2) Grade data formatting. *e grade data of the input
data of the neural network model shall be marked by
a one-dimensional array in the format of 0-1. For
example, if the health state of the equipment is di-
vided into five grades, the grade data of the five
grades shall be represented by a one-dimensional
array [1,0,0,0,0], [0,1,0,0,0], [0,0,1,0,0], [0,0,0,1,0],
and [0,0,0,0,1], as shown in Table 2.

5.5. Establish and Train the Neural Network Model. In the
stage of state assessment through the neural network model,
if the assessed unit has established and trained the corre-
sponding neural network model in the early stage, it can
directly use this model for health state assessment. Other-
wise, it should use the data obtained from digital twin model
to establish and train the neural network model and assess
the training result of the model. *e established neural
network model should also be retrained once a year.
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Figure 6: Assessment process.

Table 2: Grade data format.

Health state grade Grade identification Grade data format
Health 1 [1,0,0,0,0]
Subhealth 2 [0,1,0,0,0]
Attention 3 [0,0,1,0,0]
Danger 4 [0,0,0,1,0]
Failure 5 [0,0,0,0,1]
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5.5.1. Design the Model. *e number of nodes in the input
layer is represented by n, which is equal to the number of
selected assessment parameters. *e more assessment pa-
rameters, the more nodes.

*e number of nodes in the output layer is represented
by m, which is the number of required classifications. For
example, if the equipment health state is divided into 5
grades, the number of nodes in the output layer is m� 5.

*e hidden layer is designed as one hidden layer, and the
number of nodes is represented by n1. It is calculated
according to (2), and the number of nodes with the best
training result is set after many tests within the value range.

n1 �
�����
n + m

√
+ a, (2)

where n1 is the number of hidden layer nodes, m is the
number of output layer nodes, n is the number of input layer
nodes, and a is a constant between 1 and 10.

After adding bias nodes in the input layer and hidden
layer, respectively, the neural network design is shown in
Figure 7.

5.5.2. Train the Model. Distinguish the input data, so that
75% of the data is used for model training and 25% of the
data is used for model testing. Write the neural network
algorithm program in Python; we can train the neural
network model. By continuously correcting the connection
weights of each node in each layer, the error convergence can
be realized and a reliable neural network model can be
obtained.

5.5.3. Assess the Training Result. After the training of neural
network model is completed, the training result of the model
can be assessed and the accuracy of the model can be given
through the model error and the classification effect of the
model on the training data and test data. If the training effect
meets the needs of assessment, the model can be used for
health state assessment. If the training effect is not good
enough, it indicates that the selected assessment parameters
are not strongly correlated with the equipment health state.
*e assessment parameters should be adjusted according to
the selection principle of assessment parameters, and the
neural network model should be reestablished.

5.5.4. Retrain the Model. *e established neural network
model should be retrained regularly, and the newly collected
actual operation data should be substituted into the model as
input data, so as to increase the amount of data and improve
the accuracy of the model. Since one year is generally a cycle
of equipment operation and support and relatively complete
operation and support data can be obtained at the end of the
year, the retraining is generally conducted once a year and
arranged at the end of each year.

5.6. Conduct Health State Assessment. After obtaining the
data from the digital twin model and establishing and
training the neural network model, we can use the state data

and neural network model to assess the health state of
equipment. After preprocessing the parameter data
reflecting the current state of the equipment according to the
same method as the input data and inputting them into the
trained neural network model, the current health state grade
of the equipment can be obtained, which directly reflects the
health state of the equipment.

5.7. Give Assessment Conclusions and Suggestions.
According to the health state assessment result, combined
with the knowledge base and expert system of digital twin
model, we can give the health state assessment conclusion,
describe the current health state of the equipment, and
present equipment maintenance suggestions, so as to help
equipment managers better carry out equipment support
and give full play to the maximum efficiency of the
equipment.

6. Case Study

We take the engine fuel system of a certain equipment as an
example to assess its health state. *e engine fuel system is a
replaceable unit of the equipment.

6.1. Select Assessment Parameters. According to the char-
acteristics of engine fuel system, the pressure of high-
pressure oil pipe is selected as the measurement basis, and
six parameters are selected as the assessment parameters of
the health state of the engine fuel system, as shown in
Table 3.

6.2. Obtain and Preprocess Data. 3000 groups of historical
data can be obtained from the built engine digital twinmodel
as the input data of the neural network model, and the data
are preprocessed. Part of the preprocessed data is shown in
Table 4.

6.3. Establish and Train the Neural Network Model. We can
write a program in Python to establish and train the neural
network model.

*e number of input layer nodes n� 6 and the number of
output layer nodesm� 5 of the neural network model can be
determined by 6 state parameters and 5 health state grades.
According to (2), the number of hidden layer nodes n1 can

Input layer

n+1 mn1+1

n in m out

Hidden layer Output layer

b
b

Figure 7: Neural network design.
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be selected from 4 to 13. *rough many experiments, when
the number of hidden layer nodes n1 � 13, themodel training
effect is the best. *us, the neural network model can be
established.

*e neural network model is trained by using the pre-
processed input data. After many times of training, the
satisfactory training result is obtained, as shown in Figure 8.
It can be seen that the error of the neural network model
decreases gradually through training. In the final neural
network model, the correct rate of training data is 92.93%,
the correct rate of test data is 91.87%, and the correct rate of
all input data is 92.67%. *e correct rate of the test data is
close to that of the training data, and the error results only
appear in the adjacent state of the actual results, indicating
that the model does not overfit, and its correct rate is high,
which can meet the requirements of the assessment model.

6.4. Conduct Health State Assessment. After extracting the
current state information of the engine fuel system from the
digital twin model and preprocessing, the state data can be
obtained, as shown in Table 5.

After running the neural network model and entering
the state data into the model, the assessment result can be
obtained, as shown in Figure 9.

It can be seen that the assessment result of the current
state is [0.0000, 0.1573, 0.5573, 0.1907, 0.000], suggesting
that the engine fuel system is in the “Attention” state at this
time. *e assessment result is consistent with the actual
situation.

6.5. Give Assessment Conclusions and Suggestions.
*rough the assessment, the engine fuel system is in the state
of “Attention” at this time. Combined with the grading
principle and referring to the knowledge base and experience
base in the digital twin model, the assessment conclusion is
that the performance degradation of the engine fuel system
is serious and failure may occur in the next 30 days. *e
assessment suggestions are as follows: strengthen condition
monitoring, prepare for repair, and allocate spare parts in
time.

*e above case shows that using the fusion driven
method of digital twin model and neural network algorithm

Table 3: Health state assessment parameters.

Parameter number Parameter content
Parameter 1 Pressure at the beginning of fuel injection
Parameter 2 Maximum fuel pressure
Parameter 3 Submaximum fuel pressure
Parameter 4 Width of the rising phase of pressure waveform
Parameter 5 Height difference between the highest point and the lowest point of pressure waveform
Parameter 6 Area of pressure waveform in an injection cycle

Table 4: Part of the preprocessed data.

Parameter 1 Parameter 2 Parameter 3 Parameter 4 Parameter 5 Parameter 6 Grade identification
0.28 0.80 0.17 0.51 0.91 0.32 0 1 0 0 0
0.30 0.04 0.25 0.25 0.34 0.05 1 0 0 0 0
0.79 0.33 0.14 0.18 0.69 0.20 1 0 0 0 0
0.53 0.21 0.27 0.85 0.88 0.57 0 0 1 0 0
0.28 0.84 0.24 0.21 0.11 0.90 1 0 0 0 0
0.22 0.61 0.17 0.38 0.52 0.97 0 1 0 0 0
0.80 0.57 0.59 0.60 0.42 0.45 0 0 1 0 0
0.78 0.69 0.17 0.79 0.83 0.32 0 0 1 0 0
0.03 0.54 0.87 0.07 0.04 0.79 0 1 0 0 0
0.76 0.42 0.50 0.49 0.78 0.61 0 1 0 0 0
0.10 0.67 0.06 0.03 0.54 0.48 1 0 0 0 0
0.57 0.62 0.92 0.53 0.48 0.82 0 0 0 1 0
0.96 0.82 0.44 0.16 0.45 0.25 1 0 0 0 0
0.96 0.96 0.10 0.27 0.37 0.42 1 0 0 0 0
0.45 0.15 0.18 0.42 0.66 0.72 1 0 0 0 0
0.90 0.74 0.06 0.11 0.00 0.74 0 1 0 0 0
0.04 0.62 0.58 0.65 0.04 0.51 0 0 1 0 0
0.80 0.16 0.58 0.43 0.88 0.34 0 1 0 0 0
0.83 0.57 0.19 0.51 0.67 0.67 0 0 0 1 0
0.14 0.65 0.65 0.02 0.16 0.10 1 0 0 0 0
0.83 0.83 0.65 0.44 0.21 0.48 0 1 0 0 0
0.08 0.44 0.56 0.56 0.32 0.92 0 1 0 0 0
0.38 0.88 0.16 0.74 0.21 0.05 1 0 0 0 0
0.31 0.75 0.98 0.33 0.18 0.88 0 1 0 0 0
0.50 0.36 0.72 0.12 0.77 0.10 1 0 0 0 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
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can effectively realize the assessment of equipment health
state and obtain intuitive and accurate assessment results.

7. Discussion

*e above method defines a data-driven health state grade
and uses the fusion drive of digital twin model and neural
network algorithm to assess the health state of equipment
and achieves the expected results.

*is problem can also be solved by SOTA methods such
as fuzzy comprehensive assessment, combined weighting
model, and Bayesian network model, but because these
methods are mostly assessed from the qualitative perspective
or probability perspective, the assessment results are rela-
tively fuzzy, which cannot meet the requirements of
equipment support accuracy.
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Figure 8: Training result of neural network. (a) Trend of neural network error. (b) Train confusion matrix. (c) Test confusion matrix. (d) All
confusion matrix.

Table 5: State data after preprocessing.

Parameter 1 Parameter 2 Parameter 3 Parameter 4 Parameter 5 Parameter 6
0.86 0.81 0.71 0.58 0.49 0.07

Figure 9: Conduct health state assessment.
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Compared with these methods, this method has the
following characteristics:

(1) Faster. Using this method, real-time health state
assessment can be realized. Because the digital twin
model is established in advance and the way to
obtain data is established, the data acquisition is
faster. Because the training of neural network model
is completed in advance and the training results can
be used for many times, the assessment process is
also faster.

(2) More accurate. In this method, the intelligent al-
gorithm is used to make full use of the advantages of
big data and find the failure rules suitable for each
equipment. It avoids the process of determining the
weight through expert scoring in some traditional
methods and eliminates the interference of human
factors, and the result is more accurate and objective.
It meets the needs for accurate support.

(3) Better adapt to new requirements. *e data-driven
state grade is redefined to define the state with data,
which meets the needs of big data-driven mode. *e
complex calculation process of some traditional
methods is avoided, and the model can be used many
times after training, which reduces the amount of
calculation of state assessment and meets the needs
of big data processing.

(4) More practical. *e traditional health state assess-
ment can only be used to count the state of batch
equipment and master the overall state of equip-
ment. *is method can be used to assess the
equipment group, single equipment, and a part of
equipment. *e assessment results can be used to
reliably judge the health state of equipment, guide
the support decision-making, and improve the active
of equipment support.

(5) More automated. From data collection to processing
to assessment, the whole process of assessment is
automated, which saves labor, improves work effi-
ciency, and greatly reduces the error rate.

(6) Portable. For new equipment that lacks a large
amount of data support, the parameter data in the
assessment model of similar equipment can be
transplanted as empirical data to become the initial
data of new equipment to bring the initial support
data of new equipment closer to reality and provide
support for the support decision of new equipment.

8. Conclusions

Equipment health state assessment is of great significance to
realize equipment accurate support. Taking the neural
network algorithm as an example, this paper studies the
method of unit level health state assessment of equipment
driven by the fusion of digital twin model and intelligent
algorithm. *e equipment health state grade is redefined
from the data-driven perspective, and the unit level health
state assessment model of equipment based on digital twin

model and neural network algorithm is established. *e
effectiveness of the method is verified by case study. Support
is provided for further research of equipment-level health
state assessment and the decision-making of equipment
maintenance.

*is paper mainly studies the method of health state
assessment based on the combination of neural network
algorithm and digital twin model. In fact, there are many
intelligent algorithms that can be combined with digital twin
model for equipment health state assessment. Different
equipment or different replaceable units may need to use
different algorithms according to their characteristics, but
the method of combination with digital twin model is the
same. *e combination of digital twin model and other
algorithms for health state assessment can be further studied
in the future.
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Knowledge tracing (KT) is the task of modelling students’ knowledge state based on their historical interactions on intelligent
tutoring systems. Existing KT models ignore the relevance among the multiple knowledge concepts of a question and char-
acteristics of online tutoring systems. �is paper proposes a neural Turing machine-based skill-aware knowledge tracing (NSKT)
for conjunctive skills, which can capture the relevance among the knowledge concepts of a question to model students’ knowledge
state more accurately and to discover more latent relevance among knowledge concepts e�ectively. We analyze the characteristics
of the three real-world KTdatasets in depth. Experiments on real-world datasets show that NSKToutperforms the state-of-the-art
deep KTmodels on the AUC of prediction. �is paper explores details of the prediction process of NSKT in modelling students’
knowledge state, as well as the relevance of knowledge concepts and conditional in�uences between exercises.

1. Introduction

With the development of intelligent tutoring systems (ITSs)
and the emergence of massive open online courses
(MOOCs) [1, 2], knowledge tracing plays an important role
in improving the e�ciency of personalized learning plat-
forms. Knowledge tracing is the task of modelling students’
knowledge state based on their historical interactions to
predict students’ mastery of knowledge concepts (KCs),
where a KC can be an exercise, a skill, or a concept [3, 4].

In order to better model students’ knowledge state,
various knowledge-tracing models have been proposed. In
previous studies, Bayesian knowledge tracing (BKT) is a
powerful knowledge-tracing model. BKT models students’
knowledge concept state by using a hidden Markov model
(HMM) for each KC [5].

As deep learning develops, a lot of deep learning models
have been applied in KT. Chris Piech applies the recurrent
neural network (RNN) tomodel the student learning process
for the ¡rst time and proposes deep knowledge tracing
(DKT) [6–9]. �e dynamic key-value memory network
(DKVMN) uses a static memory called key and a dynamic
memory called value to discover latent relations between
exercises and knowledge concepts [10, 11]. Self-attentive

knowledge tracing (SAKT) proposes a self-attention-based
KT model to model the students’ knowledge state, with
exercises as attention queries and students’ past interactions
as attention keys/values [3, 12–15].

However, the aforementioned works only focus on
students’ exercise interactions and ignore the relations be-
tween questions and skills. It cannot model students’
knowledge state accurately by merely focusing on students’
interactions. Knowledge tracing models begin to pay at-
tention to the structure of the knowledge concepts [16–18].

Deep hierarchical knowledge tracing models students’
knowledge state by capturing the hierarchical structure of
questions and knowledge concepts [16]. Neil He�ernan’s
latest work considers the question information to which the
knowledge concept belongs [17]. Graph-based knowledge
tracing considers the in�uence among neighboring knowl-
edge concepts [19–22]. �e bipartite graph is an e�ective
structural model to capture latent relations between questions
and skills [18]. �is method is e�ective, but the amount of
calculation is huge because it needs to extract questions and
skills, respectively. �us, it is di�cult to be regarded as a
streamlined and e�ective knowledge-tracing model.

None of the above KT models make full use of the
multiknowledge concept information of the questions.
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Existing knowledge tracing models cannot capture latent
relations between questions and concepts concisely and
effectively. We know that questions are generally composed
of multiple knowledge concepts, which are actually closely
related. In order to better model the students’ learning
process, our model is constructed by using neural Turing
machines (NTMs), which are an instance of memory-aug-
mented neural networks (MANNs) that have a large external
memory capacity [23–25]. )erefore, on the basis of above
deep knowledge tracing models, we propose an NTM-based
skill-aware knowledge-tracing model. )e highlight of our
work is to utilize the knowledge concept composition in-
formation of questions to model the students’ knowledge
state more accurately and to discover more latent relevance
among knowledge concepts effectively. )e contributions of
this paper are concluded as follows:

(i) We process the real-world KTdatasets in detail and
discover new characteristics of online tutoring
systems and knowledge tracing datasets.

(ii) We design a question-skill dictionary algorithm to
obtain the conjunctive skills of questions. )e input
encoding contains both students’ answering inter-
action information and the related knowledge
concept information.

(iii) We apply neural Turing machines into knowledge
tracing innovatively to enhance the memory ca-
pacity of our model and to predict students’ mastery
of knowledge concepts accurately and discover
knowledge concept substructure effectively.

(iv) We propose a novel NTM-based skill-aware
knowledge-tracing model for conjunctive skills and
apply a novel loss optimization function to deep
knowledge tracing to enhance the model’s ability of
skill awareness. Our model considers the con-
junctive knowledge concept information contained
in a question in the process of modelling the stu-
dents’ knowledge state; thus, our model outper-
forms existing KT models.

)e rest of this paper is organized as follows: Section 2
presents a brief overview of related work in the field of
knowledge tracing. In Section 3, we formulate the process for
NSKT to perform the knowledge-tracing task. )en, Section
4 introduces the characteristics and classifications of online
tutoring systems. )e details of the NSKT model are pro-
vided in Section 5. )e experimental results and the com-
parison of models’ performance in the real-world datasets
are given in Section 6. In Section 7, we discuss in detail the
process of NSKT in modelling the students’ knowledge state.
Section 8 presents the conclusions and future studies of this
work.

2. Related Work

In this section, we present a brief overview of the models and
methods of related work in the field of knowledge tracing,
which can be classified into two main categories, as shown in
Table 1.

2.1. Item Response&eory. Item response theory is the most
commonly used cognitive model to predict students’ mas-
tery of knowledge concepts before knowledge tracing was
proposed in 1995 [26, 27]. On the basis of IRT, the students’
knowledge state cognitive model based on factor analysis
was later proposed: LFA [28] and PFA [29]. )ese logistic
regression models predict students’ mastery of knowledge
concepts by analyzing the relationship among factors that
have an impact on students’ answering accuracy [30, 31].

2.2. Knowledge Tracing. Bayesian knowledge tracing (BKT)
models the students’ knowledge state by using the hidden
Markov model (HMM) for a single knowledge concept,
which is represented as a set of binary latent variables [5].

With the rise of deep learning, deep knowledge tracing
(DKT) was proposed in [6], which regards students’ his-
torical interactions as time sequences and models the stu-
dents’ knowledge state by the recurrent neural network
(RNN). )e experimental results show that DKT has the
powerful ability of modelling the students’ knowledge state.
After DKT, a lot of deep KTmodels have been proposed to
improve the AUC of the prediction of students’ mastery of
knowledge concepts. However, most of these deep knowl-
edge-tracing models only focus on students’ interactions on
knowledge concepts and ignore the structural relationship
between questions and knowledge concepts.

2.3. Question-KC Relation in Knowledge Tracing. Cen et al.
proposed the two IRTmodels (additive factor model (AFM)
and conjunctive factor model (CFM)) to model the con-
junctive skills in the student datasets [32]. Both the AFM and
CFM consider the conjunctive skills information contained
in an item to predict the probability of students answering
the item correctly.

Deep hierarchical knowledge tracing begins (DHKT) to
focus on the hierarchical relationship between knowledge
concepts and questions to predict the performance of
students [16]. DHKT trains a question embedding by the
average embeddings of the skills belonging to the question.
)e model using the bipartite graphs can capture rela-
tionships between knowledge concepts and questions ef-
fectively and systematically to pretrain question
embeddings for each question [18]. Neil Heffernan’s latest
work begins to focus on the architecture of knowledge
concepts and questions too [17].

Table 1: Related work.

Models Methods Categories
IRT Logistic model Statistical modelBKT Bayesian model

DKT Long short-term memory
network

Deep learning
models

DHKT Long short-term memory
network

DKVMN Memory-augmented neural
network

SAKT Self-attention
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3. Problem Formulation

Generally, KT can be formulated as a supervised sequence
learning problem: the student’s interaction tuple at the
timestamp t, ht � (qt, at) that represents the combination of
which skill (exercise) was answered and if the skill was
answered correctly, so at ∈ 0, 1{ }, qt ∈ qi 

M

i�1, where M is the
number of unique exercises in datasets. Given the student’s
past exercise interactions, Ht � h0, . . . , ht , the goal of KT is
to predict the probability that the student will answer
question qt+1 correctly at the next timestamp t + 1, P(at+1 �

1/qt+1, Ht) [3, 6, 10].
It can be seen that existing KT models only focus on

students’ exercise interactions, so they are difficult to predict
students’ mastery of skills effectively. )e notations used in
this paper are shown in Table 2.

Definition 1. Related knowledge concepts (RKCs): the re-
lated knowledge concepts (RKCs) refer the other knowledge
concepts S that compose the question p with a knowledge
concept q, where S and q are mutual conjunctive knowledge
concepts (skills).

)e Algorithm 1 processes the skills and the questions of
the dataset to obtain a dictionary Dic with the question
number as the key and conjunctive skills of the question as
the value, while conjunctive skills are the skills that make up
the same question. )e time complexity of Algorithm 1 is
O(n2). In this paper, we use KC shown in Table 2 to rep-
resent skill. Let S be the RKCs related to KC q of the an-
swering question p, where S � x/x ∈ Dicp, x≠ q is
illustrated in Figure 1(a).

)e skill-aware knowledge tracing model can be
formulated as follows: the student’s interaction at the
timestamp t, ht

′ � (pt, qt, at, St, ct), where at is the cor-
rectness to the question pt on skill qt, St are the of RKCs of
KC qt, ct is the correctness to RKCs St. Given the student’s
past interactions, Ht

′ � (h0′, . . . , ht
′), we can predict the

probability that the student will answer next KC qt+1
correctly at the timestamp t + 1, P(qt+1) � P(at+1 �

1/qt+1, Ht
′) or predict students’ mastery of holistic

knowledge concepts, P(qi) 
M
i�1.

4. Online Tutoring Systems

)e online tutoring systems can be classified into two
categories:

4.1. Question-Level Online Tutoring Systems. In question-
level online tutoring systems, students answer the question
directly. If the question is answered correctly or incorrectly,
all KCs (skills) of the question are answered correctly or
incorrectly too. So if a student has answered qt correctly or
incorrectly, then they must answer the RKCs St correctly or
incorrectly too, which is illustrated in Figure 1(b). Because qt

and St are from the same question, so in question-level
online tutoring systems, for a student’s interaction at the
timestamp t: (pt, qt, at, St, ct),

ct � at. (1)

4.2. Skill-Level Online Tutoring Systems. )e question-an-
swering situation in skill-level online tutoring systems is
much more complicated than that of the question-level
online tutoring system. Students can individually answer
one of the skills in the question and can answer this skill once
or multiple times. So if a student answers KC1 correctly, it
does not mean that the student must answer KC2 correctly,
which is shown in Figure 1(c).

Superficially, there is no obvious answering correctness
relationship between skill qt and the related skill set St.
However, there are a large number of students answering
examples shown in Table 3 in skill-level online tutoring
systems, indicating that if a student answers qt incorrectly
many times, even if he finally answers qt correctly, which
demonstrates that his mastery of skill qt is very poor, and
similarly, he has poor mastery of St. It is very likely that he
will answer qt’s-related skills St incorrectly. So the student’s
mastery of qt, P(qt) and the student’s mastery of St,P(St) are
close:

P qt(  ≈ P St( . (2)

)is finding is strongly supported by the actual responses
of students in skill-level online tutoring systems. So in skill-
level online tutoring systems, according to formula (2), we
can assume.

ct ≈ at, (3)

as shown in Table 4.

5. Method

In this section, we will give a detailed introduction of our
NSKT framework, of which, the overview architecture is
given in Figure 2.

5.1. Model. )e model consists of an encoding layer and
a neural network layer. In order to better model the
students’ knowledge state, the model is constructed with

Table 2: Notations.

Notations Description
p Problem/question
q KC (skill/concept)
a Answer correctness to the knowledge concept (KC) q

c
Answer correctness to related knowledge concept

(RKC)
M Number of unique KCs in the KT dataset
P Probability
S )e RKCs
H Interaction sequence of a student: h1, . . . , h|H| 

D Dataset
E Encoding
KC Knowledge concept
RKC Related knowledge concept
Dic Dictionary

Computational Intelligence and Neuroscience 3



the neural Turing machine, which is an instance of
memory-augmented neural networks (MANNs) that
offer the ability to quickly encode and retrieve new in-
formation [23].

5.2. Input Features

5.2.1. Answer Information Encoding. Let Eq be the encoding
of the student’s interaction tuple (q, a), thus Eq � [e

q

i ] ∈
0, 1{ }2M:

e
q
i �

1, if i � q + a × M,

0, otherwise
 (4)

Input: question list Lp; skill list Lq; dictionary Dic; dataset D � (qi, pi) 
|D|− 1
i�0 composed of skills and questions.

Output: Dic
(1) Dicinitialization
(2) Lp initialization
(3) μ←0
(4) for each i←0, 1, . . . , |D| − 1 do
(5) if D(p)inot inLpthen
(6) L

p
μ←D(p)i

(7) μ←μ + 1
(8) end
(9) end
(10) for each i←0, 1, . . . , μ − 1 do
(11) η←0
(12) Lq initialization
(13) for each j←0, 1, . . . , |D| − 1 do
(14) ifD(p)j �� L

p
i andD(q)jnot inLqthen

(15) L
q
η←D(q)j

(16) η←η + 1
(17) end
(18) end
(19) DicL

p

i
←Lq

(20) end
(21) return Dic

ALGORITHM 1: Question-skill dictionary algorithm.

question

KC1 qt

St

KC2

KC3

(a)

KC1 qt

St

KC2

KC3

question

a a

a

(b)

KC1 qt

St

a1

a2

a3

KC2

KC3

question

(c)

Figure 1: Illustrations. (a) Illustration of RKC S related to KC q, where S and q are mutual conjunctive skills. (b) Illustration of the question-
level online tutoring system, where a denotes answer correctness to a question. (c) Illustration of the skill-level online tutoring system, a1
denotes answer correctness to KC1, a2 denotes answer correctness to KC2, and so on a3.

Table 4: )e relationship between at and ct in skill-level online
tutoring systems.

timestamp qt at St ct

t1 s11 0 s21 0
t2 s11 0 s21 0
t3 s11 0 s21 0
t4 s11 1 s21 1
t5 s21 0 s11 0

Table 3: Example of a student answering question 33 in skill-level
online tutoring systems. Question 33 is composed of skill s11 and
s21. )e student answers s11 incorrectly three times t1 − t3 in
succession. Even if he answers s11 correctly at the timestamp t4, his
mastery of s11 is very poor and his mastery of s11’s-related skill s21
is not good too, so it is very likely to answer s21 incorrectly, in fact,
he answers s21 incorrectly at the timestamp t5.

Timestamp Skill Correctness
t1 s11 0
t2 s11 0
t3 s11 0
t4 s11 1
t5 s21 0
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5.2.2. RKC Information Encoding. )e information of the set
S of RKCs related to KC q is encoded Es with a length of M:
Es � [es

i ] ∈ 0, 1{ }M:

e
s
i �

0 i ∉ S,

1 i ∈ S.
 (5)

5.3.NeuralTuringMachines. Neural Turing machines are an
instance of memory-augmented neural networks (MANNs)
that extend the capabilities of neural networks by coupling
them to external memory resources. Experiments show that
neural Turing machines have stronger memory capabilities
than the LSTM [23], which is very suitable for modeling the
students’ knowledge state [33–35]. Figure 3 shows a high-
level diagram of the neural Turing machine architecture.

As can be seen from Figure 3, the NTM is composed of 4
modules: controller, read heads, write heads, and memory.
)e controller can be a feed-forward neural network or a
recurrent neural network [23, 34] and has read and write
heads that access the external memory matrix.

5.4. Reading. Let Mt be the external memory content which
is a n × m memory matrix at the timestamp t, where n is the
number of memory locations and m is the vector dimension
at each memory location. )e n elements wt(i) of wt, which
is a vector of weightings over the n locations emitted by a
read head at the timestamp t, obey the following constraints:


i

wt(i) � 1, 0≤wt(i)≤ 1,∀i. (6)

Let rt be the read vector of a length m returned by the
head at the timestamp t:

rt←
i

wt(i)Mt(i). (7)

5.5. Writing. )e memory matrix Mt at the timestamp t is
modified by the erase vector et and the add vector at:

Mt(i)←Mt− 1(i) 1 − wt(i)et 

Mt(i)← Mt(i) + wt(i)at.
(8)

5.6. Addressing Mechanisms

5.6.1. Focusing on Content. Each head produces a length m

key vector kt that is used to compute the normalised
weighting wc

t as follows:

w
c
t(i)←

exp βtK kt,Mt(i) ( 

jexp βtK kt,Mt(j) ( 
, (9)

where βt is a positive key strength generated by the con-
troller and the similarity measure K is cosine similarity:

K[u, v] �
u · v

‖u‖×‖v‖
. (10)

5.6.2. Focusing on Location. )e location-based addressing
mechanism is designed to facilitate both simple iterations
across the locations of the memory and random-access
jumps. It does so by implementing a rotational shift of a
weighting as follows [23].

Firstly, the interpolation gate gt is used to blend between
the weighting wt− 1 and the weighting wc

t :

wg
t←gtw

c
t + 1 − gt( wt− 1. (11)

Furthermore, the model uses a one-dimensional con-
volution shift kernel to convolve the current weighting w

g
t :

wt(i)←
n− 1

j�0
w

g
t (j)st(i − j), (12)

where st is the shift weighting generated by the controller.

question

KC1
qt 2M...

... ...

... ...

M

MLP

Memory

Read Heads Write Heads

Controller

NTM

MLP
FCL

M

yt
Sigmoid

m

n

St

KC2

KC3

Figure 2: )e NSKT framework overview.

External Input External Output

Controller

Read Heads Write Heads

Memory

Figure 3: Neural Turing machine architecture.
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To correct the blur that occurs due to the convolution
operation, each head emits one further scalar ct ≥ 1 whose
effect is to sharpen the final weighting as follows:

wt(i)←
wt(i)

ct

j wt(j)
ct

. (13)

5.7.Controller. )eNTM controller in our model is the long
short-term memory network [36], which can be formulated
by the formulas as follows:

f t � σ wf ht− 1, xt  + bf ,

it � σ wi ht− 1, xt  + bi( ,

ot � σ wo ht− 1, xt  + bo( ,

ct � f t ⊙ ct− 1 + it ⊙ tanh wc ht− 1, xt  + bc( ,

ht � ot ⊙ tanh ct( .

(14)

i, f , o, c,h are the activation matrices of the input gate,
the forget gate, the output gate, the memory cell, and the
hidden state matrix, respectively. w and b are the weight
matrix and the bias vector of the corresponding gate, re-
spectively. ⊙ denotes the Hadamard product. σ and tanh
denote the sigmoid and hyperbolic tangent function,
respectively:

σ(x) �
1

1 + exp(− x)
, (15)

let logits ∈ RM be the output of the last neural network of the
NSKT model, the student’s mastery of knowledge concepts
predicted by the model at the timestamp t is

yt � σ(logits), (16)

where yt ∈ RM.

5.8.Optimization. )e loss function of the model consists of
two parts, namely, the answering interaction lossL1 and the
related knowledge concept information lossL2. Let ℓ be the
binary cross entropy loss:

ℓ(p, a) � − (a log p +(1 − a)log(1 − p)). (17)

We optimize the average cross entropy loss of the stu-
dent’s interactions as follows:

L1 �
tℓ yTt δ qt+1( , at+1 

|H| − 1
, (18)

where δ(qt+1) is the one-hot encoding of KC qt+1 at the
timestamp t + 1, |H| is the total number of the student’s
interactions, and T denotes transpose operation.

)e average cross-entropy loss of the related knowledge
concept information is

L2 �
t 

St+1| |
i�1 ℓ yTt δ qi( , ci 

t St+1



, (19)

where qi ∈ St+1, ci is the correctness to skill qi.

)e loss for a single student is represented byL, which is
as follows:

L� λL1 +(1 − λ)L2

� λ
tℓ y

T
t δ qt+1( ,at+1 

|H| − 1
+(1 − λ)

t 
St+1| |

i�1 ℓ y
T
t δ qi( , ci 

t St+1




� 
t

λ
ℓ y

T
t δ qt+1( ,at+1 

|H| − 1
+(1 − λ)


St+1| |

i�1 ℓ y
T
t δ qi( , ci 

t St+1



⎛⎜⎝ ⎞⎟⎠,

(20)

where the hyperparameter λ is the coefficient that deter-
mines the proportion of the answering information loss and
the related information loss. We use an optimizer to opti-
mize our model. Let Θ be the minimum of L, thus, the
training objective of NSKT is as follows:

Θ←optimizer(L). (21)

5.9. SkillAwareness. )e student’s past interactions in online
tutoring systems: Ht

′ � h0′, . . . , ht
′ , where h′ � (qt, at, St, ct)

denotes that the student interaction tuple at the timestamp t.
)e set of knowledge concepts Setq that students have an-
swered actually so far is represented as follows:

Set
q
t � qi 

t
i�1. (22)

)e set of knowledge concepts (skills) SetS answered by
NSKT so far is represented as follows:

Set
S
t � S1 ∪ . . . ∪ St. (23)

As shown in Figure 4, when the student answers the next
skill qt+1 at the next timestamp t + 1, even if the student has
not answered questions related to skill qt+1 before,
qt+1 ∉ Set

q
t , but if NSKT has awareness of skill qt+1 so far,

qt+1 ∈ SetSt , NSKT can predict the student’s mastery of skill
qt+1 accurately.

6. Experiments

In this section, we give a detailed explanation of datasets and
experiments conducted to evaluate the performance of the
NSKTmodel and other KTmodels in three real-world open-
source knowledge tracing datasets.

6.1. Datasets. To evaluate KT models’ performance, we use
three datasets collected from online learning platforms. )ese
three datasets are widely used real-world datasets in KT.

(i) ASSISTments2009 (https://sites.google.com/site/
assistmentsdata/home/2009-2010-assistment-data)
(ASSIST09) is provided by the ASSISTment online
tutoring platform and is the most widely used
dataset in knowledge tracing.

(ii) ASSISTments2017 (https://sites.google.com/view/
assistmentsdatamining/dataset/) (ASSIST17) is
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provided by the 2017 ASSISTments data mining
competition and is the latest ASSISTments dataset
with the most student responses.

(iii) EdNet (https://github.com/riiid/ednet) is the data-
set of all student-system interactions collected over
2 years by Santa, a multiplatform AI tutoring service
with more than 780K users in Korea available
through Android, iOS, and Web [37]. We con-
ducted our experiments on EdNet-KT1 which
consists of students’ question-solving logs and is the
record of Santa collected since April 2017 by fol-
lowing the question-response sequence format.

)e complete statistical information for the three
datasets is shown in Table 5.

)e details about the columns in datasets are shown as
follows:

ASSISTments:

(i) user_id: the ID of the student
(ii) problem_id: the ID of the problem

(iii) skill_id: the ID of the skill associated with the
problem

(iv) 1: Correct on the first attempt
0: Incorrect on the first attempt,

EdNet:

(i) user_id: the ID of the student.
(ii) question_id: the ID of the question.
(iii) tags: the expert-annotated tags for each question.
(iv) correct_answer: the correct answer of each ques-

tion recorded as a character between a and d
inclusively.

(v) user_answer: the answer that the student sub-
mitted was recorded as a character between a and d
inclusively.

6.2. Dataset Characteristics

(i) ASSIST09 and EdNet: For multiple skill questions,
the records of students’ interactions will be repeated
with different skill taggings and each record

skill-aware

output

model NSKT

t1

P1

t2

P2

t3

P3

t4
timestamp

�is skill has been aware
by model at timestamp t2

P4

NSKT NSKT NSKT

Interaction

conjunctive skills

skill

incorrect

correct

question

probability

Figure 4: )e process of skill awareness in NSKT. Different skills are indicated by different colors.

Table 5: )e statistics of the three datasets.

Students Skills Questions Interactions (K) MINa MAXb AVGc

ASSIST09 4,162 124 26,688 526d 0 3 0.316
ASSIST17 1,709 102 3,162 942 0 2 0.472
EdNet 784,309 189 13,169 962 0 6 1.388
)e symbol a indicates the minimum value of |S|, where 0 means that the question is a single KC (skill) question.)e symbol b indicates the maximum value of
|S|. )e symbol c indicates the average value of |S|. )e symbol dK stands for a thousand.
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represents the student response to a skill of the
question [38].

(ii) ASSIST17: similar to the ASSIST09 dataset, each
record in ASSIST17 represents the student response
to a skill of the question. However, we noticed the
special features of this dataset. A large number of
users in the ASSIST17 dataset only answered one
skill of multiple skill questions and answered this
skill one or more times. )e number of multiple skill
questions in this situation accounted for 44.88% of
the total number of questions answered by students.
)at is, the student answers one or more skills of
multiple skill questions, and the number of re-
sponses to a skill may be given once or multiple
times.

6.3. ComparedModels and Implementation Details. To show
the performance of our model and demonstrate the im-
provement of our model to existing KTmodels, we compare
NSKT against the state-of-the-art KT models. We give the
reference GitHub repositories of some KT models.

(i) BKT [5]: Bayesian knowledge tracing uses the
hidden Markov model (HMM) to model the stu-
dents’ latent knowledge state as a set of binary
variables. We use pyBKT (https://github.com/
CAHLR/pyBKT) to implement BKT and set the
model parameters: seed � 42, num_fits � 1.

(ii) DKT-LSTM [6]: the DKT-LSTM is the standard
deep knowledge-tracing mode. We implemented
DKT (https://github.com/chrispiech/
DeepKnowledgeTracing) with the LSTM with
tanh activation.

(iii) DKT-NTM: DKT is implemented by using the
neural Turing machine (https://github.com/
MarkPKCollier/NeuralTuringMachine).

(iv) DKVMN [10]: the DKVMN (https://github.com/
jennyzhang0215/DKVMN) is a variation of
MANNs, which uses a static memory called key and
a dynamic memory called value to model the
students’ knowledge state.

(v) SAKT [3]: SAKT (https://github.com/shalini1194/
SAKT) is the KTmodel based on the self-attention
architecture with exercises as attention queries and
students’ past interactions as attention keys/values.

(vi) DSKT: the skill-aware deep knowledge-tracing
model is implemented with the LSTM and tanh
activation. We dynamically set the value of the
coefficient λ to explore the best performance of
DSKT.

(vii) NSKT: NSKT is an NTM-based skill-aware
knowledge tracing. We test the performance of
NSKT with different values of the coefficient λs to
optimize the model’s performance.

For all models, we use the Adam optimizer with
learning_rate � 0.001, beta1 � 0.9, beta2 � 0.999, and

epsilon � 1e − 8 to optimize. )e minibatch size and the
maximum length of the sequence for all datasets are set to 32
and 100, respectively. We perform standard five-fold cross-
validation to evaluate all the KT models in this paper. We
conduct experiments on the server with an 8-core 2.50GHz
Intel(R) Xeon(R) Platinum 8163 CPU and 64GB memory.

6.4. Experimental Results

6.4.1. Models’ Performance. We use the area under the re-
ceiver operating characteristic curve (AUC) as an evaluation
metric to compare prediction performance among the KT
models mentioned in Section 6.3. A higher AUC indicates
better performance. )e test AUC results in the three real-
world datasets for all KTmodels are shown in Table 6. From
the experiment results, we can find the following
observations:

(i) NSKTperforms better than the other competing KT
models in all datasets and achieves the average test
AUC of 85.38%, 82.35%, and 80.81% in ASSIST09,
ASSIST17, and EdNet, respectively.

(ii) DSKT performs better than the DKT-LSTM,
achieves the average test AUC of 84.88%, 81.27%,
and 79.71% in datasets ASSIST09, ASSIST17, and
EdNet, respectively, gaining an average perfor-
mance improvement of 0.82% (DKT-LSTM ach-
ieves the AUC of 84.45%, 80.04%, and 78.91%).
NSKT performs better than the DKT-NTM,
gaining an average performance improvement of
1.33% (DKT-NTM achieves the AUC of 84.53%,
80.51%, and 79.49%).

(iii) )e DKT-NTM model has a better performance
than the standard DKT-LSTM in knowledge trac-
ing. )e DKT-NTM achieves the average test AUC
of 84.53%, 80.51%, and 79.49% in the three datasets,
respectively, while the standard DKT-LSTM ach-
ieves the average test AUC of 84.45%, 80.04%, and
78.91% in the three datasets, respectively.

(iv) )e performance of NSKT is better in dataset AS-
SIST17, which has more complex data features than
those of ASSIST09 and EdNet. NSKT gains an av-
erage performance improvement of 2.31% in AS-
SIST17 compared to the standard DKT-LSTMwhile
improving AUC by 0.93% and 0.90% in ASSIST09
and EdNet, respectively. It proves that NSKT is
better in mining hidden information from complex
educational data features to improve the accuracy of
prediction.

Figure 5 shows the training process of KTmodels in the
three KTdatasets. It shows that the DKVMN and SAKTcan
learn faster than other KTmodels. )e training speed of the
DKT-LSTM, DKT-NTM, DSKT, and NSKT is close, but the
test AUC of NSKT is the best.

We set the probability to KC qt predicted by KTmodels:
P(qt), and assume that students will answer KC qt correctly
if P(qt)> � 0.5 and if P(qt)< 0.5, the student will answer qt

incorrectly:
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at
′ �

0 P qt( < 0.5,

1 P qt( > � 0.5.
 (24)

If at
′ � at, it means that models can predict correctly.

)us, the accuracy of prediction for KT models in the
datasets is shown in Figure 6.

Figure 7 shows the performance of DSKT and NSKT
under different λ values and the value of λ when models
achieve the best performance. From Figure 7, we can draw
the following conclusions: the test AUC of DSKTand NSKT
is not ideal with a small λ value. However, as the value of λ
increases, the test results of DSKT and NSKT get better and
better; thus, we recommend λ≥ 0.9.

6.5. Friedman-Aligned Rank Test. We perform the Fried-
man-aligned rank test [39] on the AUC test results of the KT
models shown in Table 6 by the following formula:

X
2

�
12

nk(k + 1)
 R

2
i − 3n(k + 1), (25)

where Ri is the sum of the ranks of the i-th sample, k is the
number of groups of samples, and n is the number of
samples in each group. )e probability distribution of X2

can be approximated by that of the chi-squared distribution
with k − 1 degrees of freedom χ2k− 1. Now, we test the null
hypothesis, which is as follows:

H0: there is no significant difference in the performance
of the KT models.

)e P value P of the Friedman-aligned rank test on test
AUC results is

P χ2k− 1 ≥X
2

  � 0.013< 0.05. (26)

)en, we reject the null hypothesis H0, which indicates a
significant difference in the performance of the KTmodels.

6.6. ExecutionTime. We compared the execution time of KT
models per 200 batches in each dataset shown in Figure 8. As
shown in Figure 8, the BKT model requires the least exe-
cution time to train the same size of data. )is is because the
BKT is not a deep learning knowledge tracing model, and it
needs to train fewer parameters. For deep learning knowl-
edge tracing models, the execution times of the DKT-LSTM,
DKVMN, and SAKTare close and the execution times of the
DKT-NTM and DSKT are close. )e execution time of the
DKT-NTM is more than that of the DKT-LSTM.)e reason
can be that the NTM takes more time to access its own
external memory matrix. NSKT considers the conjunctive
skills of the questions during the training process and needs
to access the NTM’s external memory matrix to enhance the
memory ability of the model. Hence, NSKT has the most
execution time, but this is also the reason why NSKT per-
forms better in modelling the students’ knowledge state.

)e experimental results show that the NTM-based skill-
aware knowledge-tracing model has a strong ability to
capture the relevance among knowledge concepts and can
enhance themodel’s ability of skill awareness for conjunctive
skills and improve the accuracy of prediction in modelling

Table 6: Test AUC results for all datasets (%).

BKT DKT-LSTM DKT-NTM DKVMN SAKT DSKT NSKT
ASSIST09 72.06 84.45 84.53 84.37 84.70 84.88 85.38
ASSIST17 65.25 80.04 80.51 80.55 81.25 81.27 82.35
EdNet 66.28 78.91 79.49 79.72 79.83 79.71 80.81
Bold values indicate the best performance.
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the students’ knowledge state. Experiments demonstrate that
NSKT is effective.

7. Discussion

In this section, we discuss the details of the prediction
process of the KT model in modelling the students’
knowledge state, as well as the relevance of knowledge
concepts and conditional influence between exercises.

7.1. Prediction Process. In our opinion, an excellent KT
model not only can predict the probability that students will
answer questions correctly at the next timestamp accurately
but also can perform well in modelling the students’ holistic
knowledge concept state.

Analyzing the prediction process of KTmodels can show
the performance of NSKT. We randomly select a student
sample U1 from the ASSIST09 dataset, and the detailed
process of DKTand NSKTmodelling U1’s knowledge state is
shown in Figure 9.

It can be seen from Figure 9(a) that although DKT
performs fairly well in prediction, DKT only focuses on the
knowledge concepts to be predicted at the next timestamp
and does not care about the U1’s mastery of other knowledge
concepts. )erefore, after U1 answers s32 correctly (s32, 1)

at the timestamp t3, the model’s predicted probability of s32
decreases rapidly, indicating that U1’s mastery of s32 is
getting worse and worse, which should not be consistent
with the U1’s real knowledge state shown in Table 7. Because
of lacking related knowledge concept (RKC) information,
DKT’s prediction accuracy and prediction breadth are not
ideal.

As shown in Figure 9(b), we use two heatmap subfigures
to show the process of modelling theU1’s knowledge state on
NSKT. )e x-axis of the lower subfigure is the sequence of
U1’s interactions (qt, at) and the y-axis is the skill index. )e
x-axis of the upper subfigure is the RKC St and the y-axis is
the index of the RKCs St.

Because U1 answers skill 32 (abbreviated as s32) cor-
rectly (s33, 1) in the first three timestamps t1 − t3, the
predicted probability of s32 gets higher and higher and the
color of s32 in the y-axis of the lower subfigure gets brighter
and brighter. As shown in the x-axis of the upper subfigure,
s33 is the related knowledge concept of s32 in the first three
timestamps t1 − t3; thus, the predicted probability of s33 gets
higher and higher and the color of the s33 in the y-axis of the
upper subfigure gets brighter and brighter too.

In the next three timestamps t4 − t6, U1 answers s33
correctly (s33, 1) in succession, the predicted probability of
s33 gets higher and higher and the color of s33 in the y-axis
of the lower subfigure gets brighter and brighter. s32 is the
related knowledge concept of s33, so the predicted proba-
bility of s32 continues to increase, and the color of s32 in the
y-axis of the upper subfigure gets brighter and brighter too
and remains at a relatively high value.

In the next three timestamps t7 − t9, U1 continues to
answer s33 correctly (s33, 1); however, this s33 is a single
skill without related knowledge concepts, so only the

predicted probability of s33 gets higher and higher and the
color of s33 in the y-axis of the lower subfigure gets brighter
and brighter.

At the last timestamp t10, U1 answer s37 correctly
(s37, 1), so the predicted probability of s37 gets higher and
higher and the color of s32 in the y-axis of the lower sub-
figure gets brighter and brighter. Because s55 is the related
knowledge concept of s37, so the predicted probability of s55
gets higher and higher and the color of s55 in the y-axis of
the upper subfigure gets brighter and brighter too.

In contrast, we randomly select a student sample U2 with
a low answering accuracy shown in Table 8.

)e process of DKT and NSKT modelling the U2’s
knowledge state is shown in Figure 10. It can be seen from
Figure 10(a) that DKT models the U2’s knowledge state
almost accurately, but the prediction breadth is not enough.

As shown in Figure 10(b), NSKT, like DKT, models the
U2’s knowledge state accurately and performs better in
prediction breadth. At the timestamp t4, U2 answers s95
incorrectly many times, the predicted probability of s95 gets
lower and lower and the color of s95 in the y-axis of the
lower subfigure gets darker and darker. As shown in the x-
axis of the upper subfigure, s2 is the related knowledge
concept of s95; thus, the predicted probability of s2 gets
lower and lower and the color of s33 in the y-axis of the
upper subfigure gets darker and darker too.

It can be concluded from Figures 9 and 10 that NSKT
performs better in prediction accuracy and prediction
breadth and can better model the students’ knowledge state.
NSKT not only focuses on students’ mastery of the
knowledge concept to be predicted at the next timestamp but
also focuses on the students’ mastery of the related
knowledge concepts.)is is where NSKT is superior to other
existing KTmodels, and NSKTperforms better in modelling
the students’ knowledge state than DKT [4].

7.2. PearsonCorrelationCoefficient. In this paper, we use the
Pearson correlation coefficient as the metric to measure the
correlation among skills. By estimating the covariance and
standard deviation of the sample, we can get the sample
Pearson coefficient r:

r(X,Y) �


n
i�1 Xi − X(  Yi − Y( 

�������������


n
i�1 Xi − X( 

2
 ������������


n
i�1 Yi − Y( 

2
 . (27)

Figures 11 and 12 show the comparison of skill Pearson
correlations of U1’s interactions and U2’s interactions on
DKT and NSKT, respectively. Figures 11(a) and 12(a) show
the skill Pearson correlation on DKT, and Figures 11(b) and
12(b) show the skill Pearson correlation on NSKT. It can be
seen from the figures that DKTcan only mine the correlation
among the skills that have been answered in the past, in-
dicating that DKT cannot effectively discover the relevance
among knowledge concepts. As shown in Figures 11(b) and
12(b), NSKT can discover the correlation among four skills,
while DKT can only discover among three. For example, it
can be seen from Figure 11(b) that the Pearson correlation
between s32 and s55 on NSKT of U1’s interactions is
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Figure 9: Comparison of the prediction process of U1 on DKTand NSKT.)e color of the heatmap indicates the predicted probability that
U1’s mastery of skills after interaction (qt, at) at the timestamp t. )e yellower the color, the higher the probability. (a) Heatmap for the
prediction process of DKT. )e x-axis is the sequence of U1’s interactions (qt; at) and the y-axis is the skill index. (b) Heatmap for the
prediction process of NSKT.)e x-axis of the lower subfigure is the sequence ofU1’s interactions (qt; at) and the y-axis is the skill index.)e
x-axis of the upper subfigure is the RKC St and the y-axis is the skill index of the RKCs St.

Table 7: Skill maps of ASSIST09 and U1’s interaction accuracy.

Skill index Skill name Accuracy (%)

32 Ordering positive decimals 100
33 Ordering fractions 100
37 Addition whole numbers 100
55 Absolute value 100

Table 8: Skill maps of ASSIST17 and U2’s interaction accuracy.

Skill index Skill name Accuracy (%)

2 Point plotting 30
4 Reading graph 100
34 Equation solving 50
95 Divisibility 30
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r(s32,s55) � 0.31, which means there is a weak positive cor-
relation between s32 and s55.

)e Pearson correlation between s33 and s55 onNSKTof
U1’s interactions is r(s33,s55) � 0.92, which means there is a
strong positive correlation between s33 and s55.)rough the
above examples, we can conclude that NSKTperforms better
in the ability of discovering latent relevance among
knowledge concepts than existing KT models.

7.3. Knowledge Concepts’ Discovery. NSKT can learn latent
knowledge concept substructure among skills without expert
annotations and can cluster related skills into a cluster,
which denotes a knowledge concept (KC) class [6].

Figure 13 shows the visualization of using k-means to
cluster the skill representation vectors, which have been

performed by the t-SNEmethod [40, 41]. All skills are clustered
into eight clusters, and each cluster can represent a knowledge
concept class. Skills in the same cluster are labeled with the
same color, and those skills have strong relevance and simi-
larity. For example, s32 and s33 do have a strong relevance and
similarity because they are very close in Figure 13, which
further proves that NSKT has a stronger ability of discovering
skill latent relevance information than existing KT models.

We have explored latent conditional influence between
exercises by

Ji⟶j �
y(j/i)

ky(j/k)
, (28)

where y(j/i) is the correctness probability assigned byNSKT
to exercise j when exercise i is answered correctly in the first
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Figure 10: Comparison of the prediction process of U2 on DKTand NSKT.)e color of the heatmap indicates the predicted probability that
U2’s mastery of skills after interaction (qt, at) at the timestamp t. )e yellower the color, the higher the probability. (a) Heatmap for the
prediction process of DKT. )e x-axis is the sequence of U2’s interactions (qt; at) and the y-axis is the skill index. (b) Heatmap for the
prediction process of NSKT.)e x-axis of the lower subfigure is the sequence ofU2’s interactions (qt; at) and the y-axis is the skill index.)e
x-axis of the upper subfigure is the RKC St and the y-axis is the skill index of the RKCs St.

Computational Intelligence and Neuroscience 13



s32

s33 -0.26

-0.87s37

s32 s33 s37

–0.8

–0.6

–0.4

–0.2

0.0

0.2

0.4

0.55

(a)

0.9

0.8

0.7

0.6

0.5

0.4

0.3

0.2

0.18

0.13

0.31

s32

s33

s37 0.84

0.92 0.96s55

s32 s33 s37 s55

(b)

Figure 11: Comparison of U1’s interaction skill Pearson correlations on DKTand NSKT ((a) DKTand (b) NSKT). Both the x-axis and the y-
axis are the skills in U1’s interactions.

0.4

0.2

0.0

–0.2

–0.4

-0.01

-0.58

s4

s34

s95

s4 s34 s95

0.51

(a)

1.00

0.75

0.50

0.25

0.00

–0.25

–0.50

–0.75

-0.79

-0.12

-0.84

s2

s4

s34

s95

s4s2

1

0.64

s34

0.57

s95

(b)

Figure 12: Comparison of U2’s interaction skill Pearson correlations on DKTand NSKT ((a) DKTand (b) NSKT). Both the x-axis and the y-
axis are the skills in U2’s interactions.

Figure 13: Knowledge concept visualization in ASSIST09 and conditional influences between exercises.
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time step [6]. We have shown a latent conditional influence
relationship among the exercises corresponding to
Figure 9(b) interactions. We have marked them with arrow
symbols in Figure 13. )e line width indicates connection
strength, and nodes may be connected in both directions.
We only show edges with an influence threshold greater than
0.08. Attached ASSIST09 skill maps are shown in Figure 13
(we only show 110 skills with the skill name).

8. Conclusion

In this work, we proposed a novel NTM-based skill-aware
knowledge-tracing model for conjunctive skills, which can
capture the relevance among the multiple knowledge con-
cepts of questions to predict students’ mastery of knowledge
concepts (KCs) more accurately and to discover more latent
relevance among knowledge concepts effectively. In order to
better model the students’ knowledge state, we adopt the
neural Turing machines, which use the external memory
matrix to augment memory ability. Furthermore, NSKT
relates knowledge concepts (KCs) to related knowledge
concepts (RKCs) as a whole to enhance the model’s ability of
skill awareness and improve prediction accuracy and pre-
diction breadth. Experiments in the real-world KT datasets
demonstrate that the NTM-based knowledge concept skill-
aware knowledge-tracing model (NSKT) outperforms
existing state-of-the-art KT models in modelling the stu-
dents’ knowledge state and discovering latent relevance
among knowledge concepts.

For future studies, we will focus on mining hidden as-
sociations among knowledge concepts and building stu-
dents’ personalized answering paths in intelligent tutoring
systems. Furthermore, we will construct the holistic struc-
ture of knowledge concepts to enhance students’ under-
standing of how the overall knowledge affects each other.
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China has been the world’s largest market for industrial robots since 2013. Industrial robots improve accuracy, safety, and
e�ciency in industrial production but have a substantial impact on the labor market.�is investigation uses the task-based model
to explore the relationship between industrial robots and employment across industries.�is study uses industrial robot data from
the International Federation of Robotics and employment data from the China Statistical Yearbook from 2010 to 2019 to examine
robot applications’ in�uencing mechanisms on labor demand in di�erent industries in China. �e results show a signi�cant
positive correlation between robots’ exposure and labor demand for IT, health and social services, science research and technical
services, and management of water conservancy and environmental industries. Based on the results, the use of robots promotes
high-skilled talent employment and some third-sector employment, like education, food and beverages, utilities, household
appliances, and transport. However, multiple regression analysis reveals that the use of robots has reduced employment in
traditional industries such as agriculture and mining.

1. Introduction

�e issue of the potential impact of robots on the labormarket
has received considerable attention. �e popularity of arti-
�cial intelligence and new robot designs has signi�cantly
in�uenced both the economy and society. At the beginning of
the 20th century, the famous economist, John Maynard
Keynes, predicted that humankind would have a new em-
ployment challenge, that is, “technological unemployment”
[1]. Rapid progress in the �elds of arti�cial intelligence and
robotics has begun to solve major problems in terms of
productivity and the acceleration of the replacement of labor
by robots. �is introduces tremendous challenges having to
do with the human workforce [2]. According to application,
robots can be classi�ed as repetitive-tasks robots, medical
robots, guarding robots, domestic-purpose robots, astro-
nomical robots, entertainment robots, mining robots, defense
and military robots, agriculture robots, and remote-areas
robots [3]. A recent study by the McKinsey Global Institute

(MGI) pointed out that robots will replace 400 to 800 million
people in the world by 2030. In the rapid development of
automation, up to 31% of working hours in China will be
automated [4]. To what extent will robots replace human
workers in the future? Is the rapid development of arti�cial
intelligence and robotics responsible for introducing positive
opportunities or challenges? �is set of questions has become
a global issue that cannot be ignored.

Since 2015, arti�cial intelligence has seen explosive
growth in China, attracting signi�cant attention from all
social sectors. In September 2017, the government released a
document entitled, “New Generation Arti�cial Intelligence
Development Plan.” �is plan urges China to seize the global
command of arti�cial intelligence by the year 2030 and in-
cubate 10 trillion Yuan in industrial output. As an essential
component of arti�cial intelligence, robot applications have
become a critical fulcrum for transforming China from
manufacturing to higher-quality economic development.
More robots are utilized from the IFR (IFR, 2019) data than
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ever before. (e operational stock of robots measures the
number of robots currently deployed. (e working stock of
robots in the world rose from 1.02 million in 2009 to 2.73
million units in 2019 with a steady upward trend. China,
Japan, the United States, South Korea, and Germany con-
stitute the five major industrial robot markets. (ey account
for about 70% of the global import and export in trade in
robots and their installation. (e data from the past ten years
show that robot operations in China are in a state of con-
tinuous growth. At the same time, the United States, Ger-
many, Japan, and South Korea have experienced zero or even
negative growth in the rate of robot ownership in the past ten
years. China has been the world’s largest market for industrial
robots since 2013.(e number of robot installation was about
550 units in 1990. After ten years of slow augmentation, robot
installations increased from 5525 units in 2009 to 156,000
units in 2017. In 2017 and 2018, China’s total industrial robot
installations accounted for 38% of the global total. In 2019, a
total of 140,000 units were installed which is 9% less than that
in 2018 but still higher than the total robots installed in
Europe and the United States. With the acceleration of ar-
tificial intelligence development, robots have had a greater
impact on labor force employment. Against this backdrop, it
is necessary to systematically study the technical progress of
robots and their effect on the labor market from the per-
spective of economic method and theory.

Both the government and private enterprise in China
have expended a tremendous amount of money to promote
and support technological innovation in terms of artificial
intelligence and robots’ development. (e rise of human-
machine collaborations has affected all areas of the modern
world, from work to everyday life and beyond. However, it is
difficult to answer the question of whether robots are re-
sponsible for creating or eliminating employment oppor-
tunities. More than 100,000 new industrial robots were
installed in the United States industry (IFR, 2019), mainly in
the automotive industry where the employment increased by
230,000 jobs from 2010 to 2015 [5]. Although, certain oc-
cupations may disappear in local communities, the total
number of jobs may increase globally. In addition to
changing the jobs quantity, the nature and characteristics of
employment and labour are likely to change fundamentally.
As one of the largest developing countries with a transitional
economy, the rapid popularization of robotic technology
will undoubtedly have a profound dual effect on human
resource management in the market. Previous studies about
the impact of robots on the labor market, however, are
inconsistent. Most studies of these studies have only been
conducted in developed countries [6–9]. Although a few
studies have investigated the development of robotics and
artificial intelligence and the corresponding economic im-
pact on China [10–12], most studies have focused on the
theoretical dimension or country, provincial, and firm levels
[13–15]. A wide gap also exists between China’s robotic
development and its impact. Systematic empirical studies are
lacking on the relationship between industrial robots and
China’s employment in different industries and skills. (is
investigation aims to explore the relationship between in-
dustrial robots and employment across industries.(is study

uses the International Federation of Robotics (IFR)’s in-
dustrial robot data and employment data from the China
Statistical Yearbook to construct a penetration index for
industrial robots in China.(us, we examine the influence of
robot deployment on labor demand in China. We also
analyze the potential impact of robots on economic out-
comes, which may provide the Chinese government with
guidance for economic growth and employment in the
future.

(e paper organization is as follows: the next section
reviews the existing theoretical and empirical literature on
industrial robots’ impact on economic and labor markets.
Section 3 describes research methods, with a particular focus
on the theoretical framework, data description, and the
empirical model. (e last section represents a summary of
the research.

2. Literature Review

With the rapid development of artificial intelligence tech-
nology, a new era of technological revolution and industrial
transformation is gradually taking shape. It is an era in
which robots are changing manufacturing processes and life
patterns [16]. (e rapid development of the international
robot market has become an important phenomenon that
cannot be ignored in terms of its consequences for economic
life. (is section reviews the existing theoretical and em-
pirical literature on the impact of industrial robots on the
economy and labor market.

Some scholars believe that technological innovation
leads to social progress and reduces the importance of
human resources in the production sector, which increases
the unemployment rate [2, 17, 18]. In examining this
proposition, Susskind developed a task-based model. He
argues that using intelligent machines can reduce relative
wages and the income share of the labor force, while leading
to a high unemployment rate [17]. Frey and Osborne de-
veloped a model based on the Gaussian process to classify
more than 700 detailed occupations in the United States
according to their susceptibility to automation based on data
from the United States Department of Labor’s Occupational
Classification Database. (e results of this line of investi-
gation show that about half of jobs in the United States will
be challenged by automation in the next decades [2].
Acemoglu and Restrepo [18] examine the competition be-
tween human labor and robots in terms of different pro-
duction tasks. (ey conclude that the use of robots will
reduce employment and lower the laborers’ salaries. (eir
analysis is based on the usage of industrial machines, em-
ployment, and wage changes to return in the United States
(IFR). According to the results of each additional robot in
every thousand workers, the employed population ratio
decreases by 0.18%∼0.34%, and the wage decreases by
0.25%∼0.5%. (is negative effect Indicates that the appli-
cation of robots has a significant negative impact on the
employment and wage in the commuting field [18].

Many scholars also support the view that innovation
positively affects employment [19–21]. Bloom et al. estimate
that, due to the extensive integration of artificial intelligence
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technology into daily life, between 2010 and 2030, the world
will develop 734 million new jobs [19]. Acemoglu and
Restrepo [20] argue that, from the standpoint of the de-
velopment history of science and technology, in the long
run, technological progress will lead to the development of
new employment opportunities. In this respect, the com-
pensation effect produced by new jobs can offset the sub-
stitution effect caused by automation [20]. Similarly,
Gregory et al. [21] examined data from 27 European
countries from 1999 to 2010. (ey found that conventional
forms of technological change led capital to replace labor in
the production process, reducing employment by about 9.6
million jobs. In comparison, the spillover effect on product
demand brought about by technological progress led to an
increase of nearly 21 million jobs. On the whole, techno-
logical progress has had a net positive impact on employ-
ment in the European labor force [21].

A series of empirical studies have shown that unskilled
labor and capital are substitutes, while skilled labor and
capital are complementary [22–25]. For example, when
machine prices fall, firms reduce the use of unskilled labor.
In contrast, when the prices of machinery fall, manufac-
turers increase the use of equipment, and the demand for
skilled labor increases because equipment operation requires
skilled labor. According to the study, a 10% decrease in
equipment prices leads to a 5% decrease in the use of un-
skilled labor and a 5% increase in the use of skilled labor [26].
(is finding is widely known as the capital–skill comple-
mentary hypothesis, which has several important policy
implications. For example, the hypothesis suggests that
technological advances, such as the rapid drop in the cost of
computing in recent decades, may significantly influence
income inequality. (is effect exists because technological
progress causes an increase in demand for skilled labor and a
decrease in demand for unskilled labor.

(e impact of technological progress on the employment
of laborers with different skills shows that highly skilled
laborers can quickly master and adapt to new technologies;
and, in this sense, skilled labor has a complementary rela-
tionship with new technologies. However, unskilled labor is
limited by its level of human capital since unskilled laborer
are unable to master new technologies quickly. For this
reason, its risks are replaced by new technologies. As with
the progress of traditional technology, artificial intelligence
will increase the demand for and employment opportunities
for skilled labor. (is will create a substitution effect for
unskilled labor [27–29]. In this respect, Acemoglu and
Restrepo [20] point out that artificial intelligence and robot
learning have enabled robots to make breakthroughs in
analysis, problem-solving, and the performance of complex
and unconventional tasks. It is also possible that robots can
do the work of highly skilled workers instantly. By con-
structing a theoretical model, they found that the skilled
labor force replaced by a high-skilled labor force might
compete with low-skilled workers and be competent for
other jobs. (e employment creation effect of artificial in-
telligence on the labor force is thus concentrated in high-
and low-skill positions, and the substitution effect is cen-
tered on medium-skill positions. (is labor force has

comparative advantages in terms of communication, service,
innovation, and research and development (R&D) [20].
Artificial intelligence is complementary to the labor force in
these sectors and can, in fact, create jobs.

(e substitution and creation effects on labor caused by
intelligent robots produce changes in labor supply and
demand, and they can ultimately lead to changes in wage
equilibrium. Previous studies have also explored the impact
of robots on labor compensation from various perspectives.
Some researchers conclude that intelligent robots can
quickly replace workers in certain jobs and thereby reduce
wages. (e two-phase overlapping generations model pro-
posed by Benzell et al. illustrates the idea that the operation
of intelligent robots will cause labor’s share of national
income to decrease in the long run [30]. Similarly, DeCanio
[31] uses the Houthakker model [32] to briefly evaluate the
influence of intelligent robots on labor compensation in the
United States [31]. Cabrales et al. demonstrated that the
threat of robot replacement does not affect the efforts of
workers [33]. According to DeCanio’s results, if the job
substitution elasticity of humans and robots exceeds 1.9,
then the expansion of robots will induce salary reductions.

Several studies have examined the impact of robot
adoption on the labor market in China [12–15]. Fan et al.
examined the impact of rising labor costs on the adoption of
industrial robots by Chinese companies. A 10% increase in
the minimum wage between 2008 and 2012 increased the
probability of a company adopting a robot by 0.11% points.
Higher minimum wages have a significant impact on the
adoption of robots for firms that are more productive, lo-
cated in coastal areas, private, and skilled labor-intensive
[13]. Tang et al. found that the adoption of robots and highly
skilled workers are complementary. After adopting robots,
companies hire more highly skilled and educated workers.
(erefore, the adoption of robots has resulted in an em-
ployment skill bias among Chinese enterprises [12]. Du and
Lin systematically investigated the impact of adopting in-
dustrial robots on total factor productivity in different re-
gions according to the panel data of Chinese provinces from
2006 to 2019. (e results showed a U-shaped relationship
between the adoption of industrial robots and total factor
productivity [14]. Fu et al. studied the labor markets of 74
economies using international panel datasets from 2004 to
2016. (e study found that the adoption of industrial robots
is associated with a significant increase in labor productivity
and total employment in developed economies, whereas the
impact is not significant in developing countries, where
increased robot adoption is associated with a significant
decline in the labor share of GDP. In both developed and
developing countries, increased robot adoption is associated
with a substantial increase in income inequality [15].

3. Research Methods

3.1. 'eoretical Framework. For investigating the effect of
industrial robots on employment, our research uses the task-
based model with automation technology [7]. Firstly, we
introduce the basic model, and then, in the second part, we
replace the automated capital with robots to analyze the
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impact of robots on the labor market. In this way, we obtain
the labor quantity under equilibrium conditions.

(I). Basic model: task-based model with automation
technology
Assume that the economy produces only one good Y,
accomplished by a series of tasks y (i), and the pro-
duction function is as follows:

Y � 
N

N− 1
y(i)

σ− 1/σdi 

σ/σ− 1

, (1)

where σ is elasticity of substitution. An increase in N

implies that a new complex task appears. An increase in
N − 1 also means that the old task disappears.
Labor can produce any task. Capital is unable to
produce complex new tasks. Assume that
I ∈ [N − 1, N], when tasks i< I, it is feasible to produce
with capital. If i> I, tasks I must be produced by labor.
When i <I, the production function of task i is as
follows:

y(i) � k(i) + c(i) · l(i), (2)

where c (i) is labor productivity, l(i) is labor, and k(i) is
capital.
When i≥ I, the production function of task i is as
follows:

y(i) � c(i) · l(i). (3)

(e cost of each task is as follows:

p(i) �

min r,
W

c(i)
 , i≤ I,

W

c(i)
, i> I.

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(4)

Where r is capital rent and W is wage. From equations
(2)–(4), we can get the following equation:

y(i) � Y · p(i)
− σ

,

y(i) �

Y · minr,
W

c(i)
 

− σ

, i≤ I,

Y
W

c(i)
 

− σ

, i> I.

⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

(5)

We use robots only when the cost of using the robot is
less than that of labor. (ere exists a unique I such that
r � W/c(I). For task I, the production cost is equal for
labor and capital. Let I∗ � min I, I . All tasks are
produced with capital if i≤ I∗, while all tasks are
produced with labor if i> I∗.
So, the demand for capital and labor is as follows:

k(i) �
Yr

− σ
, i≤ I

∗
,

0, i> I
∗
,

and
⎧⎪⎨

⎪⎩

l(i) �

0, i≤ I
∗
,

Y
W

c(i)
 

− σ

, i> I
∗
.

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(6)

When the capital and labor market clear, the following
equations hold:

I
∗

− N + 1( Y · r
− σ

� K,

Y · 
N

I∗

W

c i( )
 

− σ

di � L
s
,

I
∗

− N + 1(  · p
1− σ

+ 
N

I∗

W

c i( )
 

1− σ

di � 1.

(7)

(II). Task-based model for robots and employment

Suppose that there are C regions in the economy, and
each region has I industries.(e output of each region is YC,
and the output of each industry in the region is Yci, c ∈ C.
Consumption of the region is XC, and the consumption of
the region for each industry is Xci. Suppose that there is no
trade, then we get the following equation:

YC � XC,

Yci � Xci,

YC � 
i ∈ I

v
1/σ
i · Y

σ− 1/σ
ci

⎛⎝ ⎞⎠

σ/σ− 1

,

(8)

where vi is the share of industry i, σ is substitution elasticity,
and i∈Ivi � 1, the price is pX

ci for industry i’s output.
Output is produced by combining capital K with continuous
tasks s ∈ [0, 1]. A task can be produced by robots or labor.
xci(s) shows the quantity of task s.

XCi � ACi min
s∈[0,1]

xCi(s)  

α

· K
1− α
Ci . (9)

According to the basic model in I, there is a boundary θi

when tasks s≤ θi. Tasks can be performed using labor or
robots while they must be performed using labor if tasks
s> θi.

XCi �
cM · MCi(s) + cLLCi(s), s≤ θi,

ci · LCi(s), s> θi,
 (10)

where cM and cL are productivity of robot and labor, re-
spectively. MCi(s) and LCi(s) are numbers of robots and
labors in task s, respectively.

Robots are produced using investment IC with
MC � D · (1 + η)I

1/1+η
C . So YC � CC + IC. CC is the con-

sumption of household. Let LC is the labor supply and WC is
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wage. (e rental price of robot is RM
C and nonrobot capital is

fixed at KC with price Rk
C.

We use robot only when its cost is less than that of using
labor (i.e., RM

C /VM <WC/cL). Let πC � 1 − RM
C /cM/WC/cL.

We use robot when πC > 0. Now, we look at the impact of
robots on employment. We get the following equations:

MC � D · (1 + η) · I
1/1+η
C ,

IC � D
− 1− η

· (1 + η)
− 1− η

· M
1+η
C ,

CC � YC − IC � YC − D
− 1− η

· (1 + η)
− 1− η

· M
1+η
C .

(11)

In region c, the following equations define the first-order
condition for the representative household:

WC � BC
ψ
C · L

ε
C

� B · YC − D
− 1− η

· (1 + η)
− 1− η

· M
1+η
C  · L

ε
C.

(12)

For robots, we obtain the following equation:

R
M
C �

dIC

dMC

,

R
M
C � D

− 1− η
· (1 + η)

− 1− η
· (1 + η) · M

η+1− 1
C ,

R
M
C � D

− 1− η
· (1 + η)

− η
· M

η
C.

(13)

Price of industry i is marginal cost, so we get the fol-
lowing equation:

p
X
Ci �

1
ACi

· θi

RM
C

cM

+ 1 − θi( 
WC

cL

 

α

· R
k
C 

1− α
. (14)

(e share of labor in tasks is as follows:

S
L
Ci �

WCLCi

zp
X
CiXCi

�
1 − θi(  WC/cL( 

θi R
M
C /cM  + 1 − θi(  Ws/cL( 

,

(15)

αSL
Ci is the share of labor in the value added of industry i.

1 − α of total cost are paid to capital.


i∈I

vi p
X
Ci 

1− σ
� 1. (16)

From (15), we get the wage in the region c: WC · LCi �

αSL
Ci · pX

Ci · XCi

WCLC � 
i∈I

αS
L
Civip

X/1− σ
Ci · YC. (17)

Similarly, the demand for robot and capital can be
represented as follows:

R
M
C · MC � 

i∈I
α 1 − S

L
Ci vi · p

X
Ci

1− σ
· YC,

RCKC � (1 − α) · YC.

(18)

Because the added-value of industry i is vi · pX
Ci

1− σ · YC

and labor share is SL
Ciα, using (14) and (15) we get the

following equation:


i∈I

vi p
x
ci( 

1− σ
� 1. (19)

(en,

LCi � 1 − θi( 
α(1 − α)(1 − α/α)vi

cLA
1/α
Ci

 p
X1− σ−(1/α)
Ci Y

1/α
C K

α− 1/α
C .

(20)

Taking the log form as follows:

ln LCi � ln 1 − θi(  + ln
α(1 − α)

1− α/α
vi

cLA
1/α
i

− σ +
1
α

− 1 lnp
X
Ci

+
1
α
lnYC +

α − 1
α

lnKC.

(21)

Differentiating both sides, we obtain the following
equation:

d ln LCi � −
1

1 − θi

dθi +
1
α

d lnYC − σ +
1
α

− 1 d lnp
X
Ci.

(22)

(ere are three different forces of robots that affect labor
demand, as shown in (22). (e first part is the displacement
effect. When θi increases, it means that more robots are
involved in replacing labor and this effect always reduces the
labor force. (e second part is a positive productivity effect.
Automation reduces costs and increases productivity and
labor demand among industries. Finally, workers can be
transferred from the automated tasks to the nonautomated
tasks, and thus they can specialize in the performance of new
tasks.

3.2. Data Description

3.2.1. Exposure to Robots. Robotics data for industries
comes from the IFR (IFR, 2019). (e IFR compiled annual
robot use data for 50 countries from 1993 to 2019. (e use
of the IFR data for studying changes in employment
and robot adoption has been widely reported in the lit-
erature. Using the robot data, Acemoglu and Restrepo [7],
Graetz and Michaels [6], Dauth et al. [9], Carbonero et al.
[34], and Chiacchio et al. [8] have explored the impact of
robot adoption on employment in the United States,
Germany, and different EU countries [7–9, 34]. We use
data from the period between 2010 and 2019 since robots
in China have been growing rapidly since the early 2000s.
Table 1 lists 13 industries for which we collected robot
data. Similar to Du and Lin [14], we compare these in-
dustries with those in the Chinese national standard (GB/
T 4754–2017). In this industry classification standard,
there are 13 industries, as shown in column 3 of Table 1.
(e first column of Table 1 represents the industries with
robot data. (e second column is the industry label, such
as information technology (IT) and scientific research and
technical (R&T) services. More robots are utilizing the
IFR (IFR, 2019) data than ever. (e number of robots
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currently utilized was measured by the operational stock
of robots.

China’s use of industrial robots began in the early 1970s
but developed slowly thanks to abundant labor resources
and backward technology. (e popularity of robots began to
increase in the mid-1980s during the period of reform and
opening up. Robots were listed as the key national scientific
research program in the seventh five-year plan. When the
National High Technology Research and Development
Program (“863” Program) of China was launched, the theme
of intelligent robots was created, and robotics was listed as a
crucial field in the “Made in China 2025” document.

From the robot operation data for the most recent ten
years, it is evident that the robot operations in China have
been in a state of continuous growth. At the same time, the
United States, Germany, Japan, and South Korea have ex-
perienced zero growth or even negative change in the rate of
robot ownership in the past ten years. Since 2013, China has
been the world’s largest industrial robot market. Figure 1
shows robot installations in China between 1999 and 2019
measured as the number of units. (e number of robot
installations was about 550 units in 1990. After ten years of
slow growth, robot installations increased from 5525 units in
2009 to 156,000 in 2017. In 2017 and 2018, China’s industrial
robot installations accounted for 38% of the world’s total. In
2019, a total of 140,000 units were installed, which is 9% less
than that in 2018 but still greater than the total number of
robots installed in Europe and the United States.

3.2.2. Labor Market Data. (e China Statistical Yearbook
compiled by the National Bureau of Statistics of China
covers the employment numbers for each industry from
2010 to 2019. Figure 2 displays the industrial data to identify
the trend of the change in the number of people employed
from 2010 to 2019.

We divide industries into four categories based on
sectors and employment trends. (e first group (A) is the
industries where employment has tended to rise, including
IT, pharmaceuticals, science R&T, and chemicals. (e

second group (B) includes agriculture and mining. (eir
employment has followed a downward trend for the last ten
years. (e third group (C) is the rest of the tertiary sector,
including education, food and beverages, utilities, household
appliances, and transportation. In these industries, em-
ployment has remained unchanged over the decade of the
study period. (e fourth group (D) is the industries in the
secondary sector, including construction and manufactur-
ing, with a growing trend of employment until 2013 but
decline since 2014. (e first is the industries where em-
ployment is rising, including IT, pharmaceuticals, science
R&T, and chemicals. Based on Table 2, these four industries
require a relatively high level of education and about 70% of
employees have a college degree or above. For example, the
proportion of college, university, and graduate and higher
level attainment of urban employed persons in the IT in-
dustry in 2019 was 27.5, 39.4, and 4.7, respectively.

3.2.3. Control Variables. Different theories exist in the lit-
erature regarding the effect of technological progress on
employment, among them classical theory, Marxist theory,
neoclassical theory, new growth theory, Schumpeter’s in-
novation theory, and business cycle theory. Up to now,
several studies have revealed a correlation between tech-
nological progress and employment [19–21, 35–38].
Brouwer et al. [35] conducted two innovative studies in the
Netherlands to estimate the effects of technological progress
on employment. (ey found a positive effect caused by
product-related R&D activities but an adverse effect in re-
lation to overall R&D investments [35]. Greenan and
Guellec [39] used market research in France from 1991 to
analyze employment growth from 1986 to 1990. (ey found
positive effects for both process and product innovation,
with more muted effects for process innovations [39]. Bloom
et al. estimated that, thanks to progress in artificial intelli-
gence, more than 700 million new jobs will be created be-
tween 2010 and 2030 globally [19]. Acemoglu and Restrepo
believe that, from the perspective of the history of science
and technology, while rendering certain jobs obsolete,

Table 1: List of all industries based on the China National Standard (GB/T 4754-2017).

Included in robotics data Label Code description
√ Agriculture Agriculture, forestry, animal husbandry and fishery
√ Mining Mining
√ Manufacturing Manufacturing
√ Utilities Production and supply of electricity, heat, gas and water
√ Construction Construction
√ Transport Transport, storage and post
√ IT Information transmission, software and information technology
√ Food and beverages Hotels and catering services
√ Science R&T Scientific research and technical services
√ Chemical Management of water conservancy, environment
√ Household appliances Services to households, repair and other services
√ Education Education
√ Pharmaceuticals Health and social service
Notes. Table 1 lists 13 industries for which we collected robot data from IFR. We compared these with the industries in the Chinese national standard (GB/T
4754-2017) as shown in column 3 of Table 1. (e first column of Table 1 represents the industries with robot data. (e second column is the industry label,
such as information technology (IT) and scientific research and technical (R&T) services.
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technological innovation will create many more new jobs in
the long-run. (e compensation effect produced by the new
positions can offset the substitution effect [20]. Gregory et al.
studied data from 27 European countries during the period
from 1999 to 2010. (ey found that conventional substi-
tution resulting from technological change led capital to

replace labor in production, thereby eliminating about 9.6
million jobs. In comparison, the spillover effect from
product demand brought about by technological progress
led to an increase of nearly 21 million jobs. On the whole,
technological progress has had a positive impact on em-
ployment levels for the European labor force [21].
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Expenditure on R&D, contractual value deals in do-
mestic technical markets (CVD), foreign direct investment
(FDI), imports of capital goods, technology purchases,
patent citations, and the index of industrial robots are some
of the most commonly used indicators of technological
change. Interestingly, all of these indicators catch different
dimensions of technology. (is study uses expenditure on
R&D activities and FDI to model technological progress.(e
amounts of FDI and R&D for each industry were obtained
from 2010 to 2019 from the China Statistical Yearbook.

Since the newmillennium, China’s R&D expenditure has
increased at an average annual rate of about 20%. R&D
expenditure has expanded from 89.6 to 2443 billion Yuan in
2000 and 2020, respectively, accounting for 0.89% to 2.40%
of GDP. Especially eight years ago, China became the world’s
second-largest consumer, which is a major phenomenon in
terms of its global economic status and deserves attention.
From 2000 to 2016, China’s contribution to the worldwide

R&D economic expansion was 27.4%, close to the 29.5%
growth of the United States.

3.3.'eEmpiricalModel. According to our discussion in the
theoretical framework, there are three forces about the
power of robots affecting employment, including displace-
ment, productivity, and composition effects [7]. To explore
the total impact of robots on employment in different in-
dustries, we can posit the following formula:

ln Lit � α0 + α1 ln RobotExposureit + x
L
it + εit, (23)

where Lit is the level of employment; robot exposure refers to
the penetration of industrial robots in industry i in year t,
which is equal to the stock of industrial robots in Chinese
industry i in t years divided by the employment level of i
industry in China in year t; and xL

it represents other factors
affecting labor demand. In our empirical model, we use R&D

Table 3: Descriptive statistics.

Group Variables Min Max Mean Std. dev Observations

Group A

lnL 2.28 3.30 2.80 0.30 N� 40 n� 4 T�10
lnRobot − 1.54 2.60 0.70 0.87 N� 40 n� 4 T�10
lnFDI 3.81 6.32 5.07 0.71 N� 40 n� 4 T�10
lnRD 4.91 7.18 5.77 0.72 N� 40 n� 4 T�10

Group B

lnL 2.13 2.80 2.57 0.18 N� 20 n� 2 T�10
lnRobot − 1.79 0.48 -0.94 0.69 N� 20 n� 2 T�10
lnFDI 3.98 5.34 4.96 0.36 N� 20 n� 2 T�10
lnRD 3.90 6.32 5.18 0.99 N� 20 n� 2 T�10

Group C

lnL 1.78 3.28 2.59 0.47 N� 50 n� 5 T�10
lnRobot − 1.51 2.19 0.58 1.09 N� 50 n� 5 T�10
lnFDI 2.60 5.75 4.85 0.78 N� 50 n� 5 T�10
lnRD 2.92 4.88 4.11 0.60 N� 50 n� 5 T�10

Group D

lnL 3.10 3.72 3.51 0.17 N� 20 n� 2 T�10
lnRobot − 1.89 2.25 0.31 1.44 N� 20 n� 2 T�10
lnFDI 4.96 6.72 5.89 0.76 N� 20 n� 2 T�10
lnRD 4.17 7.21 5.37 1.17 N� 20 n� 2 T�10

Table 2: Educational attainment of urban employed persons by industry in 2019.

Industries Total Junior secondary
school and below

Senior
secondary
school

Medium
vocational
education

High vocational
education College University Graduate and

higher level

Agriculture 100 89.4 6.6 1.5 0.2 1.5 0.7 0.0
Mining 100 36.4 21.7 12.0 2.6 16.2 10.5 0.7
Manufacturing 100 47.4 18.4 9.4 1.7 13.3 9.0 0.8
Utilities 100 20.4 18.3 10.8 2.5 24.4 21.6 2.1
Construction 100 61.9 14.7 4.6 0.9 10.0 7.4 0.4
Transport 100 46.3 21.2 8.4 1.9 13.5 8.3 0.3
IT 100 8.8 10.7 6.7 2.0 27.5 39.4 4.7
Science R&T 100 9.9 10.2 5.2 2.1 23.0 38.9 10.7
Chemical 100 44.6 14.5 6.5 1.7 16.2 15.1 1.3
Households 100 53.6 19.7 7.8 1.8 10.8 6.0 0.2
Education 100 8.8 6.6 5.8 1.9 23.7 45.0 8.3
Pharmaceuticals 100 10.9 8.0 10.6 2.3 30.2 33.4 4.5
Source. China Population Statistics Yearbook (2019).
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and FDI as control variables. To standardize the data, we
took log form for all the variables.

(e correlation between robot exposure and employ-
ment was tested using panel data, which provides richer
models and estimation methods than cross-sectional data.
An extreme strategy for estimating panel data is pooled
regression as cross-section data, requiring each individual in
the sample to have exactly the same regression equation.(e
disadvantage of pooled regression is that it ignores the
heterogeneity of individuals, which may relate to explana-
tory variables and lead to inconsistent estimates.

In practice, a compromise estimation strategy is often
adopted; it is assumed that individual regression equations
have the same slopes but different intercepts to capture
heterogeneity. (is model is called the individual-specific
effects model and is formulated as below.

yit � xit
′ β + zi
′δ + ui + εit(i � 1, . . . , n; t � 1, . . . , T),

L
D

� F W, Q
D

, T ,
(24)

where zi is a time-invariant individual characteristic. xit can
vary with individuals and over time. (e disturbance term
consists of ui + εit, called composite error term. Among
them, the unobserved random variable ui is the intercept
term representing individual heterogeneity, namely indi-
vidual effects. εit is a disturbance term that varies with in-
dividual and time, known as idiosyncratic error.

If ui relates to an explanatory variable, it signals the fixed
effects (FE) model. If ui is not correlated with all explanatory
variables (xit, zi), it implies the random effects (RE) model.
Hence, this research use the Hausman check if this model
follows FE or RE model.

4. Results

4.1. 'e Empirical Results. Table 3 shows the descriptive
statistics of the relevant variables used in this paper. (ese
statistics are the mean, maximum, minimum, standard
deviation, and number of observations. For example, the
minimum, maximum, mean, and standard deviation of the
log form of employment in group A are 2.28, 3.30, 2.80, and

0.30, respectively. T is years, n represents four industries in
the first group, and the number of observations is 40. Table 4
shows the statistical results for the above groups. (ere is a
significant positive correlation between robots’ exposure and
labor demand for Group A. (ese results show that the use
of robots promotes high-skilled employment. A 10% in-
crease in robot density leads to a 1.1% rise in high-tech jobs.
(e Hausman test statistics reject the null hypothesis of the
RE model and accept the FE model at a 5% statistically
significant level. Also, the resulted F statistics reject the pool
regression and accept the FE model.

Group B shows a significant negative correlation be-
tween robots’ exposure and labor demand. According to the
Hausman test and F test, the FE model is superior to the RE
and pooled regressionmodel. Another finding was that R&D
promotes employment in traditional industries according to
the FE model, which explains the fact that various tech-
nological transformations or upgrades have a corresponding
effect on workers. China is predominantly agricultural and
very populous. According to the National Bureau of Sta-
tistics, employment in primary industries, mainly agricul-
ture, accounted for 50% of the total workforce in 2001, 37%
in 2010, and only 24% in 2020.

(e proportion of the population employed in primary
industry has declined year by year. Of the country’s more
than 600 million farmers, very few are engaged in the ag-
ricultural sector. More people have chosen to enter sec-
ondary and tertiary industries to go elsewhere for work or to
start a small business. With the rapid development and
industrialization of China, the R&D of agricultural robots
has been gradually expanding. Agricultural robots can be
engaged in planting, spraying pesticides, harvesting, and
other field operations, and they can play an essential role in
animal husbandry.(is not only saves human resource costs
but also improves quality control ability and enhances
resilience. For the mining industry, there are many problems
with underground production operations in coal mines:
high accident rates, harsh operating conditions, serious
environmental pollution, and high disaster risk. Faced with
high-risk underground operations, robots have become an
essential means of achieve the safe and efficient production

Table 4: Effects of robots on employment of the four group.

Group A Group B Group C Group D
(1) OLS (2) FE (3) RE (1) OLS (2) FE (3) RE (1) OLS (2) FE (3) RE (1) OLS (2) FE (3) RE

lnRobot 0.258∗∗ 0.108∗∗∗ 0.258∗∗∗ − 0.177 − 0.194∗∗∗ − 0.177 0.039 0.047∗∗∗ 0.045∗∗∗ 0.121 0.137∗∗ 0.121∗∗
(3.76) (13.28) (7.66) (− 4.54) (− 8.55) (− 6.46) (1.53) (6.49) (2.62) (0.69) (2.63) (2.35)

lnFDI − 0.402∗∗ − 0.032 − 0.402∗∗∗ − 0.047 0.021 − 0.047 0.311∗∗∗ − 0.018 − 0.072∗ − 0.006 0.190 − 0.006
(− 4.78) (− 1.38) (− 9.75) (− 0.95) (0.49) (− 1.04) (− 7.39) (− 0.99) (− 1.79) (− 0.03) (1.12) (− 0.08)

lnRD 0.057 0.029 0.057 − 0.065 0.172∗∗ − 0.065∗∗∗ 0.641∗∗∗ 0.018 0.084∗∗ − 0.014 − 0.004 − 0.014
(1.72) (0.92) (1.54) (− 2.17) (2.21) (− 3.07) (5.19) (1.14) (2.24) (− 0.15) (− 0.10) (− 0.35)

_Cons 4.331∗∗∗ 2.717∗∗∗ 4.331∗∗∗ 2.979∗∗ 1.401∗∗ 2.979∗∗∗ 1.460∗∗ 2.592∗∗∗ 2.572∗∗∗ 3.579 2.368∗∗ 3.579∗∗∗
(8.02) (12.12) (17.28) (50.32)) (2.64) (14.54) (2.90) (27.49) (11.36) (2.29) (2.22) (7.28)

N 40 40 40 20 20 20 49 49 49 20 20 20
R2 0.73 0.901 0.890 0.792 0.793 0.427 0.782 0.276
F . 119.941 25.39 51.884 14.268 . 3.752
Notes. (is table reports the impact of industrial robots on employment of the four groups. (e dependent variable is employment at the industrial level. All
other variables are defined in Section 3.2. OLS is the pooled regression and FE, RE are the fixed and random effect model, respectively. t statistics are reported
in parentheses. ∗∗∗, ∗∗, and ∗ indicate significance at the 1%, 5%, and 10% levels, respectively.
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goals in coal mines. To achieve safety of coal miners, it is a
general trend for robots to replace miners in underground
operations. Coal mine production will therefore develop
toward the use of unmanned, autonomous, intelligent, and
highly efficient robots in the future. Artificial intelligence
technology can play an irreplaceable role in that and di-
versified artificial intelligence technology can be applied to
coal mine robots. Although the current application of ar-
tificial intelligence in the field of industrial coal mining is still
in a period of exploration, with the increasing application of
artificial intelligence technology in the field of coal mining, it
is imperative to build unmanned mines.

For Group C, after the Hausman test and F test, the FE
model is superior to the RE model and pooled regression.
Table 4 indicates that the use of robots has a positive effect on
the third employment sector. Robots have been used in the
service industry for decades. Helpmate, a service robot
created in the 1980s by Joseph F·Engelberger, the so-called
“father of robotics,” delivers meals, medicine, and supplies to
hospital patients [16]. Helpmate, of course, is a square box,
impersonal and rudimentary. Service robots are growing fast
in Japan in another direction: entertainment robots. In
recent years, robots have been increasingly used in the
service industry. As Engelberger predicted, robots are more
likely to be used in the service industries, including main-
tenance, repair, transportation, cleaning, security, rescue,
and domestic tasks and nursing [16]. In recent years, modern
information technologies have developed rapidly including
cloud computing, the “Internet of (ings,” artificial intel-
ligence, and “big data.” A series of proactive policies con-
tinued to develop, including the transformation of the real
economy, cross-border e-commerce, and support for rural
e-commerce. Also, new forms of online retail and orders
have risen, creating a large number of new jobs in wholesale
and retail trade, hotels, and restaurant industries.

In Group D, the results of the Hausman and LR tests in
MLE support the RE model against the FE and pooled re-
gression models. Nonetheless, the LM test results suggest a
pooled regression against the RE model. In this group, there
is no significant correlation between robot density and
employment in the secondary sector. Secondary industries

involve many industries, such as steel manufacturing, au-
tomobile production, and wired and wireless communica-
tion. Some companies have tried to liberate front-line
workers by using industrial robots in recent years. Foxconn,
the largest mobile phone manufacturer, uses industrial ro-
bots to perform the tasks previously performed by workers
on production lines. Now, some domestic manufacturing
enterprises have begun to replace front-line operators with
industrial robots, improving their efficiency.

4.2. Robustness Check. Table 5 shows the results of different
estimated regression methods on the employment of robots.
(e regression results of FE using clustering robust stan-
dards in Table 5 show that robots have a positive relationship
with the employment of the first and third groups, and a
negative relationship with the employment of the second
group. Both of them are significantly valid at 0.05, which
indicates that the use of industrial robots increases em-
ployment in tertiary sectors and high-tech industries, but is
ineffective in employment in agriculture and mining in-
dustries. Table 5 shows that the results obtained by different
regression estimation methods (i.e., FE_Robust and LSDV)
are the same, which verifies the validity and robustness of the
basic FE regression and the empirical results.

In addition to using different regression methods, we
add a lagged core explanatory variable for endogeneity
problems. In this paper, the lag variable L.lnRobot of ex-
planatory variable lnRobot is used as a substitute variable to
conduct regression tests. Table 6 shows the results. (e
coefficients of lag variable L.lnRobot on the employment of
the three groups are 0.096, -0.202, and 0.033, respectively,
and significant at the 1% level, indicating that the regression
results are still robust after considering endogeneity.

Following [40], the equation of demand for labor is as
follows:

L
D

� F W, Q
D

, T , (25)

where LD is labor demand or the desired level of employ-
ment, W is the wage rate, QD is the output or product

Table 5: Result of regression analysis of different estimation methods of the four groups.

Group A Group B Group C
(4) FE_Robust (5) LSDV (4) FE_Robust (5) LSDV (4) FE_Robust (5) LSDV

lnRobot 0.108∗∗∗ 0.108∗∗∗ 0.194∗∗ − 0.194∗∗ 0.047∗∗∗ 0.047∗∗∗
(13.93) (13.34) (− 20.59) (− 19.94) (9.34) (8.92)

lnFDI − 0.032 − 0.032 0.021 0.021 − 0.018 − 0.018
(− 1.07) (− 1.03) (0.29) (0.28) (− 1.56) (− 1.49)

lnRD 0.029 0.029 0.172 0.172 0.018 0.018
(0.76) (0.73) (4.18) (4.04) (1.06) (1.01)

_Cons 2.717∗∗∗ 3.082∗∗∗ 1.401 1.166 2.592∗∗∗ 3.237∗∗∗
(12.01) (13.82) (2.51) (1.84) (31.15) (40.29)

N 40 40 20 20 49 49
R2 0.909 0.993 0.805 0.929 0.478 0.996
F 2.1e+ 04 . . . 269.906 .
Notes. (is table reports the results of the robustness test in Section 4.2. FE_Robust is FE using clustering robust standard and LSDV is least-squares dummy
variables regression. (e dependent variable is employment at the industrial level. All other variables are defined in Section 3.2. t statistics are reported in
parentheses. ∗∗∗, ∗∗, and ∗ indicate significance at the 1%, 5%, and 10% levels, respectively.
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demand, and T is the technology. We add wage and value-
added (VA) in our model, and the robot, R&D, and FDI
represent technology. Table 7 displays that industrial robot
still has a significant impact on employment under the
model of increasing control variables, indicating that the
regression results are still robust after the intervention of
increasing control variables.

4.3. Discussion of the Results. According to the capital–skill
complementarity hypothesis discussed in the literature re-
view, technological progress leads to an increase in demand
for skilled labor and a decrease in demand for unskilled
labor. An initial objective of this study was to identify the
relationship between industrial robot adoption and China’s
employment in different industries and skills. Our results
suggested that an association existed between robot adop-
tion and employment across industries.(ere is a significant
positive correlation between robots’ exposure and labor
demand for high-skilled employment and third sector
employment. A 10% increase in robot density leads to a 1.1%
rise in high-tech jobs. However, multiple regression analysis
reveals that robots have reduced employment in traditional
industries such as agriculture and mining. (is study sup-
ports evidence from previous observations [11, 12, 41, 42]
that industrial robots are a skilled-biased technology change.

Using data about Germany, Dauth et al. found that
industrial robots reduce manufacturing employment, but
the reduced employment is offset by increased employment
in the tertiary industry [9]. (e industry-based estimates in
this study are inconsistent with those of Acemoglu and
Restrepo [7], which are based on data about the United
States. (eir findings showed that the negative effects of
robot adoption on employment are mainly felt in highly
mechanized industries, such as automobile manufacturing,
chemical, pharmaceutical, and food manufacturing. Robotic
applications will promote labor employment in industries
such as finance, the public sector, and nonrobotized

manufacturing [7]. (ese results are inconsistent for two
reasons. First, compared with developed countries such as
the United States, China’s robot adoption is still in its early
stages. (e first adopters of robotic production technology
can use this competitive advantage to expand their market
share, thereby increasing the demand for labor. (is role is
particularly prominent in the capital- or technology-in-
tensive industries, such as information transmission, soft-
ware and information technology, communication
equipment, and computer and other electronic equipment
manufacturing. Second, with the rise in labor costs in China,
labor-intensive industries such as construction,
manufacturing, and mining face more prominent cost
pressures, indicating that such industries have more sub-
stantial economic incentives to replace labor with robots.

5. Conclusion

Our study aims to assess how robots contribute to the
employment of different industries and skills. (e results of
this investigation show a significant positive correlation
between robots’ exposure and labor demand for the third
sector of employment. (e results show that the use of
robots promotes high-skilled talent employment. However,
multiple regression analysis reveals that the use of robots has
reduced employment in traditional industries such as ag-
riculture and mining. (is study represents the first com-
prehensive assessment of how industrial robots contribute to
the employment of different industries and skills of China. A
limitation of this study is that the robot data is only from
2010, because the use of robots in China has started late but
has increased rapidly since the 2000s.(e use of robots af-
fects not only employment but also other aspects of the labor
market and the economy as a whole.(ere is still uncertainty

Table 7: Result of FE model by adding control variables for
intervention.

Group A Group B Group C
(7) lnL (7) lnL (7) lnL

lnRobot 0.0876∗∗∗ − 0.160∗ 0.035∗
(8.00) (− 2.05) (1.78)

lnFDI − 0.0306 0.040 − 0.026
(− 1.37) (0.69) (− 1.26)

lnRD − 0.00840 0.199∗ 0.016
(− 0.26) (2.00) (1.06)

lnWage − 0.132 − 0.142 0.531∗∗
(− 0.56) (− 0.36) (2.68)

lnVA 0.204 − 0.121 − 0.409∗∗
(1.29) (− 0.40) (− 2.08)

_Cons 2.766∗∗∗ 2.399 1.858∗∗∗
(5.14) (1.21) (3.92)

N 40 20 49
R2 0.916 0.765 0.493
F 86.743 13.561 11.119
Notes. (is table reports the results of the robustness test in Section 4.2. (e
dependent variable is employment at the industrial level. We add wage and
value-added (VA) in our model as control variables. All other variables are
defined in Section 3.2. t statistics are reported in parentheses. ∗∗∗, ∗∗, and
∗ indicate significance at the 1%, 5%, and 10% levels, respectively.

Table 6: Adding lagged core explanatory variables to deal with
endogeneity.

Group A Group B Group C
(6) lnL (6) lnL (6) lnL

L.lnRobot 0.096∗∗∗ − 0.202∗∗∗ 0.033∗∗∗
(12.10) (− 7.83) (4.45)

lnFDI − 0.028 0.015 − 0.015
(− 1.24) (0.35) (− 0.85)

lnRD 0.060∗ 0.180∗ 0.035∗∗
(1.91) (1.95) (2.29)

_Cons 2.552∗∗∗ 1.340∗∗ 2.535∗∗∗
(12.56) (2.16) (25.97)

N 36 18 44
R2 0.887 0.774 0.293
F 93.396 20.750 8.265
Notes. (is table reports the results of the robustness test in Section 4.2. (e
lag variable L.lnRobot of explanatory variable lnRobot is used as a substitute
variable to conduct regression test. (e dependent variable is employment
at the industrial level. All other variables are defined in Section 3.2. t
statistics are reported in parentheses. ∗∗∗, ∗∗, and ∗ indicate significance at
the 1%, 5%, and 10% levels, respectively.
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about whether robot technical progress impacts wage in-
equality. Further work needs to be done to establish whether
the application of robots is conducive to improving the labor
share of national income. Much uncertainty still exists about
the relationship between the industry robots, total factor
productivity, and added-value of China. Further research
needs to examine more closely the links between industrial
robots and productivity.

(e robot industry will be the main engine of economic
growth in the next few years. (e progress of robotics is
inevitable. (ere will be unprecedented significant devel-
opment and improvement in the field of robotics. We must
accept this trend and seize this opportunity to leap into
economic development. Obviously, under the state’s lead-
ership, robot technology as a whole is helping to promote
positive economic growth, and it has become an opportunity
for people to find jobs again.(e findings of this study have a
number of important implications for future practice.
Studying the impact of robots on economic outcomes may
provide guidelines for governments about China’s economic
growth and employment in the future.

(is study showed that the employment promotion
effect of robot adoption mainly lay in the middle- and high-
skilled labor groups, indicating that intelligent
manufacturing provided by robots needs a large medium-
and high-skilled labor force to match it. (e average skill
level in China’s current labor force was low, and the low-skill
labor force accounted for a large proportion of the total labor
force. (erefore, China should further strengthen the
guidance and expenditure on vocational skill education and
training, provide abundant labor resources for intelligent
manufacturing, and reduce frictional unemployment caused
by technological change.

We also found the employment substitution effect of
robot adoption in traditional industries, such as agriculture
and mining.(e government should provide more guidance
and support for unemployment insurance, job-transfer
training, and especially new skills learning. (e government
should also alleviate the employment impact of new tech-
nology adoption on traditional industries and ensure a fuller
and higher employment quality.

We provide three recommendations for the education
system. First, higher vocational education should be de-
veloped. (e state can establish and improve the majors of
artificial intelligence and robotics, train high-skilled pro-
fessors, and establish practice bases to cultivate intelligent,
automated, and information-based technical workers. Sec-
ond, re-employment training should be strengthened. In
addition to the existing higher vocational colleges, the
government should support the establishment of more re-
employment training centers. Subsidies should be increased
for the return of low-skilled young people to advance their
studies and for the unemployed to undergo re-employment
training; this would reduce re-education costs for both
groups and enable them to acquire competent skills in in-
telligent, automated, and information-based production
positions. Finally, relevant preferential policies should be
introduced to guide the flow and transfer of labor among
various industries of the national economy in an orderly

manner so that citizens do not need to bear more costs for
acquiring new labor skills and positions.

Data Availability

All variables used in this study are listed with the sources in
the following: Industrial Robot: robotics data for industries
comes from the International Federation of Robotics (2019).
Source: https://ifr.org/worldrobotics/. Employment: the
number of employed persons in urban units by sector.
Source: China Statistical Yearbook compiled by the National
Bureau of Statistics of China. https://data.stats.gov.cn/
english/. Education: educational attainment of urban
employed persons by sector and sex. Source: China pop-
ulation and employment Statistics yearbook complied by
Department of Population and Employment National Bureau
of Statistics of China. https://www.yearbookchina.com/. FDI:
Foreign Direct Investment by sector, investment actually
utilized. Source: China Statistical Yearbook compiled by the
National Bureau of Statistics of China. https://data.stats.gov.
cn/english/. R& D: intramural expenditure on R& D of R&D
institutions by industrial sector in which the R&D institu-
tions served. Source: China Statistical Yearbook on Science
and Technology. https://www.yearbookchina.com/. Wage:
average Wage of Employed Persons in Urban Units by
_Sector. Source: China Statistical Yearbook compiled by the
National Bureau of Statistics of China. https://data.stats.gov.
cn/english/. Value-added: Value-added by Sector. Source:
China Statistical Yearbook compiled by the National Bureau
of Statistics of China. http://www.stats.gov.cn/tjsj/ndsj/
2019/indexeh.htm.
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To e�ectively diagnose and monitor the vertical collusion in construction project bidding, this paper developed a comprehensive
evaluation model with deep neural network and transfer learning. By this model, the collusion characteristics of bidders,
tenderers, and bid evaluation experts were mined from limited data set hidden and collusion tendency was evaluated. Firstly, 18
evaluation indicators were established from literature review, court �le summarization, typical case analysis, and expert con-
sultation.�en, a comprehensive evaluation model was developed with the deep neural network and transfer learning. Finally, the
model was trained and tested with the collected data set. �e test results showed that the developed model achieved 87.3%
identi�cation accuracy in collusion tendency evaluation of di�erent subjects.

1. Introduction

�ere are many problems in the process of project con-
struction, especially the collusion phenomenon in the bid-
ding stage [1, 2]. In addition, the collusion in bidding has
become more and more prominent due to factors such as
information asymmetry, inadequate supervision, imperfect
system, and unscienti�c management [3], and the con-
cealment and non-detectability of the bidding collusion in
construction projects are gradually increasing [4].

For the problem of vertical collusion in bidding for
construction projects, a lot of research has been conducted
by scholars, mainly including: in terms of the motivation of
collusion behavior, Aoyagi [5] deduced the equilibrium
conditions of collusion between bidders and tenderers and
analyzed the distribution of bene�ts after collusion; Zar-
kada-Fraser and Skitmore [6] studied the factors in�uencing
bidder collusion based on their psychology, attitude, and
behavior when colluding; Pesendorfer [7] stated that the two
main ways of tenderer-bidder collusion were compensation
and subcontracting; Lugovskyy et al. [8] stated that coop-
eration experience, reputation, and initiative were the main

factors that lead to collusion between regulators and bidders;
Dotoli et al. [9] showed that inadequate government
oversight of bidding collusion and low penalty costs led to
invalid oversight and occurred collusion; Friedman [10]
found that the high rate of return (�nancial interest) was the
underlying motive for collusion by analyzing the causes of
collusion. Scholars also found that the psychology of the
participants had some in�uence on collusive bidding [11];
cost asymmetry and unreasonable o�ers were the “triggers“
for collusion [12, 13]. In terms of collusion prevention,
Zhang [14] analyzed the possibility of collusion based on the
project properties, market environment, collusion costs, and
collusion bene�ts, and also constructed a three-party game
model, which showed that reducing regulatory costs, im-
proving regulatory tools, increasing penalties, and bene�ts
for participants can strongly curb collusion; Cavill and Cavill
[15] pointed out that strengthening the accountability of the
stakeholders involved in bidding, improving their respective
responsibilities, and e£ciently ful�lling their obligations
have important e�ects on preventing the collusion; Rahman
et al. [16] emphasized the importance of maintaining in-
formation symmetry, guaranteeing information security,
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and preserving data privacy in the process of against col-
lusion, and proposed the signing of privacy bid agreement as
a governance measure; Boone and Mulherin [17] and Ish-
iguro [18] indicated that the fundamental way to eliminate
the occurrence of collusion in bidding was to establish a
bidding supervisory body and gave full play to the regulatory
role of the acting government, and handled timely for su-
pervision efficiency; Howlader et al. [19] detected vertical
collusion in bidding by constructing an SNA network model
of individuals, organizations, communities and other par-
ticipants and achieved good results; Van Den Heuvel [20]
deterred bidding stakeholders’ willingness to collude by
feature analysis of vertical collusion in bidding and trace to
the master and follower of bidding combined with genetic
algorithm. Scholars also considered the psychology of
participants [21] and the probability density function of
auction price [22], etc. on collusion prevention.

To sum up, most of the studies on collusion in bidding of
construction projects are focused on the analysis of collusion
subjects and influencing factors, while the studies on eval-
uating and determining collusion tendency are relatively rare.
In view of the constant change of vertical collusion in bidding
for construction projects, more difficulty in collusion de-
tection, unavailability of the evaluating data, deficiency in
sample, and complex correlation among indicators, a com-
prehensive evaluation model of the tendency of vertical
collusion in bidding for construction projects was developed
based on deep neural network (DNN). Firstly, through lit-
erature research, file summarization, case analysis, and expert
consultation, 18 evaluation indicators were determined for
the tendency of bidders, tenderers, and bid evaluation experts
to collude; secondly, a comprehensive evaluationmodel based
on deep neural network was developed, and 130 cases were
collected as the training set and test set of DNN model input
data; at last, the stable DNN model could effectively evaluate
the tendency of vertical collusion in bidding, which can help
to prevent vertical collusion targetedly.

2. Methodology

2.1. Data Collection

(1) Literature review: In China National Knowledge
Infrastructure (CNKI) and Web of Science (WOS),
the keywords “collusion”, “bidding collusion”, and
“bidding corruption” were searched. In order to
avoid potential influence from age-old literature, 847
papers in the past 5 years (from 2015 to 2020) were
chosen as data samples, including 291 from the
general journal, 187 from master or doctor thesis,
and 369 from the core and above journals.

(2) Summarization of court files: In the study of bid
collusion, court files give sufficient resources of
real cases, so it is necessary to make full use of this
data source. For its case abundance and authen-
ticity, bid conspiracy registered in China Judge-
ments Online from 2015 to 2020 were researched
and summarized in this paper. Table 1 shows some
cases of crimes.

(3) Typical case analysis: *e typical cases of bidding
were searched and summarized from the Chinese
government procurement network, Chongqing
public resources trading network, and other web-
sites. Table 2 shows some typical examples of col-
lusion on the website.

2.2. Expert Consultation. By qualitatively analyzing and
summarizing the collected collusive data, five experts in the
field of bidding in China were consulted on the vertical
collusion among the tenderers, bidders, and bid evaluation
experts. Table 3 shows the profile of the expert panel. *ree
specific questions were included. Generalized indicators
were extracted by recording and analyzing the original
expert responses.

Table 1: Cases of bid conspiracy crimes in China judgements online (partial).

No. Release
date Case Case no. Court name

1 July.7
2020

Tenderers used the convenience of their jobs to illegally accept
property from bidders for their benefit.

(2020) No.2 Yue
crime Guangdong high People’s court

2 Oct.2
2020

Bidders borrowed the qualifications of other enterprises to
obtain qualifications.

(2020) No.53 11E
crime

Huanggang intermediate
people’s court, Hubei province

3 Aug.31
2020

Bidders borrowed qualifications, agreed on bid prices, and
participated in bidding.

(2020) No.67 05
Zhe crime

Zhejiang Huzhou intermediate
people’s court

4 June.28
2019

Tenderers and bidders negotiated on bid prices, programs, and
other contents before bidding

(2019) No.2181
supreme court civil

Supreme people’s court of the
people’s republic of China

5 Nov.6
2019

Bidders bribed tenderers in return for bid information before
bid publicity.

(2019) No.1507 01
Yue crime

Guangzhou intermediate
people’s court, Guangdong

province

6 Dec.31
2019

Being a member and leader of the bid evaluation committee, the
bidder participated in whole process of the evaluation.

(2019) No.5242
supreme court civil

Supreme People’s court of the
people’s republic of China

7 Sep.21
2018

Bid evaluation experts made use of their job convenience to
make profit for bidders for illegal properties against bid

evaluation regulation.

(2018) No.7 0921
chuan crime Pengxi county people’s court

8 Dec.6
2018

Bidders undertook projects in the form of bidding after
obtaining information about bidding in advance from the

tenderers.

(2018) No.1055
0103 Hei crime

Harbin Nangang district people’s
court
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Question 1: What do you think are the general man-
ifestations or behaviors of tenderers when they are
involved in collusion?
Question 2: Based on the bidders’ behavior provided by
us, what do you think will the bidders do when they are
involved in collusion?
Question 3: In your opinion, what are the main bias
practices of bid evaluation experts in bidding activities?

2.3. Deep Neural Network. *e main shallow machine
learning models are Support Vector Machines (SVM) [23],
boosting models [24], and maximum entropy models [25],
etc. *e emergence of BP algorithms has effectively pro-
moted the development of deep neural network represented
by Multi-Layer Perceptron (MLP) [26]. Compared with
shallow machine learning models, deep neural network
models are characterized by deep network layers, large
number of network model parameters, and strong learning
ability, which has triggered a wave of scholars’ research in
this field. For example, Zhu and Shan [27] established a
high-dimensional neural network model to comprehen-
sively evaluate the probability of public engineering project
investment risk. Langkvist et al. [28] pointed out that the
deep neural network has three advantages: breaking through
data limitations, considering complex interactions, and
avoiding overfitting problems. Takeuchi and Lee and Ding
et al. [29, 30] both used deep neural network to explore the
trend of stock price fluctuations, and verified the model
through empirical research. Dixon et al. [31] have proven
through a large number of cases that deep neural network
has the advantages of fusion and analysis of multiple in-
formation, thus forming a more effective information set for
follow-up research. Pei et al. [32] applied the white box
testing framework to the deep neural network system to
further improve the performance of the deep learning
system. Ma et al. [33] transplanted the mature combined
testing technology from traditional software testing to the

deep neural network system, during the test, the technology
of using combined test coverage to guide the generation of
test cases was proposed and achieved good results. Sun et al.
[34] proposed a set of relatively complete and systematic test
standards based on the characteristics and applicability of
deep neural network, which provided strong support for
follow-up research, etc. DNN is a neural networkmodel with
several hidden layers added, also known as MLP. Among
several common structures of deep learning, DNN is su-
perior in strong feature extraction ability, simple model
structure, low training difficulty, and fast convergence speed,
etc. Considering the problems that the data of the indicators
for comprehensive evaluation of vertical collusion in bidding
of construction projects are not easy to obtain, insufficient
sample size and complex interrelationship, as well as the
characteristics and requirements of comprehensive evalua-
tion of tendency of vertical collusion, this study used DNN
model to conduct the comprehensive evaluation.

2.3.1. Structure of DNN. Deep neural network generally
consists of an input layer, a number of hidden layers, and an
output layer (as shown in Figure 1), and the layers are fully
connected to each other, i.e., any neuron in layer i must be
connected to any neuron in layer i+ 1. In terms of the small
local model, the data in DNN, same as perceptron’s, is
transferred among different neurons by linear function z �

 wixi + b and function σ (z), where xi represents the input
from the ith neuron, wi is the connection weight of the ith
neuron, and b represents the offset, and the learning process
of the neural network is essential to continuously adjust the
connection weights and neuron offsets between the neurons
to get closer to the output of the training samples.

2.3.2. Application of DNN. *e training and testing process
of deep neural network includes training, determining pa-
rameters, testing, and checking network accuracy (as in
Figure 2).

Table 2: Bidding collusion cases (partial).

No. Publishing platform Collusive practice Company name

1 https://www.ccgp.
gov.cn/ Provide false materials to win bid XX Co., Ltd.

2 https://ggzyjyjgj.cq.
gov.cn/ Bid evaluation experts were inclined to the intended bidders. XX Co., Ltd.

3 https://www.ccgp.
gov.cn/ Bidders provided false materials to meet the tender requirements. XX Greening Co., Ltd.

4 https://jycg.hubei.
gov.cn/

Tenderers used their positions or power to unintentionally or intentionally authorize
bid evaluation experts to give high scores to specific bidders.

XX environmental
construction Co., Ltd.

5 Other sites Tenderers broke the rules to facilitate intended bidders XX consulting Co.

Table 3: Profile of the expert panel.

Employer Position Years of experience Largest project ever managed/consulted
Contractor Project manager 19 RMB ¥ 1.1 billion
Consultant Deputy manager 16 RMB ¥ 3.5 billion
Academia Professor 20 RMB ¥ 64 million
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2.4. Research Flow. Speci�c to small data set, this paper
developed the model by employing DNN method and
transfer learning algorithm, in which the obtained tendency
evaluation value of tenderers, bidders, and bid evaluation
experts were as input. Transfer learning can apply the
knowledge learned in a domain or a task to another domain
or task. Given a source domain Ds and a learning task Ts in
the source domain, a target domain Dt and the corre-
sponding learning task Tt, the goal of transfer learning is to
use the knowledge in Ds and Ts to complete the task Tt in Dt.
�is method can be used when there is insu£cient data.
Combining the transfer learning with deep neural network
can reduce the sample size requirement of DNNmodel, so as
to adapt to the small dataset of vertical collusion in bidding
in order to obtain a high comprehensive evaluation accu-
racy.�e �ow of the developed evaluation model is shown in
Figure 3.

3. Results

Based on the keywords in literature, collusion in typical cases,
and the causes in the court �les, the frequency of collusion of
bidders and tenderers is plotted as shown in Figure 4.

input layer

hidden layer 1 hidden layer 2 hidden layer 3

output layer

Figure 1: DNN basic structure.
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Figure 2: DNN basic implementation process.
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Based on the collected keywords of collusive practices of
bidders and tenderers, the three questions were interviewed
to experts and their original judgment was recorded.
Grounded on the collated expert consultation results, in-
dicators and explanations were reached for evaluating actors
in construction projects bids, shown in Table 4. �e range of
model input values for all indicators was [1, 10].

4. Development of the DNN Model

4.1. Data input. In this study, a total of 130 cases were
collected (due to the large number of participants, only the
data of the top 5 bidders were obtained for each case), and
divided into two parts: training samples and testing samples.
In terms of the ratio of training and test sample settings,
Zhang and Zhao [35] set 90% as the training set and 10% as
the test set when building a neural network model of user
Q&A-related variables and monthly sales of clothing; Wen
et al. [36] randomly divided the data into 80% of the training
set and 20% of the test set when building a neural network
with e�ective wave height inversion set; Ding et al. [37] used
the improved lion swarm algorithm to optimize the neural
network model for the housing price prediction problem by
using the �rst 70% of the data samples as training samples
and the last 30% as test samples, etc. In view of the con-
cealment of vertical collusion in bidding, the correlation
among monitoring indicators and the di£culty in obtaining
indicator data, this study took about 60% training samples
and about 40% test samples, i.e., 75 training samples (former
60 collusive cases and latter 15 non-collusive cases) and 55
test samples (former 40 collusive cases and rest 15 normal
cases) (see Table 5).

4.2. Transfer Learning. A parameter-based transfer learning
approach was used in this study, on the premise that some
parameters or prior distributions were shared between the
source and target tasks model. �e algorithm achieved
knowledge transfer by �nding these shared parameters or
prior distributions and processing them. �e unique ad-
vantages of transfer learning have caused widespread ap-
plication by scholars: Liao et al. and Liu et al. [38, 39] used
the transfer learning algorithm to complete the text detec-
tion task and the edge detection task on the basis of the visual
geometric group network structure; Wu et al. [40] used the
transfer learning algorithm to control the ship name

identi�cation, and considerable test results were obtained.
Considering the concealment of vertical collusion in bidding
and the complex relationship between indicators, the study
improved the model with the help of parameter transfer
algorithm, aiming to improve the accuracy of vertical col-
lusion evaluation.

In the tendency evaluation analysis, Hu [41] studied
electricity consumption characteristics and constructed a
tracking monitoring model for electricity theft users with the
help of improved BP neural network to conduct deep
monitoring of electricity users. �e main reasons for using
this model as a transfer learning source were: (1) the sim-
ilarity of electricity consumption characteristics and vertical
collusion evaluation indicators as source domains; (2) the
outputs of the two models are basically the same, one is the
theft suspicion coe£cient, and the other is the tendency of
vertical collusion; (3) the indicator data is readily available
from inner system of an electric power company, where the
electricity consumption data is abundant and easily acces-
sible; hereafter, the speci�c process of the comprehensive
evaluation model based on transfer learning algorithm in
this study, see Figure 5.

Among them, the �ne-tuning method of the model was
as follows: the relevant parameters of the source model
were transferred to the target model; the weights of some
layers were �xed to adjust the weights of other layers, and
the process was repeated until the error between the output
value of the model and the actual value meets the re-
quirements; at this time, the optimal weights between layers
were obtained. Suppose there were P samples to train,
where Xpi � the ith input value of p, n, q, m � the respective
number of nodes in each layer, Vki � the weight from node i
in the input layer to node k in the hidden layer, wjk � the
weight from node k in the hidden layer to node j in the
output layer, and the activation function was the sigmoid
function. �e forward input process of this model network
is as follows.

�e output from input layer to the hidden layer is

Zpk � g netpk( ),

� g ∑
n

i�0
vki − xki + θk , k � 0, 1, 2, . . . , q.

(1)

�e output from the hidden layer to the output layer is
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Figure 4: Indicator frequency of tenderers and bidders’ collusion.
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Table 4: Comprehensive evaluation indicator system.

Subjects Indicators Indicator description

Tenderer

Valid bid ratio X11

*e ratio of valid bids to total bids. *e range of value is 0–100%. *e tenderer, on
purpose of boosting cooperative bidder’s success rate, may reduce the valid bid rate

in some way to let the activity less competitive.

Selection of tendering method X12

Dismemberment (unreasonable) or normal bidding activities (reasonable). One is
to split project to evade due tender procedure, and the other is to set specific
conditions to change the public tender to invited tender, awarding “benefits” to

collusive bidders.

Tenderers convey tendentious
information X13

Yes or no. *e tenderers pass project-related information to collusive bidders or
persuade other bid evaluation experts privately to make the related enterprise win

the bid.

Release timeliness of bidding
information X14

Some tenderers may change the tender release time for collusive bidders’
consideration, resulting in information not accessible simultaneously to advance

winning rate.
Setting reasonability of technical

parameter X15

Some unreasonable arrangements, for instance, changing range value to specific
value, may be done towards to bidders by tenderers.

Tendency of tender requirements
X16

Tenderers may require previous business contacts such as construction
performance or similar project experience as tender premise to preclude other

participants.

Extra credit bias X17

Tenderers may set unreasonable qualification conditions such as the size of
registered capital, geography, years of operation, and employees in bid preparation

as a way to increase the evaluation score of collusive bidders.

Rationality of evaluation setting
X18

Normally evaluation in bid documents should be made in regard to actual project
situation, past experience, and relevant regulations, practically the tenderers may set

inclined standard and unscientific weight to favor collusive bidders.

Bidder

Bid winning rate X21

*e residual difference indicator is examined.When the residual difference between
the actual and predicted winning bids falls outside a certain interval, it indicates that

the bidder has a tendency to collude with the tenderers partly.
Special requirements compliance

X22

*e conformity of unreasonable conditions such as the scale of registered capital,
geographical area, years of operation, and employees in tender.

Reassessment rate X23

*e value range is 0–100%. When the supervisory authority finds that the bidder’s
conditions are consistent with the evaluation factors listed in the agreements or that

the bidder has unreasonable practices, it will ask the experts to re-evaluate.

Authenticity of bidding materials
X24

Yes or no. During the review of the bidders’ materials, the tenderers may know the
materials have problems but keep silent, and then tacit collusion of both sides

occurs.

Similarity of technical bid
parameters X25

*e value range is 0–100%. *e technical content similarity between tender party
and bidder party, expressed as the overlapping content accounting for the total

technical content.

Fitness to business documents X26

*e value range is 0–100%. *e degree of business conformity (such as project
performance, and enterprise qualification) specified in tender documents, expressed

as similar content accounting for total content of the business bid.

Type of bidder risk appetite X27

Aggressive, positive, balanced, robust, and conservative. Risk appetite has a
significant positive effect on the tendency of collusion, and aggressive risk appetite

further stimulates the occurrence of collusive practices.

Degree of mastery of key project
information X28

*e tenderers may deliberately conceal key information about the project and only
let collusive bidders know the information to ensure their dominance in the bid

evaluation process.

Bid evaluation
expert

Deviation of expert score X31

*e deviation range is examined. *ere are horizontal deviation and vertical
deviation. *e experts may be suspicious of collusion when two deviations exceed

the range (±10%∼±20%).

Reward strength of bid evaluation
X32

*e strength of rewards for bid evaluation experts largely reflects whether experts
adopt collusive practice, and the greater the strength of rewards based on previous

good evaluations, the less likelihood experts’ collusion will occur.

Rigor of bid evaluation process
X33

In the bid evaluation process, the experts select the team leader randomly; the
experts are guided by the tenderer’s comments and actions and do not question the

bid evaluation methods or the experts make targeted remarks.

Expert type X34

Randomly selective experts are tested on personality and psychological scales, and
then define according to results as 4 types: Capricious, ambitious without
knowledge, independent, and opinion leader, with sequence of decrease in

collusion.
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Ypk � g netpj ,

� g 

q

k�0
wjkzpk + θj

⎛⎝ ⎞⎠, k � 0, 1, 2, . . . , m.
(2)

*e total model error is

E � 

P

p�1
Ep,

�
1
2



P

p�1


m

j�1
tpj − ypj 

2
.

(3)

where Ep � the sample error, tpj � the expected output, and
ypj � the model output.

*e inverse process uses the gradient descent method to
adjust the weight values, and the calculation process is as
follows.

*e weights between layers are updated as follows:

Δwjk � −η
zE

zwjk

,

� η 
P

p�1
−

zEp

zwjk

 ,

� η 
P

p�1
−

zEp

znetpj

•

znetpj

zwjk

 .

(4)

where η� the learning rate.
*e output layer error is

δpj � −
zEp

znetpj

,

� −
zEp

zypj

•

zEpj

znetpj

.

(5)

*e hidden layer node weights are updated as:

Δvki � −η
zE

zvki

,

� η 
P

p�1
−

zE

zvki

 ,

� η 
P

p�1
−

zEp

znetpk

•

znetpk

zwki

 .

(6)

*e hidden layer error is

δ � −
zEp

znetpk

,

� −
zEp

zzpk

•

zzpk

zzpk

.

(7)

4.3. Training and Testing of Network

4.3.1. Transfer of the Benchmark Network Structure. In this
study, the configuration 10-6-1(number of inputs-number
of hidden layer neurons-number of output) of DNN model
for tracking and monitoring electricity theft users was used
as the benchmark network structure based on the transfer
learning algorithm to develop a DNN model for compre-
hensive evaluation [41], and the benchmark network pa-
rameters are shown in Table 6.

4.3.2. Optimization and Training. For the characteristics of
the evaluation of bidding vertical collusion tendency, the
transferred benchmark network was debugged in this study,
specifically: considering the small sample size of the eval-
uation indicators of the participants in the vertical collusion
and the data correlation is more complicated, increased
network dimensions, and adjusted the number of neurons.
*e compact network structure is conducive to get the
optimal conclusion through less training data. Due to the
difference in collusion evaluation indicators among bidders,
tenderers, and bid evaluation experts, two different network
structures were designed to match the comprehensive
evaluation; the configuration of tenderer & bidder network.
*e training parameters of DNN-based comprehensive
evaluation model for bidders, tenderers, and bid evaluation
experts are finally determined in Table 7.

Specifically, the mean squared error MSE was generally
chosen as loss function for the training of DNN models, as
shown in the following equation.

MSE �
1

mp


p

r�1


m

j�1
yrj −yrj

2
, (8)

where m� the number of output nodes, yrj � the expected
output value of the network, p� the number of training
samples, and yrj � the actual output of the network. Sigmoid,
the activation function of hidden layer and output layer, also
functioned as threshold function of neural network, mapped
its variables to interval from 0 to 1 with input interval whole
real number and output internal [0, 1], satisfying the
designed need for comprehensive vertical collusive evalu-
ation.*e expression of the sigmoid function is shown in the
following equation.

f(x) �
1

1 + e
− x. (9)

Table 5: Data set classification.

Sample type Quantity (abnormal & normal)
Training sample 75 (60 + 15)
Test sample 55 (40 + 15)
Total 130
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According to the training results, the con�guration of
the developed model is obtained as shown in Figure 6.

In this study, the Python 3.9 code was implemented for
model training, and the output target value of collusion case

was set as any value in [0.3, 1] and the output target value of
normal casewas set as anyvalue in [0, 0.3]during training [42].

In the tenderer and bidder network structure, the input
layer was the value of the vertical collusion indicator of
tenderer and bidder, value range [1, 10], input randomly
based on actual situation; the hidden layer, the optimal
number determined by constant adjustment, was 2 layers
with 4 and 2 neurons, respectively; the output layer was any
value in tenderer and bidder collusion tendency interval (0,
1). In addition, in movement of twice dimension reduction
in achievement of higher accuracy for tendency evaluation,
the weight distribution matrices were matrix 8× 4 and 4× 2,
respectively. In the 3rd dimension degradation, the weight
distribution matrix from L3 to L4 was matrix 2×1 with
[0.169, −0.317] in tender network and matrix 2×1 with
[0.404, 0.827] in bidder network.

Since there were only 4 indicators for evaluating the
collusion behavior of bid evaluation experts, this paper
adjusted the dimensions of the comprehensive evaluation
DNN network towards experts referring to the DNN net-
work for tenderers and bidders. In the bid evaluation expert
network structure, the input layer was the value of the bid
evaluation expert vertical collusion indicators, value range
[1, 10], input randomly based on actual situation; the hidden
layer, the optimal number determined by constant adjust-
ment, was 1 layer with 2 neurons; the output layer was any
value in bid expert collusion tendency interval (0, 1). In

Table 6: Training parameters of the Benchmark network.

Parameter Value
Con�guration [10, 6, 1]
Number of layer (n) 3
Activation function of hidden layer Sigmoid
Learning rate 0.02
Loss function Mean squared error (MSE)
Iteration 2000
Output layer activation function Sigmoid

Table 7: Training parameters of the developed DNN model.

Parameter Value

Con�guration Tenderer&Bidder [8, 4, 2, 1]
Expert [4, 2, 1]

Number of layer (n) Tenderer&Bidder 4
Expert 3

Activation function of hidden
layer Sigmoid

Learning rate 0.5
Loss function MSE
Iteration 2000
Output layer activation function Sigmoid

Source model:
monitoring model for
electricity the� users

Target model:
comprehensive evaluation
model for the tendency of

vertical collusion

Electricity
consumption data

Evaluation
indicator data

Source data set Target data set

1st layer 1st layer
duplicate

… …

L-1th layer L-1th layer
duplicate

duplicate

Output layerOutput layer

Output:
the� suspicion coefficient

Output:
vertical collusion tendency

Fine-tune

Pre-train

random
initialize

Retrain

Figure 5: Parameter transfer process.
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reach of high accuracy for comprehensive tendency evalu-
ation model in bid evaluation expert’s party, the weight
distribution matrix in �rst dimension reduction was matrix
4× 2, the second dimension, namely, from L2 to L3, was
matrix 2×1 with [0.044, 0.075].

4.3.3. Gradient Descent of the Error. Since the loss function
used in the model was the minimized loss function, the
model output error could be solved by gradient descent
algorithm. In this study, the number of iterations was set to
2000 when training the developed model, and it was found
that the mean square error of training samples was close to 0
(see Figure 7). �us, the �nal determined network param-
eters and weight distribution matrix could re�ect that the
developed model was regarded as reliable. In this study, in
order to alleviate or avoid the problem of overtraining, an
early termination algorithm was carried to mitigate over-
�tting, i.e., the training was terminated as soon as the
over�tting trend of the model was detected.

4.3.4. Testing. �e test was conducted using the afore-
mentioned 55 test samples, and the results are shown in
Table 8. �e experimental results showed that the developed
model predicted 48 correct and 7 incorrect, with a com-
prehensive accuracy of 87.3%, which was high, further

DNN
network

of
tenderer

DNN
network

of
bidder

DNN
network

of bid
evaluation

expert

input layer L1 hidden layer L2 hidden layer L3 output layer L4

Figure 6: Con�guration of the developed model.

Lo
ss
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0.2

0.4
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1

0 1000500 1500 2000
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Figure 7: Training e�ect.

Table 8: Accuracy of model test results.

Case collusion type Total Incorrect
number Correct rate (%)

Tenderer & bidder & expert 11 2 81.82
Tenderer & bidder 21 2 90.48
Bidder & expert 8 0 100
Normal 15 3 80
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indicating that the model could be regarded as reliable and
accurate.

5. Model Application and Discussion

5.1. Background. In bid evaluation of a provincial highway
mainline site construction project, the expert panel finally
locked 4 candidates, in the order of A1, A2, A3, and A4. *e
project department determined the first and the second
winning candidates according to the number of labor teams
to be recruited and the recommended order of winning
candidates.

Combined with the obtained evaluating indicators of the
tenderers, bidders, and bid evaluation experts, the following
improper practices were found in the bidding activity after
repeated review and continuous retroactive tracking of the
indicators by the government supervisory department: (1) in
the process of preparing bidding documents, the tenderers
added “special technology”, and “enterprise qualification”,
and the scoring criteria and scoring indicators in bid
evaluation part were unreasonable; (2) in the bidding
process of A1, the tenderer leaked relevant bidding infor-
mation to the enterprise before bidding announcement,
what was more, the tenderer used his position to inform the
enterprise of important information about the required
materials; (3) during the bidding process of A2, the tenderer
set “limited number system” pre-qualification conditions for
him; selected the bid evaluation experts at his will, and finally
designated his next bid evaluation experts by the enterprise;
(4)A3 andA4 participated in the bidding in accordance with
normal procedures, and no abnormalities were found in the
indicators; (5) during bid evaluation, the bid evaluation team
deliberately gave A2 high score at tenderer’s instruction, and
made obvious tendentious remarks.

5.2. Comprehensive Evaluation of the Tendency of Vertical
Collusion. Wu [42] established a model for measuring the
strength of the tendency of bidders and tenderers to collude
based on evidence-based reasoning approach, and concluded

that the strength level could be divided into weaker (0–0.3),
weak (0.3–0.5), strong (0.5–0.8), and stronger (0.8 –1), and
the strong level reflect the existence of collusion between the
two parties. *rough comparative analysis, in this case, the
collusion evaluation level is as shown in Table 9, which
provides some theoretical reference significance for the
comprehensive evaluating level of the tendency of collusion
of the model output value.

*e input values of the model are shown in Table 10,
each caught by three regulatory experts’ investigating and
tracking indicators of the tenderer, 4 bidders, and bid
evaluation experts.

*e above three sets of values were applied to the de-
veloped model and run in Python 3.9, respectively, and the
results are shown in Table 11.

Based on the output results, we could get that there was a
high probability of collusion in the bidding activity, and the
colluding subjects were the tenderers, A1 bidder, A2 bidder,
and bid evaluation experts.

5.3. Discussion. Based on the tendency indicators of vertical
collusion in bidding and the comprehensive tendency model
of vertical collusion, four types of prevention suggestions for
vertical collusion in bidding can be put forward, namely,
routine prevention, early warning prevention, moderate
prevention, and severe prevention.

(1) Routine prevention faces the situation that the actors
are labeled weaker with the developed model. Pre-
ventive measures are mainly routine check, irregular
check, special check, and emphasized check to
materials and practices of the body of tenderer,
bidder, and bid evaluation expert in the imple-
mentation process.

(2) Early warning prevention suits for monitoring the
weak assessed by the developed model, and the
preventive measures are mainly to monitor the
whole process of bidding activities dynamically,
compare bidding data at multiple levels, and review

Table 9: Collusion evaluation level.

Participate Evaluation levels and collusion tendency intervals
Tenderer Stronger [0.84, 1] Strong [0.39, 0.84) Weak [0.23, 0.39) Weaker [0, 0.23)
Bidder Stronger [0.76, 1] Strong [0.30, 0.76) Weak [0.23, 0.30) Weaker [0, 0.23)
Expert Stronger [0.85, 1] Strong [0.50, 0.85) Weak [0.25, 0.50) Weaker [0, 0.25)

Table 10: Inputs for the model (3 regulatory experts).

Indicator X11 X12 X13 X14 X15 X16 X17 X18
Tenderer 5, 5, 5 3, 4, 3 7, 7, 8 4, 5, 5 8, 7, 8 8, 7, 7 6, 5, 6 8, 8, 7

Indicator X21 X22 X23 X24 X25 X26 X27 X28
Bidder A1 3, 3, 4 8, 7, 7 1, 1, 1 1, 2, 2 9, 9, 9 8, 8, 8 6, 6, 6 6, 5, 5
Bidder A2 3, 3, 3 8, 7, 8 1, 1, 1 2, 1, 1 8, 8, 8 7, 7, 7 5, 5, 5 6, 5, 6
Bidder A3 3, 3, 3 6, 5, 4 1, 1, 1 1, 2, 1 5, 5, 5 4, 4, 4 4, 4, 4 6, 6, 5
Bidder A4 2, 2, 2 6, 5, 5 1, 1, 1 1, 1, 1 4, 4, 4 4, 4, 4 4, 4, 4 4, 3, 3

Indicator X31 X32 X33 X34
Expert 7, 8, 7 4, 3, 5 8, 7, 8 6, 6, 7
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bidding problems in all aspects with the help of
intelligent technologies such as 5G communication
network, Internet of *ings, and cloud computing.
At the same time, the blockchain multi-point storage
technology for data confidentiality management,
identification system to strengthen expert manage-
ment and other intelligent technologies can combine
to guarantee the whole process, multi-level and all-
around strict review of bids, judges, evaluation, and
management of bidding activities in construction
projects.

(3) Moderate prevention applies to those scored strong
doers evaluated by the developed model, and the
preventive measures mainly include the imple-
mentation of commitment system, joint and several
penalty system and heavy fine system. In addition,
giving full play to the advantages of trading platform
facilities and resources and real-time interaction of
network information, it is suggested that the relevant
supervisory department and government legal de-
partment should reasonably reorganize the business
process to effectively prevent collusion in con-
struction bidding.

(4) Severe prevention adapts to the stronger participants
marked by the developed model, and the preventive
measures mainly include introducing social credit
code system and weaving a detailed and sound credit
record system for those bidding-related parties. With
this system, any relevant activities are always ob-
served, recorded, and exposed on the designated
platform haunting psychology of daring not collu-
sion. Moreover, expending supervision role of public
service and third party, constantly innovating su-
pervisory ideas, improving supervisorymethods, and
maintaining supervisory concepts, all are organically
bonded to a systematic supervision mechanism to
monitor the whole stage of bidding.

6. Conclusions

*is study developed a deep neural network model for
comprehensive evaluation of the tendency of vertical col-
lusion with the help of transfer learning, subdivided to 4-
layer model (8-4-2-1) for tenders, 4-layer model (8-4-2-1)
for bidders, and 3-layer model (4-2-1) for bid evaluation
experts. *e collected 130 cases were trained and tested to
the established DNNmodel, and the result of 87.3% accuracy
said the model was reliable. Depending on comprehensive
evaluation results of the model, four types of collusion
prevention suggestions are proposed: routine, early warning,
moderate, and severe. *e specific measures for routine

prevention include routine check, irregular check, special
check, and emphasized check; early warning prevention
include strengthening the audit strength of participating
parties, improving the transparency of bidding activities,
and popularizing intelligent technology; the moderate
prevention are mainly implementing the commitment
system, strengthening the public reporting channels, and
improving electronic bidding; the severe prevention falls on
temporary inclusion in blacklist, encouraging joint de-
partmental supervision, and establishing a new regulatory
mechanism bridging the whole bidding process. *e com-
prehensive evaluation model of tendency of vertical collu-
sion behavior developed in this study has some reference
value for the standardization of biddingmarket in China and
other countries.

Since the comprehensive evaluation executed in this
study needs to fully consider various factors, the study needs
to be further explored and improved, mainly in the following
two aspects: on one hand, the differences in corporate
culture and local customs have not been taken into account
when obtaining the comprehensive evaluation indicators,
which need to be considered in future research; on the other
hand, there is some subjectivity in data collection by using
expert consultation as input value, thus subsequent collec-
tion means of evaluation data waits for deep exploration to
be close to actual situation.
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�e factors a ecting urban rail tunnel construction projects are very complex and are in�uenced bymany factors such as the social
environment, the construction process, and the way construction is managed. �ese in�uencing factors interact with each other,
leading to the complexity of the development risks of this type of project. However, at present, the research on engineering
construction risk is mainly focused on the �eld of housing construction, and there are few researches on the risk of urban tunnel
construction. At the same time, with the continuous development of urbanization, the coverage of urban underground rail
transport is increasing, so it is of great theoretical and practical signi�cance to study the construction process of urban un-
derground tunnels.�is paper uses the literature collectionmethod and the LDAmodel to initially identify the impact factors, and
on this basis, the �nal set of evaluation impact factors is determined by means of expert interviews. Based on the set of in�uencing
factors, the Dematel-ISM model was used to obtain a comprehensive analysis of the factors a ecting urban rail tunnel con-
struction projects by comparing topological maps and obtaining a Dematel-ISM model diagram with a cause-e ect reachable
hierarchy. Finally, the results obtained are applied to the actual development to verify the validity of the model. �e results of the
study show that construction operation, sequence arrangement, and procedure selection are the key in�uencing factors for safety
risks in urban rail tunnel construction projects.

1. Introduction

Transport infrastructure refers to transport engineering
facilities that provide public services for social production
and residents’ lives and is a public service system used to
ensure the normal conduct of social and economic activities
in a country or region, mainly including railway, highway,
aviation, water transport, road and bridge, tunnel, port, and
other construction contents. With the continuous devel-
opment of China’s economy, the construction of China’s
transport infrastructure has made signi�cant developments
since 1978. Transport facilities have achieved the transfor-
mation from constraining economic development to basi-
cally adapting to the level of economic development. By the
end of 2020, China’s total road mileage reached 5,198,100
kilometers, and railway operating mileage reached 146,300
kilometers, with highways and high-speed railways reaching
161,000 kilometers and 39,800 kilometers, respectively. Both

have achieved leapfrog development, and China has also
made greater development in shipping. Urban railways, as
an important part of the transport infrastructure, have been
developed rapidly in recent years. However, urban rail
transit inevitably encounters many problems in the con-
struction process, especially in the construction process, as
the location of the construction is mostly the city center, and
the requirements for construction technology are more
stringent. �erefore, this paper will study the risk of tunnel
construction in the process of urban rail transit construc-
tion, which is of great practical signi�cance.

At present, there are few studies on unsafe behavior and
unsafe factors in the construction of urban rail tunnels, and
the research content is usually biased towards the purely
technical level. Fewer studies have been conducted on the
relationship between the risk factors from a management
perspective. �erefore, this paper adopts a Dematel-ISM
linkage approach to gradually construct an explanatory
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structural model to understand the key factors and struc-
tures affecting the safety of the construction process of urban
rail tunnels and to provide suggestions for the control of
unsafe behavior in urban rail tunnel construction. Based on
the clarification of the key factors and structures affecting the
safety of urban rail tunnel construction, ideas and strategies
are proposed for the impact of risk-cause pairs.

%e Dematel method was developed in the 1970s by Prof.
Gabus and Fontela of the Geneva Research Centre and is
commonly used to address the relationships between factors
in the analysis of complex systems [1]. %e method uses
mathematical theory to analyze the relationship between the
criteria and the strength of their effects by observing the
degree of interaction between them and to model the
structure of the indicators. In recent years, due to its wide
applicability and introduction has received much attention
and has been applied in a large number of applications and
with the continuous optimization by many scholars, the
method has made great progress in the fields of systems
engineering, management science, project management, and
safety management. In the Dematel method, there are three
main expert information expressions as follows: point es-
timation judgment information, fuzzy number estimation
judgment information, and grey number estimation infor-
mation. Dytczak and Ginda pointed out through experi-
mental analysis that there is a big controversy on how to use
the Dematel algorithm and further made suggestions on how
to carry out optimization [2]. Bai and Sarkis put forward
grey-based Dematel and fused successful key factors for a
business project in practical [3]. Lee et al. resolved the in-
feasibility of Dematel [4]. However, the comprehensive
influence matrix (TIM) in Dematel can provide more in-
formation than the reachable matrix, so the combination of
Dematel and ISM methods can achieve the complementary
advantages and integration of the two methods; at the same
time, there are also many studies combining Dematel
method with ANP, AHP, and VIKORmethods [5–10].%ese
methods replace the evaluation matrix of the above methods
with the constructed TIM matrix, but some scholars point
out that the mismatch between the use of Dematel and ANP
scales can have some impact on the rationality of the
combination of methods [11].

%e explanatory structure model (ISM) was proposed by
Warfield in 1973, and the method is mainly used to analyze
the constituent elements and interdependencies of complex
systems. %e ISM method forms a top-down arranged hi-
erarchical diagram by decomposing the constituent elements
of a complex system and transporting them through the
system topology.

%is paper further explores the risk influencing factors
for sustainable transport infrastructure development in
China and analyzes the project using the Dematel method
and the ISM method, making the role of the relationship
between the fuzzy, entangled risk influencing factors in the
development process clear and providing a topological
model for the continuous development of transport infra-
structure development.

%e innovation of this paper is mainly reflected in the
following two points:

(i) %is study analyzes the impact of safety factors on urban
rail tunnel construction projects based on Dematel-ISM
and identifies key impact indicators, which are im-
portant for controlling the process of urban rail tunnel
construction and ensuring construction safety.

(ii) In this study, the LDAmodel was used to extract risk
factors from the safety factors of previous urban rail
tunnel construction projects, which is more scientific
and reasonable than traditional methods.

2. Influencing Factors and Index
System Construction

In order to construct an evaluation index system for
transport infrastructure development, the first step of the
thesis selects the LDA topic model to carry out topic se-
mantic identification of the 500 highly cited papers collected
and selects high-frequency words for risk factor extraction at
the best topic count, and the second step is to use the Delphi
method to screen the main influencing factors from the
preliminary collated risk influencing factors for sustainable
development of transport infrastructure.

2.1. A Determination of Impact Factor Evaluation Indicators
for Sustainable Development of Transport Infrastructure
Based on LDA *eme Model

2.1.1. Extraction of Risk *eme Words Based on LDA Model.
%e thesis selected the LDA topic model for data mining of
selected research texts; data mining is also known as
knowledge discovery in databases. By processing a large
amount of random data, information containing patterns or
values in the text is extracted. Text mining processes textual
information and can be used to analyze and refine the
themes implied behind the text through technology. Text
mining has been used extensively in processing large
amounts of irregular text. %e thesis chooses latent
Dirichlet allocation (LDA) topic model to process selected
text data. %e LDA model is a commonly used topic model
that automatically extracts potential topics from large-scale
texts. LDA does not require manual processing of relevant
preliminaries during recognition and is an unsupervised
machine learning algorithm that can be more efficient in the
large-scale text processed. %e LDA topic model is artificial
in that individual documents are made up of implied topics,
and the words in the documents make up the implied topics.
%e logical structure of the LDAmodel is shown in Figure 1.

%e thesis uses the Gensim and Numpy libraries to
construct an LDA topic model after setting up a specialized
thesaurus and deactivating words. %e LDA topic model is
based on a Bayesian model. By counting the input text, the
number of words in each of the M documents is recorded.
%e distribution of topics and the distribution of words in
each topic are found for each document. %e LDA topic
model is currently used in information management and
user comment analysis.

As the thesis focuses on Chinese issues, it was searched
on CNKI using the keywords “tunnel,” “construction,” and
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“risk,” and 81 core papers and 16 incident reports with high
relevance from 2000 to 2021 were selected as the initial
source data. �e 81 core papers and 16 incident reports with
high relevance from 2000 to 2021 were selected as the initial
source data for analysis. After downloading, 55 texts were
retained after the initial manual screening. �e model
perplexity of the analyzed texts is shown in Figure 2.

�rough Figure 2, it can be found that the article has the
least confusion when the topic is selected as 8. �e paper
selects topic� 7, 8, 9; analyzes the obtained data; and �nds
that the best results are obtained when the topic is selected as
8. �e results of the analysis of high-frequency topic words
in the LDA model part are shown in Table 1.

2.2. Preliminary Risk Inuencing Factors Determination.
Since the thesis addresses the risk of sustainable devel-
opment of transportation infrastructure, the probability of
generation of relevant factors has a small impact on the
study. After referring to the subject terms, each subject
term is statistically organized and the collated preliminary
impact indicators for key risks are shown in Table 2.

�e paper identi�es the initial risk factors after the subject
terms are advanced through the LDA subject matter model.
�e �nal evaluation metrics will be determined through the
Delphi method. �e Delphi method is a commonly used
expert scoring method, which was proposed by RAND in
1946. �e method collects expert opinions and eventually
achieves a uni�ed opinion among the investigators.

Steps of the paper to determine the �nal evaluation
indicators are as follows:

(i) Clarify the survey objectives, survey purposes, and
survey methods and create questionnaires as
needed. �e method and precautions for �lling out
the survey questionnaire are explained. �e thesis
selects the Likert seven-level scale to make the
questionnaire. �e relative importance among the
indicators is judged by means of an expert interview
survey. Duplicate indicators and those with less
in�uence were screened out.

(ii) Expert panel members were identi�ed. Ten experts
related to theory and practice were selected for this
study. �rough interviews with experts and ques-
tionnaire �lling, evaluation indicators are deter-
mined based on Table 2. �e surveyed experts
included government sta , university teachers,
relevant researchers, and related practitioners. For
the information on survey personnel (see Table 3).

(iii) A questionnaire (see Table 4) was sent to the se-
lected experts by face-to-face communication or
letter. And each expert’s opinion on the indicators
was sought.

(iv) �e returned questionnaire results were statistically
analyzed, and after collecting the questionnaire data,
the questionnaire data were processed using SPSS AU
software, and after determining that the data reliability
validity met the requirements, the indicators were
censored according to the factor loadings. And the
�nal results were returned to each expert.

After the experts discussed the 29 in�uencing factors, 24
in�uencing factors with greater practical signi�cance were
�nally summarized (see Table 5).
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3. Dematel-ISMModeling of Safety Influencing
Factors in Urban Rail Tunnel
Construction Projects

%e core idea of this paper is to combine the Dematel
method with ISM to reflect the impact of each safety in-
fluence factor on the project in the process of urban rail
tunnel construction more clearly and reasonably. Compared
with text and symbols, the Dematel-ISM method expresses

the results more intuitively and clearly and reduces the
inverse influence of experts’ personal subjective factors on
the results on the basis of clear and accurate reflection of the
cause-effect relationships seen in each element. In this
method, the influencing factors are considered as nodes, and
the nodes with causal relationships are linked using directed
line segments. In the obtained directed topology diagram, if
an element is active, it is called an activity element, and the
system containing an Activity element is called extension
variable system. In a directed topology diagram, elements
are said to form a loop if they are reachable to each other. A
reasonable ISM-directed topology diagram requires the
presence of a nonloop system.%e intercept is set reasonably
through the expert interview guided to determine the cor-
relation and hierarchy among the influencing factors and to
determine the influence relationship between the factors.
%e basic process of constructing a model based on the
model is as follows (see Figure 3).

Table 2: Statistics of factors influencing sustainability in
transportation.

No. Factor name
1 Stratigraphic conditions
2 Complex hydrological situation
3 Complex underground pipelines
4 Site disturbance
5 Complex surrounding building conditions
6 Poor climatic conditions
7 Accuracy of survey data
8 Design reasonableness
9 Reasonableness of scheme selection
10 Project scale
11 Process selection
12 Tunnel type
13 Construction technology risks
14 Informatization
15 Monitoring and measurement
16 Worker’s working condition
17 Work sequence arrangement
18 Equipment use
19 Uncoordinated construction relationship
20 Poor safety awareness
21 Improper installation and commissioning of equipment
22 Improper application of new technology
23 Comprehensive quality of construction unit
24 Construction organization design
25 Safety technical measures
26 Safety hazard rectification
27 Safety education
28 Safety inspection
29 Emergency preparedness

Table 4: Transportation infrastructure impact relevance score.

Factor name 1 2 3 4 5
Poor stratigraphic conditions
Complex hydrological situation
Complex underground pipelines
Site disturbance
. . .

Safety inspection situation
Emergency plan
Note: Please fill in the questionnaire according to the actual situation. Scores
1 to 9 indicate that the risk impact is minimal to large.

Table 1: Analysis results of some high-frequency subject words in LDA model.

Topic 0 Topic 1 Topic 2 Topic 3
Word Prob Word Prob Word Prob Word Prob
Tunnel 0.026 Tunnel 0.018 Engineering 0.011 TBM 0.022
Project 0.020 Shield 0.013 Production 0.007 Construction 0.019
Construction 0.015 Construction 0.013 Municipalities 0.007 Tunneling 0.011
Assessment 0.010 Subway 0.009 Management 0.007 Tunneling 0.009
Grade 0.008 Technology 0.005 Accidents 0.006 Pipeline 0.009
. . . . . . . . . . . .

Topic 4 Topic 5 Topic 6 Topic 7
Word Prob Word Prob Word Prob Word Prob
Construction 0.022 Production 0.019 Tunnel 0.011 Construction 0.023
Accidents 0.008 Accidents 0.011 House 0.010 Tunnel 0.018
Rebar 0.005 Emergency response 0.009 Waterlogging 0.008 Structure 0.014
Work 0.005 Shield 0.008 Shield 0.007 Deformation 0.013
Management 0.005 Rail transit 0.007 Underground 0.007 Control 0.011
. . . . . . . . . . . .

Table 3: Basic information of the research experts.

Work area Number Title Average years
of service

Government worker 2 — 3
Professoriat 3 Pro.Dr. 15
Researcher 3 PhD 6
Relevant employees 2 Manager 5
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3.1. Total Impact Matrix Establishment and Speci�cation.
Twenty-four in�uencing indicators of construction safety of
urban rail tunnel are quanti�ed by the Dematel method for
factor analysis, and on the basis of the quantitative analysis, a
direct in�uence matrix O was formed. �e direct impact
matrix O should be normalized. �e formula is as follows:

N �
O

max
∑
n

j�1
� Oij � Xij( )

n∗ n. (1)

�e normative direct relation matrix N is aggregated by
accumulating all direct and indirect relationships, and the
sum of all direct and indirect relationships of each factor
should be identi�ed to obtain the total impact matrix T as
follows:

T � N(I −N)−1, (2)

where I is the unit matrix.
�e direct impact O matrix of construction safety in-

dicators of the urban rail tunnel is shown in Table 6, and the
total impact Tmatrix is shown in Table 7.

3.2. �e Dematel Factors Analysis. �e cause degree and
centrality of each factor of construction safety in the urban
rail tunnel should be calculated to obtain the level and
weight of each factor. �e main steps are as follows:

(i) Set D represents the comprehensive in�uence of
each factor on all other factors. Set C represents the
comprehensive a ected degree of all other factors on
each factor.

(ii) Set D+C(M) represents the correlation degree of
this factor in the system, which is called centrality.
Set D-C (R) denotes the cause degree of this factor in
the system, which is called reasonability. �e sets D,
C, M, and R of construction safety indicators of the
urban rail tunnel are shown in Table 8, and the (M,
R) scatter diagram is shown in Figure 4.

D+C means the signi�cance of the factor centrality in
the system; the greater the value, the more important the

Table 5: Index system of construction safety in an urban rail tunnel.

Indicator categories Indicator names Indicator symbols

Geological conditions Stratigraphic conditions R11
Complex hydrological situation R12

Construction environment

Complex underground pipelines R21
Site disturbance R22

Complex surrounding building conditions R23
Poor climatic conditions R24

Planning and design
Accuracy of survey data R31
Design reasonableness R32

Reasonableness of scheme selection R33

Construction technology

Project scale R41
Process selection R42

Tunnel type R43
Construction technology risk R44

Informatization R45
Monitoring and measurement R46

Worker operation R47
Work sequence arrangement R48

Equipment use R49

Management factors
Uncoordinated construction relationship R51

Poor safety awareness R52
Comprehensive quality of construction unit R53

Safety factors
Safety technical measures R61

Safety education R62
Safety inspection situation R63

Direct Impact Matrix O

Normative Matrix N

Total Impact Matrix T

Affiliation Matrix A Degree of
influence D

Affected
influenced C

Centrality M Reasonability R

Multiplication Matrix B

Reachable Matrix R

Minimal topology
hierarchy diagram

Skeleton matrix
S Levels L

(M, R)scatter diagram

Figure 3: Dematel-ISM modeling of safety in�uencing factors.
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factor;D – Cmeans the influence of a certain factor on other
factors. %e factor whose value is greater than 0 means more
influence on other factors and is denoted as the reason
factor. %e factor whose value is less than 0 means more
influence by others and is denoted as result factor. Each
factor should be normalized to obtain weight according to its
D+C(M) value.

From the factors analysis of construction safety in the
urban rail tunnel, R11 (stratigraphic conditions), R12
(complex hydrological situation), R23 (complex surrounding
building conditions), and R31 (accuracy of survey data) have
the highest reasonability, which means the greatest impact
on other factors. R48 (construction operation), R47 (sequence
arrangement), and R42 (procedure selection) have the
highest centrality, which means the fundamental impact on
the construction safety of the urban rail tunnel.

3.3. ISMFactorAnalysis andReachableMatrix Establishment.
Since the Dematel factors analysis on themselves belongs to
each factor interaction correspondence, the unit matrix I is
used to indicate the influence value of factors on themselves.
%e comprehensive influence relationship of factors in the
whole system can be replaced by multiplication matrix B.

B � T + I. (3)

In matrix B, if bij � 0, it shows that factor bi has no effect
on bj; otherwise, bi has an effect on bj. %e matrix B obtained
in Dematel factors includes not only the existence of factor
relationships but also the degree of scope of factors inter-
action. %erefore, the matrix B calculated by Dematel can be
simplified to reachable matrix R, which shows the reachable

hierarchical structure of the urban rail tunnel safety index
system.

%e reachable matrix R is used to reflect a directed to-
pological hierarchy graph that can link each influencing
safety factor of an urban rail tunnel through a certain path.
%e threshold value λ� 0.016 is determined according to the
actual situation and the influence strength, which the
purpose of threshold setting is to discard the less influential
relationship and simplify the factor relationship, so as to
clearly express the main system structure level. %e matrix R
is simplified according to the following formula. %e matrix
R of the urban rail tunnel safety index system is shown in
Table 9.

R � rij  �
0, rij < λ,

1, rij ≥ λ.

⎧⎨

⎩ (4)

3.4. TopologicalHierarchyDiagramEstablishment. %ere is a
reachable set R, a prior set Q, and a common set A from the
matrix R, where T�R∩Q to further get the relationship
levels of interaction among factors. All the factors of each
row correspond to a path value of 1 are called reachable sets
R(i). All the factors of each corresponding column value of 1
are called the prior setQ(i).%e common set of the reachable
set R(i)∩Q(i) and the prior set is called T(i). %e topological
hierarchy extraction process of the urban rail tunnel safety
index system can be seen in Table 10.

By comparing directed topological diagrams, the influ-
encing factors of construction safety in the urban rail tunnel
are analyzed comprehensively to determine the correlation
and hierarchy among the influencing factors and determine

Table 6: Direct impact O matrix of safety indicators of urban rail tunnel.

R11 R12 R21 R22 R23 R24 R31 R32 R33 R41 R42 R43 R44 R45 R46 R47 R48 R49 R51 R52 R53 R61 R62 R63

R11 0 2 4 4 3 0 3 3 4 3 4 3 4 0 3 3 3 1 0 2 1 4 4 4
R12 3 0 1 2 2 0 3 3 4 2 4 1 2 0 3 3 3 1 0 3 1 4 4 4
R21 0 0 0 0 1 0 3 2 4 1 2 1 1 0 2 0 3 2 0 0 0 3 3 3
R22 0 0 0 0 4 0 0 0 1 0 0 0 1 0 4 1 1 1 0 2 1 4 1 1
R23 0 0 5 0 0 0 4 5 5 3 4 3 4 1 3 1 3 3 1 2 0 2 2 3
R24 1 3 0 0 1 0 1 0 0 1 3 0 2 0 0 1 3 1 1 2 0 1 1 1
R31 0 0 0 0 0 0 0 5 5 4 4 4 4 0 4 3 3 1 1 2 0 3 3 3
R32 0 0 0 3 2 0 0 0 4 3 3 3 3 1 3 1 2 1 0 1 0 1 1 1
R33 0 0 0 3 3 0 0 3 0 2 5 2 3 1 2 2 2 1 0 1 0 1 1 1
R41 0 0 0 2 0 0 1 2 1 0 2 4 4 0 3 3 4 1 2 2 1 2 2 2
R42 0 0 0 4 0 0 0 5 5 3 0 3 3 2 2 3 5 2 1 2 1 4 3 3
R43 0 0 0 1 0 0 0 3 3 3 4 0 3 0 2 2 5 2 1 2 1 3 3 3
R44 0 0 0 0 0 0 0 0 1 1 0 1 0 0 0 1 1 0 0 2 0 4 3 2
R45 0 0 0 1 0 0 0 0 3 1 2 0 0 0 3 2 2 1 1 0 4 0 0 0
R46 0 0 0 0 0 0 0 0 0 1 0 0 0 4 0 1 0 0 0 4 2 3 3 3
R47 0 0 0 5 0 0 0 0 0 0 0 0 3 5 4 0 5 4 3 2 4 3 3 3
R48 0 0 0 3 0 0 0 0 1 0 2 0 3 4 1 3 0 3 4 1 1 2 2 2
R49 0 0 0 1 0 0 0 0 0 0 0 0 1 0 1 2 4 0 1 1 1 1 1 1
R51 0 0 0 0 0 0 0 0 0 0 0 0 1 5 1 4 4 1 0 0 2 0 0 0
R52 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 3 3 3
R53 0 0 0 2 0 0 0 0 0 0 0 0 3 4 2 5 4 4 1 0 0 3 3 3
R61 0 0 0 1 0 0 0 0 0 0 0 0 2 0 0 1 0 0 0 3 1 0 2 2
R62 0 0 0 3 0 0 0 0 0 0 0 0 3 0 1 3 1 4 0 1 1 1 0 1
R63 0 0 0 3 0 0 0 0 0 0 0 0 3 0 1 0 0 1 0 1 1 1 1 0

6 Computational Intelligence and Neuroscience



Ta
bl

e
7:

To
ta
li
m
pa
ct

T
m
at
ri
x
of

co
ns
tr
uc
tio

n
sa
fe
ty

in
di
ca
to
rs

of
ur
ba
n
ra
il
tu
nn

el
.

R 1
1

R 1
2

R 2
1

R 2
2

R 2
3

R 2
4

R 3
1

R 3
2

R 3
3

R 4
1

R 4
2

R 4
3

R 4
4

R 4
5

R 4
6

R 4
7

R 4
8

R 4
9

R 5
1

R 5
2

R 5
3

R 6
1

R 6
2

R 6
3

R 1
1

0.
00
2

0.
03
2

0.
07
0

0.
11
5

0.
06
6

0.
00
0

0.
05
9

0.
08
2

0.
10
7

0.
07
8

0.
10
2

0.
07
7

0.
12
9

0.
03
3

0.
10
0

0.
09
7

0.
10
8

0.
06
0

0.
02
1

0.
08
0

0.
04
5

0.
13
1

0.
12
4

0.
12
3

R 1
2

0.
04
8

0.
00
2

0.
02
3

0.
08
0

0.
04
7

0.
00
0

0.
05
6

0.
07
6

0.
09
9

0.
05
8

0.
09
6

0.
04
1

0.
09
0

0.
03
0

0.
09
2

0.
09
1

0.
09
8

0.
05
4

0.
01
9

0.
08
9

0.
04
2

0.
12
0

0.
11
5

0.
11
4

R 2
1

0.
00
0

0.
00
0

0.
00
2

0.
02
7

0.
02
4

0.
00
0

0.
05
1

0.
04
9

0.
08
3

0.
03
2

0.
05
2

0.
03
1

0.
05
0

0.
01
6

0.
05
5

0.
02
6

0.
07
5

0.
05
3

0.
01
1

0.
02
3

0.
01
3

0.
07
6

0.
07
4

0.
07
4

R 2
2

0.
00
0

0.
00
0

0.
00
5

0.
01
3

0.
06
7

0.
00
0

0.
00
5

0.
00
9

0.
02
6

0.
00
8

0.
00
9

0.
00
6

0.
03
5

0.
01
4

0.
07
7

0.
03
0

0.
03
1

0.
02
9

0.
00
6

0.
05
0

0.
02
6

0.
08
3

0.
03
6

0.
03
6

R 2
3

0.
00
0

0.
00
0

0.
08
2

0.
04
4

0.
01
3

0.
00
0

0.
07
1

0.
11
0

0.
11
9

0.
07
7

0.
10
0

0.
07
6

0.
11
9

0.
04
5

0.
09
1

0.
05
9

0.
10
2

0.
08
3

0.
03
5

0.
07
0

0.
02
4

0.
08
6

0.
08
2

0.
09
6

R 2
4

0.
01
8

0.
04
9

0.
00
4

0.
02
2

0.
02
1

0.
00
0

0.
02
1

0.
01
4

0.
01
8

0.
02
7

0.
06
2

0.
01
1

0.
05
7

0.
01
5

0.
01
9

0.
03
8

0.
07
3

0.
03
3

0.
02
6

0.
05
1

0.
01
3

0.
04
3

0.
04
1

0.
04
1

R 3
1

0.
00
0

0.
00
0

0.
00
1

0.
04
4

0.
01
1

0.
00
0

0.
00
2

0.
10
1

0.
10
7

0.
08
6

0.
09
1

0.
08
5

0.
11
3

0.
03
0

0.
10
0

0.
08
6

0.
09
4

0.
04
8

0.
03
4

0.
06
9

0.
02
5

0.
09
5

0.
09
2

0.
09
0

R 3
2

0.
00
0

0.
00
0

0.
00
3

0.
07
5

0.
04
2

0.
00
0

0.
00
4

0.
01
9

0.
08
4

0.
06
4

0.
06
9

0.
06
3

0.
08
1

0.
03
5

0.
07
5

0.
04
3

0.
06
5

0.
03
8

0.
01
3

0.
04
2

0.
01
7

0.
05
2

0.
04
7

0.
04
6

R 3
3

0.
00
0

0.
00
0

0.
00
5

0.
07
7

0.
05
7

0.
00
0

0.
00
5

0.
06
7

0.
02
6

0.
04
9

0.
09
8

0.
04
9

0.
08
3

0.
03
7

0.
06
1

0.
05
9

0.
06
7

0.
04
0

0.
01
4

0.
04
3

0.
01
8

0.
05
4

0.
04
8

0.
04
8

R 4
1

0.
00
0

0.
00
0

0.
00
1

0.
06
1

0.
00
7

0.
00
0

0.
01
7

0.
04
4

0.
03
4

0.
01
4

0.
04
8

0.
07
4

0.
09
8

0.
02
6

0.
07
4

0.
07
7

0.
09
8

0.
04
2

0.
04
7

0.
05
9

0.
03
6

0.
07
0

0.
06
6

0.
06
4

R 4
2

0.
00
0

0.
00
0

0.
00
1

0.
10
5

0.
01
5

0.
00
0

0.
00
2

0.
09
4

0.
10
3

0.
06
5

0.
02
6

0.
06
4

0.
09
5

0.
06
1

0.
07
0

0.
08
6

0.
12
2

0.
06
5

0.
03
5

0.
06
6

0.
04
2

0.
10
9

0.
08
8

0.
08
6

R 4
3

0.
00
0

0.
00
0

0.
00
1

0.
05
2

0.
00
9

0.
00
0

0.
00
2

0.
06
2

0.
06
7

0.
06
2

0.
08
1

0.
01
5

0.
08
7

0.
02
6

0.
06
0

0.
06
5

0.
11
5

0.
05
9

0.
03
2

0.
06
0

0.
03
6

0.
08
6

0.
08
2

0.
08
1

R 4
4

0.
00
0

0.
00
0

0.
00
0

0.
01
2

0.
00
2

0.
00
0

0.
00
0

0.
00
3

0.
01
9

0.
01
9

0.
00
5

0.
01
9

0.
01
4

0.
00
6

0.
00
8

0.
02
6

0.
02
5

0.
01
0

0.
00
4

0.
04
2

0.
00
7

0.
07
5

0.
06
0

0.
04
3

R 4
5

0.
00
0

0.
00
0

0.
00
0

0.
03
5

0.
00
5

0.
00
0

0.
00
1

0.
00
8

0.
05
6

0.
02
3

0.
04
1

0.
00
6

0.
02
0

0.
02
1

0.
06
5

0.
05
3

0.
05
5

0.
03
3

0.
02
6

0.
01
4

0.
07
7

0.
02
2

0.
01
9

0.
01
9

R 4
6

0.
00
0

0.
00
0

0.
00
0

0.
01
4

0.
00
1

0.
00
0

0.
00
0

0.
00
1

0.
00
5

0.
01
8

0.
00
4

0.
00
2

0.
01
4

0.
07
2

0.
01
2

0.
02
9

0.
01
2

0.
01
2

0.
00
5

0.
07
3

0.
04
4

0.
06
2

0.
06
2

0.
06
1

R 4
7

0.
00
0

0.
00
0

0.
00
1

0.
10
5

0.
00
7

0.
00
0

0.
00
1

0.
00
2

0.
01
2

0.
00
6

0.
00
9

0.
00
3

0.
07
6

0.
10
7

0.
09
0

0.
03
4

0.
10
9

0.
08
9

0.
06
2

0.
05
6

0.
08
8

0.
08
2

0.
07
7

0.
07
6

R 4
8

0.
00
0

0.
00
0

0.
00
0

0.
07
0

0.
00
6

0.
00
0

0.
00
1

0.
00
5

0.
02
7

0.
00
7

0.
03
9

0.
00
5

0.
07
0

0.
08
5

0.
03
8

0.
07
2

0.
02
9

0.
06
7

0.
07
4

0.
03
4

0.
03
7

0.
05
8

0.
05
3

0.
05
2

R 4
9

0.
00
0

0.
00
0

0.
00
0

0.
02
8

0.
00
2

0.
00
0

0.
00
0

0.
00
1

0.
00
3

0.
00
2

0.
00
3

0.
00
1

0.
02
8

0.
01
4

0.
02
5

0.
04
4

0.
07
4

0.
01
2

0.
02
4

0.
02
5

0.
02
5

0.
03
0

0.
02
8

0.
02
8

R 5
1

0.
00
0

0.
00
0

0.
00
0

0.
01
7

0.
00
2

0.
00
0

0.
00
0

0.
00
1

0.
00
8

0.
00
3

0.
00
7

0.
00
1

0.
03
0

0.
09
9

0.
03
2

0.
08
1

0.
08
2

0.
03
2

0.
01
2

0.
01
0

0.
04
8

0.
01
6

0.
01
5

0.
01
4

R 5
2

0.
00
0

0.
00
0

0.
00
0

0.
00
8

0.
00
1

0.
00
0

0.
00
0

0.
00
0

0.
00
1

0.
00
0

0.
00
0

0.
00
0

0.
00
9

0.
00
2

0.
00
4

0.
00
6

0.
00
4

0.
00
6

0.
00
1

0.
00
5

0.
02
0

0.
05
3

0.
05
3

0.
05
3

R 5
3

0.
00
0

0.
00
0

0.
00
0

0.
05
8

0.
00
4

0.
00
0

0.
00
0

0.
00
2

0.
00
9

0.
00
4

0.
00
7

0.
00
2

0.
07
2

0.
08
6

0.
05
4

0.
10
3

0.
08
9

0.
08
6

0.
03
0

0.
02
0

0.
02
3

0.
07
4

0.
07
1

0.
07
0

R 6
1

0.
00
0

0.
00
0

0.
00
0

0.
02
3

0.
00
2

0.
00
0

0.
00
0

0.
00
0

0.
00
2

0.
00
1

0.
00
1

0.
00
1

0.
04
0

0.
00
4

0.
00
6

0.
02
2

0.
00
6

0.
00
7

0.
00
2

0.
05
4

0.
02
1

0.
01
1

0.
04
1

0.
04
0

R 6
2

0.
00
0

0.
00
0

0.
00
0

0.
06
0

0.
00
4

0.
00
0

0.
00
0

0.
00
1

0.
00
4

0.
00
2

0.
00
2

0.
00
2

0.
06
0

0.
01
1

0.
02
8

0.
05
9

0.
03
1

0.
07
5

0.
00
7

0.
02
8

0.
02
6

0.
03
4

0.
01
5

0.
03
0

R 6
3

0.
00
0

0.
00
0

0.
00
0

0.
05
3

0.
00
4

0.
00
0

0.
00
0

0.
00
1

0.
00
3

0.
00
2

0.
00
1

0.
00
1

0.
05
4

0.
00
4

0.
02
2

0.
00
7

0.
00
6

0.
02
1

0.
00
2

0.
02
4

0.
02
0

0.
02
8

0.
02
5

0.
00
8

Computational Intelligence and Neuroscience 7



the in�uencing relationship among factors. �e basic pro-
cess of constructing the model according to this is shown in
Table 11.

From the topological hierarchy extraction process, the
levels can be shown in Table 11.

According to the relationship between the confrontation
hierarchy extracted process and levels, the directed topo-
logical hierarchy diagram can be drawn as shown in Figure 5.

As shown in Figure 5, the root cause factors set of R24
(climatic conditions), R11 (stratigraphic conditions), R12
(complex hydrological situation), R23 (complex surrounding

building conditions), and R31 (accuracy of survey data),
which are at the bottom of the system and are not a ected by
other factors, can directly or indirectly a ect other factors
within the system. �e features of factors up to down are
from super�cial to essential, which means dominant levels
are from level 4 to level 7. As shown in �gures, factors of R23
(complex surrounding building conditions), R31 (accuracy of
survey data), R32 (design reasonableness), R48 (construction
operation), R47 (sequence arrangement), and R42 (procedure
selection) are the dominant function factors of great im-
portance, which means their fundamental impact on

Table 8: Dematel factors analysis of construction safety in urban rail tunnel.

D C M R Weight
R11 1.839 0.069 1.908 1.771 0.046
R12 1.581 0.083 1.664 1.498 0.040
R21 0.897 0.201 1.098 0.696 0.026
R22 0.601 1.198 1.799 −0.596 0.044
R23 1.581 0.418 1.999 1.163 0.048
R24 0.720 0.000 0.720 0.720 0.018
R31 1.406 0.297 1.703 1.109 0.041
R32 0.976 0.751 1.727 0.224 0.042
R33 1.003 1.021 2.024 −0.018 0.049
R41 1.056 0.706 1.761 0.350 0.042
R42 1.400 0.953 2.353 0.447 0.057
R43 1.139 0.636 1.775 0.503 0.043
R44 0.399 1.526 1.925 −1.128 0.047
R45 0.600 0.882 1.482 −0.282 0.036
R46 0.506 1.258 1.764 −0.753 0.043
R47 1.090 1.294 2.384 −0.204 0.057
R48 0.829 1.570 2.400 −0.741 0.058
R49 0.398 1.055 1.453 −0.657 0.035
R51 0.512 0.542 1.053 −0.030 0.026
R52 0.226 1.086 1.312 −0.860 0.032
R53 0.868 0.774 1.643 0.094 0.040
R61 0.283 1.548 1.831 −1.265 0.044
R62 0.482 1.413 1.894 −0.931 0.046
R63 0.287 1.395 1.682 −1.109 0.041

–1.00

1.00 1.50
D+C (M)

Factors Centrality & Reasonability (M,R)Scatter Diagram
in Urban Tunnel Construction

2.00

0.00

1.00 R24 R21

R51
R45

R49
R52

R53

R63

R46
R22

R62
R44

R61

R47

R32
R41
R43

R33 0

1.72

R42

R48

R23

R11
R12

R31

2.00

D
-C

 (R
)

Figure 4: Factors centrality and reasonability (M, R) scatter diagram.
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construction safety of urban rail. It can be found that
geological conditions, planning and design, and construc-
tion technology are more important indicator categories in
the safety of urban railway tunnel construction, which
should be paid more attention. It also can be noted that by
combining the weight analysis of factors in Table 9, R48
(construction operation), R47 (sequence arrangement), and
R42 (procedure selection) have the greatest centrality and

importance for the construction safety of urban rail, which
means that the choice of technology and the e ectiveness of
its implementation during construction have a dominant
in�uence on construction safety in urban railways.

4. Conclusions

�is paper studies the risk of tunnel construction in the
process of urban rail transit construction. It adopts a
Dematel-ISM linkage approach to gradually construct an
explanatory structural model to understand the key factors
and structures a ecting the safety of the construction
process of urban rail tunnels. �is paper uses the literature
collection method and the LDA model to initially identify
the impact factors, and on this basis, the �nal set of eval-
uation impact factors is determined by means of expert
interviews. Based on the research 6 clari�cation of the 24 key
factors a ecting the safety of urban rail tunnel construction
can be obtained, then the Dematel-ISM model was used to
obtain a comprehensive analysis of the factors a ecting
urban rail tunnel construction projects by comparing to-
pological maps and obtaining a Dematel-ISM model dia-
gram with a cause-e ect reachable hierarchy. Finally, the
results obtained are applied to the actual development to
verify the validity of the model.

From the research, it can be found that the root cause
factors set of R24 (climatic conditions), R11 (stratigraphic
conditions), R12 (complex hydrological situation), R23
(complex surrounding building conditions), and R31 (ac-
curacy of survey data), which are at the bottom of the system
and are not a ected by other factors, can directly or indi-
rectly a ect other factors and result within the system, which
should be paid more attention. It can be found especially
during the prior period that the most direct safety impact
factors come from geological conditions, climatic condi-
tions, and complex surrounding conditions. �erefore, on
the basis of fully collecting and possessing accurate infor-
mation, professional experts should be invited to improve
the accuracy and rationality of conditions research in this
phrase. During the prior period, the possible changes in the
conditions of the project shall be fully considered, and the
disposal plan shall be made for relevant changes to reduce
the possible impact of unpredictable changes in conditions.

It also notes reachable hierarchy diagram that R31 (ac-
curacy of survey data), R32 (design reasonableness), R48
(construction operation), R47 (sequence arrangement), and
R42 (procedure selection) are the dominant function factors
of great importance, which means their fundamental impact
on construction safety of urban rail. It can be found that
planning and design and construction technology are more
important indicator categories in the safety of urban railway
tunnel construction, which should be paid more attention.
Design and construction periods are also important for the
safety of the urban railway tunnel. Combing the weight
analysis of factors, R48 (construction team arrangement), R47
(sequence arrangement), and R42 (procedure selection) have
the greatest centrality for construction safety of urban rail,
and the calculations imply that the choice of technology and
the e ectiveness of its implementation have a dominant

R31 R11 R12

R42R32 R43R23

R45 R47 R48

R53 R33

R22 R46R49

R62 R61 R63

R21

R24

R51 R23

R52

R44

Figure 5: Topological hierarchy diagram of urban rail tunnel safety
index.

Table 11: Hierarchy extraction levels.

Levels Factors
Level 1 R63, R62, R61, R44
Level 2 R22, R46, R49, R52
Level 3 R51, R45, R33, R53
Level 4 R45, R47, R48
Level 5 R32, R42, R43, R23
Level 6 R12, R11, R31, R21
Level 7 R24
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influence on construction safety in urban railways during
construction, which means we should pay full attention to
the construction standards, reasonable construction ar-
rangement, and team arrangement. %is paper puts forward
the important influencing factors that may have a great
impact on the safety of urban railway tunnel construction,
which can provide some reference for the construction of
relevant projects and improve the investment efficiency. At
present, further research is needed on the relationship of
factors contained in the study and the impact degree on the
project caused by the relationship between them. %erefore,
it is necessary to conduct in-depth research on the practical
cases of urban railway tunnel construction.

In this study, the risk factors were extracted using the
LDA model, and based on this, the relationship between the
influencing factors was investigated using the Dematel-ISM
method. However, the process of determining the rela-
tionships between the factors relies heavily on expert
scoring, which is highly subjective, and does not take into
account the impact of information technology and industrial
clustering on tunnel construction risks.
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Dust pollution in construction sites is an invisible hazard that is often ignored as a nuisance. Regulatory and engineering control
methods are predominantly used for its mitigation. To control dust, dust-generating activities and their magnitudes need to be
established. While researchers have comprehensively studied dust emissions of construction work, prediction of dust con-
centrations based on work phases and climatic conditions is still lacking. To overcome the above knowledge gap, this article
selected two construction stages of a project to monitor dust generation using the HXF-35 dust sampler. Based on the collected
data, dust emission characteristics of these two stages are studied, and dust emission characteristics under multiple pollution
sources are analyzed. Based on the results, a BP neural network model is built to perform simulations of dust emission con-
centrations in di�erent work areas and predict construction dust concentrations under di�erent conditions. Except few, the
majority of the work areas monitored have exceeded the allowable upper limit of TSP concentration stipulated by relevant
standards. In addition, dust emission di�erences of work areas are pronounced. �e results veri�ed that the BP neural network
dust concentration prediction model is feasible to be used to predict dust concentration changes in di�erent work faces under
di�erent climate conditions and to provide a scienti�c base for pollution control. �is study provides several practical solutions
where the prediction of dust concentrations at designated work areas will allow construction companies early warning to
implement mitigation measures before it becomes a serious health hazard. In addition, it provides an opportunity to re-evaluate
those hazardous work in the light of these revelations. �e outcome of this study is both original and useful for both construction
companies and regulatory agencies. It can better predict the concentration of construction dust in di�erent operating areas and
di�erent weather conditions and provide a guide for the prevention and control of construction dust.

1. Introduction

With the rapid economic development, China’s construction
industry has been ushered into a period of large-scale
construction and infrastructure development. �e increas-
ing scale of construction activities, including building
construction, building demolition, equipment installation,
and so on, has aggravated particle pollution. �e majority of
construction activities are in-situ and organized in the open
air. In addition, material transportation, loading and
unloading, and stockpiles of earthwork cause large-scale
unavoidable emissions.�e large particles of these emissions
tend to settle down near the construction site after being
raised. However, small particles tend to �ow with the wind

and enter the atmosphere to form suspended solids that are
commonly known as construction dust [1]. According to
past research, construction dust has been considered to be an
important source of particle pollution [2–4].

�e formation of construction dust has been widely
studied by scholars for years, which included dust moni-
toring technologies [5], dust emission factors [6, 7], dust
di�usion rules [8–10], dust pollution characteristics [11, 12],
health hazard evaluation [13–15], and dust prevention and
control measures [16]. So far, instrument sampling has been
the most commonly used method to monitor construction
dust particle concentration. Gao [17] measured the TSP
(total suspended particulate) concentration using the HXF-
35 dust sampler and the TSP as a monitoring index of
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construction dust. In response to the complexity and
uniqueness of construction sites, Ma [18] adopted un-
manned aerial vehicles and image recognition technologies
to design an automatic monitoring system of construction
dust pollution sources and analyzed construction dust from
three aspects: tests for construction dust pollution sources,
identification of construction dust polluted areas, and
characteristic comparison of construction dust pollution
sources.

In order to quantify dust data acquired frommonitoring,
researchers have employed construction dust emission
factors and emissions via three commonly used research
methods [19]: exposure profiling method, four-dimensional
Flux model, and Flux-FDM method. Tian [20] built a
mathematical model, a four-dimensional flux model, which
is similar to the exposure profiling method proposed by the
U.S. Environmental Protection Agency, and a set of con-
struction dust emission monitoring plan matched with this
model. .e model also combined the actually measured data
of more than 40 construction sites for a quantitative as-
sessment of emissions and emission factors of construction
dust. After analyzing relevant data of a Tianjin building
construction site, Zhao [21] set up the Flux-FDM model,
which is used for the estimation of PM10 emissions of
construction, and combined the dust emission factors and
construction dust influencing factors obtained through the
nonlinear fitting. .ey found wind velocity and the super-
ficial dust water content are key factors that affect dust
emissions. However, construction dust emission is not only
subjected to the influence of climate factors, but also to the
monitoring height, construction intensity, and other factors.

In the studies of emission characteristics of construction
dust particles, Tian [22] studied the vertical and horizontal
diffusion laws of construction dust at the boundary of the
construction site by monitoring the change of the dust fall
concentration near the construction site. .ey found con-
struction dust fall concentration is inversely proportional to
the square of height on the same plane of the construction
site boundary. .e same correlation was also observed be-
tween the dust concentration and the square of the distance
from the monitoring point to the center on the same height.
Li [23] chose typical residential construction projects in
Beijing and set up dust concentration collection points in
major work areas during three different periods, namely
earthworks, frame, and partitions and interior decoration.
.ey conducted on-site monitoring with TSP as the mon-
itoring index. By comparing the dust pollution status of
different construction activities, Li [24] analyzed dust
emission characteristics and major distribution principles,
and the results suggested that dust emissions of different
construction activities significantly differed from each other
in terms of their concentration, which, to be specific, showed
that the dust concentration during the construction of frame
is lower than that of the earthworks. .e emission intensity
of the former is more stable, and the overall dust concen-
tration of the partitioning and interior decoration stage was
high but stable. Hou [25] selected the construction sites in
Mentougou District and Daxing District of Beijing as the
monitoring objects and used the light scattering method and

the gravimetric method to measure the dust at different
points of the construction site. .e results suggested that the
dust concentration distribution characteristics are different
in different areas of the earthwork construction site..e dust
concentration of the foundation pit is much higher than that
of the main entrance and downwind area, and the con-
struction site with poor dust prevention level is more likely
to produce high-concentration dust pollution.

To sum up, researchers have comprehensively studied
dust emissions characteristics of construction work, but
most researches have focused on the analysis of the overall
dust emission levels and characteristics of the entire con-
struction site. Nevertheless, research into dust emissions
characteristics of different work phases of construction is
still lacking. .e construction process is not homogenous
and hence different work phases generate different dust
concentrations, dust types, and hazards. A building’s con-
struction process goes through three distinctly unique
stages: foundation, frame, and internal partitions/finishes.
Different from the first two stages, the third mainly happens
indoor. .erefore, dust generated during the third stage
would not influence the external environment, and the dust
characteristics are significantly different from those of the
other two stages. Meanwhile, researchers have also done a lot
of work in the prediction of construction dust particles. In
the establishment of construction dust prediction models,
researchers mostly use traditional multiple linear regression
models [26, 27], but they have great limitations and cannot
capture the relationship between the concentration of dust
emission particles and dust monitoring factors, resulting in
predictions are not accurate. While a back propagation (BP)
neural network can overcome this limitation very well, it can
build a very complex nonlinear model, which can well reflect
the nonlinear relationship between particle concentration
and dust monitoring factors [28].

Hence, in order to accurately portray the dust emission
concentration of outdoor construction, this article mainly
focuses on the first two stages, namely foundation and
construction of the frame of a building. Based on the field
data monitoring, dust emission characteristics of these two
stages are studied, and dust emission characteristics under
multiple pollution sources are analyzed. Meanwhile, a BP
neural network model is built using the monitored data..is
model is employed to perform simulation analysis of dust
emission concentrations in different work areas and predict
construction dust concentrations under different conditions.

2. Division of Work Areas and Layout of
Monitoring Points

.e foundation and construction of frames are the main
stages of a building construction, whose activities are quite
different. Foundation work mainly includes preparation of
site, excavation, slope support, filling disposal, rebar pro-
cessing, concreting, etc. Among them, excavation, slope
support, and filling would form part of the foundation
excavation. .erefore, the foundation excavation area is
chosen as a monitoring point. Activities in the rebar pro-
cessing area and concreting area differ from each other
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significantly; therefore, they should be two separate moni-
toring points. .e construction of the frame mainly covers
formwork, bar bending, rebar processing, concrete mixing,
concrete pouring, and timberwork. Additionally, activities
such as formwork demolition and setup, floor rebar binding,
concrete pouring, and scaffolding are all done on the
construction floor or nearby. Since these work areas are close
to each other and have a similar construction environment,
the floor work area is set up as a monitoring point.
Meanwhile, the rebar processing area, concrete mixing area,
and timberwork area are set up as other monitoring points.
Moreover, vehicles transporting construction materials
during these two stages can easily raise road dust. .erefore,
the road area where the vehicles travel in and out of the site
was set up as a monitoring point. .e profile of all moni-
toring points in this research is presented in Table 1.

As shown in Table 1, there are 9 monitoring points set up
for the two construction stages. .e type of dust in different
work areas varies different, which primarily includes sili-
cious dust, cement dust, and timber dust. As the most
commonly seen dust type, silicious dust generally comes
from the soil, which is diffused into the air through natural
wind and by vehicles. Cement dust is generally caused by the
dust settlement during the loading and unloading of cement
bags, transportation process, and dust diffusion during the
feeding process, which is common in the concrete mixing
area. Timber dust refers to the dust generated during the
erection of timber formwork [29].

3. Construction Dust Monitoring

3.1. Monitoring Index, Equipment, and Methods. At present,
there are four main monitoring indicators to measure
construction dust, namely dust fall, TSP, PM10, and PM2.5.
.e total suspended particle (TSP) is defined as the sus-
pended particle whose aerodynamic diameter is smaller than
100 μm, and from a particle size perspective, TSP includes
particulate matter 10 (PM10) [30]. .e increasing mass
concentration of TSP in the air can increase the morbidity of
chronic obstructive pulmonary diseases, cardiovascular
diseases, cerebrovascular diseases, and acute respiratory
tract infections [31, 32]. Compared with direct monitoring of
PM10 concentrations, monitoring TSP concentrations is less
expensive and simpler to operate and can increase the

density of monitoring sites and enable larger data collections
[33]. .erefore, considering the scientificity and operability
of monitoring indicators, combined with the consideration
of construction site conditions and dust monitoring costs,
the TSP concentration in the air is chosen as the con-
struction dust monitoring indicator. In this research, the
TSP concentration is monitored using the dust sampler
HXF-35. Measurement results of this instrument can ac-
curately reflect the position and occurrence time of dust
pollution and realize multipoint simultaneous monitoring to
acquire mass data.

.is research refers to the Chinese national standard,
“Determination of Dust in the Air of Workplace–Part 1:
Total Dust Concentration” and uses the filter membrane
increment method for measurement. Before sampling, the
filter membrane is weighed. During the process of sam-
pling, the dust sampler HXF-35 is installed on an A-frame
holder. Under the obligation of not influencing the con-
struction operations, the sampling point can be kept as
close to the operator as practically possible, and the
sampling flow rate is set to be 20 L/min. After the end of
sampling, all samples are taken back to the lab for weighing
and data recording. .e TSP concentration can be given by
the following equation:

c �
m2 − m1

V∗ t
∗ 1000, (1)

where c denotes the total dust concentration (mg/m3), m2
denotes the membrane quality after sampling (mg), m1
denotes the membrane quality before sampling (mg), V
denotes the sampling flow (mg), and t denotes the sampling
time (min).

Because of sharp differences in dust concentration at
different monitoring points, the monitoring points should
be selected according to the practical situations. If there is no
serious dust within the vicinity, the sampling time should be
above 60min. If the monitoring point is severely affected by
pollution, the sampling time should be controlled within
30min. .e dust concentration of every monitoring point
should be monitored for at least four different periods of a
day to ensure the completeness and accuracy of dust data. In
addition to dust monitoring of different work areas, me-
teorological data should be recorded, including, tempera-
ture, wind velocity, and humidity.

Table 1: Profile of dust monitoring points.

Construction stage Monitoring points Construction dust types Major activities

Foundation

Foundation excavation
area Silicious dust Soil excavation, slope support, earthwork compaction

Rebar processing area Silicious dust Rebar transportation, processing, and storage
Concrete mixing area Cement dust Concrete mixing and transportation

Road area Silicious dust Earthworks and construction material transportation

Structural frame

Floor area Silicious dust Rebar binding, erection of formwork, scaffolding work, and
demolition

Concrete mixing area Cement dust Concrete mixing and transportation
Rebar processing area Silicious dust Rebar transportation, processing, and storage
Timber formwork area Timber dust Timber formwork and other timber processing

Road area Silicious dust Transportation of premixed concrete and other construction materials
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3.2. Overview of the ProjectMonitored. .is research chose a
residential construction project in the Donghu District of
Nanchang, as shown in Figure 1. Nanchang is located at
115°27′ -116°35′ E and 28°10′ - 29°11′ S, which is charac-
terized by a moist monsoon climate of the mid-subtropical
region with a pleasant temperature and ample sunlight. .e
average annual temperature of Nanchang is between 17°C
and 18°C, and its average annual precipitation is around
1,600mm. .e meteorological conditions in Nanchang are
characterized by a high frequency of calm wind, a high

frequency of atmospheric stability, and a high frequency of
near-earth inversion layers..e frequencies of calmwinds in
the four seasons are 25.9%, 24.8%, 21.4%, and 26.6%, re-
spectively. During the calm wind period, the wind speed is
small, about grades 1-2, and the temperature inversion
phenomenon lasts for a long time, which inhibits the dif-
fusion and dilution of atmospheric pollutants in Nanchang.
According to relevant researches, calm wind and temper-
ature inversion are the most important meteorological
conditions that cause serious air pollution [34].

(a) (b)

(c) (d)

Figure 1: Location of the project.
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4. Dust Concentration Emission Characteristics

4.1. Dust ConcentrationMonitoring Result. According to the
“Occupational Exposure Limit for Hazardous Agents in the
Work-place,” it can be seen that the standard limit of dust
concentrations is related to dust types. In order to compare
the dust emission concentration of different work areas, this
article chose the standard limit for different types of dust
concentration to calculate the average concentration, excess
multiple, measurement point yield, and other indices, as
shown in Table 2.

As shown in Table 2, the average construction dust
concentration of the foundation during excavation is 0.988,
which is the lowest of value and falls within the allowable
limit of the silicious dust. .ere are two reasons for this.
Firstly, the soil water content in the construction area is high,
which retards the formation of dust. Secondly, earthwork is
mainly carried out by large machinery, whose tracks can
help consolidate the soil beneath, preventing the generation
of dust. .e dust emissions of the road area and the concrete
mixing area are severe. .e average dust concentration, dust
concentration peak, and sample variance of the concrete
mixing area are 7.392, 17.760, and 10.017, respectively,
which are considerably higher than those of other work
areas. .e average dust concentration of the road area is
4.287, which is around four times the average dust con-
centration of the foundation area and rebar processing area.
.is suggests that concrete processing and vehicular traffic
are the main sources of dust during the foundation work.

During the construction of the frame, the average dust
concentration of timber formwork area is 8.697, which is
around eight times the average of the floor area and exceeds
the average of the concrete mixing area and the road area by
four-folds. .e measurement point yield of the work area is
just 12%, meaning that the dust emissions are severe in the
timber formwork area and also constitute the main dust

source of this stage. .is is mainly caused by a tight
workspace, which slows down dust diffusion. Emissions
from the road area are the second largest for this stage,
whose average dust concentration, measurement point yield,
and sample variance are all below those of the timber
formwork area. .e average dust concentration of the
concrete mixing area is below that of the floor work area and
the rebar processing area. .e dust concentration of the
concrete mixing area is within the allowable standard, its
exceeding multiple is 0, and its measurement point yield is
100%. All these data suggest that dust emissions of the
concrete mixing area are slightly lower than those of the
floor area and the rebar processing area. Compared with the
floor work area, the rebar processing area has a higher
average concentration, exceeding multiple, and measure-
ment point yield, implying that dust emissions of the latter
are more severe than those of the former; because the dust
pollution in the vertical direction of the spread is limited, the
dust concentration of the floor area decreases constantly
with the increase of floors.

4.2. Comparison of Construction Dust in the SameWork Area
but at Different Stages. Table 3 summarizes the average
construction dust concentration, average exceeding multi-
ple, and variation of the indices during earthwork and
structural frame stages. Overall, with the exception of the
rebar processing area, a decrease in the average construction
dust concentration and average exceeding multiple could be
observed, when construction activities move from the
foundation to the structural frame.

Based on average concentration, emissions in the rebar
processing area are on an upward trend, because of the heavy
demand placed on rebar for the structural frame. .ough
road area is the major dust source during foundation, it
decreases bymore than 50% when constructionmoves to the

Table 2: Concentrations of dust at different monitoring points of work areas.

Construction
periods

Dust monitoring
points Dust types Average concentration

(mg/m3)
Scope of excess

multiple
Measurement
point yield (%) Variance

Foundation

Foundation
excavation area

Silicious
dust a 0.988 0.000–0.320 72.000 0.042

Rebar processing area Silicious
dust a 1.103 0.000–0.590 70.000 0.082

Concrete mixing area Cement dust b 7.392 0.000–3.440 37.000 10.017

Road area Silicious
dust a 4.287 0.000–5.650 13.000 3.391

Structural frame

Floor area Siliciousdust a 1.148 0.000–0.600 60.000 0.066
Concrete mixing area Cement dust b 2.093 — 100.000 0.791

Rebar processing area Silicious
dust a 1.374 0.000–0.740 38.000 0.127

Timber formwork area Timber dust c 8.697 0.000–3.740 12.000 4.855

Road area Silicious
dust a 2.124 0.000–2.200 30.000 0.860

Note. .e concentration of silicious dust, cement dust, and timber dust is a, PC-PWA� 1mg/m3, b, PC-PWA� 4mg/m3, and c, PC-PWA� 3mg/m3 [35],
respectively.
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structural frame..ere are two main reasons for the decline.
Firstly, there is more bare soil during the earthwork as most
pavements have not been hardened. However, by the time
construction moves over to the structural frame, most of
these road surfaces are hardened, reducing dust raised by
vehicles. Secondly, during the structural frame, there are
fewer vehicles transporting soil from and to the site..e dust
concentration of concrete mixing during earthworks is three
times higher than that of structural frame. .is is mainly
because concrete is transported using a pump for pouring
into the formwork, whereas for foundation, a pump is not
used. .e cement, before entering the compression pump,
has full contact and reaction with water and aggregates, thus
evading the generation of cement dust.

From the average exceeding multiple perspective, vehicle
movements cause severe dust during both foundation and
structural frame stages. As to dust emissions of the rebar
processing area and the road area, their average exceeding
multiple varies significantly and drops by a large margin. In
particular, the average exceeding multiple of the concrete
mixing area during the structural frame has dropped to zero.

4.3. Comparison ofWorkAreas withMajor ConstructionDust
Emissions. Table 4 summarizes work areas with severe
construction dust emissions in the two stages. During
foundation work, road area, concrete mixing area, and rebar
processing area are the main dust-generating areas. How-
ever, during the construction of structural frame, timber
formwork area, road area, and rebar processing areas have
emerged as major dust-generating areas.

A comparison of average dust concentration and average
exceeding multiple of the three work areas is shown in Fig-
ure 2..ehighest average excessmultiple is found for the road
area,which is five times as high as that of the other two.Hence,
these threework areas should be the key areas for construction
dust prevention and control during construction.

5. Establishment of Dust Concentration
Prediction Model Based on the BP
Neural Network

Considering the complexity of building construction pro-
cess, multiple work phases, high emission randomness, and
difficulty of quantifying dust pollution, it is very important
to model dust concentrations at different work phases.
.erefore, this research conducts a simulation prediction of
dust particle concentration at different work areas in an
attempt to build a construction dust particle concentration
prediction model using the BP neural network.

5.1. Overview of the BP Neural Network. As one of the most
widely used models, the BP neural network has found ap-
plications in many fields [36–38]. .e BP neural network is
defined as a feedforward neural network or backpropagation

Table 3: Comparison of construction dust in the same work area at different stages of construction.

Monitoring point
Average concentration (mg/m3) Average exceeding multiple

Foundation Structural frame Variation Foundation Structuralframe Variation
Rebar processing area 0.988 1.374 39.070 0.590 0.740 25.420
Concrete mixing area 7.392 2.089 −71.730 3.440 0.000 −100.000
Road area 4.287 2.124 −50.450 5.650 2.200 −61.060

Table 4: Comparison of work areas with severe dust emissions.

Serial number Foundation Structural frame
1 Road area Timber formwork area
2 Concrete mixing area Road area
3 Rebar processing area Rebar processing area

4.287

8.7
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5.65

0.935

1.15

road area timber formwork
area

concrete mixing
area

average concentration
average exceeding multiple

0

1

2

3

4

5

6

7

8

9

10

0

1

2

3

4

5

6

Figure 2: Comparison of dust concentration and excess multiple in
work areas with severe emissions.
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Figure 3: BP neural network structure.
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neural network, which is characterized by the forward
propagation of signals and backward propagation of errors.
Generally speaking, the BP neural network consists of the
input layer, hidden layer, and output layer [39], and its
structure is presented in Figure 3. .e optimization capacity
of the BP neural network has a close bearing on its
structure—a structure characterized by variability, nonlin-
earity, error tolerance, self-adaption, and autonomous
learning.

5.2. Dust Concentration Prediction Model. .e neural net-
work model adopted in this research to build the con-
struction dust concentration prediction model features a

three-layer network structure, in which there are three
neurons in the input layer, namely the temperature, mois-
ture, and wind velocity [40]. .e initial hidden layer has 20
neurons, and the output layer has one neuron that is dust
concentration. In other words, it is a model with a 3-20-1
three-layer network structure. Meanwhile, MATLAB2016a
is adopted as the numerical computing platform. Before
prediction, the BP neural network should first receive
network model training to get equipped with the ability of
memorization and prediction. To the end, the “Rand”
function is used to acquire 60 samples from every moni-
toring point, and the first 50 samples are adopted as the
training set, while the other 10 as the test set. .e iteration
items are set as 100, and the learning rate is taken as 0.01.
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Figure 4: Comparison between the predicted values and the measured values of dust particle concentration during the foundation stage:
(a) foundation excavation area, (b) rebar processing area, (c) concrete mixing area, and (d) Road area.
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5.3. Dust Concentration Simulation of Different Work Areas.
.emodel with a 3-20-1 network structure thus built is used
to conduct simulated prediction of various work areas.
Figure 4 shows the actually measured values and predicted
values of the dust emission concentration of different work
areas of the foundation stage. Table 5 shows the correlation
coefficient of simulation prediction of different work areas
during the foundation and structural frame stages. Hence,
R2 below denotes the decision coefficient of regression
analysis, which is 0.9807, 0.98724, 0.9677, and 0.97255 in the
foundation area, rebar processing area, concrete rebar area,
and road area of the foundation stage, respectively. .e
prediction results and the actually measured value show a
high degree of fitting, indicating favorable simulation pre-
diction effects as shown in Figure 4. From Table 5, it can be
seen that R2 of the floor work area, concrete mixing area,
rebar processing area, timber formwork area, and road area
are 0.9749, 0.9097, 0.9556, 0.9608, and 0.9988, respectively.
Combining the results of Table 4 with the results of Figure 4,
the neural network training results of different work areas in
the structural frame stage are favorable.

Table 6 shows the regression results of the predicted output
and the target data of different work areas during the two
stages. Figure 5 shows the regression analysis results of the
predicted output and the target data of the road area during the
structural frame stage, where training, validation, test, and all
represent the regression coefficient R of the training samples,
verification samples, test samples, and integrated samples,
respectively. .e regression coefficients are above 90% as
shown in Table 6 and are generally close to 1. By combining the
results demonstrated in Figure 5, it is concluded that themodel
generates favorable simulation prediction results. It also shows
the feasibility of developing a construction dust emission

concentration prediction model based on the BP neural
network.

6. Discussion

Research results suggest that, during the construction pe-
riod, dust emissions of different work areas differ from each
other significantly, which aligns with the previous research
findings [41]. However, numerical simulations of con-
struction dust at present are mostly based on the gas-solid
two-phase flow theory to simulate the diffusion based on
rules of the wind velocity, height of the generation source,
and dust concentration [42, 43]. It is not based on the
characteristics of on-site construction activities and their
influences on dust emissions. .is is a major gap in the
extant literature, and hence some of the highly polluting
areas are neglected in auditing and monitoring schemes. In
order to fill the above gap in the knowledge, this research
chose the wind velocity, temperature, and moisture as input
factors to build a construction dust simulation prediction
model for different work areas of a construction site, fo-
cusing primarily on two work stages that happen in the open
air. Hence, the model considers not only the influence of the
meteorological conditions, but also the influence of con-
struction activities on dust emissions. .e regression coef-
ficients show that the predicted values and the measured
values demonstrate good agreement. .erefore, the estab-
lished model should be capable of well-predicting con-
struction dust concentration changes in different work areas
and under different weather conditions and providing a
scientific base for its control, diffusion, and pollution.

In order to verify the validity of the construction dust
prediction model, ten test samples are randomly chosen

Table 5: Dust particle concentration of different work areas.

Construction periods Work areas R2

Foundation

Foundation excavation area 0.9807
Rebar processing area 0.9872
Concrete mixing area 0.9677

Road area 0.9726

Structural frame

Floor area 0.9749
Concrete mixing area 0.9097
Rebar processing area 0.9556
Timber formwork area 0.9608

Road area 0.9988

Table 6: Regression analysis results of the predicted output and the target data of different work areas.

Construction stage Work areas Training Validation Test All

Foundation

Foundation excavation area 0.9937 0.9459 0.9833 0.9859
Rebar processing area 0.9968 0.9135 0.9583 0.9746
Concrete mixing area 0.9821 0.869 0.9098 0.9586
Both sides of road 0.9986 0.9913 0.9966 0.9973

Structural frame

Floor area 0.9917 0.9777 0.9908 0.9837
Concrete mixing area 0.9986 0.9894 0.9988 0.9962
Rebar processing area 0.9962 0.9956 0.9721 0.9921
Timber formwork area 0.9968 0.7586 0.9442 0.9885
Both sides of road 0.9996 0.9949 0.9953 0.9978
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from the road area during the construction of the structural
frame for prediction as shown in Table 7. .e relative error
between the predicted values and the actual values of the ten
samples are all around 0.01, meaning that the construction
dust prediction model proposed by this article can obtain
favorable results. In addition, the neural network

construction dust prediction model is easy to use and well
demonstrate the prediction results in the form of curves..e
prediction of dust concentrations in different work areas of a
construction site has several positive implications. It allows
the construction company to monitor dust levels at different
stages of work and plan strategic interventions before it is
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Figure 5: Regression analysis results of the road area during the structural frame stage: (a) training: R� 0.99957, (b) validation: R� 0.99492,
(c) test: R� 0.99533, and (d) all: R� 0.99783.
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too late. It could prevent dust-related long-term illnesses
among workers who are routinely involved in such tasks.

For example, an investigation by the Australian
Broadcasting Cooperation (ABC, 2019) revealed that the
workers who are involved in installing stone kitchen bench-
tops have reported silicosis due to exposure to silica dust
(http://www.aap.com.au/,2019). .e report states “doctors
are worried Australia is facing the worst occupational lung
disease crisis since the peak of the asbestos disaster” as
number of stonemasons in New South Wales, Victoria,
Australian Capital Territory, and Queensland have been
reported to the hospital with accelerated silicosis of alarming
levels. However, the builders involved in residential con-
struction in Australia have never been on the spotlight for
any violation of WHS laws related to dust pollution. .e
reason is, construction dust is considered as “nuisance dust”
because most auditing and monitoring (if all happens) is
based on the overall measurement results rather than on
designated areas. Based on these overall measurements, the
site does not exceed the regulatory thresholds set by the
Environmental Project Agency (EPA) of Australia. How-
ever, if measurements were taken at different work areas,
some areas could be well above those limits. .erefore, the
prediction of dust concentrations at designated work areas
should be a high priority for construction companies.
Furthermore, regulatory agencies should avoid blanket
rulings on construction sites as different activities have
varying dust generation potential, some of which could be
very harmful to workers and the neighboring community.

7. Conclusion

Due to the complexity, continuity, and time-varying char-
acteristics of construction dust emissions, traditional re-
gression prediction models cannot accurately predict the
concentration of the dust emissions. .erefore, in order to
simulate construction dust under multiple pollution sources,
this article monitored dust emissions during two important
stages of a residential construction project, namely foun-
dation and structural frame. .e study identified training
and learning samples for the neural network, compiled the
learning and training algorithm, and built the neural net-
work model reflecting dust emission concentrations in
different work areas. Based on the results of simulation
prediction, the output data of the BP neural network model
demonstrate a favorable and ideal correlation, and compared
with the traditional regressionmodel, the dust concentration
prediction model established by the BP neural network is
feasible to be used to predict dust concentration changes in
different work areas and under different climate conditions,
which can provide a scientific base for pollution control.

.e majority of work areas have exceeded the allowable
upper limit of TSP concentration stipulated by relevant
standards. .is means that most work areas are suffering from
the serious concentration of dust pollution under multiple
pollution sources. .e dust emission differences of work areas
are pronounced. To be specific, the areas with serious dust
emission concentrations during foundation include the road
area, concretemixing area, and rebar processing area..e areas
with serious dust emission concentrations during the con-
struction of structural frame include the timber formwork area,
road area, and rebar processing area. While the road area in
foundation construction, concrete mixing area, and wood
formwork area in structure construction are the key areas of
dust emission in construction period.

.e prediction of dust concentrations in designated
work areas will provide construction companies with an
early warning to implement mitigation measures before it
becomes a serious health hazard. In addition, it provides an
opportunity to re-evaluate those hazardous work in the light
of these revelations. Although this study showed that the BP
neural network could develop such early warning, the study
only used two stages of a long and laborious construction
process as a demonstration. Further research is needed in
other stages and activities to evaluate the true potential of BP
neural network simulations and to demonstrate their suit-
ability. Further research into other stages of construction
could reveal activities that are prone to severe dust emissions
which at present are not considered as hazardous by builders
or regulatory bodies.
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Community amateur sports training equipment is necessary to ensure the development of national �tness activities. It is found
that the design concept of community public sports space in China is not perfect, the structural layout is not reasonable, the stock
space is not optimized, and the resource allocation is not balanced. In particular, there is a lack of indoor �tness facilities and
sports venues in the community, and the people’s “�tness where to go” is still a di�cult problem. In the smart city construction,
the resource integration and optimization of community amateur sports training facilities have also been further developed.
Considering various in�uencing factors, this paper establishes a location model of community amateur sports training facilities
with the least total cost and convenience. Aiming at the practical optimization problem with high complexity, an improved
adaptive weight multiobjective particle swarm optimization (PSO) model is proposed. �ese parameters in the algorithm were
adjusted dynamically, which balanced the overall search ability and partial improvement ability of the PSO algorithm and
completed the optimal scheduling of community amateur sports training equipment con�guration while ensuring the optimal
global solution. Experimental results show that the algorithm’s e�ciency and searching ability have been further promoted. It also
has an excellent performance in solving the complex location problem of community amateur sports training facilities.

1. Introduction

In January 2019, the CPC Central Committee clearly pro-
posed to take people’s yearning for a better life as the starting
point and focus of spatial planning [1]. Improve the quality
of the living environment [2]. Improve the quality of peo-
ple’s life [3]. Community amateur sports facilities are an
important carrier for public �tness activities [4]. It is a
necessary condition to ensure the development of national
�tness activities. For improving national physical quality.
Achieve high quality of life. �e cause of national �tness
continued to develop. �e supply and service level of
community amateur sports facilities continued to improve.
�e “six sides” project of national �tness has been prelim-
inarily constructed as the main content. A relatively sound
public service system for national �tness covering urban and
rural areas [5]. According to the report on the development

of Chinese mass sports (2014) issued by the State Admin-
istration of sports in 2014. �e number of sports parks in
China is 1662, according to the statistical survey data of
national sports venues in 2019. In 2019, there will be 823500
national �tness paths in China. 76800 �tness trails,
according to the statistical bulletin of national economic and
social development in 2020 [6]. By the end of 2020, there
were 3.713 million sports venues in China.

However, the e¤ective supply of community amateur
sports facilities in China is insu�cient.�e utilization rate of
existing facilities is low. Popular and convenient amateur
sports facilities are still seriously insu�cient [7]. �ese have
formed a serious contradiction between supply and demand
with the growing �tness demand of the public [8]. “Land
grabbing,” “noise disturbing residents,” “elderly occupying
the stadium,” and other events occur frequently [9]. People’s
“�tness where to go” has become the focus of social
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attention. Hindering the development process of the na-
tional fitness project [10]. Under the tight situation of land
resources, reasonable optimization of the existing com-
munity amateur sports facilities is occurred [11]. “Make the
best use of everything” so that community amateur sports
facilities can meet and guide people’s sports and fitness
needs.

Focus on the convenience and benefit of the people.
China has implemented policies and measures such as the
“six sided project” of mass sports. Increase the effective
supply of community amateur sports facilities [12]. Com-
munity amateur sports facilities around the masses are also
stepping up the layout and construction. However, the
layout method of “sticking to the seams” is usually adopted
according to the actual situation in the specific imple-
mentation process. *ere is still a lack of echo with the
surrounding environment and necessary humanistic care
[13]. “Basketball and fitness dance conflict case” and “fitness
dance disturbing residents” were once pushed to the
commanding height of public opinion. *e lack of sports
fitness venues and facilities and the disturbing fitness ac-
tivities have fully exposed the defects and deficiencies in
community amateur sports facilities [14].*e official website
of the Sichuan Provincial People’s government once listed
“unscientific setting of square dance venues, nonstandard
management and noise disturbing residents” as one of the
“ten things that the masses are most dissatisfied with.” To
some extent, this also reflects the unsatisfactory layout
planning of community amateur sports facilities in China.
*e accessibility of community amateur sports facilities was
not fully considered in the planning and site selection [15]. It
is not enough to meet the time and space needs of different
people and the needs of fitness activities with multilevel and
diversified configuration [16]. Especially in the context of
rapid aging, community amateur sports facilities show some
problems, such as insufficient scale, unreasonable function
allocation, and poor accessibility. It has seriously affected the
demand for outdoor activities of the elderly [17]. It is of great
significance to pay attention to improving the accessibility
and convenience of community amateur sports facilities in
geographical space and the safety, fitness, and entertainment
of content space [18].

Health is the premise of a happy life. Health is the
foundation of a country to create a better future. Health is
the strength of national prosperity. National fitness is the
foundation of building a sports power [19]. Achieve national
health through national fitness, and then achieve the goal of
a well-off society in an all-around way. It is also the internal
requirement of accelerating the construction of a sports
power [20].

*e supply of community amateur sports facilities is
insufficient and unbalanced. Insufficient supply is mainly
reflected in the single supply type of venues around the
masses [21]. In particular, there is a lack of indoor fitness
facilities and sports health service platforms in the com-
munity. People’s “fitness where to go” is still a difficult
problem.

With the rapid development of China’s economy and
people’s increasing concern for health, community amateur

sports facilities, as an infrastructure for national service, are
developing rapidly across the country [22]. It has had a
major impact on people’s lives and health. Community
amateur sports facilities are the core configuration of public
sports space. To a large extent, it determines the develop-
ment of national fitness. Community amateur sports facil-
ities’ spatial distribution and location must be reasonable
and scientific [23]. Its location optimization has always been
an important planning problem in most cities. It is also an
issue of concern and concern to scholars. Because of its
nonlinearity, high complexity, and many constraints, the
traditional mathematical model can not obtain the global
optimal solution [24]. *e particle swarm optimization al-
gorithm has a strong global optimization ability [25]. *e
group parallel search method is used to calculate and solve,
with high efficiency and fast convergence speed [26]. In this
paper, the improved adaptive weight multiobjective PSO is
used to solving model, which is applied to the location
problem of community amateur sports facilities with con-
straints, and good results are obtained.

2. Methodology

2.1. User Satisfaction Model. In order to improve users’
satisfaction and fitness experience during the construction of
community amateur sports facilities, users’ satisfaction is
judged by the distance of community amateur sports fa-
cilities. According to the questionnaire survey, the satis-
faction is shown in Table 1.

*erefore, if you want to improve user satisfaction, you
need to ask for the time period of going to the fitness place
[Sg, Fg]. *e longer the journey time, it will directly reduce
user satisfaction.*ere is a negative correlation between user
satisfaction and journey time; that is, the longer the journey
time, the worse the user satisfaction will be. *e satisfaction
function is shown in the following formula:

Sg � 1 −
S

d
g − S

r
g

Fg − Sg

, (1)

where Sd
g is the ideal travel time and Sr

g is the actual travel
time. At the same time, the AHP is used to determine the key
degree of amateur sports facilities in each community to
users.*eweight of facility g is recorded as Mg, and the total
user satisfaction of all facilities is recorded as shown in the
following formula:

S � 
g∈G

Sg · Mg.
(2)

In order to let users experience the practicability and
economy of the community amateur sports facilities opti-
mization model, the total satisfaction acceptable to users is
recorded as A, combined with the lowest cost model.


g∈G

S · Mg >A.
(3)

2.2. User Demand FluctuationModel. Compared with users,
the main purpose of optimal configuration is to realize the
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use demand of fitness equipment. In this topic, the use
frequency of equipment is selected as the fluctuation degree
of user demand. *erefore, if the fluctuation degree of user
demand is smaller, the use frequency of fitness equipment is
more stable. Divide the day into 48 time periods, each of
which is 30 minutes. *e optimization objective function is
shown in the following formula:

d � max
1⩽n⩽N



G

g�1
e

h
g − min

1⩽n⩽N


G

g�1
e

h
g, (4)

where eh
g is the usage frequency of facility g in period h. G is

the total number of facilities. g � 1 indicates the first facility.
*e smaller the final result, the smaller the fluctuation of
user demand.

2.3. Multiobjective Processing. *e multiobjective optimi-
zation is processed by the method of square sum weighting,
and the optimal value fx of each objective function is ob-
tained, respectively. Since it is impossible to achieve the
optimal situation of each objective at the same time and try
to ensure that it approaches the ideal situation, the weighted
evaluation function is constructed as follows:

F(I) � 
t

x�3
Mx

fx(I) − fx

fx

 

2

. (5)

*e optimal solution of multiobjective optimization is
obtained through (5). M is the weight coefficient, which can
reflect the importance of each objective in the optimization
process. Based on this, the unified function of the multi-
objective optimization problem in this paper can be
constructed.

F(I)�MC

Cmin

CminΔ
−1 +MS

Smax

SmaxΔ
−1 +Md

dmin

dminΔ
−1 ,

(6)

where CminΔ, SmaxΔ, and dminΔ represent the optimal value
of facility cost, user satisfaction, and fluctuation degree of
user demand, respectively.

2.4. Standard PSO Algorithm. PSO is a classical intelligent
algorithm based on mutual cooperation to find the most
appropriate solution [27]. Compared with other algorithms,
it does not have too many complex parameters and is easier
to implement. In this text, a multiobjective PSO algorithm
(IAW-MOPSO) with an improved weight strategy is pro-
posed to consider the fitness of the whole particle. It can not
only solve multiple objective optimization problems but also
optimize faster. At the same time, in the search principle of

the optimal solution, it combines the idea of nonsupported
sorting and the method of Pareto optimal appropriate al-
location and uses the cooperative relationship between
particles to constantly update the optimal solution of par-
ticles, so as to solve the problem. Finally, the particle set with
the best fitness is selected.

*e core of the PSO algorithm is to determine the overall
best value and local best value of the particle by changing the
next movement through its own experience and the better in
the population [28]. *e update process is shown in the
following formula:

qx+1 �mqx+1+c1 ·rand · Ubestx −Ix +c2 ·rand · abestx −Ix ,

Ix+1 �Ix +qx+1,

⎧⎨

⎩

(7)

where qx is the velocity of particles. Ix is the position of
particles. Ubestx is the best position found so far for each
particle. abestx is the best position in all groups. Rand() is a
random function between 0 and 1. qx+1 is the x + 1 particle
velocity. Ix+1 is the position of the x + 1 particle. c1 and c2 are
learning factors. m is the dynamic weight value of particle
swarm. Update inertia weights with nonlinear variations as
follows:

mv �
mmax − v mmax − mmin(  

nmax
, (8)

where v is the current iteration number. mv is the weight
value updated in the v iteration. mmax and mmin are the
maximum and minimum values of m set artificially. nmax is
the maximum iteration number.

2.5. Improvement of PSO Algorithm. Compared with other
intelligent algorithms, the PSO algorithm is simpler to set
parameters in the process of solving problems, and simpler
to understand compared with other bionic algorithms. *e
difference is that the PSO algorithm does not need coding, so
it does not have the solving accuracy limitation brought by
coding in other bionic algorithms. However, it still has the
problem that the universal intelligent algorithm is better for
single objective optimization and easy to fall into some of the
most optimal when carrying out multiobjective optimization.
To solve this problem, this paper promotes the standard PSO.
It not only dynamically adjusts the inertia weight and learning
factor but also introduces dynamic time-varying control
factors to restrict the position update amplitude of particles,
because the nonlinear time-varying adjustment of parameters
can obtain better algorithm performance than linear adjust-
ment. *ese parameters are adjusted by nonlinear dynamic
adaptive time-varying adjustment strategy. *e inertial weight
m is the most important parameter in the multiobjective PSO.
With the increase of m, the overall search ability of the al-
gorithmwill be promoted, and with the decrease ofm, the part
search ability of the algorithm will be promoted.

*e improved PSO algorithm optimizes the configura-
tion of community amateur sports training equipment, and
the management unit can adjust the community amateur

Table 1: Satisfaction survey.

Distance (m) Time spent (min) Satisfaction
[0, 500] [0, 8] Very satisfied
[500, 1000] [8, 15] Satisfied
[1000, 1500] [15, 23] Basically satisfied
[1500, 2000] [23, 30] Dissatisfied
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sports training facilities on this basis. *e improvement
process of this algorithm is as follows:

(1) Calculate the current fitness value of all particles
(2) Update and iterate the new generation of particles

and count the particles whose fitness value is more
than and less than the average value in the
population

(3) Using nonlinear dynamic inertial weights to update
m, the global and local searching ability of PSO is
improved

m �

mmin −
fmean − fmin( Δm

fq − fmin 
, fmean ≤fq,

mmax, fmean >fq,

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(9)

where mmax and mmin show the maximum and
minimum values of m, respectively,
Δm � (mmax − mmin). Fmean show the current par-
ticle fitness value. Fq show the current particles
average fitness value. fmin show the current particles
minimum fitness value. m changes with the fitness
value of particles.

When the fmean of the particles tends to be uniform, or
vice versa. *e particle whose fmean is better than fq and its
corresponding m is smaller, which protects the particle. For
the particle below fq, its corresponding m is larger, so that
the particle will move towards a better search area.

2.6. Dynamic Parameter Update Strategy. In particle swarm
optimization, inertia weight ω function of is to keep the
particle in the motion state of the previous moment, and its
value has an important influence on the convergence of the
algorithm.*e basic PSO algorithm sets the inertia weight as
a fixed value, and its search result is very poor. *e main
function of the learning factor is to adjust the proportion of
individual optimal position and overall optimal position in
speed update to balance the overall search ability and part
search ability of the algorithm. In order to make the algo-
rithm more flexible and reliable, this paper adopts the pa-
rameter dynamic adjustment strategy. *e following
formula conveys all the details:

ω � ωmax −
ωmax − ωmin( n

Nmax
,

c1 � cmax −
cmax − cmin( n

Nmax
,

c2 � cmin +
cmax − cmin( n

Nmax
,

(10)

where ωmax show the maximum value of inertia weight,
respectively. ωmin show the minimum value of inertia
weight, respectively. Nmax show the maximum number of
iterations. Cmax show the maximum value of learning factor,
respectively. Cmax show the minimum value of learning

factor, respectively. At the initial stage of the algorithm it-
eration, the inertia weight value is large, the initial speed of
particles changes rapidly, the algorithm has a fairly strong
overall search ability, the learning factor c1 value is large, and
the c2 value is small, so the algorithm has a fairly strong
individual cognitive ability. With the iteration of the algo-
rithm, the inertia weight decreases, the change of particle
velocity slows down, the value of learning factor c1 decreases
and the value of c2 increases. *e algorithm has a strong
global cognitive ability.

*e variation curve of each parameter is shown in
Figures 1–3.

2.7. Model Solving Process. Aiming at the optimal allocation
strategy of amateur sports training equipment in the smart
city community, this paper studies the improved adaptive
weight multi-objective PSO algorithm.

When solving the multiobjective problem, the optimal
individual can be selected through the Pareto hierarchical
sorting principle, and finally, the Pareto optimal solution set
can be obtained. *e specific multiobjective scheduling
operation process is as follows:

Step 1: coding strategy. *e coding strategy adopts
binary coding, and each particle represents a feasible
solution of the multiobjective problem. All particles are
designed as “gh” dimension 0–1 matrix I � (ixy)gh,
where ixy represents the x flexible load, and the y period
is selected as the working period, 

g
y�1 ixy � 1, x �

1, 2, . . . , h which means that each equipment selects a
period for operation. *e particle velocity is expressed
by q � (qxy)gh.
Step 2: system and algorithm initialization. Determine
the load model to be dispatched, and inputting the
operation time, power, model, and other basic pa-
rameters of each load. Setting the particle swarm size as
Usize, the maximum number of iterations, nmax and
other algorithm parameters, initialize the particle
swarm and the external file set at the same time, and
each particle is randomly distributed in the feasible
solution space and given an initial velocity within a
given range.
Step 3: determining extremal value. *e fitness value of
each particle was calculated. *e historical optimal
position was recorded as the individual extreme value.
*e global optimal solution was found in the external
archive set. *e best solution was selected as the global
extreme value by comparison with the individual op-
timal solution.
Step 4: update the velocity and displacement of particles
according to equation (7).
Step 5: update the weight according to equation (9).
Step 6: update location. According to the fitness
updating historical best Ubest and overall best abest, the
current particle fitness value is compared with the
previously determined optimal solution. If the current
optimal solution is better, the extreme value is replaced.
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Step 7: update the external file set. Retaining the cur-
rently found optimal solution set, then merge the so-
lution set found in the latest iteration with the current
optimal, and selecting the nondominated optimal
again.
Step 8: judge whether the termination conditions are
met. If the conditions are met, the algorithm terminates
the iteration and outputs the optimal solution set, the
optimized community amateur sports training equip-
ment and facilities. Conversely, return to step 4 to
continue optimization as shown in Figure 4.

3. Result Analysis and Discussion

To prove the algorithm’s effectiveness in solving complex
and multiconstraint problems in reality, it is applied to solve
the location of community amateur sports training facilities.
*e location coordinates of 8 communities are collected.*e
coordinates of each community and the total amount of
fitness needs are shown in Table 2.

It is planned to build amateur sports training facilities
within the range of 200≤ x and y≤ 3000 to minimize the
initial construction cost and the total cost of users. To meet

the timeliness requirements of users’ fitness, it is agreed that
the maximum distance between sports training facilities and
the community shall not be greater than 2000m.*e use loss
cost is set as 2 yuan/person time. *e construction cost is
different in different subregions: within the coordinate range
of 200≤ x, y≤ 1500, the construction cost is 30000 yuan.
Within 1500＜ x, y≤ 3000 coordinates, the construction
cost is 35000 yuan; within the coordinate range of
200≤ x≤ 1500, 1500＜ y≤ 3000, the construction cost is
40000 yuan. Within the coordinate range of 1500＜
x≤ 3000, 200≤ y≤ 1500, the construction cost is 25000 yuan.
According to the given constraints, the optimal location
coordinates of community amateur sports training facilities
are determined by using the proposed improved PSO op-
timization model to minimize the total operation cost. *e
distribution of construction costs is shown in Table 3. *e
total operating cost analysis is shown in Table 4.

*e proposed algorithm is compared with the standard
PSO algorithm (c1 and c2 are constant, and inertia weight
decreases linearly). *e dynamic adaptive PSO algorithm
runs the corresponding program. *e change of fitness
function value is shown in Figure 5. A comparison of the
operation time of different algorithms is shown in Figure 6.
*e location results of community amateur sports training
facilities are shown in Figure 7.

*e improved PSO algorithm based on the dual
mechanism proposed in the paper is used to solve the
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Table 2: Community location coordinates and fitness demand.

Community serial number Coordinate Demand
(person-time)

1 (200, 1500) 125
2 (600, 800) 132
3 (1500, 300) 128
4 (2000, 1500) 112
5 (600, 2000) 116
6 (1000, 2500) 119
7 (3000, 1500) 111
8 (1500, 200) 135

Computational Intelligence and Neuroscience 5



location problem of community amateur sports training
facilities, which has good convergence. *e number of it-
erations to obtain the optimal solution is about 40 times, the
best distribution center coordinates (513.77, 599.99), and the

minimum total cost of construction and later distribution is
1228 million yuan. *e standard PSO algorithm and the
dynamic adaptive PSO algorithm can not converge to the
global optimum, although the solution results are close to

Table 3: Distribution of construction costs.

Sports facilities serial number Position coordinates Construction cost (yuan)
1 x ∈ [200, 3000), y ∈ (0, 1500] 30000
2 x ∈ (1500, 3000), y ∈ (0, 3000] 35000
3 x ∈ [200, 1500], y ∈ (1500, 3000] 40000
4 x ∈ (1500, 3000], y ∈ [200, 1500] 25000

Table 4: Total operating cost analysis table.

Coordinate Construction cost (yuan) Demand (person-time) Wreck a cost (yuan) Total operating cost (yuan)
(200, 1500) 30000 125 250 30250
(600, 800) 30000 132 264 30264
(1500, 300) 35000 128 256 35256
(2000, 1500) 35000 112 224 35224
(600, 2000) 40000 116 232 35232
(1000, 2500) 40000 119 238 35238
(3000, 1500) 25000 111 222 35222
(1500, 200) 25000 135 270 35270

Initializes the particle position and velocity and the 
external archive set

Is the maximum number of 
generations selected reached?

Yes

No

Update the position and velocity of particles 
according to equation (7), and calculate the adaptive 

weight coefficient m according to equation (9)

Update the particle fitness value and the optimal 
location of individual and global detectors

Update Pareto solution and external archive set

Output Pareto solution set and multi-objective 
scheduling results

Calculate the fitness value of each particle and 
determine the initial individual and global optimal 

particle position

System and algorithm initialization parameters

Develop coding strategy

End

Start

Figure 4: Improved MOPSO algorithm flow chart.
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the solution results of the former. *is paper constructs the
mathematical model of community amateur sports training
facility location and solves the optimal community amateur
sports training facility location scheme through the im-
proved PSO algorithm. *e obtained scheme can signifi-
cantly reduce the total cost to the minimum. *erefore, the
PSO algorithm based on a dual mechanism has achieved the
desired results in solving the location problem of commu-
nity amateur sports training facilities, which has a very
positive significance.

4. Conclusion

*e traditional PSO is dynamically self-adjusted and opti-
mized from inertial weight and acceleration factors, and
dynamically changing control factors are added to improve
the efficiency. Results show that the performance of PSO is
improved significantly by the dynamic adaptive adjustment
of multiple parameters, and the overall optimization ability
of the improved is enhanced.*e improved PSO can be used
to solve nonlinear and complex problems such as path
planning and automatic control. *rough the application of
the sports training facility location model, which proved the
accuracy of the location selection model and adaptive
weighting based on improved multiobjective PSO to solve
complex optimization problems the effectiveness of the
adaptive weighting based on improved multiobjective PSO
to improve the easy to fall into part optimum, the disad-
vantage of poor robustness, the model is applied to sports
training facility location problem solving, it has good dy-
namic observation and convergence. In the next step, we will
continue to optimize the algorithm and apply the model to
solve other problems, such as commercial location and
constantly optimize and improve it.
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In order to accelerate the transformation of o�ine retailers and improve sales by using big data technology, this paper proposes a
data-driven customer pro�le modeling method based on the collected historical purchase records of o�ine consumers. �is
method is mainly divided into three aspects: (1) an incremental RFM model is designed to classify the value of historical
consumers and support the dynamic update of the model, which is more e�cient than the traditional RFM model; (2) the
commodity preference of di�erent types of customers is analyzed by the TGI model, so as to guide the retail terminal to optimize
the marketing strategy; (3) a commodity purchase behavior prediction model based on LSTM is proposed, which can predict the
commodity that each customer may purchase in the future, so as to optimize the retail strategy. According to extensive ex-
periments based on a true tobacco dataset, the incremental RFMmodel can save 80% more time than the traditional method, and
our proposed prediction model can achieve 59.32% accuracy, which is better than other baselines.

1. Introduction

In recent years, with the transformation and upgrading of
o�ine retail stores, smart point-of-sale terminals have be-
come popular, enabling o�ine retail stores to collect con-
sumers’ historical purchase records. By analyzing these
consumer data, o�ine retailers can optimize their resource
allocation and increase consumer stickiness, which is helpful
to attract consumers and improve their sales.

However, how to form an accurate and knowledge of
consumers’ consumption motivation, consumption abil-
ity, consumption preference, consumption habits, and
consumption trends through the analysis of consumers’
purchase behavior records is the main challenge at
present. �erefore, this paper proposes a data-driven
customer pro�le modeling method, which mainly in-
cludes coarse-grained value classi�cation and preference
analysis of customers, as well as �ne-grained purchase
behavior prediction.

Based on the consumers’ purchase behavior collected by
the POS terminals, we �rstly use the RFM model [1] to
evaluate the customers’ value according to their con-
sumption recency, consumption frequency, and consump-
tion monetary. �is paper also proposes an incremental
optimization on the RFM model.

With the continuous generation of new consumer
purchase behavior data, an e�cient update strategy is
designed to avoid the repeated reading of historical data
and unnecessary redundant calculation, so as to speed up
the update e�ciency of the RFM model. At the same time,
this paper introduces TGI (target group index) model [2],
analyzes consumers’ consumption habits according to
their consumption records, and describes consumers’
preferences according to their groups, which is conducive
to recommending their preferred products according to
people.

In addition, in order to help retail terminals achieve
�ne-grained precision marketing, this paper designs a
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purchase prediction model based on LSTM (long short
term memory) [3], which is used to predict the commodity
that the consumer is most likely to buy in the future based
on his/her historical purchase behavior. To eliminate the
preference biases between customers, the model takes the
historical commodities purchased by a consumer in the last
five times and the commodity most frequently in history as
the model input and finally predicts the commodity that the
consumer is most likely to buy in the future. Because the
historical purchase behavior has a chronological rela-
tionship, this paper uses the LSTM model to model it. In
addition, the model also uses the embedding layer [4] of the
neural network to embed commodities and maps the
original independent commodities into low-dimensional
vectors, which can improve the prediction accuracy of the
model.

,e main contributions of this paper are as follows:

(1) An incremental RFM model updating method is
proposed, which can quickly update the old RFM
model with the continuous accumulation of data.

(2) We propose to use the TGI model to analyze the
preference of customer groups rather than individ-
uals, which is useful to alleviate individual bias.

(3) A commodity purchase prediction model based on
LSTM is proposed; it outperforms other baselines by
1.31% accuracy.

,e organization of this paper is as follows: Section 2
mainly introduces the incremental RFM model; Section 3
mainly introduces the TGI model; Section 4 mainly intro-
duces the commodity purchase prediction model based on
LSTM; Section 5 carries out extensive experiments to verify
the effectiveness of the proposed methods; related work is
introduced in Section 6; finally, Section 7 summarizes the
work of this paper.

2. Customer Classification Based on
Incremental RFM Model

In this section, we will first introduce the relevant knowledge
of the traditional RFMmodel, then propose our incremental
RFM model update method, and finally help understand
with a simple example.

2.1. Introduction of Traditional RFM Model. RFM model is
usually used to evaluate customer churn tendency, loyalty,
and customer value. ,is model depicts the customer dy-
namically through three indexes, recency, frequency, and
monetary consumption. Recency means the time interval
since the last transaction; frequency means the number of
transactions in the last n months; monetary means the total
cost in the last months.

,e RFM model calculates the overall average value of
the three indicators, records them as ravg,favg, and mavg, ravg,
and then marks the corresponding indicators as 0 or 1
according to the relationship between each customer’s own
RFM indicators and the average value, that is,

sri �
1, ri < ravg,

0, ri ≥ ravg,

⎧⎨

⎩

sfi �
1, fi >favg,

0, fi ≤favg,

⎧⎨

⎩

smi �
1, mi >mavg,

0, mi ≤mavg.

⎧⎨

⎩

(1)

Based on the above formula, each customer can be
marked with three 0/1 marks and finally can be classified
into 8 types of consumers as shown in Table 1.

2.2. Incremental RFM. ,e three indicators of the RFM
model are real-time; that is, the recency, frequency, and
monetary of consumption will change with the passage of
time and the generation of orders. At the same time, con-
sumers’ consumption habits and consumption demand are
not invariable. It may change at any time due to consumers’
new attempts, age growth, and other factors. ,e grab and
prediction of consumers’ consumption habits should be
based on the “current situation.” ,erefore, in order to
obtain the latest RFM model, it is necessary to consider the
newly generated consumption data based on historical
consumption data. However, if we use the traditional cal-
culation method to recalculate the RFM model for historical
data and newly generated data, it will be very time-con-
suming, especially when the scale of historical data is very
large. ,erefore, in this section, we propose an incremental
RFM calculation method to efficiently update the RFM
model by counting relevant indicators of newly generated
consumption data based on the historical RFM model.

For historical data, the RFM index of each consumer i is
recorded as Rold

i , Fold
i , Mold

i . For the newly added data, the
RFM index of consumer j is recorded as Rnew

j , Fnew
j , Mnew

j . In
order to update the old RFMmodel, we need to consider the
new data. At this time, the following three situations will
occur:

Case 1: the consumer u has purchase records in both
historical data and new data:

Ru � R
new
u ,

Fu � F
old
u + F

new
u ,

Mu � M
old
u + M

new
u .

(2)

Case 2: the consumer u only has purchase record in the
historical data, and there is no purchase record in the
new data:

Ru � R
old
u + I,

Fu � F
old
u ,

Mu � M
old
u ,

(3)

where I indicates the time interval of new data. If we
update the RFM model every month, then I� 30.
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Case 3: the consumer u only has a purchase record in
the new data, but there is no purchase record in the
historical data:

Ru � R
new
u ,

Fu � F
new
u ,

Mu � M
new
u .

(4)

After the RFM indicators of each consumer are updated,
the average value of each indicator needs to be calculated
before consumers can be classified. Suppose that the con-
sumer set in the historical data is recorded as Uold, including
Nold consumers, and the average RFM values of the his-
torical data are Rold

avg, Fold
avg, Mold

avg. Suppose that the consumers
in the new data are recorded as a combination of consumers
Unew, including Nnew consumers who have purchase be-
havior in the historical data, and Nnew

2 consumers who have
no purchase behavior in the historical data, and then they
meet Nnew

1 +Nnew
2 � Nnew. ,e average value of each index

of the updated RFM model can be calculated by the fol-
lowing formula:

Favg �
F
old
avg × N

old
+ j∈UnewF

new
j 

N
old

+ N
new
2 

,

Mavg �
M

old
avg × N

old
+ j∈UnewM

new
j 

N
old

+ N
new
2 

,

Ravg �
i∈U′ R

old
i + 30  + 

Nnew

j�1 R
new
j 

N
old

+ N
new
2 

,

(5)

where U′ � Uold − (Uold ∩  Unew) represents the consumer
set with purchase records only in the historical data.

3. Examples

Assume that we have obtained RFM results for four
consumers based on the historical data, as shown in
Table 2:

,e average value of each indicator can be calculated:

ravg �
1
4

(33 + 34 + 36 + 37) � 35,

favg �
1
4

(3 + 1 + 3 + 1) � 2,

mavg �
1
4

(28 + 27 + 26 + 59) � 35.

(6)

,en, according to the relationship between the RFM
data of each consumer and the average value, calculate the
scoring of each consumer in the three indicators, and u1 is
used as an example:

r1 � 33 < ravg � 35⇒ sr1 � 0,

f1 � 3> favg � 2⇒ sf1 � 1,

m1 � 28> favg � 35⇒ sm1 � 0.

(7)

Similarly, the scoring matrix of all consumers can be
obtained, as shown in Table 3:

According to Table 1, the consumer classification results
of the four consumers are shown in Table 4:

It is assumed that another month has passed on the basis
of Table 2, and the data volume of one month has been
increased, and the RFM statistics of this month are shown in
Table 5:

A new consumer U5 is added, which has not appeared in
Table 2 before. In addition, U2 and U4 are not recorded in
Table 5 because they have not bought goods within this
month.

According to Tables 2 and 5, it can be calculated
that Nold � 4, Nnew

2 � 1, Fold
avg � 2, Mold

avg � 35, U′ � u2, u4{ },
so according to the formula in Section 2.2,

F
new
avg �

2∗ 4 + 2 + 1 + 2
4 + 1

� 2.6,

M
new
avg �

35∗ 4 + 18 + 15 + 18
4 + 1

� 38.2,

R
new
avg �

(34 + 30 + 37 + 30 + 10 + 2 + 5)

4 + 1
� 29.6.

(8)

It can be seen that the incremental method does not need
to traverse the historical data to obtain the historical RFM
value, which saves much time.

3.1. Product Preference Analysis Based on TGI Index.
Target group index (TGI), also known as the target group
index, can reflect the strength or weakness of the target

Table 2: Consumer RFM table based on historical data statistics.

Consumer Recency Frequency Monetary
u1 33 3 28
u2 34 1 27
u3 36 3 26
u4 37 1 59

Table 1: Consumer classification of RFM model.

Consumer classification Type Recency Frequency Monetary
Important value
consumers 1 1 1 1

Important development
consumers 2 1 0 1

Important maintain
consumers 3 0 1 1

Important retain
consumers 4 0 0 1

General value consumers 5 1 1 0
General development
consumers 6 1 0 0

General maintain
consumers 7 0 1 0

General retain
consumers 8 0 0 0
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group within a specific research scope. In short, it is the
preference of the target group for an object or feature

compared with all members. ,e TGI index can be calcu-
lated by the following formula:

TGI �
Proportion of certain characteristics in the target group

Proportion of groups with the same characteristics in the population
∗ 100%. (9)

TGI index represents the difference of different groups on
the same problem. TGI index equal to 100 indicates the
average level, and an index higher than 100% indicates that
such consumers pay more attention to a certain problem than
the overall level. For example, assume that there are 35% of
people smoke in China, and 50% of Chinese men smoke.
,erefore, we can calculate that TGI� 50/35∗100%� 142%,
indicating that Chinese men prefer smoking than women.

Based on the classification results of the RFM model in
Section 2, we will use the TGI model to analyze the pref-
erence of different categories of customers for various goods.
,e general flow of analysis is shown in the Figure 1.

Firstly, we will use the RFM model to classify customers
(red arrow part), then select the four goods with the highest
sales volume from the historical data for analysis, and cal-
culate the TGI index of eight types of consumers (blue arrow
part). ,rough the TGI index, we can analyze the preferences
of different types of customers, so as to provide suggestions
for the replenishment of retail terminals in the future.

4. The Commodity Purchase Prediction Model
Based on LSTM

Consumers’ purchase behavior can be regarded as sequential
data, and traditional machine learning can be used. How-
ever, the ability of traditional machine learning methods to

capture time-series correlation characteristics is weak, while
the recursive neural network (RNN) [5] in deep learning can
handle time-series correlation data well. ,erefore, in this
section, we will use the framework of the recursive neural
network to predict commodity purchase behavior.

4.1. Introduction of the LSTM Model. ,e traditional RNN
model structure is shown in Figure 2. ,e data of each time
step is composed of the input data of the current time and
the data of the previous time step. Each edge of the input and
output has weights, which are W,U and V respectively. RNN
network mainly includes two important processes, forward
propagation of data and backward propagation of gradients.
,e parameters of the model are adjusted through forward
and backward propagation to optimize the network.
However, the traditional RNN model will have the problem
of vanishing gradient or exploding gradient [6] with the
increase of time step, so someone later optimized the RNN
model and proposed the long and short memory neural
network (LSTM) [3].

On the basis of RNN, LSTM adds input gate, output gate,
and forget gate to make the model selectively remember
important data and forget unimportant data and further
optimize the prediction method of RNN. ,e input gate
determines the update of information, and the output gate

Table 3: Consumer RFM scoring table based on historical data statistics.

Consumer Recency Frequency Monetary
u1 0 1 0
u2 0 0 0
u3 1 0 0
u4 1 1 1

Table 4: RFM results based on historical data statistics.

Consumer Classification
u1 General maintain
u2 General retain
u3 General develop
u4 Important value

Table 5: RFM results in the latest month.

Consumer Recency Frequency Monetary
u1 10 2 18
u3 2 1 15
u5 5 2 18
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determines the information output of the cell state. ,rough
the gate structure, important information is saved, and
unnecessary information is forgotten to improve the
memory of long-term sequences. ,e calculation of each
gate of LSTM is shown in equations (10)–(15). ,e structure
of LSTM is shown in Figure 3.

ft � σ W. ht− 1, xt  + bi( , (10)

Ct � tanh WC. ht− 1, xt  + bi( , (11)

it � σ Wi. ht− 1, xt  + bc( , (12)

Ct � ft ∗Ct− 1 + it ∗ Ct, (13)

ot � σ Wo ht− 1, xt  + bo( , (14)

ht � ot ∗ tanh Ct( . (15)

4.2.,ePredictionModel Based onLSTM. In this section, we
design a commodity purchase prediction model based on
LSTM, as shown in Figure 4. Firstly, it takes the commodities
purchased by the consumer for the first five times as the
time-series feature, which is recorded as X1, X2, X3, X4, and
X5. It also takes the most frequently purchased commodity
in history as the additional feature, which is recorded as
TzX6. ,e model inputs them into the embedding layer [7]
and maps each commodity into a low-dimensional vector

representation. ,e vector representation of each com-
modity implies the correlation between commodities and
their respective characteristics, which can help the predic-
tion model better analyze the historical behavior of
consumers.

After embedding, X1 to X5 are fed into LSTM neural
network and output the final hidden layer result P. ,e
hidden layer result P integrates the characteristics of the
consumer’s previous five purchase behaviors and then maps
to a deeper feature space through a layer of full connection,
which is recorded as P_C.

As an additional feature, the most frequently purchased
commodity in the consumer’s history has no sequential
relationship with the commodities that are purchased in the
last five times, so it is not processed by LSTM neural net-
work.We input the embedding representation of TzX6 into a
fully connected layer and map it to P_A, whose dimensions
are the same dimension as P_C, written as TZ_C. ,en, we
concatenate P_C and TZ_C and fed them into two fully
connected layers to produce the final prediction result
Y_predict.

Because there are many commodities that can be pre-
dicted, the prediction task actually is a multiclassification
problem. ,erefore, the final model output Y_predict is a
multidimensional vector, and the corresponding number of
each dimension in the vector represents the probability that
the consumer purchases the corresponding commodity. We

original consumption data

Data cleaning Historical consumption data RFM rating

Statistical
calculations

Latest monthly
consumption data

filtrating

Commodity sales Sales of certain
types of goods

ranking

K goods with
the highest sales volume

Incremental
processing

Incremental RFM rating

customers
classification

Incremental RFM model

Specific data
extraction

The amount of k goods
purchased by certain
groups of customers

Consumer group
preference
calculation

TGI model

(who, when, where, what he/she
bought, how much he/she spent)

Figure 1: TGI analysis process.
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can take the commodity represented by the one dimension
with the greatest probability as the final prediction result.

,erefore, we adopt the cross-entropy loss [8] as the loss
function of the model.,en, we adopt the Adam [9] gradient
optimization algorithm to optimize model parameters
according to the error between prediction and ground truth.

5. Experiments

In this section, we will use the real consumer consumption
records collected by cigarette sales terminals in a prefecture
level city of Hubei Province from June 9, 2019, to March 9,
2021, for experimental verification. Our experimental data
is from the real purchase records generated by customers in
commodity enterprises. On this basis, we preprocessed and
annotated the data. Each record of data contains the
customer’s last five purchases, the most frequently pur-
chased commodity and labels. ,rough data cleaning and
preprocessing, the final data includes 371089 consumers
and 51095 purchase records, including 1655 cigarette
brands.

Firstly, we conduct efficiency experiments on the in-
cremental RFMmodel to study the time cost in updating the
RFM model in different ways and verify the effects of the
incremental calculation method proposed in this paper.
Secondly, we display the TGI results of the top-4 cigarette
brands based on classified consumers by the RFM model.
Finally, we test the accuracy of the prediction model based
on LSTM and compare its accuracy with different classifi-
cation models, so as to verify the prediction effect of the
proposed model. At the same time, we also conducted some
ablation experiments to analyze the performance differences
of the model under different conditions.

In the purchase prediction experiment, we conducted a
10-fold cross validation and then calculated the average and

standard deviation of the experimental results as the final
performance of models.

5.1. RFM Efficiency Experiments. In order to compare the
update efficiency of the incremental RFM model before and
after optimization, based on the data of one and a half years
(2019/6/9–2020/2/9), we compared the calculation time after
adding new data of different D days, in which D takes 7, 14,
21, 28, 35, and 42. In order to avoid accidental errors, we run
the program several times to calculate the average running
time (see Figure 5).

As can be seen from Figure 5, with the increase of new
data, the incremental RFM model can save about 5 seconds
than the tradition RFM model, which means that our
proposed method can greatly improve the efficiency of
update the model (the updating model).

5.2. TGI Results. According to statistics, the four kinds of
cigarettes with the highest sales volume in history are yellow
crane tower (soft blue), Liqun (new version), Yellow Crane
Tower (hard wonder), and Red Golden Dragon (soft bou-
tique). Figure 6 shows the TGI index of eight categories of
customers.

Taking Yellow Crane Tower (soft blue) as an example,
the TGI index of important value consumers is 929.925%,
which is much higher than the measurement standard of
100%, which shows that important value consumers have a
high preference for Yellow Crane Tower (soft blue) com-
pared with other consumers; the TGI index of important
retained consumers is only 48.125%, far lower than 100%. In
proportion, few important retained consumers buy Yellow
Crane Tower (soft blue).

If the four products with the highest sales volume are
compared horizontally, it is not difficult to find that these
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four products are more popular with the four types of
consumers: general maintenance consumers, important
maintenance consumers, general value consumers, and im-
portant value consumers, especially the important mainte-
nance consumers and important value consumers, while the
Yellow Crane Tower (hard wonder) and Red Golden Dragon

(soft Boutique) are also popular with important development
consumers. In contrast, important value consumers prefer
Liqun (new version), important maintenance consumers and
important development consumers prefer Hongjinlong (soft
boutique), and important retention consumers prefer yellow
crane tower (hard spectacle).
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Figure 6: TGI index of TOP-4 well-sell cigarettes by different categories of customers. (a) Yellow crane tower (soft blue). (b) Liqun (new
version). (c) Yellow crane tower (hard wonder). (d) Red golden dragon (soft boutique).
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5.3. Accuracy Evaluation of the Prediction Model Based on
LSTM. In this section, we will compare the accuracy of the
cigarette purchase prediction model based on LSTM pro-
posed in this paper with other machine learning algorithms,
including support vector machine (SVM) [10], random
forest (RF) [11], decision tree (DT) [12], and XGBoost [13].
,e parameters of each model are determined according to
the prediction results after careful grid search.

Figure 7 shows the accuracy comparison results of the
five methods, where the blue bar represents the average
accuracy and the green bar represents the standard deviation
of accuracy. It can be seen from the figure that the method
proposed in this paper achieves the highest accuracy,
reaching 59.32%. It is 1.31% better than the second-place
method (XGBoost). And the standard deviation of the
method proposed in this paper is lower, which shows that
our method has better robustness and can better deal with
data anomalies.

Secondly, in the comparison methods, we can see that
the prediction algorithm based on the tree is better than
SVM, probably because the prediction model based on tree
can potentially describe the temporal relationship of pur-
chase behavior according to the splitting order of tree nodes.

5.4. Ablation Study. In this section, we will compare the
impact on the LSTM cigarette purchase prediction model by
3 key factors, which are the embedding layer in the model,
and the characteristics of the most frequently purchased
cigarettes in the data, and the characteristics of the previous
K purchases.

5.5. Influence on Prediction Effect of the Embedding Layer.
In this section, we study the impact of the embedding layer
by comparing the prediction accuracy of models with and
without an embedding layer (see Figure 8).

In Figure 8, the blue bar graph represents the mean value
of accuracy and the green bar represents the standard de-
viation of accuracy. When there is an embedded layer in the
model, the average accuracy rate reaches 59.32%, which is
16.77% higher than that without this layer. It can be found
that the average accuracy rate is greatly improved. In ad-
dition, the standard deviation of accuracy is also reduced by
1.86% compared with that without the embedding layer,
indicating that the prediction effect of the model is more
stable when this layer is added. ,erefore, the embedding
layer is useful to improve the prediction accuracy of the
model.

5.6. Effects of the Most Frequently Purchased Commodity.
In this section, we study the impact of the most frequently
purchased good by comparing the prediction accuracy of
models with and without this feature, and the results are
shown in Figure 9.

In Figure 9, the blue bar represents the average value of
accuracy and the green bar represents the standard deviation
of accuracy. It can be seen from the figure that the accuracy
with TzX6 in the feature reaches 59.32%, which is 7.62%

higher than that without TzX6. In addition, the standard
deviation is reduced by 3.4%, which makes the prediction
effect of the model more accurate and more stable.
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Figure 8: Comparison of effect with and without embedding layer.
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5.7. Effects of PreviousKPurchaseRecords. In this section, we
compare the impact on the prediction effect of consumers’
recent K different purchase behaviors.

Figure 10(a) compares the average accuracy of five
different K consumption records. It can be seen from the
figure that the prediction accuracy first decreases and then
increases with the increase of the K value. When K is 5, the
accuracy of the model is more than 0.92% higher than the
average accuracy when K is 2, 3, and 4. It is interesting that
when we only consider the latest purchase record, the model
achieves the best performance. It indicates that the con-
sumer’s purchase behavior is most related to his/her latest
purchase behavior and his/her long-term behavior.

In Figure 10(b), it compares the standard deviation of
accurate values of five different K values. It can be seen that,
among the last four K values, the standard deviation of five
consumption records is the smallest, reaching 9.32%, in-
dicating that the prediction effect is the best and most stable
when K� 5. Similarly, when K� 1, although the standard
deviation is relatively small, the randomness of the cus-
tomer’s latest record is relatively large, which cannot explain
the customer’s long-term consumption preference and
consumption habits. ,erefore, considering the prediction
effect and significance of each K value, five is a better choice
than one.

6. Related Work

,e main work of this paper is to carry out customer
profiling work, so we first investigate the work related to the
customer profiling. Besides, we improve the traditional RFM
model and classify customers by the incremental RFM
model. And we solve the commodity purchase predictions
problem. ,erefore, we further investigate the related work
into the RFM model and commodity purchase predictions.

Customer profiling: In the trend of a big data envi-
ronment, customer profiling is used more and more
in online shopping and offline retail. In 2016, Li et al.
[14] used the K-means algorithm to divide different
cigarette attributes and customer attributes and
proposed the retailer with the format of the grocery
store, the market type of city, the regional type of
school district, and the business scale of medium
scale. Customers recommend flue-cured cigarettes. In
the product recommendation problem in 2019, Zhou
et al. [15] proposed a multimodel stacking ensemble
(MMSE) algorithm for the personalized product rec-
ommendation problem, which is mainly divided into
data analysis and model construction. In the data
analysis section, Zhou et al. proposed a feature model
containing six feature clusters.,ey designed a sampling
algorithm to balance the ratio of positive and negative
samples through k-means clustering and under-
sampling. In the construction of customer profile in the
new retail environment proposed by Wang [16], the
author takes the customer of offline stores and online
stores on the “Tesco on Campus” platform as the re-
search object, based on the essential attribute

characteristics of customers, consumer behavior char-
acteristics. ,ere are three dimensions of time and space
features, and the data is analyzed by clustering, and the
RFM model is constructed using the time and space
feature dimensions. Different from the above work, the
incremental RFM model is first proposed, and then it
used to classify customers. And we solve the commodity
purchase predictions problem. ,is approach helps us
construct customer profiling frommultiple perspectives.
RFM model: Different researchers have improved the
traditional RFM model to varying degrees. For ex-
ample, Ye [9] designed the online consumer value RFM
from three dimensions. Wei [17] proposed adding
customer demographic characteristics to the RFP
model by combining qualitative and quantitative
analysis, breaking the traditional collaborative filtering
algorithm based on the RFM model. Anitha and Patil
[18] combined the RFMmodel and K-means clustering
method to classify customers. Khajvand et al. [19]
extended the RFM model and introduced a new
counting parameter to classify customers. You et al.
[20] used the RFM and decision-making models for
precision marketing. Different from the above work,
starting from the update efficiency of the RFM model,
this paper proposes an incremental RFM calculation
method. Based on historical RFM model, it counts
relevant indicators of newly generated consumption
data and quickly updates the RFM model.
Commodity purchase predictions: Commodity purchase
predictions mostly use machine learning and deep
learning methods in purchase behavior prediction.
With the gradual deepening of research, some multi-
stage hybrid models have been derived from the single
initial model. Ge et al. [21] established an overall
customer behavior feature model by constructing
customer behavior feature engineering and designed a
customer purchase behavior prediction method based
on deep forest, which achieved an efficient behavior
prediction training effect. XGBoost algorithm is based
on Bagging strategy in commodity purchase prediction
proposed by Dongqing and Chengji [22]. After that,
researchers gradually realized that commodity pur-
chase prediction is essentially a time-series prediction
problem. ,erefore, some e-commerce commodity
prediction problems use related single models or
multistage hybrid models based on deep learning and
neural network models. For example, Xuyang and
Fengjing [23] proposed a prediction model based on
the combination of LSTM and random forest. In
commodity purchase predictions, Yin et al. [24]
designed a customer profiling based on TF-IDF cus-
tomer cigarette preference prediction algorithm model
based on a tobacco company, combining customer
portraits and customer preference prediction. ,e
character data author uses TF-IDF to analyze and
predict the customer’s emotional tendency towards
commodity. ,e text-based data predicts the cus-
tomer’s preference value for cigarettes by calculating
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the similarity of the data. Due to the lack of mature
customer preference and commodity purchase pre-
dictions models in cigarette companies, the TF-IDF
prediction model only considers the purchase fre-
quency of customers and does not consider the time-
series nature of commodity purchase predictions.
Different from the above work, based on the LSTM
model, this paper uses six fine-grained features to make
predictions, and the fine-grained data include the last
five purchases of consumers and the most frequently
purchased goods. Commodity purchase predictions
consider the customer’s commodity purchase fre-
quency and the timing of the customer’s purchase
behavior and can make dynamic and accurate pre-
dictions based on changes in customer behavior in
recent times.

7. Conclusions

,is paper proposes a consumer profiling method from
three aspects by using the historical purchase records of
consumers collected by retail terminals. Firstly, an incre-
mental RFM model is designed to classify customers’ value
and judge whether customers are valuable and loyal. ,e
incremental RFM model can achieve model update in a
shorter time than the traditional method. ,en, the TGI
model is used to analyze the preference of classified cus-
tomers. Although we only analyze the top four well-sell
cigarette brands in experiments, it can be easily extended to
other goods of interest. Finally, we propose a commodity
purchase prediction model based on LSTM to predict
which commodity will be bought by each customer in the
future. We take the customer’s last five purchase records
and the most frequently purchased commodity in history as
the input features and adopt semantic embedding and
LSTM model to predict the final results. ,rough experi-
ments on real cigarette purchase data, it is verified that the
model can achieve the best prediction accuracy, reaching
59.32%.

In future work, we will continue to optimize the com-
modity prediction model, hoping to mine the patterns of

consumer interest changes and improve the prediction ac-
curacy of the model.
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As countries around the world pay more and more attention to the sustainable development of the construction industry, the
prefabricated building model has become the best construction type to achieve energy conservation and emission reduction.
However, the prefabricated building entails higher technical requirements, and the workers involved in the construction must be
trained to reduce the risks. For China, where the demographic dividend is gradually disappearing, how to quickly promote the
industrializing workers process has become an urgent issue.  is research focuses on the training and management of in-
dustrializing workers in prefabricated building. First, the facial images of the participants were collected from the actual test data,
and the changes of participants’ facial expressions were analyzed through multitask convolutional neural network-Lighten Facial
Expression Recognition (MTCNN-LFER).  e results of the analysis were plugged into the facial expression recognition and
evaluation model for industrializing workers training in this research to calculate the weights, and then all the weights were
clustered through the improved SWEM-SAMmethod. e results show the following: (1) the values of objective data were used to
judge the participating workers’ mastery of each knowledge and to evaluate whether they are quali�ed. (2)  e evaluation results
were used to analyze the risk events that may be caused by participating workers.

1. Introduction

With the development of global economy and engineering
technology, the urbanization and industrialization of each
country are also advancing [1], and the advancement of
electronic intelligence technology has enabled the world
industrial level to move into a New Era of Industry 4.0. In
today’s world of advocating resource conservation and
sustainable development, the traditional construction model
consumes a large amount of resources [2, 3] and produces a
huge amount of construction waste that causes great damage
to the environment.  erefore, the Chinese government has
proposed the 14th Five-Year Plan and the long-range goals

for 2035 [4], in which prefabricated building model was
promoted widely to drive sustainable development of the
world environment. Since the prefabricated building model
is not yet mature in China, there is a high technical re-
quirement for workers. Besides, as China’s population
distribution changes, China is gradually entering an ageing
society and the demographic dividend is rapidly declining.
 e Chinese government has proposed to accelerate the
process of industrialized workers to ensure su¡cient
numbers of professionals and high-quality technologies in
the construction industry.

According to data released by the Ministry of Housing
and Urban-Rural Development of the PRC, this study
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investigated safety accidents in the construction industry
between 2009 and 2020 [5]. 96.17% of accidents with ca-
sualties were caused by workers’ unsafe behaviours. 284
safety accidents in prefabricated buildings were reported in
2020 alone, with an average casualty rate of 1.63 people per
accident [6]. Besides, 72.64% of the economic and legal
problems leading to project delays stemmed from the failure
of relevant practitioners to fulfil their obligations in ac-
cordance with contracts and laws and regulations.*erefore,
a strict control of the training and management system for
industrialized workers in prefabricated building is of greater
significance in origin-tracing of accidents in such projects
and can promote the stable and standardized development
of the construction industry as a whole [7].

At present, the construction of prefabricated buildings
worldwide is through the combination of prefabricated
components and cast-in-place technology, the design con-
cept of which is similar to the structural strength of cast-in-
place buildings. *e main design method is to connect the
prefabricated elements to the cast-in-place structure by solid
longitudinal reinforcement connections and then technical
processes are implemented to the joints of the whole
building structure in order to achieve safety and durability
that match the architectural design level [8]. As finished
products, prefabricated components have high requirements
on humidity, storage space, and maintenance methods in
terms of production, transportation, and storage. Consid-
ering construction, the longitudinal reinforcement con-
nection technology of prefabricated buildings is quite
complex with a large number of joints and splicing gaps, and
the waterproofing and insulation of walls are technically
challenging [9]. *erefore, prefabricated buildings require
workers with higher technical skills.

*e traditional worker training system is only a two-
phase process from training to employment, and the workers
are rural migrant workers with a mobile work nature. As
these workers are poorly educated generally, they usually
rely on “experience” and tend to ignore the correct me-
chanical operation steps or the standardized and safe con-
struction sequence, which has posed great engineering
hidden dangers to the whole project. In recent years, with the
advancement of industrialized workers, the relevant training
system has incorporated the concept of assessment. But the
practice of determining whether the training standards are
met only based on the workers’ test scores leads to neglect of
workers’ mastery of knowledge in different situations. It
results in redundant training or muddling through the test,
which will cause economic losses to the company and even
failure to detect safety hazards in time.

In summary, based on the development background of
China’s construction industry, how to establish a training
system with sound risk control for industrialized workers to
ensure the quality of the advancement of the industrializing
workers and to reduce the incidence of various risks in the
construction industry is an urgent problem to be solved at
present. *is research uses human behaviour modelling as
the grassroots theory, adopts a combination of artificial
intelligence and machine vision to recognize and analyze the
facial expressions of workers undergoing industrializing

worker training tests, and decomposes the test results of
workers in different emotional contexts, so as to establish a
facial expression recognition and evaluation model for in-
dustrializing worker training. *en the calculation results
were clustered through the improved SWEM-SAM method
to evaluate the effects of the worker training and to uncover
the hidden risks and hazards in this worker group.

*e rest of the research is organized as follows. In Section
2, literature research on basic theory involved in this paper is
conducted to find theoretical support. Section 3 introduces
the methods adopted in this research and improvement
points. In Section 4, a facial expression recognition and
evaluation model for industrializing worker training is
established and four different scenarios are analyzed. In
Section 5, the actual test data are plugged into the model for
analysis. Section 6 discusses the analysis results, the cor-
rectness of the model, and the trends of the interpretation
results and concludes the research to provide theoretical
directions for further research.

2. Literature Review

2.1. Human Behaviour Modelling. Human behaviour mod-
elling is an interdisciplinary mathematical modelling
method that evaluates what is happening and predicts what
will happen through the external behaviour of humans. It
has been successfully applied in a number of disciplines.
Human behaviour is modelled based on rationality to find
optimal solutions [10, 11], but, in practice, much human
behaviour is found to deviate from rationality.

Steyn investigated contingency reserves in engineering
projects and modelled workers’ behaviour at construction
sites, so as to use the model to predict contingency reserves
and prevent economic overruns of the project and possible
shortening of construction period [12]. Meel et al. investi-
gated personnel management in chemical plants and ana-
lyzed the management relationship between plant risk
calculations and human behaviour patterns to study the
correlation between unsafe human behaviour and training
the workers received [13, 14]. Zhang et al. analyzed risk
factors of man-made accidents in underground engineering
by modelling human behaviour from three aspects of safety
cognition, behaviour, and physiological states of humans
and proposed how to control man-made risk causes [15].
Ronchi modelled dynamic evacuation behaviour of the
crowd in fire scenarios by starting with big data analysis. He
put forward a theory of management and prevention of
disasters caused by crowd gathering by the fitting analysis of
large bulk of data of movement patterns of each individual in
the crowd and their state performance [16]. Asilian-
Mahabadi et al. surveyed a large number of relevant prac-
titioners by studying the prerequisites for unsafe behaviour
of front-line workers and managers in civil engineering and
discussed the ability of human behaviour models to accu-
rately expose the risk causes of unsafe worker behaviour [17].
van der Kleij and Leukfeldt analyzed the status quo of unsafe
behaviour in cyberspace and proposed a new network
resilience framework that integrates resilience engineering
and human behaviour models. A pilot study of more than 60
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small- and medium-sized enterprises in the Netherlands was
conducted, the results of which could provide solid rec-
ommendations for organizations to better address cyber-
threats [18]. Bai and Qian conducted a study on the validity
and reliability of the human behaviour cognition factor and
found that higher ratings of the people involved in such
models had a greater contribution to quality assurance and
safety behaviour in construction projects [19].

*ere are many similar studies that can reflect the ex-
istence of a management relationship between human be-
haviour modelling and accident risk, which means trends of
human behaviour can be used to predict the likelihood of
risk occurrence. *is study aims to identify hidden risks in
engineering by analyzing the distribution of workers’ test
scores.

2.2. Emotional Expressions in Facial Expressions. Human
facial expressions vary significantly under different emotions
and the changes in facial expressions caused by each emotion
are basically the same regardless of the country to which the
person belongs. *erefore, studies related to emotion
communication through facial expressions are mostly as-
sociated with human behaviour. Words can sometimes
deceive, but a momentary change in facial expressions is
difficult to hide.

Suhr et al. started with the rising crime rate of automated
bank teller machines. As the machine’s sensing system could
not accurately determine sabotage, the offenders’ facial
expressions captured by the camera were identified, espe-
cially during the sabotage period, to build a model of facial
expressions of emotion, and finally a correlation between
facial expressions and insecure behaviour was identified
[20]. Pantano collected data on the facial expressions of a
large group of consumers when they were engaged in
consumer behaviour to build a machine learning model and
employed facial expression recognition system to evaluate
consumer behaviour and activities, allowing salespeople to
guide consumers according to their emotional activities [21].
Israel and Schonbrodt measured the physiological phe-
nomena generated by changes in facial expressions (in-
cluding facial electromyography, heart rate changes, and
brain electrical changes) to create a benchmark test emotion
evaluation system based on machine learning algorithms
and found that human emotional changes could affect
human behaviour [22]. Liu et al. proposed a multilabel and
distributed learning approach to analyze students’ facial
expressions in the classroom and assessed teaching quality
by observing respondents’ facial expressions. Corresponding
improvement suggestions on teaching models were pro-
posed to educational administrators [23]. Monaro et al. used
machine learning methods to identify facial micro-
expressions with the study subject of criminals in interro-
gation and introduced the concept of speaker cognitive load
to determine whether criminals lied to conceal the truth
during questioning with the help of machine vision. Given
the same control group experiment, judgment by facial
expressions was correct 78% of the time, compared to the
57% of human judges [24]. In the healthcare industry,

Altameem and Altameem developed a multimodal visuali-
zation analysis method by detecting facial expressions on
patients to provide emergency treatment for patients
through facial expression changes caused by adverse emo-
tions [25]. De la Torre-Luque et al. found that emotion
recognition is a key process of social cognition which reflects
a person’s maximal social adaptability. By comparing the
facial expressions of a great number of normal people with
those of psychopaths, a theoretical model for emotional
decoding of human behaviour and facial expressions was
developed [26]. Riquelme et al. collected a large amount of
facial expression data of drivers and extracted feature codes
to develop a driver fatigue monitoring system, which detects
the driver’s mouth aspect ratio, blinking frequency, and head
tilt angle to determine whether the driver is in fatigue and
alerts control staff in time, so as to avoid traffic accidents
[27]. In a study on classroom teaching, Schneider et al. found
that facial expressions are expressions of mental activity and
that different facial expressions have a greater impact on
learning efficiency. *e analysis of the emotional state of
facial expressions provides effective suggestions for educa-
tional administrators to improve students’ learning effi-
ciency [28].

*rough the above scholars’ research, it is found that
changes in facial expressions can convey the inner activities
of human beings, which is a great aid to judging the mental
state of the test subjects.

2.3. Industrializing Worker Training. “Industrializing
workers” refers to, in China where the demographic divi-
dend is gradually disappearing, the process by which con-
struction worker teams, mainly migrant workers, are
reeducated, assessed, and qualified to engage in industrial
production with long-term work effectiveness. With 200
million mobile migrant workers in China, migrant workers
need to receive instruction and education in industrial
production ideas, science and technology, the use of
wearable devices, and efficient and safe workforce regula-
tions to become industrializing workers.

He’s study found that vocational education occupies a
greater proportion of worker industrialization, suggesting a
connection model that combines higher vocational educa-
tion and industrializing worker training in conjunction with
the talent cultivation models in construction vocational
colleges [29]. Wang and Ji conducted a research on the
demand for construction workers in different development
stages of construction industrialization, analyzed the dif-
ferences between construction workers in developed
countries and in China in various aspects, and pointed out
the significance of safety education for industrializing
workers and implementation of labor security system on
promoting industrializing workers [30]. In a study on the
risk cognition of Spanish workers, Rodriguez-Garzon et al.
found that the industrial transformation efficiency of
workers was related to working population mobility. By
aggregation and clustering analysis, it was found that the
worker groups who received multiple trainings had stronger
risk perception ability [31]. In the industrial transformation
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of workers in the construction of a laboratory at the Graz
University of Technology, Karre et al. found that the key to
transformation lied in supervision system and technical
training should be strengthened [32]. Ke analyzed the com-
plexity of the evolution frommigrant workers to industrializing
workers in the construction industry in China on the basis of
CAS theory and made recommendations based on an agent-
based modelling [33]. Hatami and Kakavand deemed that
behaviour modification plays an indispensable part in worker
industrialization and proposed the PRECEDE-PROCEED
approach to evaluate the educational intervention effectiveness
of occupational safety training on industrializing workers. As a
result, the programme greatly reduced unsafe behaviour [34].
Radhakrishnan et al. combined the industrializing worker
training system with artificial intelligence by using IVR tech-
nology to simulate accidents in a virtual environment and
transmit the perception data of the trainers [35]. Cao et al.
adopted a CHAID decision tree and chi-square analysis from
the aspect of construction safety to explore the primary and
secondary influencing factors and unrelated factors in edu-
cation and training for industrializing workers. A five-factor
method for training effectiveness was proposed [36].

Most of the previous studies have applied methods of
traditional education industry to industrializing worker
training, exploring the potential correlation between worker
training effects and the reduction of accident probability.
Combined with previous findings, this research focuses on
the management relationship between training effect and
risk factors occurrence in engineering.

In the previous studies, the calculation of risk and effect
assessment was often based on the experts’ criteria and ignored
the influence of subjective wills. For example, it is difficult to
know whether an expert is sensitive to a certain influencing
factor and therefore the objective rules of development are
ignored in the scoring. Moreover, the common mathematical
model evaluation methods do not take into account the ran-
domness and ambiguity of the evaluated objects, so the eval-
uation results sometimes differ greatly from the real situation.
With the reduction of China’s demographic dividend, the
policy of industrializing workers has become an excellent
strategy for China to address the coming huge labor shortage.
*ere is still a large research gap on how to ensure the quality of
training and education for industrializing workers. To fill this
gap and make a combination to the prospect of highly intel-
ligent industrial development in the context of Industry 4.0,
this paper combines AI machine vision with an evaluation
system as a theoretical basis. *e industrial worker training
evaluation system is improved by considering the combined
effect of workers’ personal influence and experts’ subjective
will, so that the industrial worker training evaluation results can
make timely and effective rectification of hidden engineering
problems in the existing project management process of
prefabricated buildings construction projects.

3. Methods

3.1. Face and LFER Facial Expression Recognition Based on
MultitaskConvolutionalNeuralNetwork. A large number of
algorithms for image segmentation and artificial intelligence

recognition already exist, and each algorithm is designed for
different areas. For the background of this research, the
MTCNN face recognition algorithm is selected for indi-
vidual objects, and, because of the need for real-time
evaluation of facial expressions, the Lighten Facial Expres-
sion Recognition (LFER) is chosen and improved as human
facial expression recognition algorithm, and the FER2013
dataset is used for expression classification and recognition
training.

3.1.1. MTCNN Human Face Recognition Method. *e high
accuracy of the MTCNN face recognition algorithm comes
from the organic combination of face detection and facial
landmark detection. In the face classification and bounding-
box regression stage, the main framework of MTCNN is
similar to that of the Cascade algorithm and can be
decomposed into a three-layer network structure. Before
detection, the images are transformed to different sizes and
image pyramids are constructed to accommodate face im-
ages of different pixels.

*eMTCNN implementation process mainly adopts the
method of candidate box plus classifier to realize fast and
efficient face detection. *e three cascade networks are
P-Net for fast candidate box, R-Net for candidate box fil-
tering selection, and O-Net for generating face landmarks
and face boundaries [37].

*e training data for theMTCNN algorithmwas sourced
from the Wider and CelebA databases. Wider gives the face
detection data and marks the coordinate information of the
bounding box, and CelebA provides the five landmark co-
ordinate points [38].

(1) P-Net. *e Proposal Network (P-Net) consists of a fully
convolutional network. Rough feature extraction and
boundary calibration of image pyramid are realized through
fully convolutional networks (FCN), and the Nonmaximum
Suppression (NMS) and bounding-box regression are used
for border filtering and adjustment. *e initial filtering
transmits possible face region images determined by clas-
sifier to the next layer of the network.

In the screening process, each input sample should be
represented by a cross-entropy loss function, which requires
the use of positive and negative samples. *e probability
calculation formula for the face is shown in the following
equation:

L
det
i � − y

det
i log pi(  + 1 − y

det
i  1 − log pi( (  . (1)

(2) R-Net. *e Refined Network consists of a convolutional
neural network with an additional fully linked layer, which is
more complex than the P-Net. *e images transmitted from
P-Net are further filtered and adjusted to achieve high-
precision filtering and optimization of face image regions.

In the process of border regression, for each candidate
box, the loss between the predicted offset and the true co-
ordinate offset needs to be calculated. *e formula for
calculating the regression loss by Euclidean distance is
shown in the following equation:
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(3) O-Net. *e Output Network has one more layer of
convolutional neural network than R-Net and regresses the
facial feature points of the filtered face image. *e image
features are saved in bulk to optimize the model perfor-
mance. Finally, the coordinates of the top left and bottom
right corners are output for plotting bounding boxes and five
face image feature points are output.

Feature coordinate point location is similar to that of
candidate box regression, in which the Euclidean distance
between the candidate feature coordinate offsets and the
true coordinate offsets needs to be calculated to obtain the
overall loss function. *e formula for calculating the re-
gression loss from the Euclidean distance in the landmark
sample and the overall loss function are shown in the
following equation:

L
landmark
i � y

landmark
i − y

landmark2
i2 ,

min
N

j�1


j∈ det,box,landmark{ }

αjβ
j
i L

j
i .

(3)

An image structure overlay and deconstructed diagram
of the three-layer network structure are shown in Figure 1.

3.1.2. Lighten Facial Emotional Recognition Method.
Human facial expression recognition relies on the classifi-
cation of human face images collected by face recognition
algorithms, equivalent to adding a classifier to the face
recognition algorithm. LFER uses an annual deep con-
volutional network to fuse face expression feature extraction
and classification into an end-to-end network. VGG-16/19
and ResNet-18/101/164 are employed in expression recog-
nition and classification. Dropout is added before the full
linked layer to increase the robustness of the algorithm
model and prevent overfitting. An increase in robustness will
improve the stability of the model and increase its recog-
nition ability. Overfitting will lead to a lack of dispersion,
thus increasing the probability of misjudgment. *e seven
categories of expressions were feeling disgusted, angry, sad,
worried, neutral, happy, and surprised. *e full linked layer
in VGG and ResNet is removed, and the concept of loss
function and cross-entropy is introduced. *e calculation
process of cross-entropy is shown in the following equation
[39]:

J(θ) � −
1
m



m

i�1
y

ilog hθ x
i

   + 1 − y
i

 log 1 − hθ x
i

   .

(4)

*e LFER algorithm uses Network Slimming and
binarization methods for model compression to speed up
recognition and employs Batch Normalization (BN) to re-
duce computation amount. *e images of low BN indicator
will be removed. *e BN calculation formula is shown as
follows:

z �
zin − μβ( 

�����
σ2β + ε


; zout � cz + β

. (5)

3.2. Structural Entropy Weight Method. In information
theory, entropy represents the measure of uncertainty of a
dataset. *e absolute value of entropy becomes larger as the
uncertainty of the information expressed in the dataset
increases, and the value of entropy contains more infor-
mation. Correspondingly, the smaller the value of entropy is,
the poorer the information it contains and the more ho-
mogeneous the meaning of the representative indicator is.

Since SEWM has the function of both quantitative and
qualitative analysis, it can be called an objective empow-
erment method in which the variation of values depends on
the dispersion of the calculated dataset. *e basic process of
SEWM calculation is as follows: firstly, making a combi-
nation with Delphi method and fuzzy analysis method. *e
fuzzy analysis method is used to fuzzify the experts’ scores
and quantify the ranking according to the subjective will of
the experts. After the quantification is completed, the
normalization process is performed. *en, cognitive
blindness degree analysis and entropy calculation are per-
formed for the quantitative order of experts’ judgments, and
the possible bias due to the subjective opinions of experts is
corrected. Finally, the weighting value is calculated [40]. *e
detailed calculation and formula are shown below.

3.2.1. Arranging the Quantization Order of the Datasets.
According to the Delphi method, k experts in the relevant
fields are selected to fill out the questionnaire. *e basis of
data acquisition in this paper is built on machine vision, so
the sample data of answers from k relevant workers can be
used as the data source. *e questionnaire taken by the
original Delphi method is replaced by a random fixed
number of classified questions from the question bank.

*e importance of the sample data is obtained by the
positive and negative selection method considering facial
expressions in this paper, where 1 is an important indicator
and n unimportant. For the i samples and j indicators in the
dataset, where 1≤ i≤ k and 1≤ j≤ n, the representation
performed by the aij array is shown as follows:

aij �

a11 · · · a1n

⋮ ⋱ ⋮

ak1 · · · akn

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (6)

3.2.2. Making Normalization of Indicators: Homogenization
of Heterogeneous Indicators. Each indicator may have in-
consistent measurement units in statistical decision-making,
so it is necessary to standardize the sorted datasets and
convert the relative values of indicators into absolute values
to solve inconsistent measurement methods for different
indicators. Since the normalization of the data group value is
an absolute value, the greater the difference in the Hamming
distance of each normalized data, the greater the dispersion.
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*e normalization processing method is related to the
calculation method, as shown in (7) and (8):

Positive indicators:

a
’
ij �

aij − min a1j, a2j, . . . , anj 

max a1j, a2j, . . . , anj  − min a1j, a2j, . . . , anj 
. (7)

Negative indicators:

a
’
ij �

max a1j, a2j, . . . , anj  − aij

max a1j, a2j, . . . , anj  − min a1j, a2j, . . . , anj 
. (8)

To simplify the formula, the normalized data a’
ij is still

denoted by aij.

3.2.3. Weight Calculation for Qualitative Analysis and
Quantitative Analysis. Relying on the concept of entropy
weight method, the quantitative analysis data is revised,
where I is the order in the data group andm is the conversion
parameter whose values are usually equal to j + 2
(m � j + 2) [40]. *e quantitative analysis correction is
shown as follows:

μ(I) � −
ln(m − I)

ln(m − 1)
. (9)

Substituting aij into the above formula, the quantitative
analysis correction array bij is obtained. *e expert cognitive
blindness degree analysis parameter Qj is introduced. *e
calculation formula of Qj is shown as follows:

Qj �
max b1j, b2j, . . . , bnj  − bj  + min b1j, b2j, . . . , bnj  − bj  

2




.

(10)

*e perception of the relevant respondents for the in-
dicator is defined as xj and the standardized weights are
calculated. *e calculation process is shown in the two
following equations:

xj � bj 1 − Qj . (11)

ωj �
xj


n
j�1 xj

. (12)

3.3. Similarity Aggregation Method. For the possibility of
fuzzy numbers and uniform or normal distribution, the
linguistic terms and sentiment labels of the relevant de-
scriptions are expressible as affiliation functions of different
values. In previous risk assessments, triangular and trape-
zoidal fuzzy numbers were mostly used. For qualitative and
comparative analysis, converting collected data into fuzzy
numbers is more adaptable than converting them into
probability distributions [41]. In this study, it is necessary to
use the improved SAM to convert the data into fuzzy
numbers for aggregation and then to evaluate the effect
through weight calculation.

*is study proposes an improved SAM that introduces
the concept of emotional expression when inputting data
and changes the previous expert evaluation system to the
facial expression recognition dataset of the surveyed person.
*e method quantifies the change in respondents’ emotions
during the test through human behaviourmodelling, and the
resulting fuzzy numbers are corrected based on multiple
factors. In previous studies, some scholars selected experts’
position, duration of practice, age, and education as rank
divisions [42].

*e improved SAM calculation processes are as follows:

(1) Suppose that there are Ei experts, where 1≤ i≤ k.
Calculate the consistency S(Ru, Rv) of quantitative
data for each expert (respondent), where Ru and Rv

are the fuzzy numbers of S. *e formula of quan-
titative data consistency is shown as follows:

S Ru, Rv  � 1 −
1

5
5
i�1 ai − bi



, (13)

Input
Resize image

Build pyramidimage

Conv:3×3
MP:2×2

(a) Image pyramid

(c) P-Net

(b) O-Net

(d) R-Net

Input Size
12×12×3

Input Size
24×24×3

Input Size
48×48×3

5×5×10

23×23×32
10×10×64

4×4×64

3×3×16

3×3×128

3×3×64

11×11×28 4×4×48

2

256

128

4

10

2

4

10
1×1×32

1×1×10

1×1×4

1×1×2

Conv:3×3
MP:3×3 MP:2×2

Conv:3×3
MP:3×3Conv:3×3 Face clas-

sification
Bounding
box regression
Facial landmark
localization

Face clas-
sification
Bounding
box regression
Facial landmark
localization

Face clas-
sification
Bounding
box regression
Facial landmark
localization

Conv:2×2

Conv:2×2

Fully
connect

Fully
connect

Input

image

Input

image

Input

image

Figure 1: *e image structure overlay and deconstruction of the P-Net, R-Net, and O-Net network structures. (a) Image pyramid.
(b) O-Net. (c) P-Net. (d) R-Net.
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ai and bi represent the evaluation parameter values of
different qualitative analysis. *e larger the S value,
the more unified the opinions of experts
(respondents).

(2) Subsequently, the Delphi method was used for
secondary quantitative analysis, combined with
credibility to improve the reliability of aggregated
analysis results. Finally, the consistency WA(Eu) of
weighted agreement (absolute value) is calculated,
and the relative consistency RA(Eu) and the con-
sistency coefficient RC(Eu) of the expert dataset are
calculated according to the expert’s WA(Eu). In
previous studies, some scholars introduced the
concept of relaxation factor δ, δϵ[0, 1]. When the
value of δ approaches 1, it means that the experts’
judgment weight is the main basis; when the value of
A tends to 0, it means that RC(Eu) is an indicator of
the relative value of experts’ judgments. Finally, the
summary results of experts’ opinions are calculated
to obtain the overall fuzzy number R. *e calculation
formula of R is

R � 
M

u�1
RC Eu(  × Ru . (14)

4. Data Survey and Model Establishment

4.1. Data Investigation and Collection. *e data for this
study, done with the assistance of Python 3.8 programming
language, were obtained from the results of the responses to
the questions drawn from the question bank, which were all
multiple-choice questions about knowledge related to safety
in assembled buildings, divided into five sections: Knowl-
edge about Engineering Project Management (KPM),
Cautions at Construction Site (CCS), Prefabricated Com-
ponent Hoisting and Installation (PHI) Knowledge, Emer-
gency Accident Handling Methods (EAM), and Laws and
Regulations Related to Construction (LRC). As respondents
took the training test, cameras were used to capture their
facial expressions, recorded at 30 frames per second, with a
10-second response time for each question and a final 2-
second answer checking phase. *e footage is then split at
15-frame intervals. Twenty face images are collected for each
question, and each respondent can provide 2000 face images
for analysis. *e pseudocode of collecting facial expression
data for the industrializing worker training test is shown in
Algorithm 1.

Subsequently, every 20 images were formed into a data
group for expression analysis using the MTCNN-LFER
model. Firstly, the acquired images are decomposed into
image pyramids and then imported into the three-layer
volume and network P/R/O-Net for expression analysis and
recognition. *e recognition process is shown in Figure 2.
*en the probability of emotions is determined based on the
relative coordinates of the expression features, and the
output of the determination is shown in Figure 3.

4.2. Evaluation Model of Facial Expression Recognition for
IndustrializingWorkerTraining. Quantitative analysis of the
collected data is required before the construction of the
expression recognition evaluation model. *e difference
between the data collection phase of this study and the
establishment of previous evaluation models is that previous
evaluation models mostly use the mechanism of expert
scoring, while that in this study is derived from the re-
spondents’ status while taking the answer test. *is study
uses the Likert’s seven-level scale method to assign different
categories of facial expression recognition (including dis-
gusted, angry, sad, worried, neutral, happy, and surprised)
from 1 to 7 points. *e formula for preliminary scoring is
shown in Equation (15). t is the moment, pemo is the bias
probability for each expression, and Sl7 is the assigned score
on the 7-point Likert scale. Sr is the parameter for correct or
incorrect answers, and when the answer is correct, Sr is 1.2;
otherwise, Sr is 0.8. *e division of expression scores based
on Likert’s seven-level scale is shown in Figure 4 [43].

Wemo � 

20

t�1


7

pemo�1

pemo × Sl7

n
 Sr. (15)

However, the assignment of expressions is not the final
“expert score,” because the data comes from training tests,
and the answers will be right or wrong. However, in the
process of testing, workers may be unskilled in the operation
of electronic equipment or emotionally resulting in devia-
tions in the visual area. Furthermore, there is a possibility
that when a worker encounters an uncertain option, he
guesses the correct option by luck. Monaro et al. [24] defined
the concept of error and hesitation degree in the research of
facial expression detection deception. *rough the survey, it
was found that, due to differences in education, gender, age,
and other influencing factors, different people will have
abnormal facial expressions when they make judgment.
According to the average conditions of Chinese workers, the
range of the error degree τ is 0.6514 ± 0.1343, and that of
hesitation degree υ is 0.4875 ± 0.098 [24].

In view of the above situation, this article expresses the
worker’s facial expression changes and corresponding
moments of each question with images and selects 4 curved
surfaces and curves under abnormal mood fluctuations as
special images for analysis. *e four abnormal images are
shown in Figure 5. According to the fluctuation trend of the
four curves, it can be analyzed as the four following
situations.

Situation 1. When the respondents first saw the topic, the
expression was worried, indicating that the worker did not
understand the randomly selected topic and felt worried.
But, in the subsequent reading stage, workers who are skilled
in training knowledge tend to be natural in their expressions.
After finishing reading the questions, if the workers have a
good memory of the correct answers, their facial expressions
will turn into a happy state and will turn into a natural look
during the answer verification stage.

Computational Intelligence and Neuroscience 7



(1) Import the video recorded by workers during the test into the program.
(2) if cap.grab ():
(3) numframe +� 1
(4) if numframe %15� �1: # Screenshot of dismantling the video.
(5) flag, frame� cap.retrieve ()
(6) end if
(7) Save the video split images to the specified path, and the naming rule is str(numframe/15).
(8) Import the image disassembled by video.
(9) i� 0; m� 0; t� 0
(10) if≤100:
(11) i +� 1
(12) if t≤ 20:
(13) t +� 1; m +� 1
(14) Import the image numbered T for expression recognition, and input the recognition data into m rows.
(15) end if
(16) Arrange the positive and negative expression choice array by Eq. (3).
(17) *e array is normalized by Eq. (4) and (5).
(18) *e standardized weights are calculated by Eq. (6)–(9).
(19) end if

ALGORITHM 1: Pseudocode of facial expression data collection for industrializing worker training test.
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Figure 2: Face image recognition and feature calibration process.
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Figure 3: *e result of facial expression judgment.
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Situation 2. Before the answer verification, it is the same as
situation 1.When checking the answers, if the worker is fully
sure of the knowledge points involved in the question, but
when making choices, it may be due to operational errors or
incorrect memory, which may cause the worker to have a
short period of frustration during the test. In order to
eliminate the worker’s wrong operation and memory error,
the error degree τ (τ � 0.7) is introduced for the first time to
correct the evaluation score of the worker’s answers.

Situation 3. When workers are not very familiar with ran-
domly selected questions, they will maintain a worried look at
the initial reading stage; then when thinking about the ques-
tions further, they will show sadness and regret expressions due
to the vague memory. In the answer verification stage, as the

wrong answer is expected, the worker’s expression will return
to a sad look, worrying about the next question.

Situation 4. Before the answer verification stage, it is similar
to situation 3. When checking the answers, they will feel
surprised because of the unexpected correct answers.
However, the workers’ choices under this emotion are only
done through luck and guessing, so this study introduces
hesitation degree υ (υ � 0.45) to modify the evaluation score
of the workers’ answers [44].

Based on the four situations of emotional changes in
industrializing workers training test under normal condi-
tions, this paper establishes an emotional analysis and
evaluation process for industrializing workers training test.
*e process is shown in Figure 6.
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Figure 5: Diagram of four abnormal mood fluctuations. (a) Situation 1. (b) Situation 2. (c) Situation 3. (d) Situation 4.
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Figure 4: Expression score division based on Likert’s seven-level scale.

Computational Intelligence and Neuroscience 9



According to process analysis, (15) is improved with the
introduction of the concepts of error and hesitancy degree.

*e improved expression score division weight calculation
method is shown as follows:

Wemo � 
4

t�1


7

pemo�1

pemo × Sl7

n
  + 

16

t�5


7

pemo�1

pemo × Sl7

n
τ  + 

20

t�17


7

pemo�1

pemo × Sl7

n
υ ⎛⎝ ⎞⎠Sr. (16)

All data collected in this study were entered into the
evaluation process, and the results were calculated with
SEWM-SAM to derive the final weight ranking. *e highest
weight value is themost significant point of themodel source
data.

5. Result

*is survey study relies on a prefabricated building project at
Langfang Airport Free Trade Port, which is implementing a
career path promotion for industrializing workers. After
training and reeducation of the workers, a worker who had
recently violated engineering regulations was selected and
surveyed and analyzed by using the model developed in this
paper. *e testing system in this study draws 100 questions
at a time from a pool of safety knowledge questions, with 20
questions in each of the five professional directions. Two
thousand images and 14,000 cells of analysis data were
collected for a single worker.

5.1. Facial Expression Recognition Score Based on MTCNN-
LFER. Taking the multiple-choice questions in the con-
struction site precautions test as an example, the collected
images of respondents’ expressions at that time were ana-
lyzed and imported into the facial expression recognition
evaluation model for industrializing worker training in this
study for score evaluation. According to the grading level of
the education industry, 75% of the highest value is taken as
the pass line. *e process of image analysis and data ex-
traction imported into the model is shown in Figure 7. *e
facial expression analysis data are shown in Table 1.

*e data scores of 20 moments for each question were
brought into the model of this paper and calculated by
equation (16) to get Wemo value for each question.*e values
are shown in Table 2.

Find the average of Wemon, which is Wemon of the current
question, indicating the average value of the standard
scoring of this question in the evaluation system, which can
be used as SWEM expert scoring data.

5.2.Numerical SolutionofSEWMWeight. *e test questions
were graded into 5 first-level indicators and 20 second-
level indicators by analyzing the collected image ex-
pression emotion data. *e 5 first-level indicators are
KPM, CCS, PHI, EAM, and LRC, and the 20 second-level
indicators correspond to the questions under each first-
level indicator. *e expression scores of different mo-
ments represent the scoring values of experts. *e weights
of second-level indicators related to Section A are shown
in Table 3.

After calculating the weights of the second-level indi-
cators of the five sections, the values are used as the reference
data for conducting the comparative solution. First, the
extreme values of the second-level indicators’ weights are
transformed into fuzzy arrays, whose classifications are
shown in Table 4. *e weight of a single second-level in-
dicator is multiplied by the corresponding grade score to
find the average value, and the approximate integer solutions
are the data of the first-level indicators. *en the data are
substituted into equations (6)–(12) to get the weights of the
first-level indicators. *e weights of the first-level indicators
are shown in Table 5.

From the first level and second level of indicator weight
values, it can be analyzed that the expression data plays a
decisive role in the evaluation of each question, and the
change of the values can be divided into 3 segments, where
the middle segment has the greatest influence, and when the
good emotion overlaps with the correct option, the final
comprehensive weight value will be larger.
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Figure 6: Evaluation process of sentiment analysis of industrializing worker training test.
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5.3. Analysis of the Significance of SAM

5.3.1. Establishing Linguistic Fuzzy Sets. In this study, five
levels of fuzzy classification languages are used for expert
inspiration.*e fuzzy linguistic number set is determined by
trapezoidal fuzzy numbers. *e hazard impact assessment
levels are shown in Table 6. In this study, 20 questions in
each section are used to assess the understanding of surveyed

workers on the 5 sections, and the total fuzzy number is
derived from the formula to measure the implementation
effect of industrializing worker training, where the relative
weights of the sections are equal to the weights of the first-
level indicators of each section.

*e fuzzy language set of the expert evaluation classi-
fication is substituted into (13) as the parameters ai and bi,
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Figure 7: Facial expression analysis and data extraction process. (a) Surface map. (b) Determining the numerical thermal distribution map.
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Table 2: Wemon value considering the error degree, hesitation degree, and correctness rate.

Time (t) Wemon Time (t) Wemon Time (t) Wemon Time (t) Wemon

1 0.5554 6 0.4922 11 0.5842 16 0.4177
2 0.5964 7 0.5026 12 0.61049 17 0.2885
3 0.6146 8 0.5316 13 0.6125 18 0.2765
4 0.6411 9 0.5322 14 0.5080 19 0.2684
5 0.4501 10 0.5511 15 0.4739 20 0.2765
Note.τ � 0.7; υ � 0.45; Sr � 1.2.

Table 1: Facial expression analysis data.

Time Disgusted Angry Sad Worried Neutral Happy Surprised
1 0.0066 0.0153 0.1364 0.7712 0.0675 0.0019 0.0011
2 0.0027 0.0113 0.1231 0.6017 0.2076 0.0395 0.0141
3 0.0063 0.0078 0.1103 0.5375 0.2461 0.0751 0.0169
4 0.0008 0.0027 0.0975 0.4214 0.3791 0.0813 0.0172
5 0.0025 0.0943 0.0674 0.2019 0.5157 0.1054 0.0128
6 0.0014 0.0101 0.0211 0.1738 0.6401 0.1325 0.0210
7 0.0003 0.0042 0.0154 0.1257 0.6814 0.1496 0.0234
8 0.0003 0.0019 0.0051 0.0771 0.6017 0.2168 0.0971
9 0.0037 0.0217 0.0594 0.0312 0.4317 0.3519 0.1004
10 0.0138 0.0163 0.0232 0.0301 0.3550 0.4316 0.1300
11 0.0006 0.0008 0.0172 0.0261 0.1974 0.6079 0.1500
12 0.0000 0.0007 0.0013 0.0101 0.0694 0.7171 0.2014
13 0.0012 0.0020 0.0020 0.0051 0.0154 0.8037 0.1706
14 0.0964 0.0050 0.0490 0.1923 0.0170 0.5094 0.1309
15 0.0539 0.0072 0.1912 0.2101 0.0180 0.4699 0.0497
16 0.0899 0.0843 0.0674 0.3202 0.2057 0.2197 0.0128
17 0.0008 0.0027 0.0975 0.4214 0.3791 0.0813 0.0172
18 0.0063 0.0078 0.1103 0.5375 0.2461 0.0751 0.0169
19 0.0027 0.0113 0.1231 0.6017 0.2076 0.0395 0.0141
20 0.0063 0.0078 0.1103 0.5375 0.2461 0.0751 0.0169

Table 3: *e weights of second-level indicators related to Section A.

No. Disgusted Angry Sad Worried Neutral Happy Surprised
1 0.0066 0.0153 0.1364 0.7712 0.0675 0.0019 0.0011
2 0.0027 0.0113 0.1231 0.6017 0.2076 0.0395 0.0141
3 0.0063 0.0078 0.1103 0.5375 0.2461 0.0751 0.0169
4 0.0008 0.0027 0.0975 0.4214 0.3791 0.0813 0.0172
5 0.0025 0.0943 0.0674 0.2019 0.5157 0.1054 0.0128
6 0.0014 0.0101 0.0211 0.1738 0.6401 0.1325 0.0210
7 0.0003 0.0042 0.0154 0.1257 0.6814 0.1496 0.0234
8 0.0003 0.0019 0.0051 0.0771 0.6017 0.2168 0.0971
9 0.0037 0.0217 0.0594 0.0312 0.4317 0.3519 0.1004
10 0.0138 0.0163 0.0232 0.0301 0.3550 0.4316 0.1300
11 0.0006 0.0008 0.0172 0.0261 0.1974 0.6079 0.1500
12 0.0000 0.0007 0.0013 0.0101 0.0694 0.7171 0.2014
13 0.0012 0.0020 0.0020 0.0051 0.0154 0.8037 0.1706
14 0.0964 0.0050 0.0490 0.1923 0.0170 0.5094 0.1309
15 0.0539 0.0072 0.1912 0.2101 0.0180 0.4699 0.0497
16 0.0899 0.0843 0.0674 0.3202 0.2057 0.2197 0.0128
17 0.0008 0.0027 0.0975 0.4214 0.3791 0.0813 0.0172
18 0.0063 0.0078 0.1103 0.5375 0.2461 0.0751 0.0169
19 0.0027 0.0113 0.1231 0.6017 0.2076 0.0395 0.0141
20 0.0063 0.0078 0.1103 0.5375 0.2461 0.0751 0.0169
b11 2.1117 2.1116 2.1056 2.0812 2.0819 2.0848 2.1067
Q11 1.0576 1.0575 1.0542 1.0463 1.0446 1.0507 1.0556
x11 0.1217 0.1214 0.1140 0.0963 0.0929 0.1057 0.1171
w11 0.1582 0.1579 0.1483 0.1252 0.1208 0.1374 0.1522
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and the evaluation data of each section are aggregated
through SAM. Because the relaxation factor requires a large
number of actual events to be tested, as a new method
proposed for the training of industrializing workers, this
study refers to relevant literature and takes the general value
of the relaxation factor β � 0.5 as the test.

5.3.2. Acquiring Aggregation Fuzzy Numbers. A calculation
of the consistency of the fuzzy language scale array to which
each section belongs is made. *e calculation process is as
follows: S( R1,

R2) � 1 − [(0.4 − 0.2) + (0.4 − 0.3) + (0.5
− 0.4) + (0.6 − 0.4) + (0.6 − 0.5)]/5 � 0.86. *e results are
substituted into the calculation of the weighted agreement
degree WA(En) and the relative agreement degree RA(En).
*en the relaxation factor is used to calculate the expert
agreement coefficient, for example,
CC(E1) � 0.5 × 0.3706 + (1 − 0.5) × RA(E1). Substituting
the expert weighted agreement degree, relative agreement
degree, and agreement coefficient into (14), the overall
fuzzy number R can be calculated. *e calculation data of
experts’ opinions fuzzy aggregation indicators are shown in
Table 7.

*rough aggregation calculation, the aggregation total
fuzzy number R � (0.3909, 0.5309, 0.5990, 0.4590, 0.6590) of
expert opinion aggregation is obtained. *e aggregated total
fuzzy number and the second-level indicators are made into
a cluster analysis, as shown in Figure 8. According to the
images of the data group, it can be seen from the feedback
from the training test of industrializing workers that the
worker has the worst knowledge of relevant construction
laws and regulations, which is in line with the fact that he has
made mistakes in the project funds recently.

According to the statistics of the correct rate of the
questions in the 5 sections, the correct rates of the questions
in Section 2, 3, and 5 are all more than 75%, indicating that
the worker has passed the test in these areas. However, with
the score gap in Section 5 being too huge, it is necessary to
verify whether it is personal reasons or a faulty training
system that caused this result.

Table 5: *e weight values of the first-level indicators.

Name KPM CCS PHI EAM LRC Name KPM CCS PHI EAM LRC
Data1 3 4 1 2 2 Data11 5 3 3 4 2
Data2 4 3 2 1 3 Data12 4 5 5 3 1
Data3 4 2 1 3 1 Data13 3 4 3 3 3
Data4 4 2 1 3 3 Data14 4 2 2 5 4
Data5 4 4 2 3 2 Data15 1 5 5 5 2
Data6 3 2 1 4 4 Data16 5 5 4 4 3
Data7 4 5 1 3 5 Data17 5 4 2 3 4
Data8 3 3 2 1 2 Data18 3 3 4 4 2
Data9 2 4 1 3 1 Data19 4 4 3 5 1
Data10 1 4 1 4 3 Data20 2 1 2 3 2
bt 1.5266 1.5063 1.7968 1.5375 1.7030 w1t 0.3803 0.2078 0.0584 0.3681 0.0145
Qt 0.7200 0.8449 0.9635 0.7309 1.0096 Rank 1 3 4 2 5
xt 0.4274 0.2336 0.0656 0.4137 0.0163

Table 4: *e classification of the fuzzy array of the secondary indicator mapping.

Numerical interval Level classification score
(0.1200,0.1300] 5
(0.1300,0.1400] 4
(0.1400,0.1500] 3
(0.1500,0.1600] 2
(0.1600,0.1700] 1

Table 6: Scale table of fuzzy language set.

Fuzzy numbers Linguistic terms Corresponding
sections

Slight influence （0, 0, 0.1, 0.2, 0.2） —
Mild influence （0.2, 0.3, 0.4, 0.4, 0.5） 1, 5
Moderate influence （0.4, 0.4, 0.5, 0.6, 0.6） 2
Severe
influence （0.5, 0.6, 0.6, 0.7, 0.8） 4

Significant influence （0.8, 0.8, 0.9, 1, 1） 3

Note: “—” means none.

Table 7: Fuzzy aggregation indicators calculation data of experts’
opinions.

Variable name Value Variable name Value
WA(E1) 0.7465 RA(E4) 0.2022
WA(E2) 0.8414 RA(E5) 0.2213
WA(E3) 0.5966 CC(E1) 0.2838
WA(E4) 0.7660 CC(E2) 0.2123
WA(E5) 0.8387 CC(E3) 0.1072
RA(E1) 0.1970 CC(E4) 0.2804
RA(E2) 0.2220 CC(E5) 0.1163
RA(E3) 0.1574
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5.4. Model Validation. *is study relies on a prefabricated
building project at Langfang Airport Free Trade Port and
conducts surveys and statistics after the construction of the
project. A total of 17 engineering hidden dangers and ac-
cidents were found in the acceptance stage. *e 17 hidden
dangers and accidents were classified according to the 5 first-
level indicators in this study. *e classified statistical graph
of the number of hidden dangers and accidents in the
Langfang Airport Free Trade Port prefabricated building
projects is shown in Figure 9.

In this study, 10 workers who participated in the
construction of prefabricated buildings in Langfang
Airport Free Trade Port were randomly selected for
training effect assessment, and the results were calculated.
*e aggregated total fuzzy number values are shown in
Table 8.

*e aggregated total fuzzy number of training assess-
ment of 10 workers was compared with the number of
engineering hidden dangers and accidents in the acceptance
stage of Langfang Airport Free Trade Port. *e association
chart between industrializing workers’ training assessment
results and potential dangers and accidents in Langfang Free
Trade Port project is shown in Figure 10.

From the comparison in the figure, it can be found that
the aggregated total fuzzy number value of the worker’s
training assessment results is positively correlated with the
probability of occurrence of such hidden dangers and ac-
cidents in the engineering projects that the worker is en-
gaged in. As can be seen from Figure 10, the group of
workers in the project at Langfang City Airport Free Trade
Port was not well trained in CCS, PHI, and LRC, so the
project has many hidden dangers and accidents in the
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Table 8: Aggregate total fuzzy number values for the training assessment of the 10 workers.

KPM CCS PHI EAM LRC
R1 0.3909 0.5309 0.5990 0.4590 0.6590
R2 0.3167 0.5792 0.6451 0.3367 0.6237
R3 0.3094 0.4920 0.6142 0.3105 0.6064
R4 0.4380 0.5134 0.6279 0.3751 0.5834
R5 0.4957 0.3978 0.5764 0.3417 0.5739
R6 0.3227 0.5142 0.5342 0.3697 0.4896
R7 0.3275 0.4935 0.6302 0.4217 0.5860
R8 0.3410 0.4792 0.6017 0.4100 0.6176
R9 0.3639 0.5406 0.5798 0.3817 0.6010
R10 0.3867 0.5273 0.6014 0.4630 0.6427
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acceptance stage, with 4, 5, and 5 cases, respectively, which
proves the correctness of the model proposed in this study.

6. Discussion and Conclusion

6.1. Discussion. In the process of building the model,
MTCNN-LFER was used to analyze the respondents’ facial
expressions in real time in order to conform to objective
facts, and four situations were analyzed according to the
characteristics of expression changes under different
mental activities. In previous evaluation system, respon-
dents’ feedback was only scored based on their perfor-
mance results. For example, in Scenario 2, the respondents’
misselection would be directly judged as a wrong situation
according to the conventional evaluation system. However,
their initial judgments are valid. Inaccurate evaluation
results will lead to wrong final rating, thus affecting
workers’ training enthusiasm. For construction units,
wrong evaluation leads to redundant training course ar-
rangement, which affects the efficiency of workers’ in-
dustrialization process and also wastes a lot of financial and
material resources [33].

However, there is another situation, such as Situation 4,
where the worker guesses the correct option. For this case,
the traditional evaluation method does not consider whether
the worker has a solid knowledge of the question but only
recognizes that the worker’s choices are correct and thus
determines that the worker has a high level of mastery of
such knowledge. According to the description of human
behaviour, humans always make constant rather than
consistent and repetitive guesses about the unknown. *e
worker will choose another answer when the correctly
guessed question is retested in a short time. For workers,
with the help of good luck to save time and effort, they do not
need to master engineering-related knowledge. However, for
construction units, workers who muddle through with this
trick may cause greater property damage or even affect
engineering safety and cause malignant casualty accidents.
*erefore, it is necessary to introduce relevant parameters to
modify the model to ensure that the model is suitable for the
development rule of objective facts, so that the applicability
of the evaluation system is stronger, which will have guiding
significance for similar industries.

According to the final weight calculation and cluster
analysis results, it was found that, in some knowledge
sections, although a small number of them scored high and
the final composite score was higher compared with other
sections, there was a large dispersion, which proved that
workers did not have a firm grasp of such knowledge and still
many knowledge points needed to be checked and remedied.
*erefore, even though the overall score is the highest, there
is still a need for training and education. In engineering
construction, muddling through is never an option, as
workers with poor knowledge may have a great impact on
the entire project. In Li et al.’s study, it was noted that unsafe
behaviour in engineering is related not only to the workers’
own behaviour but also to cognitive biases in different
contexts. Poor worker handling can also contribute to en-
gineering accidents; however, the correctness of the

handling is related to the way the worker chooses to deal
with the problem [45].

*e weight solution of this study for each question can
also give feedback on the proficiency of the question in the
section to which it belongs; in particular, the test after
training can reflect whether workers have evasive behaviour
for a certain knowledge point. Chen has suggested in pre-
vious research that workers will often adopt unsafe be-
haviours to ensure that progress is efficient [46]. *is type of
problem can be explained by the pattern presented by the
group industrial worker training test to explain the current
engineering safety climate problem that exists in the group
of industrial workers.

For example, a worker has insufficient knowledge about
construction phase reports when answering questions, and
most of the workers in the construction team have this
situation; then it can be inferred that the construction is in
poor quality.*e root of this can be found to be a hidden line
of conflict of interest between the worker, the construction
unit, and the regulator [47]. *e quality of training of the
group can thus be screened to identify more hidden dangers
that affect the economy and safety of engineering under the
policy of industrializing worker training process.

According to the model validation, it can be seen from
the calculation and analysis of the evaluation results of the
trainingmanagement of industrializing workers in this study
that hidden dangers and accidents in engineering projects
are closely related to the skills mastered by workers. In all
construction stages of engineering projects, the management
of industrializing worker training can be improved to
eliminate possible hazards and stop accidents in time to
ensure safe, economical, and stable construction and pro-
duction of the engineering project.

6.2. Conclusion. *is paper is based on the background that
the Chinese government proposes to accelerate the process
of industrializing workers in response to the rapid reduction
of the domestic demographic dividend and the rapid
weakening of the labor advantage in the era of Industry 4.0.
*e artificial intelligence machine vision and fuzzy math-
ematical evaluation system are combined to test the workers
who receive industrializing training and record the infor-
mation related to the change of facial expressions and the
correct rate of assessment when the workers receive the test
assessment. In addition, the evaluation model of facial ex-
pression recognition for industrializing worker training is
used to conduct qualitative and quantitative analysis and
finally arrive at the aggregated information results.*emain
conclusions of this study are as follows:

(1) *e expert scoring mechanism in the evaluation model
is improved by using machine vision to analyze the
changes in workers’ facial expressions during the test to
determine their mental activities, effectively preventing
the waste of money and time for subsequent training
due to wrong operations. It also prevents workers from
guessing the answers and ignoring the forgotten
knowledge points, which reduces the possibility of more
safety accidents and property damage to the project.
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(2) *e questions of each section are converted into
primary and secondary indicators to conduct an
aggregation consistency analysis, and the weight of
each indicator and the significance of the aggregation
analysis are used to indicate the degree of mastery of
the tested workers on the knowledge of each section.
According to the discrete degree of each question, we
can check whether it is a common problem of the
construction workers and can timely find out the
safety, economic, or management hazards.

In this paper, although the necessity of objective facts is
considered to the greatest extent when analyzing and mathe-
matically modelling the changes in facial expressions of workers
doing the test, there still exist the following deficiencies:

(1) *ere is no evaluation or research analysis of
workers’ psychological states. Actually, the differ-
ences in personalities and psychological states may
affect the accuracy of emotions conveyed through
facial expressions during the test.

(2) In analyzing the dispersion of each knowledge point,
only the problems of the workers were considered,
but, in fact, it is possible that some irregularities
caused by “traditional experience” of the industry
lead to workers not recognizing the standardized
operation, or some people with management au-
thority forbid workers to follow the standardized
practice of construction or project handling.

*ese deficiencies can be refined in future research and
solved by multiobjective optimization methods.
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Portfolio optimization is one of the most complex problems in the �nancial �eld, and technical analysis is a popular tool to �nd an
optimal solution that maximizes the yields. �is paper establishes a portfolio optimization model consisting of a weighted
unidirectional dual-layer LSTM model and an SMA-slope strategy. �e weighted unidirectional dual-layer LSTM model is
developed to predict the daily prices of gold/Bitcoin, which addresses the traditional problem of prediction lag. Based on the
predicted prices and comparison of two representative investment strategies, simple moving average (SMA) and Bollinger bands
(BB), this paper adopts a new investment strategy, SMA-slope strategy, which introduces the concept of k-slope to measure the
daily ups and downs of gold/Bitcoin. As two typical �nancial products, gold and Bitcoin are opposite in terms of their char-
acteristics, which may represent many existing �nancial products in investors’ portfolios. With a principle of $1000, this paper
conducts a �ve-year simulation of gold and Bitcoin trading from 11 September 2016 to 10 September 2021. To compensate for the
SMA and BB that may miss buying and selling points, 4 di�erent parameters’ values in the k-slope are obtained through particle
swarm optimization simulation. Also, the simulation results imply that the proposed portfolio optimization model contributes to
helping investors make investment decisions with high pro�tability.

1. Introduction

Industry 4.0 was �rst introduced in 2013, de�ning “the
transition from a time when people worked with computers to
when computers work without humans.” �e world is wit-
nessing the development of information technology and the
widespread use of computers. �e emergence of Industry 4.0
has impacted global �nancial markets and continues to drive
technological iterations in the �nancial �eld [1]. Portfolio
optimization has always been a popular topic in modern �-
nancial research, and investors with di�erent capital levels
have to face the problem of portfolio selection [2].�e optimal
portfolio selection yields the highest expected return within an
acceptable risk range [3], but high returns usually come with
high risks [4]. Technical analysis uses historical long-term and

short-term stock trends to help investors make informed and
pro�table trading decisions [5]. Zhu and Zhou pointed out
that technical analysis can add value to stocks when their
returns are predictable. It contributes to identifying trading
opportunities when there are uncertainties about stock
returns [6]. Portfolio optimization in the real world is a very
di¡cult and complex mathematical problem [7]. Based on the
technical analysis, the portfolio optimization of gold and
Bitcoin is divided into two subproblems, daily price prediction
and decision algorithms of investment strategies.

1.1. Price Prediction. Intelligence in manufacturing is con-
sidered an essential hallmark of Industry 4.0, driven by the
boom and maturity of new information and communication
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technologies applied to industrial processes and products
[8]. *e growth of available information in industrial plants
has contributed to the widespread use of machine learning in
addressing specific industrial needs [9]. In the era of In-
dustry 4.0, prediction is a hot topic, especially the ability to
predict events related to industrial assets and production
processes [10]. With the vigorous development of artificial
intelligence (AI), many optimization techniques based on
machine learning and deep learning have favored many
investors, which are applied to predict the prices of financial
products, especially stock price prediction. *ere are many
optimal methods for stock price prediction, but no perfect
solution has been developed yet. Stock prices are affected by
multiple factors in the stock market, and the mechanisms of
these factors are incredibly complex. Changes in investor
sentiment are also a major cause for changes in stock prices,
which are usually analyzed by sentiment analysis. With
evaluation of the causal relationship between VIX and BTC,
Chi concluded that Bitcoin is not a safe asset in a climate of
fear, which contributes to obtaining the most risk returns
[11]. Moreover, some external factors like the black swan
event are difficult to predict but significantly impact stock
prices. For example, the COVID-19 pandemic is a black
swan event for financial markets [12].

Time-series forecasting is traditionally performed in
econometrics using the autoregressive integrated moving
average (ARIMA) model [13]. But some problems of the
ARIMA model are gradually emerging as it is applied in
different fields: (1) As a linear model, it is difficult for the
ARIMA model to establish nonlinear relationships between
variables. (2) Given that stock prices are usually noisy,
volatile, and nonparametric, it should be a complex non-
linear problem. However, the error of the ARIMA model
cannot have a constant standard deviation. Kane found that
although the problem in the ARIMA model can be solved to
a certain extent using the ARIMA-GARCH model, there are
some problems of the optimization of parameters in the
generalized autoregressive conditional heteroskedasticity
(GARCH) model [14]. Sai optimized the kernel function of
the support vector machine (SVM) and used the optimized
model to predict and analyze the investment stock index,
which performed significantly better than the ARIMAmodel
[15]. With the development of neural networks and the
superiority of long short-term memory (LSTM) in natural
language processing tasks, LSTM has been applied to the
same time-series stock price prediction problem. Ma
compared the performances of three models in stock price
prediction, the ARIMA model, the artificial neural network
(ANN) model, and the LSTM model. Mahas found that the
LSTMmodel performs better because of its improvement on
the vanishing gradient problem [16]. Yurtsever noticed that
LSTM performed the best by comparing three multivariate
time-series models (LSTM, Bi-LSTM, and GRU), using six
indicators of crude oil price, consumer price index, stock
market index, effective exchange rate, interest rate, and gold
price as model inputs [17]. Saifi proved that the LSTM-based
prediction model is slightly better than other prediction
models (GRU, DNN, and RNN) in Bitcoin price prediction
(regression) [18]. Selvin et al. tested the performance of

CNN, LSTM, and RNN on the same sliding window and
concluded that CNN can capture short-term trend changes
and achieve better results than LSTM and RNN because
CNN does not rely on any previous information to make
predictions. It only uses the current data window to make
predictions [19]. Fleischer et al. used LSTM to evaluate
predictions for cryptocurrencies such as Bitcoin and pointed
out that the results seemed promising as the predicted values
deviate very little from the true values. Still, upon closer
inspection, it turned out that the prediction lags by a day
since stock prices follow the random walk theory, which
means that the nature of their movement follows a random
walk; that is, changes in prices are not necessarily the result
of previous changes [20].

1.2. Investment Strategy. Decision-making, a kind of human
behavior aimed at achieving a specific goal, occurs in every
activity of human society [21]. An investment strategy is a set
of rules to guide investors in trading decisions. *e right
investment strategy is critical to an investor’s success, which
requires every investor to analyze as much of the available
data as possible [22]. *e simple moving average (SMA) and
Bollinger bands (BB) are common investment strategies.
SMA uses two moving averages, a long period and a short
period moving average, which is straightforward to help
investors make decisions [23]. Liu and Malik proposed a
neural network-based framework to improve profit gener-
ation, where SMA effectively measures the volatility of stocks
[24]. SMA has good stability, which is not influenced by
temporary price fluctuations. BB consist of three lines, the
upper, the middle, and the lower. BB can be used to rec-
ognize volatility and trends of the price, which allow in-
vestors to realize the breakouts. BB were applied to identify
stocks with the highest profitability [25]. However, SMAs do
not react promptly enough to rapid price changes at market
reversal points, and BB overly reply to current market
movements. *e flaws of SMA and BB may cause investors
to miss suitable and favorable buying and selling oppor-
tunities. In addition to providing the right time to buy and
sell, the buy and sell ratio is also the focus of the investment
strategy. Particle swarm optimization (PSO) was adopted to
optimize the trading setups of Bitcoin [26]. Zhu et al. applied
PSO to a metaheuristic approach to solving the intractability
of portfolios [27]. Also, Butler and Kazakov pointed out that
PSO can offer better trading results [28].

1.3.Contribution. *is paper adopts the technical analysis to
establish a portfolio optimization model based on the
unidirectional dual-layer LSTM model and the SMA-slope
strategy. *e unidirectional dual-layer LSTM model is de-
veloped to predict gold and Bitcoin’s daily average price
data, which realizes one of the most important goals of
Industry 4.0, intelligent prediction. It is a common approach
to designing portfolios with an investment horizon greater
than one year based on daily data [29]. Also, we propose a
weighting method to address the traditional problem of
prediction lags. *e unidirectional dual-layer LSTM model
is trained and tested on the two datasets, daily gold prices
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(London BullionMarket Association, 9 November 2021) and
daily Bitcoin prices (NASDAQ, 9 November 2021). Gold and
Bitcoin are two diametrically opposed financial products due
to their widely varying volatility trends and opposed
characteristics, such as linearity and stability. Also, this
paper introduces the SMA-slope strategy. *e SMA-slope
strategy uses PSO to determine the optimal buying and
selling ratio. It also increases the buying and selling points
using the concept of k-slope based on the SMA strategy,
which solves the insensitivity of the SMA strategy to short-
term price fluctuations. *e introduction of the k-slope
reflects a kind of human behavior, as investors do not tend to
change their existing views until they are convinced of new
plausible trends [30]. Simulation is a key technology in the
era of Industry 4.0 [31]. With an initial principal of $1,000
and different trading commissions as a prerequisite, we
compare the SMA-slope strategy to the SMA and BB
strategies by simulating 5 years of actual trading from 2016
to 2021.

At present, most researches focus on the price pre-
diction and investment strategies of stocks. Based on the
technical analysis of stocks, this paper considers the
portfolio optimization for gold and Bitcoin. Gold and
Bitcoin are typical products of the financial market, which
have opposite characteristics. *e study of the portfolio
optimization of these two financial products contributes to
optimizing the portfolio of various products with different
characteristics in the financial market. Also, more attention
has been paid to regression evaluation indicators like
RMSE and MAPE while predicting prices. Few studies have
focused on the performance of times-series models on
stocks and gold/Bitcoin in terms of prediction lags. *e
prediction lag is a traditional problem of time-series
problem, and researches have shown that LSTM can solve it
to some extent [32]. *is paper focuses on the prediction
lag and employs a lag metric (up and down accuracy) to
assess the performance. A small sliding window is used to
forecast, and predicted prices for the next few days ob-
tained by the model are weighted. *e specific weights are
obtained from various tests, which improve the accuracy of
the rise and fall. Moreover, few papers provide a com-
parative analysis of the SMA strategy and Bollinger band
strategy, and the buying and selling points due to these two
strategy measures are not addressed. In this paper, the
SMA-slope strategy is proposed based on the concept of k-
slope, which conduces improving the sensitivity to rea-
sonable buying and selling points.

2. Methodology

2.1. Feature Selection. Based on the literature review [33, 34]
and data availability, we select 18 features: simple moving
average (SMA), relative change (RC), exponential moving
average (EMA), moving average convergence/divergence
(MACD), relative strength index (RSI), Bollinger bands, and
so on. *ese features will be used as input vectors to the
LSTM model for training. *e LSTM model is used to
predict the daily average prices of gold/Bitcoin.

*e simple moving average (SMA) over the last k days is
calculated by (1) as follows:

SMAk �
pn−k+1 + pn−k+2 + · · · + pn

k
�
1
k



n

i�n−k+1
pi, (1)

where pi is the value of the gold/Bitcoin on the i-th day.
*e relative change (RC) of the simple moving average is

calculated by (2) as follows:

RC � ln
SMA1

SMA5
 , (2)

where SMA1 is the simple moving average over the last 1 day
and SMA5 is the simple moving average over the last 5 days.

*e exponential moving average (EMA) over the last n
days is calculated by (3) as follows:

EMAi �

p1, i � 1,

n − 1
n + 1

 EMAi−1 +
2

n + 1
 pi, i> 1,

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(3)

where pi is the value of the gold/Bitcoin on the i-th day.
*e differential value (DIF) is calculated by (4) as

follows:

DIFi � EMAi(12) − EMAi(26), (4)

where EMAi(12) is the exponential moving average over the
last 12 days on the i-th day and EMAi(26) is the exponential
moving average over the last 26 days on the i-th day.

*e differential exponential average (DEA) is calculated
by (5) as follows:

DEAi �
0, i � 1,

(0.8)DEAi−1 +(0.2)DIFi, i> 1,
 (5)

where DIFi is the differential value of the gold/Bitcoin on the
i-th day.

*emoving average convergence/divergence (MACD) is
calculated by (6) as follows:

MACDi � 2 DIFi − DEAi( , (6)

where DIFi is the differential value of the gold/Bitcoin on the
i-th day and DEAi is the differential exponential average of
the gold/Bitcoin on the i-th day.

*e growth periods over the last 14 days are charac-
terized by the value of the gold/Bitcoin being higher than the
value of the previous day; that is, pi >pi−1. *e gross growth
(GG) over the last 14 days is calculated by (7) as follows:

GG � 
14

i�n−13
pi − pi−1( , (7)

where pi is the value of the gold/Bitcoin on the i-th day.
*e decline periods over the last 14 days are charac-

terized by the value of the gold/Bitcoin being not higher than
the value of the previous day; that is, pi ≤pi−1. *e gross
decline (GD) over the last 14 days is calculated by (8) as
follows:
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GD � 
14

i�n−13
pi−1 − pi( . (8)

*e relative strength (RS) is calculated by (9) as follows:

RS �
GG
GD

, (9)

where GS is the gross growth and GD is the gross decline.
*e relative strength index (RSI) is calculated by (10) as

follows:

RSI � 100 −
100

1 + RS
, (10)

where RS is the relative strength.
*e Bollinger bands refer to the upper Bollinger band,

middle Bollinger band, and lower Bollinger band, which can
reflect the value volatility of gold/Bitcoin over time. *e
middle Bollinger band (MBB) over the last 20 days is cal-
culated by (11) as follows:

MBB �
1
20



n

i�n−19
pi, (11)

where pi is the value of the gold/Bitcoin on the i-th day.
*e upper Bollinger band (UBB) over the last 20 days is

calculated by (12) as follows:

UBB � MBB + 2σ, (12)

where MBB is the middle Bollinger band and σ is the
standard deviation of the value of the gold/Bitcoin over the
last 20 days.

*e lower Bollinger band (LBB) over the last 20 days is
calculated by (13) as follows:

LBB � MBB − 2σ, (13)

where MBB is the middle Bollinger band and σ is the
standard deviation of the value of the gold/Bitcoin over the
last 20 days.

2.2. Price Prediction with LSTM Model. Recurrent neural
network (RNN) can reflect the sequence-related charac-
teristics of financial time-series data, but it has the problem
of gradient disappearance or gradient explosion. Also, its
mining of historical information for financial time-series
data is very limited. LSTM is a special RNN that can well
handle the long-term dependencies of time-series data [35].
*erefore, the LSTM model is an improved RNN model, to
some extent. Figure 1 shows the network structure of the
LSTM.*e basic unit of the LSTMmodel is a memory block,
which includes a memory cell and three gate structures that
control the state of the memory cell, forget gate, input gate,
and output gate. To be specific, the forget gate decides to
forget the useless historical information from the memory
cell state, the input gate decides the influence of the current
input data on the memory cell state, and the output gate
decides the output information.

Firstly, the information that needs to be eliminated from
the cell is determined by the forget gate (ft) of the (14) as
follows:

ft � σ bf + Wfxt + Ufht−1 , (14)

where σ is the sigmoid activation function, which represents
the amount of information retained, xt is the current input
vector, and ht is the currently hidden layer vector. bt, xt, and
xt are the bias, the input weight, and the loop weight of the
forget gate, respectively.

Next, the information state is updated in the cell. *e
external input gate (it) is controlled by a sigmoid activation
function of the (15) as follows:

gt � σ bg + Wgxt + Ught−1 . (15)

Meanwhile, the cell state (Ct) is updated on the basis of
Ct−1 by (16) as follows:

Ct � ft ∗Ct−1 + gt ∗ tanh bc + Wcxt + Ucht−1( , (16)

where Ct represents the state of the memory cell at time t.
Finally, the information output is controlled by the

output gate (Ot) of the (18) as follows:

ht � Ot( tanh Ct( , (17)

Ot � σ bo + Woxt + Uoht−1( . (18)

We firstly build two models, unidirectional dual-layer
LSTM model and bidirectional LSTM model, which aim to
predict the average daily prices of Bitcoin after 1 day based
on the prices in the previous 8 days.We compare the forecast
results for different size time windows for the prices of gold/
Bitcoin, respectively.

Furthermore, in order to address theproblemofprediction
lag, we adopt further optimizations to alleviate it and improve
the accuracy of ups and downs. We expand the range of
predictions, the average price 3 days after is based on the
previousn-dayprediction, andtheup-anddowntrendofprices
(trend) is expressed in terms of yields over the next three days.

*e up- and downtrend of prices (trend) is calculated by
(19) as follows:

trend � c1 ∗
price(n + 1)

price(n)
+ c2 ∗

price(n + 2)

price(n + 1)

+ c3 ∗
price(n + 3)

price(n + 2)
,

(19)

where ci · (i � 1, 2, 3) is the weight of the fluctuation rate for
the next three days, price(n) is the price of yesterday for the
n-th day, and price(i) (i � n+ 1, n+ 2, n+ 3) is the predicted
price for the next three days.

*e final predicted result (Result) is calculated by (20) as
follows:

Result � trend × price(n). (20)

We select 5 indicators as evaluation criteria for model
performance: mean square error (MSE), root-mean-square
deviation (RMSD), coefficient of determination (R2), mean
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absolute percentage error (MAPE), and accuracy of ups and
downs predictions (Accuracy).

�e mean square error (MSE) is calculated by (21) as
follows:

MSE �
1
n
∑
n

i�1
yi − ŷi( )2, (21)

where yi is the true value and ŷi is the predicted value of yi.
�e root-mean-square error (RMSE) is calculated by

(22) as follows:

RMSE �
����
MSE

√
�

������������
∑n

i�1 ŷi − yi( )2

n

√

, (22)

where MSE is the mean square error.
�e coe¡cient of determination (R2) is calculated by

(23) as follows:

R2 � 1 −
SSres
SStot

� 1 −
∑n

i�1 yi − y( )2

∑n
i�1 yi − ŷi( )2

, (23)

where SSres is the sum of squares of residuals, SStot is the total
sum of squares, yi is the true value, y is the mean of true
values, and ŷi is the predicted value of yi.

�e mean absolute percentage error (MAPE) is calcu-
lated by (24) as follows:

Mape �
100%
n

∑
n

i�1

yi − ŷi

yi

∣∣∣∣∣∣∣∣

∣∣∣∣∣∣∣∣, (24)

where yi is the true value and ŷi is the predicted value of yi.

2.3. Trading Strategies

2.3.1. Strategy Establishment. With an initial principle of
$1000, we set the speci�ed buy position ratio, sell position
ratio, and buy position ratio for the �rst time/after clearance
before starting the trading process. Figure 2 is the structure
diagram of the strategy backtesting framework. Firstly, the
daily price of gold/Bitcoin is predicted through the weighted
unidirectional dual-layer LSTM model. Next, we determine
whether today is a trading day and the appropriate time to
buy or sell according to di�erent strategies. In this way, we
can derive nine di�erent buy and sell combinations for gold
and Bitcoin. Figure 3 shows the detailed trading strategy. For

the date of simultaneous buy or sell, we adopt the PSO to
obtain the optimal buying and selling ratio of gold and
Bitcoin, where the objective function is to maximize the
pro�t. Finally, we summarize the state of the asset, including
the total assets, the assets of gold, the assets of Bitcoin, and
the empty asset. �e experiment led by Schmidt and Traub
showed that loss aversion is a common human behavior in
most situations [36]. When the loss reaches 3% or 5% of the
initial principle, all positions will be cleared so that the loss
will be stopped in time.

2.3.2. Strategy Process

(1) Simple Moving Average Strategy. We choose two speci�c
indicators, the long-term simple moving average (SMA) of
15 days average daily prices and the short-term SMA of
5 days. When the short-term SMA exceeds the long-term
SMA, the asset has an upward trend, implying that it is
suitable for buying. When the short-term SMAmoves down
and intersects with the long-term SMA, the asset has a
downward trend, making it suitable for selling.

(2) Bollinger Bands Strategy. Bollinger bands (BB) indicate
areas of support and resistance. A set of parameters can be
adopted according to the length of time under various
situations. We select 20 days and use 2 as the multiplicative
parameter before standard deviation because the proposed
combination is the most commonly employed standard and
interests many investors [37]. When the average daily price
of gold/Bitcoin exceeds the upper Bollinger lines, the price of
the asset continues to rise, which implies that a sell operation
should be considered conservatively. When the average daily
price of gold/Bitcoin is lower than the lower Bollinger lines,
the price of the asset continues to fall, which indicates that a
buying operation should be considered conservatively.

(3) SMA-Slope Strategy. We establish a new strategy called
the SMA-slope strategy by introducing a new concept of k-
slope based on SMA.�e parameter k of the k-slope refers to
the number of days where the slope is consecutively positive/
negative. �e k-slope is used to increase the buy and sell
points, which promote the investment to generate more
excellent interest rates.

A Aft it Ct Ot
tanh

X +

X
tanh

X

Xt–1 Xt Xt+1

ht–1 ht ht+1

δ δ δ

Figure 1: LSTM network structure.
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We calculate the ratio of positive/negative slopes for gold/
Bitcoin for k consecutive days (Table 1). It can be easily noticed
that, by introducing the concept of k-slope, many k make the
number of days that meet the trading conditions exceed the
number of days to trade formed by SMA and BB strategies
only. When k> 10, the number of days that meet the trading
conditions is less. �erefore, we set traversals and search to
range from k to [1, 12]. Considering that the SMA strategy has

outperformed the Bollinger band strategy, we incorporate the
k-slope into the SMA strategy to form the SMA-slope strategy,
which can create more trading days than the SMA strategy.
Also, it makes gold and Bitcoin more likely to be traded si-
multaneously, so we expect better results by using PSO.

�e k-slope of gold/Bitcoin represents how aggressively
the price rises or falls, which can be used for trend iden-
ti�cation to establish a trading bias. A positive slope dictates
a bullish bias, while a negative slope dictates a bearish bias.
However, the k-slope follows a trend or price point, which
cannot predict a trend. In order to treat the problems of
possible lags, we apply the predicted price of today and the
actual data of yesterday to calculate today’s slope.

�e k-slope (si) is calculated by (25) as follows:

si �
ŷi − yi−1
1 day

, (25)

where yi−1 is the true value on the (i− 1)-th day and ŷi is the
predicted value of yi.

When k> 2, if the slopes for consecutive k days are both
positive and negative and the absolute value of the slope for
the most recent day is less than the absolute value of the slope
today, we will consider it as a possible buying/selling point.
Directional movement is also important for analyzing the
slope. When the k-slope continues to be positive and has a
slowing trend, we decide that this is an appropriate selling
point; when the k-slope continues to be negative and has a
slowing trend, we decide that this is an appropriate buying
point. To sum up, when k> 1, we consider si > 0 as a selling
point and si < 0 as a buying point.

We set the number of consecutive days that Bitcoin has a
positive slope as BITCOIN k positive, and the value that
meets the requirements represents a suitable time to sell
Bitcoin on that day. We set the number of consecutive days

Determine whether it is a
trading point through the
5-day and 15-day SMA.

Bollinger Bands SMA-slope

Strategy Backtesting Frame work Based on
Dual-LSTM Model and Trend Indicators

Bitcoin Gold

Optimal Model Selection
(Weighted Unidirectional Dual-layer LSTM)

During the holding period, if the value of the position loses 3%/5%,
the short position will be processed.

Save Transaction Data

Prediced Daily Value

SMA
Judge whether it is a

trading point by upper and
lower Bollinger lines.

A trading point meets the
5-day SMA/ 5-day slope.

Trading Straregy

Figure 2: Structure diagram of the strategy backtesting framework.

Enter holding values of gold, bitcoin and short position

Determine whether it is the trading day of gold

Buy gold & Sell bitcoin

Determine the buying and selling ratio
through particles warm planning

Modify the holding values of gold,
bitcoin, and short positions and

consider transaction commissions

Update the value based on
the up sand downs

Output

Determine the trade of gold and bitcoin

Buy bitcoin & Sell gold
Buy gold

Buy bitcoin

No Operation Today

Sell gold
Sell bitcoin

Buy gold & Buy bitcoin
Sell gold & Sell bitcoin

Modify holding values of
gold and bitcoin

Figure 3: Flowchart of trading strategy.
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that Bitcoin has a negative slope as BITCOIN k negative,
and the value that meets the requirements represents a
suitable time to buy Bitcoin on that day. GOLD k positive
and GOLD k negative are defined similarly. We perform a
traversal search with the range from 1 to 12 for these
four parameters to find the optimal value for k in the
k-slope.

3. Results

3.1. Performance of LSTM Model Based on Feature Selection.
Figures 4 and 5 represent correlation coefficients of all
features with daily average price of gold/Bitcoin. *e darker
the colour, the smaller the influence of the feature on the
value of gold/Bitcoin. Also, the lighter the colour, the greater
the influence of the feature on the value of gold/Bitcoin. *e
value of gold has a large correlation coefficient with all
features of SMA and Bollinger bands, implying a strong
positive correlation. In particular, the correlation coefficients
of 5-day SMA and 5-day EMA reach 1.0, which is a perfect
positive correlation.*erefore, these characteristics can have
a greater impact on the value of gold. *e correlation co-
efficients of RC, RSI, and MACD were 0.05, 0.12, and 0.02,
respectively, showing a positive weak correlation.

*e value of Bitcoin has a strong correlation coefficient
with all the characteristics of the simple moving average,
exponential moving average, and Bollinger bands, even
reaching 1.0 on the 5-day and 10-day SMA and EMA.
*erefore, these characteristics can have a noticeable impact
on the value of Bitcoin. *e correlation coefficients of RC,
RSI, and MACD are 0.02, 0.00, and 0.00, respectively, and
there is almost no correlation. However, since only 18 in-
dicators are selected in this paper, all indicators with weak
correlations are reserved.

Table 2 represents the result of the performance com-
parisonofLSTMmodels. It canbe seen that theunidirectional
dual-layer LSTMmodel is better than the bidirectional LSTM
model in every index. As a result, we initially choose the
unidirectional dual-layer LSTM as the basic model.
Δt andm in Table 2 refer to the average daily price data of

consecutive trading Δt days as a time window to input the
model training, which aims to predict the profit situation
after m days. *erefore, it can use the predicted price data of
m days to predict the short-term price trend.

Secondly, we compare different sizes of the time window
(Δt), where 1, 5, and 8 are chosen.

Table 3 represents the performance of unidirectional
dual-layer LSTM model with time windows of 1, 5, and 8. It
is obvious that the 5 indicators are not particularly different.
Given that we pay more attention to the accuracy of ups and
downs predictions (Accuracy), we choose the unidirectional

dual-layer LSTM model with time windows of 5 to predict
the average daily price of Bitcoin.

In the same way, a unidirectional dual-layer LSTM
model with time windows of 8 is chosen to predict the
average daily price of Bitcoin.

As shown in Figure 6, prediction lag is sometimes en-
countered, where the predicted average daily price of Bitcoin
lags behind the change in the actual situation. It may lead to
a decrease in the accuracy of ups and downs (Accuracy).

As shown in Tables 4 and 5, it can be inferred that,
compared with m� 1, the accuracies of ups and downs
(Accuracy) have more than 25% growth. *erefore, we can
conclude that the model has been significantly improved. In
addition, whether it is Bitcoin or gold, the result with a
weight ratio of 0.4 : 0.5 : 0.1 performs better than the result
with a weight ratio of 0.4 : 0.32 : 0.28. Hence, we choose a
weight ratio of 0.4 : 0.5 : 0.1 to build the model.

According to the model we selected and improved, we
predict the average daily prices of gold and Bitcoin, as shown
in Figures 7 and 8. It can be clearly seen that the prediction
lag with m� 3 has been alleviated. To sum up, with a time
window of 5, the unidirectional dual-layer LSTM model
predicting the next 3 days is the best for Bitcoin average daily
price prediction. Also, with a time window of 8, the uni-
directional dual-layer LSTM model predicting the next
3 days is the best one for gold average daily price prediction.

3.2. Financial StrategyResults. A 5-year trading simulation is
conducted based on a $1000 principal. For the sake of
concise and convenient representation, the symbols we will
use frequently in the next two sections are explained in
Table 6. *e initial conditions of the simulation are as
follows: the sell position ratio is 20%, the buy position ratio is
50%, the buy position ratio for the first time/after clearance
is 70%, and the transaction commissions of Bitcoin and gold
are 2% and 1%, respectively.

3.2.1. Performance of the SMA-Slope Strategy

(1) Optimal Value of k in k-Slope for Gold. As the number of
consecutive days with negative slopes for gold (GOLD
k negative) increases, the number of buying points for gold
decreases, but the upper limit of the gold asset increases. As
the number of consecutive days with positive slopes for gold
(GOLD k positive) increases, the number of selling points
for gold decreases, but the upper limit of the gold asset in-
creases. From Table 7, it can be concluded that long-term
holding is more suitable for gold, while frequent reading
operationsarenot appropriate.Byanalyzinggoldassetsunder
different settings of four parameters, we find that when

Table 1: *e ratio positive/negative slopes for gold/Bitcoin for k consecutive days.

k
Gold (1826 days) Bitcoin (1826 days)

2 3 4 5 6 7 8 9 10 2 3 4 5 6 7 8 9 10
Positive (%) 38 32 28 26 24 22 21 20 19 42 36 32 30 27 25 24 23 23
Negative (%) 34 27 24 21 19 18 16 15 14 31 25 21 19 16 15 13 12 11
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GOLD k negative and GOLD k positive take 9 at the same
time, the gold assets can reach the highest. Moreover, selling
points have a more signi�cant impact on gold assets because
GOLD k positive can distinguish di�erent gold assets while
GOLD k negative cannot. When the buying and selling
points are the same, the results of the SMA-slope strategy are
better than those of the SMA strategy due to the in¬uence of
Bitcoinongold. It increases thenumberof days tobuy and sell
both gold and Bitcoin at the same time, which contributes to
better results of asset allocation.

(2)Optimal Value of k in k-Slope for Bitcoin. As the number of
consecutive days with negative slopes for Bitcoin
(BITCOIN k negative) decreases, the number of buying
points for Bitcoin increases, and the upper limit of Bitcoin
assets increases. As the number of consecutive days with
positive slopes for Bitcoin (BITCOIN k positive) decreases,
the number of selling points for Bitcoin increases, and the
upper limit of Bitcoin assets increases. From Table 8, we can
draw the conclusion that Bitcoin is more suitable for short-
term holding. �e buying point has a greater impact on
Bitcoinbecausebuyingpoints canpartition theBitcoin asset,

while selling points cannot. When the selling points are the
same, the SMA-slope strategy far outperforms the SMA
results because the SMA-slope strategy increases the buying
point for Bitcoin. With more days to buy and sell both gold
and Bitcoin simultaneously, more proper asset allocation
can be obtained.

(3) Optimal Values of k in k-Slope for the Portfolio. We
perform a global search for four k-slope parameters, and the
optimal solution set is shown in (26) as follows:

BITCOIN k negative � 1,

BITCOIN k positive≥ 8,

GOLD k negative≥ 7,

GOLD k positive � 5,




(26)

Bitcoin has 1567 buying points and 52 selling points,
while gold has 31 buying points and 99 selling points. �is
optimal solution set con�rms previous conclusions; that is,
selling points play a decisive role in gold assets, and buying
point is crucial for Bitcoin.
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Figure 4: Correlation coe¡cients of all features with gold values.
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However, at this time, 99% or more of the total assets are
composed of Bitcoin assets, and the holding ratio also ex-
ceeds 99% of the total positions. �is is a very aggressive,
risky behavior that does not conform to normal human
behaviors. However, this set can be ignored by setting the
empty, gold, and Bitcoin ratio not to be extreme. Table 9
shows the optimal asset results by global search.

Figure 9 presents the results of di�erent BITCOIN k
negative and GOLD k positive investment simulations. It

can be noticed that the best results are obtained when the
value of BITCOIN k positive is 1. Similarly, Figure 10
presents the changes in gold assets at di�erent BITCOIN
k negative, and we can see that the more the proportion of
Bitcoin, the smaller the proportion of gold and the more the
total assets. Under di�erent BITCOIN k negative, better
results are obtained when the value of GOLD k positive is 7,
but as the number of buying points for Bitcoin decreases,
GOLD k positive moves to a smaller value to obtain the
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Figure 5: Correlation coe¡cients of all features with Bitcoin values.

Table 2: Performance comparison of LSTM models.

Model Δt m MSE RMSE R2 MAPE Accuracy (%)
Unidirectional dual-layer LSTM 8 1 751150.9776 866.6897 0.9962 2.8881 46.9163
Bidirectional LSTM 8 1 752803.4835 867.6425 0.9962 2.8641 45.5044

Table 3: Performance comparison with di�erent sizes of the time window of the LSTM model.

Model Δt m MSE RMSE R2 MAPE Accuracy (%)

Unidirectional dual-layer LSTM
1 1 731372.9356 855.2034 0.9963 2.9109 46.6410
5 1 739981.2836 860.2216 0.9962 2.8791 47.7974
8 1 751150.9776 866.6897 0.9962 2.8881 46.9163
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optimal solution. �e portfolio has the tendency to decrease
the proportion of gold and increase the proportion of Bit-
coin in order to get a higher pro�t.

3.2.2. Comparison of SMA, BB, and SMA-Slope Strategies.
From Table 10, as for the performance of the annual per-
centage rate (APR) of the portfolio consisting of gold and
Bitcoin, the SMA-slope strategy is better than the SMA
strategy, and the SMA strategy is better than the BB strategy.
�e empty, gold, and Bitcoin have unbalanced
asset allocations with high risk when SMA-slope and BB

strategies perform best. It also con�rms the possibility that
investors may substitute Bitcoin for gold in a portfolio for
higher risk-adjusted returns [38]. In the SMA-slope strategy,
without pursuing the minimum value, we can get a set of
slope values, which contributes to more balanced
asset allocation, and the APR is higher than that of the SMA
strategy. As shown in Table 11, the SMA-slope strategy
dramatically increases the number of buying points of
Bitcoin and changes the selling points of gold. It can be
speculated that the SMA-slope strategy adjusts the number
of trading times for gold and Bitcoin on the same day to get
better results.
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Figure 6: Predicted values of Bitcoin by unidirectional dual-layer LSTM model.

Table 4: Performance comparison with di�erent weights for gold of the LSTM model.

Model c1 c2 c3 MSE RMSE R2 Mape Accuracy (%)

Unidirectional dual-layer LSTM(Δt � 8, m � 3) 0.4 0.32 0.28 354788.3113 595.6410 0.9982 2.1194 73.7885%
0.4 0.5 0.1 253736.0019 503.7221 0.9987 1.5871 82.0485%

Table 5: Performance comparison with di�erent weights for Bitcoin of the LSTM model.

Model c1 c2 c3 MSE RMSE R2 Mape Accuracy (%)

Unidirectional dual-layer LSTM(Δt � 5, m � 3) 0.4 0.32 0.28 354788.3113 595.6410 0.9982 2.1194 73.7885
0.4 0.5 0.1 253736.0019 503.7221 0.9987 1.5871 82.0485
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Figure 7: Predicted values of gold by weighted unidirectional dual-
layer LSTM model.
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Figure 8: Predicted values of Bitcoin by weighted unidirectional
dual-layer LSTM model.
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Table 6: Notations used in this section.

Symbol Definition
Gold Accumulated holding value of gold.
Bitcoin Accumulated holding of Bitcoin.
Short Cumulative remaining value of assets.
Total Cumulative total value of assets.
Buy position ratio *e ratio of value of assets that are bought to the cumulative remaining value of assets.
Sell position ratio *e ratio of value of assets that are sold to the cumulative remaining value of assets.
Buy position ratio for the first time/after
clearance

Buy position ratio for first purchase at the beginning and the first purchase after short
position.

Table 7: Number of buying and selling points for gold and corresponding asset values at different slopes.

GOLD_k_negative Gold buying points Gold assets range ($) GOLD_k_positive Gold selling points Gold assets range ($)
10,11,12 31 [2.58, 5473.44] 10,11,12 37 [863.20, 5304.65]
9 31 [2.61, 5497.88] 9 40 [894.96, 5497.88]
7,8 31 [2.58, 5473.44] 8 40 [894.96, 5371.01]
6 33 [1.92, 3979.27] 7 45 [905.68, 5473.44]
5 36 [1.78, 3664.29] 6 67 [553.25, 3264.70]
4 45 [1.32, 1487.55] 5 99 [349.40, 1990.88]
3 63 [1.34, 1042.88] 4 156 [173.06, 1056.99]
2 98 [1.20, 960.06] 3 298 [33.91, 138.46]

2 576 [1.20, 4.04]
SMA 31 [2.61, 5473.44] SMA 37 [877.41, 5181.83]

Table 8: Number of buying points and selling points for Bitcoin and corresponding asset values at different slopes.

BITCOIN_k_negative Bitcoin buying
points

Bitcoin assets range
($) BITCOIN_k_positive Bitcoin selling

points
Bitcoin assets range

($)
11,12 46 [1117.15, 6960.06] 8,9,10,11,12 52 [1127.11, 34864.58]
10 47 [1102.19, 7181.45] 7 54 [1111.62, 33071.92]
9 48 [1118.53, 6994.15] 6 57 [1093.92, 31634.04]
8 51 [970.53, 6676.25] 5 62 [1081.70, 30123.10]
7 54 [1026.62, 6351.62] 4 73 [1064.18, 27314.72]
6 70 [1565.28, 8649.57] 3 103 [1068.01, 23883.65]
5 108 [2062.81, 11227.64] 2 155 [1026.62, 20596.88]
4 175 [2434.13, 12411.84] 1 239 [970.53, 18015.70]
3 336 [4101.21, 21453.82]
2 735 [6283.13, 32608.38]
1 1567 [7816.49, 34864.58]
SMA 46 [1226.95, 7127.42] SMA 52 [1226.95, 7127.42]

Table 9: Optimal asset results by global search.

BITCOIN_k_negative BITCOIN_k_positive GOLD_k_negative GOLD_k_positive Empty
($)

Gold
assets ($)

Bitcoin
assets ($)

Total assets
($)

1 8 7 5 134.641 176.012 36950.113 37260.767
1 8 8 5 134.659 176.035 36954.796 37265.490
1 8 9 5 134.659 176.035 36954.796 37265.490
1 9 7 5 134.659 176.035 36954.796 37265.490
1 9 8 5 134.659 176.035 36954.796 37265.490
1 9 9 5 134.659 176.035 36954.796 37265.490
1 Null 7 5 134.659 176.035 36954.796 37265.490
1 8 Null 5 134.659 176.035 36954.796 37265.490
1 Null Null 5 134.659 176.035 36954.796 37265.490
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3.3. Analysis of Operational Factors A�ecting Investment
Results. �e proper asset allocation is key to achieving the
goal of high return and risk tolerance. Rebalancing will be
employed when the asset allocation is out of line, which will
provide the best relative return on risk [39].�erefore, we set
the BITCOIN k negative as 5 and GOLD k positive as 5 to
further analyze the SMA-slope strategy. Results with these
settings avoid extreme imbalances in the ratio of gold and
bitcoin.

3.3.1. Buy Position Ratio Analysis. Figures 11–13 are the
analysis of buy position ratio under 3 strategies. For the SMA
strategy, when we �x the gold/bitcoin sell position ratio of
20% each time and adjust the proportion of the short po-
sition each time we buy, it is evident that the APR is adjusted
from 72.0% to 84.4%. �e growth rate of the APR is pro-
portional to the buy position ratio. �e Bollinger band
strategy shows that its annual interest rate has nothing to do
with the buying position ratio, implying that the strategy is

highly conservative. Its proportion of gold and Bitcoin is
highly unbalanced. For the SMA-slope strategy, it can be
found that the annual interest rate shows a parabolic trend,
and the total assets will fall back as the position increases to
warn investors. When the buy position ratio is adjusted to
70%, the maximum APR is 83.0%. However, as the buy
position ratio becomes closer to 100%, the APR shows a
downward trend.

Moreover, the SMA-slope strategy obtains a better so-
lution when the buy position ratio is within the interval
[40%, 80%]. When the buy position ratio is adjusted to 40%,
the di�erence between the APRs of the SMA and SMA-slope
strategies is at most 8%. Considering risk factors, it is
generally not recommended for investors to use all amounts
of cash to buy assets at one time, especially for Bitcoin, which
is highly volatile. �erefore, with careful consideration, the
SMA-slope strategy performs better in response to adjusting
the buy position ratio.

3.3.2. Sell Position Ratio Analysis. We try to explore the
performance of the SMA strategy in extreme cases, that is,
sell only a tiny percentage of gold/Bitcoin at one time. When
we set the buy position ratio to 60% (Figure 14), it can be
seen that the growth of the annual interest rate has a linear
relationship with the sell position ratio. �e higher the sell
position ratio, the lower the annual interest rate. �e po-
sition ratio between the holding value of Bitcoin and gold
and the short position value is about 3 : 6:1, a stable ratio. We
want to explore whether this ratio relationship is still sat-
is�ed in extreme cases (Figure 15). We �gure out that when
the sell position ratio is 1%, the �nal short position value is
only 32.6, the value of Bitcoin holdings reaches 48436.5, and
the total assets reach $51711.0, where the Bitcoin share
becomes 93.7%. It is dangerous behavior. Although the data
shows that a lower sell position ratio can �nally greatly
promote the growth of total assets, it is still a dangerous
behavior requiring alertness.

3.3.3. Buy Position Ratio for the First Time/after Clearance
Analysis. We have conducted a detailed analysis of the
purchases when the current gold/Bitcoin position value is 0
under di�erent strategies; that is, we adjust the buy position
ratio for the �rst time/after short positions to explore its
impact on the annual interest rate. We set the sell position
ratio as 20% and the buy position ratio as 50%, aiming to �nd
the changes in annual interest rate under di�erent buy po-
sition ratios for the �rst time/after short positions. It can be
found that, under the SMA strategy (Figure 16), the annual
interest rate and the buy position ratio for the �rst time/after
short positions have a linearly increasing relationship.
Moreover, thevalueof empty,Bitcoin, andgoldhas increased,
and the proportion is relatively balanced.Under theBollinger
band strategy (Figure17), the annual interest rate hasnoe�ect
on buy position ratios for the �rst time/after short positions,
and the total assets remain at $4815.8. It con�rms the con-
servative nature of theBollinger band strategy again, avoiding
short positions to the greatest extent.
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3.3.4. Di�erent Transaction Commissions of Gold/Bitcoin.
As shown in Figures 18–21, the assets show a linear rela-
tionship with di�erent transaction commissions of gold/
Bitcoin for SMA and SMA-slope models. Also, with the
increase of the transaction commission of gold/Bitcoin, the
total asset decreases linearly.

Tables 12 and 13 show the e�ects on the two models
when the transaction commission of gold/Bitcoin changes.
�e average sensitivity (average rate of change) of the SMA
strategy to changes in Bitcoin transaction commission is
36%, and the average sensitivity of the SMA-slope strategy is
47. Additionally, SMA and SMA-slope strategies are

Table 11: Selling and buying points for di�erent strategies.

Strategy Bitcoin buying points Bitcoin selling points Gold buying points Gold selling points
BB 449 76 50 1105
SMA 46 52 31 37
SMA-slope (best) 1567 52 31 99
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Figure 11: Assets by SMA strategy with 20% sell position ratio and
di�erent buy position ratio.
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Figure 12: Assets by Bollinger bands strategy with 20% sell po-
sition ratio and di�erent buy position ratio.
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Figure 13: Assets by SMA-slope strategy with 20% sell position
ratio and di�erent buy position ratio.
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Figure 14: Assets by SMA strategy with 60% buy position ratio and
di�erent sell position ratio.
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Figure 15: Assets by SMA strategy with 100% buy position ratio
and di�erent sell position ratio.
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Figure 16: Assets by SMA strategy with 20% sell and 50% buy
position ratio and di�erent buy position ratio for the �rst time/after
clearance.
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Figure 17: Assets by Bollinger band strategy with 20% sell and 50%
buy position ratio and di�erent buy position ratio for the �rst time/
after clearance.
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Figure 18: Assets by SMA strategy with 2% transaction com-
mission of Bitcoin and di�erent transaction commissions of gold.
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Figure 19: Assets by SMA strategy with 1% transaction com-
missions of gold and di�erent transaction commission of Bitcoin.
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Figure 20: Assets by SMA-slope strategy with 2% transaction
commission of Bitcoin and di�erent transaction commissions of
gold.
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Figure 21: Assets by SMA-slope strategy with 1% transaction
commission of gold and di�erent transaction commissions of
Bitcoin.
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sensitive to gold transaction commission changes with an
average sensitivity of 17%.

To sum up, due to the relatively gentle change of gold, the
two models are less sensitive to changes in the transaction
commission. However, because of the significant volatility
and extensive fluctuation range of Bitcoin, the two models
are more sensitive to it. Moreover, the sensitivity of the
SMA-slope strategy is higher than that of the SMA strategy,
and the highest rate of change is 75%.

4. Discussion

We have built a portfolio optimization model for gold and
Bitcoin with high profitability to help investors make trading
decisions. By sliding window and a weighted method for
three days, we achieve a high accuracy of ups and downs for
the unidirectional dual-layer LSTM model. Also, with the
introduction of the k-slope and slight adjustments for the
asset allocation, higher returns are realized by the SMA-
slope strategy compared to common SMA and BB strategies.
However, there are still some improvements that can be
completed in the future work. Firstly, risk factors should be
taken into more consideration. *e current optimal set is a
hazardous solution with highly unbalanced asset allocation.
A fixed rule and some rebalancing methods can be con-
ducted to avoid risks caused by inappropriate portions of
different assets. Secondly, the relationship between gold and

Bitcoin can be explored while we currently train and test the
LSTM model for prediction separately. *e internal influ-
ence mechanism between gold and Bitcoin may play an
essential role in predicting daily prices [40]. *irdly, the
window size can be dynamic as time goes by. Fix window
size is used in the currentmodel, limiting temporal modeling
in deep learning neural networks because the data defined by
the window size is only modeled and unsuitable for dealing
with long-term dependencies in time-series data [41]. Also,
the sliding window may be more suitable for Bitcoin than
gold. Finally, in the context of Industry 4.0, AI technology
can be applied more in the prediction model and the
simulation for practical trading processes. Many alternatives
for the LSTM model may contribute to higher accuracy for
daily price prediction. AI can be described as a set of
techniques for modeling and simulation environmental
systems, such as artistic neural networks and reinforcement
learning [42]. More use of AI technology may make trading
simulations more realistic.

5. Conclusion

*is paper establishes a portfolio optimization model for
gold and Bitcoin, including a weighted unidirectional dual-
layer LSTM model to predict the daily prices and the SMA-
slope strategy for trading decision-making. We also carry
out trading simulations for gold and Bitcoin with an initial

Table 12: Effects on SMA and SMA-slope strategies by changes in transaction commission of Bitcoin.

Transaction commission
of gold (%)

Transaction commission
of Bitcoin (%)

SMA SMA-slope

Total assets ($) Rate of
change (%) Total assets ($) Rate of change (%)

1 1 18490.8 −13 23570.5 −18
1 2 16410.6 0 19901.6 0
1 3 14570.8 11 16794.1 16
1 4 12943 21 14163.5 29
1 5 11502.6 30 11937.9 40
1 6 10227.5 38 10056.2 49
1 7 9098.4 45 8466 57
1 8 8098.3 51 7123.1 64
1 9 7212.1 56 5989.6 70
1 10 6426.6 61 5033.5 75

Table 13: Effects on SMA and SMA-slope strategies by changes in transaction commission of gold.

Transaction commission of gold (%) Transaction commission
of Bitcoin (%)

SMA SMA-slope

Total assets ($) Rate of change (%) Total assets ($) Rate of
change (%)

1 2 16410.6 −5 19901.6 −4
2 2 15663 0 19179.9 0
3 2 14953.4 5 18497.2 4
4 2 14279.6 9 17850.9 7
5 2 13639.9 13 17238.6 10
6 2 13032.3 17 17027.6 11
7 2 12455.2 20 16107.4 16
8 2 11906.9 24 15584.6 19
9 2 11385.9 27 15088 21
10 2 10890.9 30 14616 24
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principal of $1000 for further exploration. *e weighted
unidirectional dual-layer LSTM model is trained by daily
prices of gold/Bitcoin and their related financial indicators.
In order to make the simulation more in line with the actual,
we adopt a sliding window for daily price prediction. For
evaluation matrices, in addition to some common indicators
like R2 and RMSE, we pay more attention to the accuracy of
ups and downs, which has a more direct relationship with
trading decision-making. Changes in the financial market do
not always obey the regular common rules or follow the
same cycle. *e predicted prices are obtained for the fol-
lowing 3 days, and a weighted method is used on them for
higher accuracy of ups and downs, which reduces prediction
lags to catch trends of prices better. In this paper, we
compared three strategies, SMA strategy, BB strategy, and
SMA-slope strategy. By analyzing results from various
simulations, the SMA-slope strategy is considered the best
choice for obtaining relatively high returns and avoiding
extremely unbalanced asset allocation, where four param-
eters in the k-slope can be adjusted to achieve different
outcomes. We focus on the operation derails involved in the
investment processes and conclude that buy position ratios,
sell position ratios, buy position ratios for the first time/after
clearance, and transaction commissions of gold/Bitcoin all
significantly impact the assets, which also have a more
substantial effect on the performance of strategies.
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Flood disaster is one of the critical threats to cities. With the intellectualization tendency of Industry 4.0, re�ned urban �ood
models can e�ectively reproduce �ood inundation scenarios and support the decision-making on the response to the �ood.
However, the spatiotemporal variability of rainfall and the spatial heterogeneity of the surface greatly increase the uncertainties in
urban �ood simulations.�erefore, it is crucial to account for spatiotemporal variability of rainfall events and grids of themodel as
accurately as possible to avoid misleading simulation results. �is study aims to investigate the e�ect of temporal resolutions of
rainfall and spatial resolutions of the model on urban �ood modeling in small urban catchments and to explore a proper
combination of spatiotemporal schemes. �e IFMS Urban (integrated �ood modeling system, urban) is used to construct a one-
dimension and two-dimension coupled urban �ood model in the typical inundated area in Dongguan, China. Based on �ve
temporal resolutions of rainfall input and four spatial resolutions, the compound e�ect of spatiotemporal resolutions on the
accuracy of urban �ood simulations is systematically analyzed, and the variation characteristics are investigated. �e results show
that the �ner the temporal resolution is, the higher the simulation accuracy of the maximum inundated water depth. Considering
the spatial resolution, as the spatial grid becomes smaller, the relative error of the maximum inundated water depth decreases, but
it also shows some nonlinear characteristics. �erefore, the smaller grid does not always mean a better simulation. �e spatial
resolution has a greater impact on the �ood simulation accuracy than the temporal resolution. �e simulation performance
reaches the best when the grid interval is 100m and the rainfall input interval is 5min, 10min, or 15min. A�ected by other factors
such as terrain slope, the simulation accuracies under di�erent spatiotemporal resolutions present complex nonlinear char-
acteristics. �e mechanisms of the compound e�ect of the spatiotemporal resolutions on the model simulation and the e�ect of
underlying surface and topography on model simulation will be the focus of in-depth exploration for the future urban
�ood model.

1. Introduction

With booming urbanization, the �ood-inducing factors and
hazard bearing bodies have experienced great changes in
recent years. Many large andmedium-sized cities around the
world have su�ered from frequent �oods, which seriously
threaten the safety of life and property of urban residents
[1–3]. As an important basis for urban �ood emergency
control and risk management, the urban �ood model is very
important in real-time simulation, early warning, and risk
assessment of �oods. In recent years, under the background

of Industry 4.0, the algorithms, calculation data, and
computing power have greatly improved [4]. �e spatio-
temporal resolutions of urban �ood models are becoming
higher, and the decision-making is more intelligent. How-
ever, the �ne-resolution simulation brings computational
pressure and increases the uncertainties in the urban �ood
simulation. Due to the diverse underlying urban surface, the
fast runo� process, and the short response time, its hy-
drological characteristics in urban regions show high spa-
tiotemporal heterogeneity [5, 6]. �erefore, the urban �ood
model generally has strong resolution dependence, and the
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simulation accuracy is constrained by the spatiotemporal
resolutions [7–9]. To improve the simulation accuracy, we
need to conduct in-depth and systematic research on the
impact of spatiotemporal resolutions on the simulation
accuracy of urban flood models.

Rainfall is one of the key driving factors of urban hy-
drological processes and is of high spatiotemporal variability
[10, 11]. Variations of the rainfall spatiotemporal resolutions
can affect the rainfall-runoff response time and water yield in
the hydrological model [11]. (erefore, it is important to
simulate the hydrological response with an appropriate
spatiotemporal resolution of rainfall [12, 13]. A large
number of studies have proved that for small urban
catchments, urban flood simulation should use the rainfall
data on at least 1–15min time resolution and 100–1000m
spatial resolution [14–16]. Bruni et al. [17] analyzed the
relationship between the urban catchment area and the
required spatiotemporal resolutions of rainfall data and
showed that for small urban catchments with less than
700 hectares, the urban hydrological simulation requires the
rainfall data with at least a 5min time resolution and a
1.7 km spatial resolution. In addition, the sensitivity of
different hydrological models to the spatiotemporal reso-
lutions of rainfall differs significantly, with the physical
model being more sensitive than the conceptual model
[18–20]. Aronica et al. [21] found that the Storm Water
Management Model (SWMM) is more sensitive to rainfall
temporal resolution than hydrological parameters. Meselhe
et al. [22] compared the HMS (hydrologic modeling system)
conceptual model with the physics-based hydrological
model MIKE SHE. (ey found that the latter is more
sensitive to rainfall temporal resolution. Gires et al. [23]
found that the 1D/2D (one-dimension/two-dimension)
coupled model, Multi-Hydro, is more sensitive to rainfall
variability than the simpler 1D model. Many other studies
also found that in small urban catchments, the time-scale
variation of rainfall data has a greater impact on urban
hydrodynamic models [24, 25]. To sum up, for a densely
built and highly impermeable urban catchment, the output
of the urban flood model is very sensitive to the rainfall
spatiotemporal resolutions, and the bias of output increases
obviously as the resolutions decrease.

Most urban flood models are distributed hydrological
models based on grid data. (e hydrological process is also
sensitive to the spatial distribution of the underlying surface
of the watershed [9]. (e computational efficiency of the
model and the accuracy of the simulations are often affected
by the spatial resolution of the grid and the accuracy of input
data [26, 27]. In the early 1960s, the importance of the spatial
resolution of input data is recognized by scholars [28, 29].
Since then, many scholars have studied the spatial resolution
of hydrological models. (ey found that the conclusions are
different in different study areas. (e model of high spatial
resolution can lead to the systematic underestimation of
peak flow [30, 31]. Ichiba et al. [27] found that increasing
spatial resolution can reduce peak flow and total flow. (e
effect of spatial resolution of the grid on model performance
is nonlinear, and higher mesh accuracy does not necessarily
lead to better simulation. Zhang and Montgomery [32]

found that a spatial resolution of 10m can greatly improve
the simulations than 30m and 90m, while that of 2m or 4m
only improves the model slightly. (e above studies show
that the difference in spatial resolutions will change the loss
of underlying surface information and the complexity of the
surface runoff between adjacent grids, which has a nonlinear
impact on the simulations. (erefore, in the modeling
process of the urban flood, the appropriate spatial resolution
should be selected according to the comprehensive analysis
of the calculation characteristics of the model, the charac-
teristics of the underlying surface of the study area, and the
accuracy of the input data.

To sum up, there have been extensive studies on eval-
uating the accuracy of urban flood simulation unilaterally
from the temporal resolution of rainfall data or spatial
resolution of the grids. (ese studies show that the effects of
temporal resolution and spatial resolution on the simulation
accuracy are obvious and nonlinear. So, the compound
effects of grid spatial resolution and rainfall temporal res-
olution on the simulation accuracy should be more com-
plicated. However, there are few studies on this aspect. To
this end, we take the typical flooded area in Dongguan,
China, as the study area (Section 2.1) and collect topographic
and sewer network data (Section 2.2). (e distributed urban
flood model IFMS Urban (Section 3.1) is used to construct
the coupling model of the 1D urban drainage network model
and 2D surface hydrodynamic model in the study area, and
the model is validated by using the high temporal resolution
rainfall data and observed historical inundation events
(Sections 2.2 and 3.3). (en, we explore the effects of rainfall
temporal resolution and model spatial resolution on the
maximum inundation water depth and the submerged water
depth hydrograph based on five temporal resolutions of
rainfall input and four spatial resolutions(Sections 4.1 and
4.2). Furthermore, we analyze the compound effects of
different spatiotemporal resolutions on the accuracy of
urban flood simulations (Section 4.3). Conclusions can be
found in Section 5.

2. Study Domain and Data

2.1. Study Domain. (e study site, Guancheng District of
Dongguan City, is located on the south-central east coast of
the Pearl River estuary, Guangdong Province, China (within
E119°31′-114°15′, N22°39′-23°09′). It covers approximately
13.31 km2 (Figure 1(a)). (e study area represents a typical
urban area with a density of human structures such as
houses, commercial buildings, and roads. When the city is
hit by heavy rainfall, the topographic characteristics of the
study area make the flood converge to the middle from the
sides south and north and finally discharge into the Dongyin
Canal in the east.

2.2. Data Collection

2.2.1. Topographic Data. (e basic geographic data provided
by the Urban Planning Bureau of Dongguan City (UPBDC)
included a remote-sensing image and a digital elevation
model (DEM). (e resolution of the remote-sensing and
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DEM are 5m and 0.5m, respectively.�e former was used to
distinguish the land use types of the underlying surface, and
the latter was used to calculate the elevation and slope of the
2D grid.

2.2.2. Sewer Network Data. �e sewer network data
(Figures 1(b) and 1(c)) that were obtained from UPBDC is
mainly based on the combined system. Most of the pipelines
do not meet the design return period of one year, and most
of the pipelines are less than 1000mm in diameter, which is
easy to cause waterlogging in the lower terrain.

2.2.3. Rainfall Data. In this research, two rainstorm events
that occurred on August 30, 2018, and May 7, 2015, were
used for model calibration and impact study of temporal and
spatial scale, respectively. �e maximum 24-hour cumula-
tive rainfall of the two rainstorm events exceeded 50mm,
resulting in waterlogging in the study area. �ree rainfall
stations, which collect rainfall data at an interval of every
5min, are located in and around the study area (Figure 1(c)).
�e rainfall of 10min, 15min, 30min, and 1 h temporal scale
was accumulated from the rainstorm of May 7, 2015.

Meteorological Bureau of Dongguan City provided the
corresponding rainfall records.

2.2.4. Observed Historical Inundation Events. Generally, it is
di¡cult to calibrate and validate the urban inundation
model due to a lack of detailed observation of inundation
events [2]. �erefore, in many cases, either a partial cali-
bration/validation of the model or an indirect validation/
veri�cation based on testimonial reports is sought [33, 34].
In this research, the process of inundation depth in the
inundation area in Yonghuating, Dongcheng Road West,
and Dongzong Road on August 30, 2018, was observed for
the calibration and veri�cation of the urban �ood model.
�e data on maximum inundation depth and distribution of
inundation area on May 7, 2015, were collected and released
by the Water Authority of Dongguan City.

3. Methodology

3.1. IFMS Urban. IFMS Urban couples the SWMM with a
2D surface hydrodynamic model that is conducted based on
an adaptive grid and �nite volume method, which can
automatically identify the region with a large parameter

City of Dongguan23
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Dongyin Canal
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Figure 1: (a) Location and landcover conditions of the study area in which �ve numbers from #1 to #5 labeled with distribution of
waterlogging points: #1 People’s Park; #2 Dongzong Road; #3 Yinshan Street; #4 Dongcheng West Road; #5 Yonghuating. (b) shows the
sewer network with manholes and outlets. (c) Top view of the DEM overlaid with the pipeline and rainfall station layer of the study area.
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gradient and the boundary between dry and wet, adjust the
grid size, accurately simulate the dynamic change of water
flow propagation, and can be applied to the actual flood
simulation [35]. (e IFMS Urban efficiently calculates the
urban flood process in the complex urban area with frequent
waterlogging and achieves good calculation accuracy, which
provides technical support for this paper.

3.1.1. 1D Urban Drainage Network Model. (e urban
drainage system consists of water inlets, drainage pipes,
drainage pumping stations, and river channels at the outlets
of the pipe network. (e 1D model can use three methods of
dynamic wave method, kinematic wave method, and steady
flow method to calculate the drainage pipeline confluence.
(e governing equation is specifically the following
formulas:

zQ

zx
+

zA

zt
� 0, (1)

where Q is the discharge, A is the discharge section area, t

represents the time, and x represents the distance.

gA
zH

zx
+

z Q
2/A 

zx
+

zQ

zt
+ gASf � 0, (2)

where H represents the water depth, g represents the
gravitational acceleration, and Sf is the slope gradient of
friction resistance.

3.1.2. 2D Surface HydrodynamicModel. In order to establish
a special well-balanced scheme technique for dealing with
source term due to bottom topography constructed, this
paper develops a well-balanced Godunov-type scheme of the
second-order accuracy for 2D shallow water equation with
mesh. As above, the MUSCL method is used to reconstruct
the variable values on both sides of the unit interface UL/R

i+1/2
and the Roe format is selected to solve interface flux in the
evolutionary step. Regarding the discretization of the source
term, the bed slope term is discretized by characteristic
classification, and the resistance source term is discretized
implicitly.

(e 2D shallow water equation of depth-averaged can be
abbreviated as follows:
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(3)

where h represents the water depth, u is the flow velocity of
x-direction, v is the flow velocity of y-direction; Sx and Sy

are the source terms.

3.1.3. Algorithm of Coupled Model. (e 1D urban drainage
network model and 2D surface hydrodynamic model are
coupled by calculating the exchange water volume, which is
substituted into their respective model for calculation and
update to the next step. (e exchange water volume can be
calculated through the following equation:

Q � M Hnode − Hsurface( Wcrest

����������������

2g Hnode − Hsurface






·
Hnode − Hsurface




max Hnode, Hsurface(  − Hg




,

(4)

where HSurface is the head of land surface,Hnode is the head of
drainage pipeline, M is the discharge coefficient, Wcrest is the
width or perimeter of manhole, and Hg is the surface
elevation.

3.2. Evaluation of Modeling Results. (e calibration process
has been evaluated using error indicators including Nash-
Sutcliffe efficiency coefficient (NSE), maximum inundation
depth relative error (REP) , and maximum inundation depth
appearance time absolute error (AET) for the simulated and
observed values. (e error indicators are formulated as in
the following equations:

NSE � 1 −


N
i�1 q

obs
i − q

sim
i 

2


N
i�1 q

obs
i − q

obs
 

2, (5)

where qobsi is the observed value of an event i, qsimi is the
simulated value of an event i, N is the number of observed
values, and qobs is the average of observed values.

REP �
q
obs
P − q

sim
i





q
obs
P

× 100%, (6)

where qobsP is the observed value of maximum inundation
depth, qsimP is the simulated value of flood peak maximum
inundation depth.

AET � T
obs
P − T

sim
P , (7)

where Tobs
P is the observed value of maximum inundation

depth appearance time, and Tsim
P is the simulated value of

maximum inundation depth appearance time.
In order to compare the results from different rainfall

temporal resolution and 2D grid scale and also to compare
the effect of the composition of the rainfall temporal res-
olution and 2D grid scale, different measures were used. In
addition to the common error indicators such as REP and
AET, we also used the coefficient of determination (R2) to
compare the correlation of two inundation depth series. (e
closer R2 to 1, the higher the correlation between the two
inundation depth series. R2 is specifically as follows:

R
2

�
 YA − YA( 

2
−  YA − YB( 

2

 YA − YA( 
2 , (8)
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where YA is the value of the inundation depth series A, YA is
the mean value of the inundation depth series A, and YB is
the value of the inundation depth series B.

3.3. Model Validation

3.3.1. Model Setup. (e model is set up based on the
drainage network. (e study area is generalized into 999
pipes, 1011 manholes, and 12 outlets. (e parameters for the
model include the section size of the drainage network, the
two-dimensional (2D) grid elevation, the subcatchment
slope, and the 2D grid pervious surface ratio. (e section
parameters of the drainage network are obtained from the
actual survey data. (e 2D grid elevation and the sub-
catchment slope are determined based on the DEM data.(e
2D grid pervious surface ratio is extracted from the remote
sensing images over the study area. (e empirical param-
eters of the model include the impervious area Manning’s
roughness, the depression storage for the pervious area, and
the infiltration related parameters. (e empirical parameters
are calibrated according to the SWMM user manual and the
hydrogeological characteristics of the study area, as shown in
Table 1. (e rainwater in the study area flows through the
pipeline by gravity and is finally discharged into the Dongyin
Canal. According to historical data, the water level of the
Dongying Canal is low and does not affect the outflow of the
pipeline. (erefore, the model boundary outflow condition
is set to free outflow. (e modeling time step is set to 20 s,
and the total simulation time is 24 h. (e setting can ensure
that the pipeline network system has no inflow. (e accu-
mulated water in the pipeline has been emptied when the
simulation ends under each input rainfall condition.

3.3.2. Model Validation. In this section, we validate the
IFMS Urban model by using the rain and flood event on
August 30, 2018, as an example. (e rainfall poured heavily
in the study area from 11:00 to 16:00, within which rainfall
amount accounted for over 80% of the total in the day. (us,
a 5 h storm event spanning from 11:00 to 16:00 was used as
model rainfall data.

A summary of the simulations performed is given in
Figure 2 and Table 2. (e model can well predict the flood
occurring and receding at the typical waterlogging points of
Yonghuating, DongchengWest Road, and Dongzong Road.
(ese results confirm that the simulation of flood processes
is reasonably well, with NSE for all waterlogging points
exceeding 0.75. (e REP and AET ranged approximately
from 11.11% to 17.50% and from 5min to 12min, re-
spectively. All of them are within the allowable error range
required by the Standard for Hydrological Information and
Hydrological Forecasting of China. Furthermore, the re-
sults of Dongcheng West Road are better than other
waterlogging points, with NSE, REP and AET being 0.86,
11.11%, and 5min, respectively. In conclusion, the above
results show that the parameters of the model are set
reasonably, and the model has good applicability in the
study area. (e model is reliable and is suitable for the
subsequent analysis.

4. Results and Discussion

4.1. Effect of Rainfall Temporal Resolution. Table 3 and
Figure 3 show the maximum inundation water depth and
REP at five typical waterlogging points under five temporal
resolutions. With the increase of rainfall temporal resolu-
tion, the maximum inundation water depth gradually de-
creases and REP increases. However, the effect of the rainfall
temporal resolution on the maximum inundation water
depth is small on the whole. Increasing the time step of
rainfall input from 5min to 30min, the variation range of
the maximum inundation water depth at the five water-
logging points is within 5 cm, while the variation range of
REP is less than 8%. REP at waterlogging points based on the
1 h temporal resolution is larger than the other four tem-
poral resolutions, with that in Dongcheng West Road being
the largest (13.73%). (e errors of the maximum inundation

Table 1: Values of empirical parameters.

Number Parameter Value
1 Manning’s roughness for impervious area 0.013
2 Manning’s roughness for pervious area 0.230
3 Depression storage on impervious area (mm) 2.500
4 Depression storage on pervious area (mm) 5.000
5 Roughness of pipe 0.014
6 Maximum infiltration rate (mm·h−1) 104.000
7 Minimum infiltration rate (mm·h−1) 12.000
8 Attenuation coefficient 8.500

Rainfall
Simulated (Dongcheng West Road)
Simulated (Dongzhong Road)
Simulated (Yonghuating)
Observed (Dongcheng West Road)
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Observed (Yonghuating)
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Figure 2: Simulation results of flood processes at typical water-
logging points.

Table 2: Simulation error statistics.

Dongcheng west road Yonghuating Dongzong road
NSE 0.86 0.78 0.80
REP 11.11% 17.64% 17.50%
AET/min 5 8 12
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water depth at the waterlogging points increase with the
temporal interval of rainfall input, but the overall increase is
not large.

(e occurrence time of the maximum inundation water
depth (referred to as the peak time of inundation water
depth) at waterlogging points has a high correlation with the
temporal resolution of rainfall input. As shown in Table 4,
with the increase of the temporal resolution of rainfall input,
the time between the peak time of inundation water depth at
waterlogging points and the rainfall peak time (referred to as
the lag time) also increases. (e lag time of the 10min and
15min rainfall input intervals at the five waterlogging points
is short (only 0–3min). (e lag time of the 30min and 1 h
rainfall input intervals changes a lot. Compared with the
5min time interval, the lag time is, respectively, extended by
7–13min and 23–36min.

With the increase of rainfall input interval, the corre-
lation between the submerged water depth and the rainfall at
waterlogging points decreases. (e deformation degree of
the submerged water depth hydrograph at waterlogging
points becomes larger. Taking the waterlogging point,
Yonghuating, as an example (as shown in Figure 4), the
rainfall peaks twice at about 1 h and 2 h. Correspondingly,
there are two obvious waterlogging processes in 1-2 h and

3-4 h under the 5min, 10min, 15min, and 30min rainfall
temporal resolutions at Yonghuating, and the results have a
good correlation with the rainfall observation. (e sub-
merged water depth hydrograph under the 1 h rainfall
temporal resolution has only one obvious waterlogging
process. Compared with the waterlogging processes under
other temporal resolutions, the maximum inundation depth
is lower and the corresponding occurrence time is later.
Using the coefficient of determination (R2), this study
further analyzes how well the shape of submerged water
depth hydrographs under 10min, 15min, 30min, and 1 h
rainfall input resolutions at five typical waterlogging points
match that of the hydrograph under the 5min resolution
(Figure 5). With the increase of temporal interval, the co-
efficient of determination decreases, and the difference
between submerged water depth hydrographs increases. (e

Table 3: Maximum inundation water depth at five typical waterlogging points under five temporal resolutions.

Waterlogging points
Maximum inundation water depth (cm)

Observation 5 min 10min 15min 30min 1 h
Dongcheng west road 60 58.81 58.17 57.97 56.75 53.19
Dongzong road 25 23.65 23.61 23.34 23.21 22.19
Yonghuating 30 28.20 28.19 28.15 28.05 25.88
People’s park 17 16.69 16.62 16.51 16.21 15.36
Yinshan street 22 21.17 21.11 20.90 20.84 20.12
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Figure 3: Relative errors of maximum inundation water depth
(REP) at five typical waterlogging points under five rainfall tem-
poral resolutions.

Table 4: Lag time of maximum inundation depth to rainfall peak
under five temporal resolutions.

Waterlogging points
Lag time (min)

5 min 10min 15min 30min 1 h
Dongcheng west road 63 63 66 76 90
Dongzong road 80 83 83 93 116
Yonghuating 30 33 36 43 63
People’s park 60 63 63 70 83
Yinshan street 63 63 66 70 86
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shape for the 10min and 15min resolutions is in good
agreement with the submerged water depth process under
5min resolution, and R2 are all higher than or equal to 0.97.
However, there are certain differences of hydrographs be-
tween 1 h and 5min resolutions, and the R2 is only
0.69–0.81.

4.2. Effect of the 2D Spatial Resolution of Model Grids.
(e study area is used as the meshing area to generate four
kinds of mixed 2D meshes of triangles and quadrilaterals
with spatial scales of 50m× 50m, 100m× 100m,
150m× 150m and 200m× 200m. According to the remote
sensing images, we analyze the land use type of the un-
derlying surface and set the impervious area and roughness
of the simulations under four spatial resolutions. (e grid
elevations for the four spatial resolutions are all obtained by
inverse distance weighted interpolation based on a DEM
with a resolution of 5m.

As shown in Table 5 and Figure 6, the effect of grid spatial
resolution on the model simulation is nonlinear. It means
that the smaller spatial resolution does not correspond to the
higher accuracy of model outputs. With the increase of grid
spatial interval, the maximum inundation depth decreases
and the absolute error (AE) of the maximum inundation
depth increases on the whole. When the grid spatial reso-
lution is increased from 50m to 150m, the maximum in-
undation depth decreases, and its variation range is small.
All AE is within 4 cm and REP is less than or equal to 6%,
while those of the 200m grid are larger than the other
resolution simulations. (e maximum inundation depths
with a spatial resolution of 50m at the five typical water-
logging points are all overestimated. Except for Yinshan
Street, REP of the 50m grid is higher than that of the 100m
grid at other four waterlogging points.

(ere are significant correlations between the slope and
the grid spatial resolution of the catchments of waterlogging
points and the hydrological characteristics. As the spatial
resolution becomes larger, the calculation accuracy of the
waterlogging point with large slope of catchment area de-
creases obviously. (e DEM and flow direction of main
roads in the study area and around each waterlogging point
are shown in Figure 7. On one hand, the three areas of
Yinshan Street, Dongzong Road, and People’s Park are lo-
cated in the low-lying central of the study area, where the
rain and floods in the eastern, northern, and southern parts
of the study area are concentrated. But due to the flat terrain
from the Yinshan Street to the People’s Park, the converged
rain and floodwater cannot be discharged in time, resulting
in waterlogging in the three areas. When the grid resolution
is increased from 50m to 200m, the simulation results at
Yinshan Street, Dongzong Road, and People’s Park are less
affected by the grid size. All AE is less than 3 cm and REP is
less than 13%. On the other hand, small-scale rain and floods
are gathering in the mountainous southeast of the study
area, mainly located in Yonghuating and Dongcheng West
Road. (e slope in the catchment areas is larger than that in
other waterlogging areas. When the grid resolution is in-
creased from 50m to 150m, AE and REP in Yonghuating
and Dongcheng West Road have a small variation range,
while AE and REP at the 200m grid have increased obvi-
ously, reaching 7.07–27.26 cm and 23.6–45.43%, respec-
tively. In the urban flood model, the spatial grid is the basic
unit of the runoff calculation of the model. (e slope and
other properties of the underlying surface have a direct
impact on the runoff calculation. In this study, most of the
study area is continuous urban hard ground or green space.
With the increase of the spatial grid interval, the general-
ization of the terrain and underlying surface information is
greater, and variation details of the urban terrain and
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Figure 5: (e coefficients of determination of inundation hydrograph between four rainfall temporal resolutions and the 5min resolution.
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underlying surface are covered up. (erefore, the simula-
tions at Yonghuating and Dongcheng West Road where
there is larger slope are more affected by the spatial
resolution.

4.3.5eCompoundEffect of Rainfall Temporal Resolution and
Grid Spatial Resolution. In this study, four rainfall temporal
resolutions of 5min, 10min, 15min, and 30min are selected
to be matched with three grid spatial resolutions of
50m× 50m, 100m× 100m and 150m× 150m. (us, 12
experiments with different spatial and temporal resolutions
are conducted. (e IFMS Urban model is used to simulate
the 12 experiments, and the compound effects of spatio-
temporal resolutions on flood simulations have been
compared and analyzed.

As shown in Figure 8, the effect of spatial resolution at
typical waterlogging points is greater than that of rainfall
temporal resolution. For the grids with different resolutions,
with the increase of rainfall temporal resolution from 5min
to 30min, the maximum inundation depth at typical
waterlogging points has a small variation range, and REP is
less than 3%. (e effects of the 5min, 10min, and 15min

temporal resolutions are very close. For different rainfall
temporal resolutions, with the increase of grid spatial in-
terval, REP at typical waterlogging points greatly changes
with nonlinear characteristics. For the waterlogging points
of Dongcheng West Road and Yonghuating with a large
slope, large grids have a larger influence on the simulation
results, while for the flat Dongzong Road and People’s Park,
small grids have a larger influence on the simulation results.

In urban flood simulation, the finer spatiotemporal
resolution does not mean more accurate simulation results.
For the 50m grids, the maximum inundation depth is
overestimated under different rainfall temporal resolutions.
(e finer the temporal resolution is, the greater the over-
estimation is. At the five typical waterlogging points, REP

with the spatiotemporal resolutions of 5min and 50m is
relatively large, ranging from 1.8% to 10%. In contrast, the
water depth range that decreases with the increase of rainfall
temporal resolution is small. It is not enough to compensate
for the overestimated water depth range under the high-
precision grid and REP is still larger than that of the 100m
grid. For the grid of 100m, the overall simulations are better
than those of 50m and 150m. (e 5min× 100m,
10min× 100m, and 15min× 100m resolutions can achieve

Table 5: Maximum inundation depth and AE (cm) at typical waterlogging points under four spatial resolutions.

Waterlogging
points

Observed value
of maximum
inundation

depth

50m× 50m 100m× 100m 150m× 150m 200m× 200m
Maximum
inundation

depth
AE

Maximum
inundation

depth
AE

Maximum
inundation

depth
AE

Maximum
inundation

depth
AE

Dongcheng west
road 60 61.39 −1.39 60.98 −0.98 58.81 1.19 34.13 27.26

Dongzong road 30 30.55 −0.55 29.55 0.45 28.20 2.35 23.48 7.07
Yonghuating 25 27.25 −2.50 24.00 1.00 23.65 1.35 22.82 2.18
People’s park 22 22.45 −0.45 21.39 0.61 21.16 0.84 19.15 2.85
Yinshan street 17 18.20 −1.20 17.50 −0.50 16.69 0.31 15.25 1.75
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the best simulations at different typical waterlogging points,
and their REP ranges from 0.3% to 6.1%. For the grid of
150m, the maximum inundation depth of typical water-
logging points is underestimated. With the increase of
rainfall temporal resolution, the maximum inundation
depth decreases and the REP increases. By judging the
compound effect of rainfall temporal resolution and grid
spatial resolution on the simulations, we find the simulation
results are better with the 5min, 10min, or 15min rainfall
temporal resolution and the 100m grid spatial resolution.

5. Conclusions

(is study utilized the IFMS Urban model that couples
SWMM and 2D hydrodynamic model to analyze the

response of the flood process of urban to different spatio-
temporal resolutions. (e typical waterlogged area, Guan-
cheng District of Dongguan City, China, was selected as the
study area. (e variation characteristics of maximum in-
undation water depth and inundation process were inves-
tigated based on five rainfall temporal resolutions and four
grid spatial resolutions. (e main conclusions are as follows:

With the increase of rainfall temporal resolution, the
accuracy of the simulated maximum inundation depth
decreases, the time interval between the occurrence of the
maximum inundation depth and the peak time of rainfall is
prolonged, and the shape of the submerged water depth
hydrograph changes greatly, which means the inundation
process correlation with the rainfall process is decreased.
Compared with the temporal resolution of 5min, 10min,
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Figure 8: Bubble charts of the relative error of maximum inundation depth (REP) for 12 experiments with different rainfall temporal
resolutions and grid spatial resolutions. (e size of the bubble represents the range of REP. (e yellow and blue colors represent that the
simulated maximum inundation depth is higher and lower than the observation, respectively.
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15min, or 30min, the 1 h temporal resolution has a greater
influence on urban flood simulation.

For the effect of grid spatial resolution, the effect of grid
resolution on urban flood simulation is nonlinear. With the
increase of grid interval, the maximum inundation depth
decreases and REP presents an overall increasing trend. For
the fine 2D grids, the maximum inundation depth is
overestimated, and the simulations at the waterlogging
points with larger slopes are more affected by the spatial
resolution.

In this study, the grid spatial resolution has a greater
effect on the simulations at typical waterlogging points than
the rainfall temporal resolution. It is not the case that the
finer spatial and temporal resolutions are, the higher the
accuracy of the simulation will be. (e simulations perform
better with the 5min, 10min, or 15min rainfall temporal
resolution and 100m grid spatial resolution. For the area
with the large slope in the catchment areas, using a 2D grid
with a smaller grid spatial interval can obviously improve the
computational accuracy of the model.

In this study, we have not considered the influence of
terrain slope and vertical structure on the urban flood
model. In the future, we will focus on the mechanisms of the
compound effect of the spatiotemporal resolutions, and on
how the model accuracy is affected by the type and slope of
underlying surface.
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Dongguan City. (e basic geographic data provided by the
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An enterprise’s development and growth are inextricably linked to rational and e�cient resource integration and optimization.
�is study focuses on the reorganization and integration of industrial elements inside the �rm from the standpoint of resource
integration.�e ideal resource integration strategy is investigated by integrating the industrial parts of a certain enterprise in order
to increase the e�ciency of project completion and lower enterprise expenses. �e enterprise’s internal material and human
resources are limited, but it is frequently necessary to execute numerous activities at the same time, and each activity must meet
multiple goals. �is research investigates how to properly integrate and schedule resources while attaining di�erent goals. �is
research proposes using an enhanced particle swarm optimization technique (IPSO) to combine �rms’ internal resources. In order
to address the issue of uneven particle dispersion caused by random population initialization, IPSO incorporates chaos theory into
particle population initialization. �e logistic mapping sequence generates a huge number of particles, and the particles with the
highest quality are chosen for initialization.�is can increase particle quality, allowing particles to be spread equally during setup.
In the late stage, the classic particle swarm optimization algorithm (PSO) has a slow convergence rate, causing the algorithm to
readily slip into a local optimal solution. �is research proposes a dynamic inertia weight update approach based on �tness value.
In the later stages of the algorithm, this strategy can improve the convergence speed and quality of the global optimal solution,
allowing the particles to do a global search and eventually identify the population’s ideal solution. Furthermore, IPSO creates a
�tness function depending on task completion time. IPSO is used to test the performance of an enterprise’s resource integration
case. Experiments show that the method utilized can swiftly locate the ideal solution, complete the integration, and optimization
of enterprise resources in the shortest job completion time, and for the least amount of money.

1. Introduction

Rapid advancements in science and technology have resulted
in rapid economic growth. Economic development also
poses di�culties for the management and operation of
various businesses. To stand �rm in today’s rapidly changing
society, businesses must not only have a long-term devel-
opment plan on the outside but also a reasonable and ef-
�cient resource integration mechanism on the inside. �e
ability of an enterprise to screen, acquire, and combine
various heterogeneous resources in the process of operation,
including both the macrolevel that the enterprise obtains
resources from the external environment where it is located,
and the internal the microlevel of resource allocation. Some
academics divide enterprise resource integration capabilities

into macrolevel categories based on this. �e macrolevel
enterprise resource integration capabilities include enter-
prises’ ability to reconstruct operating rules and predict
corporate strategies and risks in advance, whereas the
microlevel enterprise resource integration capabilities in-
clude enterprises’ ability to allocate, stimulate, and combine
various existing resources. Existing research has examined
the factors that may in�uence the development of enterprise
resource integration capabilities in various contexts.
According to the resource-based viewpoint, an enterprise is
a collection of resources that can be obtained in a variety of
ways. Resources are an important factor in an enterprise’s
long-term development. If a company wants to gain a
competitive advantage and establish a market presence, it
must invest in valuable resources and management skills.
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Unrepeatable strategic management resources that can assist
companies in successfully managing their businesses and
obtaining additional compensation. At the moment, many
scholars support the theory of resource-based view, and
most studies are aimed at the impact of a specific type of
enterprise’s own resources on enterprise performance. Many
of the results of the experimental analyses are consistent with
resource-based theory. &e uniqueness and nonreplicability
of resources can play a role in the operation of businesses,
forming competitive advantages and determining enterprise
performance. Each enterprise’s management resources are
unique, and they have varying degrees of importance at each
stage of the enterprise’s operation. It can be defined as the
various human, financial, and material resources that
business managers manage in their daily operations. &e
good operation of the enterprise’s resources can achieve the
management goals of the enterprise.

Enterprise managers with varying management capa-
bilities deal with their management resources in various
ways. Reasonable resource allocation and utilization can
result in satisfactory operational results. According to ref-
erence [1] the materials owned by the enterprise cannot
directly create performance and obtain benefits for the
enterprise. Professional resource integration talents, on the
other hand, can integrate the enterprise’s static resources
and generate benefits for the enterprise. Differences in
management resources will result in differences in resource
allocation efficiency, resulting in differences in corporate
performance. According to reference [2], each company has
distinct management resources and management employees
with different talents. As a result, each business will develop
its own management style. &is type of management dis-
parity resulting from resource differences will have an im-
pact on the company’s performance. Firms with a wealth of
management resources outperform their competitors. Ex-
ternal mergers and acquisitions by businesses, according to
reference [3], might boost a company’s ability to manage
resources swiftly. &e outside offers fresh resources and
management strategies to the company, which will boost the
company’s ability to adapt to changes in the external en-
vironment while also promoting its growth. Rich manage-
ment resources, according to reference [4], can assist
businesses optimize and alter their organizational structure
to react to changing external market conditions. At the same
time, businesses can create long-term plans and alter their
management practices as needed. Reference [5] demon-
strates that firms can strengthen their market position by
fully utilizing management resources. To summarize, re-
sources play an essential role in the development of en-
terprises, and management resources play a positive
function in enhancing firm performance, according to re-
source-based theory. &e better the managerial resources,
the better the company’s performance.

Enterprise resource management optimization’s ulti-
mate goal is to maximize the company’s benefits. To opti-
mize earnings, different companies have different criteria. It
mostly entails optimizing earnings and reducing the time it
takes to execute tasks. To do this, the enterprise’s material
and human resources must be integrated and dispatched in a

reasonable manner. Enterprise resource integration and
scheduling are NP-complete problems [6, 7]. Particle swarm
algorithms [8–10], ant colony algorithms [11–13], simulated
annealing algorithms [14–16], and genetic algorithms
[17–19] are currently available that can solve NP-complete
problems. &e PSO algorithm has the advantages of fast
convergence speed, easy operation, and the algorithm is
convenient for global optimization, but it also has disad-
vantages such as easy to fall into local optimum and low
search accuracy. Aiming at these problems, this paper
proposes an IPSO algorithm, and applies it to the instance of
enterprise resource integration and scheduling. In order to
verify the performance of the method used in this paper, the
experimental results obtained through simulation experi-
ments show that the IPSO algorithm has a good effect on
solving the problem of enterprise resource integration.

2. Information Construction of Enterprise
Resource Management

2.1. Enterprise Resource Management Platform. Business
resources are not only the most significant aspect of an
enterprise’s internal environment, but they are also the
prerequisites for enterprise resource integration. Enterprise
management is now completely reliant on computers, and
the advancement of information technology has expedited
the reform of internal management and resource manage-
ment in businesses. As a result, a series of information
systems focused on the integration and deployment of en-
terprise resources have emerged. &e system can help with
resource integration and give a platform for all employees to
quickly acquire tasks and resources. Figure 1 depicts the
enterprise resource integration optimization platform’s
design structure.

Figure 1 depicts a three-tier architecture for an enter-
prise resource integration platform. &e acquisition layer
gathers the data that the system requires. &e resource in-
tegration layer supports various resource release and in-
terface negotiation models, as well as evaluating and
classifying the released data before storing it in various
databases. To achieve intelligent business resource inte-
gration, the resource application layer executes application
processing on diverse enterprise information resources.

2.2. Optimization of Enterprise Resource Integration.
Optimizing enterprise resource integration mainly starts
from four aspects: resource creation, resource use, inte-
gration, and effect evaluation. &e relationship and inter-
action of these four aspects are shown in Figure 2.

(1) &eory is an important basis for guiding actual
production. Constructivist theory mainly empha-
sizes the initiative and situational nature of resource
integration. Resource integration is not a stimulus to
passively receive information, but to actively process
external information according to the corporate
background. When the resource content is related to
the needs of the enterprise, the enterprise should
propose appropriate resource integration and
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allocation strategies to deal with various tasks. &e
resource integration dependence theory mainly
emphasizes that the survival of the entire enterprise
organization needs to absorb resources from the
surrounding environment, and the interaction be-
tween the organization and the control resources in
other environments is carried out.

(2) Resource creation. Resource creation should take
enterprise managers as the main body and employees’

needs as the fundamental starting point, so as to
encourage employees, managers, and leaders to work
together. Build a resource environment dominated by
service resources to ensure the reliability of resources,
thereby providing guarantees for sustainable devel-
opment of resources.

(3) Independent integration management includes user
information maintenance, resource information
maintenance, and integration strategy. User
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Figure 1: Architecture of enterprise resource integration platform.
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information maintenance requires periodic updates
and confidentiality of information. Enterprises need to
set confidential information goals, formulate infor-
mation integration plans, determine integration
progress, and select integration resources to achieve
self-maintenance. Resource information maintenance
is to store and update resource information. Integrate
and optimize resources based on integration strategies.

(4) Evaluation is the guarantee for resource integration.
With the goal of resource integration and optimi-
zation, the design evaluation process is shown in
Figure 3. Figure 3 shows that evaluation is an im-
portant indicator to measure the rational integration
of resources and is the driving force behind the
integration of resources and information within an
enterprise. To evaluate based on the integration of
platform resources, it is not only necessary to analyze
each link but also to evaluate the effect of self-in-
tegration of employee information in a timely
manner.

3. Enterprise Resource Integration and
Optimization of IPSO Algorithm

3.1. Introduction to PSO. Suppose a population X is
searched in a D-dimensional space, and each population
consists of H particles. Each particle in the population can
be represented as a solution to the problem. Xi(t) to
represent the position of the i-th particle in the t-th it-
eration of the population. Vi(t) is the velocity of the
particle at the t-th iteration in the population. Si represents
the self-optimal solution of the i-th particle, and Sbest
represents the optimal solution of the entire particle
population. &e mathematical expression formula of each
variable is as follows:

X(t) � X1(t), X2(t), . . . , XH(t) ,

Xi(t) � xi1(t), xi2(t) . . . , xiD(t)( ,

Vi(t) � vi1(t), vi2(t) . . . viD(t)( ,

Si � Si1,Si2, . . . , SiD ,

Sbest � S1,S2, . . . , SD .

(1)

PSO updates the state of the particle through the par-
ticle’s velocity and position; equation (2) is the velocity
update expression, and equation (3) is the position update
expression:

vi(t +1) � wv(t) + e1g1 Si(t) − xi(t)(  + e2g2 Sbest − xi(t)( ,

(2)

xi(t +1) � xi(t) + vi(t +1), (3)

where w is the inertia weight coefficient, which is used to
determine how much velocity is retained after the last it-
eration; e1, e2 are the learning factors of the algorithm.
Usually, both parameters are set to 2. g1, g2 are random
numbers whose values are between [0, 1]; t is the number of

iterations variable; and T is the maximum number of iter-
ations. [Xmin, Xmax] is the value range of position, and
[Vmin, Vmax] is the value range of velocity. &e fitness value
function f is used to judge the quality of particles.&e size of
the fitness function value indicates the pros and cons of the
problem solution. After the particles are iterated, equation
(4) is the update formula of the individual optimal value.
When the maximum number of iterations is reached, the
algorithm stops iterating:

Si �
Xi(t), f Xi(t)( >f Si( ,

Si, f Xi(t)( ≤f Si( .
 (4)

&e flow of the PSO algorithm is shown in Figure 4.
&e specific implementation steps of PSO are as follows:

Step 1: Initialize the particle swarm. Given t � 0, bring
the value of t into the particle velocity formula and
position formula, and determine the initial position of
the particle as Xi(0) and the initial velocity as Vi(0).
Set all parameter values related to the algorithm, such
as H, D, T, w, e1, e2, g1, g2.
Step 2: Calculate the fitness value of each particle.
Step 3: Set the fitness value of the current position of the
particle as the optimal solution Si of the particle itself.
Set the optimal solution in the initial population as Sbest.
Step 4: Update the particles.

① Update the position of the particle according to
equation (3), and update the velocity of the particle
according to equation (2).

② Judging the velocity and position of the current
particle within a given range.

③ Calculate the fitness value of each particle, and then
update Si according to equation (4). Compare the
fitness value of the individual optimal position and
the group optimal position to update Sbest.

Step 5: Judge whether the end condition is met, if the
end condition is met, then step 6 is executed. Other-
wise, the number of iterations is increased by 1, and
step 4 is executed.
Step 6: Output Sbest, and the algorithm ends.

Resource Integration Assessment

offline information resourcesonline information resources

Internet website

Enterprise database

Paper reports

Digital document 
reports

Paper records

Figure 3: Enterprise resource integration assessment process.
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3.2. IPSO Algorithm. Due to the slow convergence speed of
the traditional PSO late stage, this will result in the inability
to perform global search in the particle late stage. Aiming at
this problem, this paper improves the update method of
inertia weight value, which can improve the convergence
ability and search ability of the algorithm. In addition, since
the population initialization of PSO is random, this will
inevitably lead to a part of the particles far away from the
optimal solution and affect the quality of the particles.
&erefore, in this paper, chaos theory is added to the
population initialization process to improve the particle
quality and optimization ability.

Choosing an appropriate inertia weight w is the key to
improving the convergence and optimization capabilities of
PSO. &e size of the inertia weight value determines the
optimization ability of the algorithm. When the inertia
weight value is small, the local optimization ability of the
algorithm is better. When the inertia weight value is large,
the global optimization ability of the algorithm is better.
However, in the traditional PSO, the inertia weight value is
set to a fixed value; so many studies have proposed various
improvement strategies for the inertia weight to make the
optimization ability of the algorithm the best. Among the
many improvement strategies, the improvement ideas of the
following strategies are very good. &e strategy can update
the inertia weight value according to the number of itera-
tions. &e ability of particle local optimization and global
optimization is balanced by dynamically adjusting the w

value. &e mathematical expression for this strategy is as
follows:

w � wmax −
wmax − wmin

T
× t, (5)

where wmax represents the maximum inertia weight value,
and wmin represents the minimum inertia weight value. In
the early stage of the algorithm search, because the number
of iterations is relatively small, the value of w will be large,
which is convenient for particles to search globally. In the
later stage of the algorithm search, as the value of t increases,
the value of w will become smaller, which makes it easier for
the particle to find the local optimal solution.

Inspired by the above strategies, this paper proposes a
new method to update inertia weights. &is method also
dynamically updates the inertia weight based on the size of
the fitness value. favg represents the average fitness value of
the population. fi represents the fitness value of the particle
currently being iterated, i � 1, 2, 3, . . . H,H is the population
size. &e inertia weight value ranges from 0.4 to 0.9. &e
inertia weight expression used in this paper is as follows:

vi(t + 1) � wvi(t) + e1g1 Sbest − xi(t)( ,

s.Tw �

wmin +
favg − fi

favg
, fi ≤favg,

wmax −
fi − favg

favg
, fi ≥favg.

⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

(6)

Chaos theory has different chaotic mapping methods,
this paper adopts Logistic mapping. &e principle of logistic
mapping is the regression equation. Logistic maps are well
ergodic and the particles are evenly distributed over their
range. Its regression equation is as follows:

yk+1,j � 4yk,j 1 − yk,j yk,j ∈ (0, 1), (7)

where k is the number of iterations, and ykj is the population
sequence. &is article will use chaos theory to initialize the
population. PSO uses the chaotic sequence to produce a
large number of particles during initialization and selects the
particles with better quality as the initial particles of the
population. &is ensures that the particles are uniformly
distributed in the solution space and the quality of the
particles can be guaranteed.

(1) &e steps to initialize using the chaotic sequence are
as follows:

Step 1. Randomly generate a number y0,0 in [0, 1].
Step 2. Bring y0,0 into equation (8) for iteration to
generate the sequence ykj.
Step 3. Repeat step 2 until k � 2∗H;
Step 4. Map the generated sequence to the solution
space of the population according to equation (8) so
that 2∗H particles can be obtained.

xk,j � a + yk,j(b − a), (8)

where a � Xmin, b � Xmax.
Step 5. Select the optimal H particles from the
generated 2∗H particles as the initial population.

Start

Particles Velocity Position 
Initialization

Particles fitness calculation

Particles Local Global Optimum 
Calculation

Update particle velocity

Update particle position

conditionmet

End

No

Yes

Figure 4: PSO flow chart.
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(2) &e implementation steps of particle swarm opti-
mization based on chaos theory are as follows:

Step 1. Population initialization based on chaos
theory. Set the initial iteration number t to 0, and
other parameters in the algorithm.
Step 2. Calculate the fitness value of the selected
H particles with good quality.
Step 3. Set the fitness value of the current position
of the particle as the optimal solution Si of the
particle itself. Set the optimal solution in the
initial population as Sbest.
Step 4.Update the particle’s position and velocity:

① Update the velocity and position of the particle
according to the relevant update formula.

② Determine whether the current particle ve-
locity and position are beyond the feasible range.

③ Update Si and Sbest according to equation (4).
Step 5. Determine whether the end condition is
reached. If the end condition is reached, execute
step 6. If not, increase the number of iterations by
1, and execute step 4.
Step 6. Output Sbest, and the algorithm ends.

4. Construction and Solution of Resource
Integration Model Based on IPSO

4.1. Model Building. A single project has a clear project goal
in the project planning stage and is divided into several tasks
through work breakdown, and these tasks are all serving the
project goal. Generally speaking, the scope of project ob-
jectives includes three dimensions: cost, time, and quality. In
the multiproject management environment, the imple-
mentation of all projects of the enterprise serves the en-
terprise strategy. Project resource scheduling meets the
project’s time requirements for different resources as much
as possible and strives to keep the completion time of all
projects as short as possible. At the same time, such
scheduling will inevitably involve organizational resources,
so how to improve the utilization efficiency of organizational
resources becomes a problem. In addition, the project leader
will also pay attention to cost and quality issues. On the one
hand, he hopes to reduce the project budget and improve the
project income, and on the other hand, the quality should be
as high as possible.

Under the premise of limited total resource supply,
the multiproject resource scheduling problem can be
regarded as the superposition of resource scheduling
problems in multiple tiny time intervals. &erefore, it is
possible to take a certain period of time during the ex-
ecution of the project for analysis. Suppose the multi-
project resource scheduling problem involvesmmutually
independent projects and n resource supply types. Within
the time interval ΔT, there are e processes in progress in
project i. Where the quantity of the kth resource required
by the jth process is denoted as zi,j,k, the quantity of the
obtained resource is denoted as ni,j,k, and the total supply
of this type of resource is Zk. Once the construction
period delay in project i causes losses, the total cost of

delaying the project per unit time is recorded as si. Δti
represents the engineering delay time of project i within
the time interval ΔT. With the goal of minimizing project
losses due to insufficient resource supply, the objective
function is established, as follows:

Z � min

q

i�1
Δtisi, (9)

where si is a known quantity, which can be known from the
contract; Δti is an unknown quantity, which is determined
by the quantity zi,j,k of resources obtained by the process j
performed by the project i in the time period ΔT. Under the
condition that the total supply of various resources is lim-
ited, ni,j,k should meet the restrictive conditions:



q

i�1


q

j�1
nijk ≤Zk, k � 1, 2, . . . , w. (10)

In the time period ΔT, the number of resources re-
quired by the critical path process in project i is zizk, and
the number of resources obtained is lick. Let tiz denote the
planned working time of the critical path, tiz � ΔT, and
t′iz denote its actual working time. From the principle
that the total consumption of each resource in the same
process remains unchanged, that is, zizktiz � nizktiz

′ ,
tiz
′ � zizktiz/nizk, k � 1, 2, . . . , w. &erefore, the delay time
of the critical path of project i can be expressed and
known as

Δti � Δtiz �
zizk − nizk

nizk

. (11)

In the same way, for any process on the noncritical path
in project i, mark the number of required resources as risk,
and the number of obtained resources as nisk, within the time
period ΔT, the planned working time of this path is tif, and
the time difference is tis. &e delay time is expressed as
follows:

Δtis � max
tis zisk − nisk( 

nisk
 . (12)

In order to ensure that the critical path of project i does
not change, the difference between the delay time of the
noncritical path and the time difference owned by the
process should not exceed the delay time of the key process,
namely,

Δtis − Tis ≤Δti. (13)

In the actual project implementation, the construction of
any process may require multiple resources at the same time,
and a certain proportional relationship must be satisfied
between different resources to coordinate and promote the
process forward. In resource scheduling, under any cir-
cumstances, for the ongoing process j in project i, the supply
quantity of resources and the demand quantity should satisfy
the following proportional relationship:

nijk � ηijzijk, k � 1, 2, . . . , w, 0< ηij ≤ 1, (14)
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where ηij represents the resource allocation coefficient re-
lated to each process j under construction within the time
interval ΔT.

To sum up, substituting equations (7) and (11) into
equations (9), (10) and (13) respectively, we get

Z � min ΔT 

q

i�1
si

1
ηiz

− 1 ⎡⎣ ⎤⎦, (15)



q

i�1


q

j�1
ηijzijk ≤Zk, k � 1, 2, . . . , w, (16)

tisηiz ≤ΔTηis. (17)

Equations (15)–(17) constitute a mathematical model of
enterprise resource scheduling in a multiproject environ-
ment with limited resources.

4.2. Model Solution. &e IPSO algorithm is proposed to be
used for enterprise resource integration and scheduling. In
order to verify the effectiveness of the proposed algorithm
for enterprise resource integration scheduling, this paper
introduces the method into a practical case. A company has
a total of four projects to be completed within a certain
period of time, and there are three types of resources
needed and available. Each project has a different number
of processes. Every project has strict delivery time re-
quirements. &e loss cost Mi (i�P1,P2,P3,P4) of each item
per delay unit time is 1000 for MP1, MP2 � 800, MP3 �1500,
MP4 �1800. Table 1 is a breakdown of the resource re-
quirements of the enterprise to complete each project,
where ΔT is set to 5.

Substitute the data shown in Table 1 into the resource
integration model shown in equation (15), and the obtained
formula is as follows:

min z � 5∗ 1000
1
x3

− 1  + 5∗ 800
1
x5

− 1  + 5∗ 1500
1
x6

− 1  + 5∗ 1800
1

x10
− 1 ,

s.t.18x1 + 15x2 + 10x3 + 29x4 + 17x5 + 13x6 + 21x7 + 16x8 + 23x9 + 18x10 ≤ 150

25x1 + 27x2 + 16x3 + 18x4 + 23x5 + 26x6 + 10x7 + 18x8 + 15x9 + 11x10 ≤ 190

9x1 + 16x2 + 35x3 + 18x4 + 12x5 + 11x6 + 14x7 + 23x8 + 14x9 + 8x10 ≤ 150

4x3 ≤ 5x1

2x3 ≤ 5x2

3.5x5 ≤ 5x4

4x6 ≤ 5x7

4.5x10 ≤ 5x8

3x10 ≤ 5x9

0<xi < 1,

(18)

where x1, x2, x3 represents the resource allocation coefficient
of process P11, P12, P13; x4, x5 represents the allocation
coefficient of process P21, P22, x6, x7 represents the resource
allocation coefficient of process P31, P32; x8, x9, x10 represents
the resource allocation coefficient of process P41, P42, P43.

For the above mathematical programming model, the
standard particle swarm optimization algorithm and the new
PSO optimization algorithm proposed in this paper are used
to solve the problem, respectively. &e parameter settings of
the algorithm are evolution times T� 600, population size
D� 300, and parameter e1 � 1.532, e2 �1.541, the error
ε� 0.0001.

In addition, Figure 5 shows the simulation results of the
two algorithms. It can be seen from the figure that the

average value of the project loss cost obtained by the
standard particle swarm optimization method is larger than
the result obtained by the new particle swarm optimization
algorithm. According to the discrete degree of the objective
function, the simulation results of the new particle swarm
optimization algorithm are more concentrated, while the
simulation results of the standard PSO [20] are more
scattered.

After the above comparison and analysis of the simu-
lation results of the two algorithms, it is concluded that
compared with the standard particle swarm optimization
algorithm, the improved particle swarm optimization al-
gorithm in this paper has higher stability and better
convergence.
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According to the resource allocation coefficients ob-
tained by the PSO and IPSO algorithms, the allocation of
each resource among different projects is calculated, and the
resource allocation of the two algorithms is obtained as
shown in Tables 2 and 3.

Observing the data in Table 2, it can be seen that the
allocation of resource R1 based on PSO is 136.17, the al-
location of resource R2 is 152.63, and the allocation of
resource R3 is 121.07. &ere is a large gap between the
calculated allocation and supply of each resource. &is
shows that the allocation of resources is not reasonable. &e
delay times for the three operations of project P1 are 1.489,
3.119, and 2.765, respectively. &e planned time differences
corresponding to these three processes are 0, 2, and 2.5,
respectively. &e delay time calculated based on PSO is
larger than the planned time difference. &is shows that
resource integration based on PSO is not very effective. &e
delay times for the two processes of project P2 are 2.120 and
2.221 respectively. &e planned time differences corre-
sponding to these two processes are 3 and 2, respectively. It
can be seen that the process P21 can be completed within
the set time difference, but the process P22 cannot be
completed within the set time difference. &e delay times
for the two processes of project P3 are 1.765 and 0.815

respectively.&e planned time differences corresponding to
these two processes are 1.5 and 2, respectively. It can be
seen that the process P32 can be completed within the set
time difference, but the process P31 cannot be completed
within the set time difference. &e delay times for the three
operations of project P4 are 2.642, 0 and 2.812, respectively.
&e planned time differences corresponding to these three
processes are 3, 1, and 3, respectively. From the comparison
data, it can be seen that these three processes can be
completed within the set time difference. To sum up, in the
resource integration scheme based on the PSO algorithm,
except for P4, which can be completed according to the set
time difference, other projects cannot be completed within
the set time difference.

Observing the data in Table 3, it can be seen that the
allocation of resource R1 based on IPSO is 159.74, the al-
location of resource R2 is 175.89, and the allocation of re-
source R3 is 137.41. &e calculated allocation of each
resource is very close to the available Supply amount. &is
shows that the allocation of resources is more reasonable. In
the results calculated based on IPSO, the delay times for the
three processes of project P1 are 1.622, 2.120 and 3.235,
respectively. &e planned time differences corresponding to
these three processes are 0, 2, and 2.5, respectively. &e delay
time calculated based on IPSO is larger than the planned
time difference. &e delay times for the two processes of
project P2 are 1.522 and 1.767, respectively. &e planned
time differences corresponding to these two processes are 3
and 2, respectively. It can be seen that both steps P21 and P22
can be completed within the set time difference. &e delay
time for the 2 processes of project P3 is 0.521,0 respectively.
&e planned time differences corresponding to these two
processes are 1.5 and 2, respectively. It can be seen that both
steps P31 and P32 can be completed within the set time
difference. &e delay times for the three processes of project
P4 are 2.764, 1.656, and 2.701, respectively.&e planned time
differences corresponding to these three processes are 3, 1,
and 3, respectively. From the comparison data, it can be seen
that this process P41 and P43 can be completed within the set
time difference, and P42 cannot be completed within the set
time difference. To sum up, in the resource integration
scheme based on the PSO algorithm, except for P2 and P3,
which can be completed according to the set time difference,

Table 1: Details of enterprise resource requirements.

Project Process Required time Time difference Resource R1 Resource R2 Resource R2

P1
P11 4 0 18 25 9
P12 2 2 15 27 16
P13 5 2.5 10 16 35

P2 P21 3.5 3 29 18 18
P22 5 2 17 23 12

P3 P31 5 1.5 13 26 11
P32 4 2 21 10 14

P4
P41 4.5 3 16 18 23
P42 3 1 23 15 14
P43 5 3 18 22 8

Resource requirements 180 200 160
Max supplies 150 190 150
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Figure 5: Comparison of project loss costs obtained by different
algorithms.
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other projects cannot be completed within the set time
difference.

In order to compare the resource integration and allo-
cation schemes obtained by the two methods more intui-
tively, screen out the optimal resource allocation scheme,
and give a resource allocation comparison chart, as shown in
Figure 6. In the figure, MaxSupply represents the amount of
resources that the enterprise can supply. From the data in the
figure, it can be seen that the allocation of the three resources
based on IPSO is the closest to the maximum supply.
However, there is still a big gap between the distribution
scheme based on PSO and the maximum supply.

5. Conclusion

In the process of continuous operation and development of
enterprises, there will definitely be some problems in the use
and deployment of internal resources. In order to optimize
the integration and allocation of enterprise resources, this
paper proposes to use an optimization algorithm to allocate
resources. Its purpose is to efficiently complete the delivery
of each project within the contracted construction period.
Based on the traditional PSO algorithm, this paper proposes

0
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MaxSupply

Figure 6: Comparison of resource allocation of different
algorithms.

Table 2: Details of the actual allocation of enterprise resources based on PSO.

Project Process Required time Time difference Resource R1 Resource R2 Resource R2 Partition coefficient Delay value

P1
P11 4 0 13.33 18.51 6.66 0.7403 1.489
P12 2 2 12.38 22.28 13.20 0.8251 3.119
P13 5 2.5 6.56 10.49 22.95 0.6557 2.765

P2 P21 3.5 3 13.20 8.20 8.20 0.4553 2.120
P22 5 2 9.29 12.57 6.56 0.5465 2.221

P3 P31 5 1.5 13.00 26.00 11.00 1 1.765
P32 4 2 19.50 9.29 13.00 0.9287 0.815

P4
P41 4.5 3 14.08 15.84 20.24 0.8798 2.642
P42 3 1 23.00 15.00 14.00 1 0
P43 5 3 11.84 14.47 5.26 0.6576 2.812

Original resource requirement 180 200 160
Actual allocation of each resource 136.17 152.63 121.07
Max supplies 160 190 150

Table 3: Details of the actual allocation of enterprise resources based on IPSO.

Project Process Required time Time difference Resource R1 Resource R2 Resource R2 Partition coefficient Delay value

P1
P11 4 0 17.21 23.90 8.60 0.9561 1.622
P12 2 2 15.00 27.00 16.00 1 2.120
P13 5 2.5 7.76 12.41 27.14 0.7755 3.235

P2 P21 3.5 3 24.54 15.23 15.23 0.8462 1.522
P22 5 2 12.48 16.88 8.81 0.7341 1.767

P3 P31 5 1.5 11.33 22.66 9.59 0.8715 0.521
P32 4 2 21.00 10.00 14.00 1 0

P4
P41 4.5 3 12.06 13.57 17.34 0.7539 2.764
P42 3 1 22.20 14.48 13.51 0.9652 1.656
P43 5 3 16.16 19.75 7.18 0.8978 2.701

Original resource requirement 180 200 160
Actual allocation of each resource 159.74 175.89 137.41
Max supplies 160 190 150
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an IPSO algorithm. Firstly, to solve the problem of uneven
particle distribution caused by random initialization of the
population, the algorithm adds chaos theory to the initial-
ization of particle population. It uses the Logistic mapping
sequence to generate a large number of particles, and selects
the particles with better quality for initialization, which
improves the quality of the particles and enables the particles
to be evenly distributed during initialization. Secondly, the
late convergence speed of particle swarm optimization al-
gorithm is slow, which makes it easy to fall into the local
optimal solution. Aiming at this problem, a dynamic inertia
weight update method based on fitness value is designed.
&is can improve the convergence speed in the later stage of
the algorithm, improve the quality of the global optimal
solution, and enable the particles to perform a global search
and finally find the optimal solution of the population.
Finally, a fitness function based on task completion time is
designed, and the IPSO algorithm is applied to the inte-
gration and optimization of internal resources of the en-
terprise. Compared with the standard particle swarm
optimization algorithm, the IPSO algorithm has higher
stability and better convergence. In the experimental part, a
set of optimal solutions are selected to solve the resource
allocation of each project process in the experimental ex-
ample. &e results show that the IPSO algorithm can pro-
duce better results for this kind of resource allocation
problem. It can not only allocate the limited enterprise
resources reasonably, but also minimize the total project loss
caused by the delay of the construction period. &e opti-
mization results show that the IPSO algorithm proposed in
this paper can effectively integrate and schedule the internal
resources of the enterprise and improve the operation ef-
ficiency of the enterprise.
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In triangular mesh models, the repair of complex hole poses a di�cult problem, which always causes serious repair defects.
�erefore, it is needed to develop an intelligent identi�cation and classi�cation method of complex holes to reduce repair
di�culties. First, the topological structure of the complex hole is studied and all the holes are divided into single holes and
continuous holes depending on whether there are intersection points. Second, to tackle the nesting and connecting of complex
continuous holes, a decomposition method of multiply connected domains based on intersection points is proposed to partition
or reconstruct complex continuous holes into single holes. Based on the di�erent geometric structures, single holes are classi�ed
into �ve common hole types and a corresponding identi�cation method of single holes is presented. Finally, an experiment is
carried out to verify the repair quality and e�ciency of the proposed method. Compared with Geomagic software, the proposed
method can automatically identify and partition complex holes with fewer defects and similar e�ciency. It can reduce the
di�culties of repairing complex holes and enable the repair of complex holes based on existing methods. It is shown that the
method can be applied to complex hole repair of 3D printing models without the participation of technicians.

1. Introduction

As a rapidly developing manufacturing technology, 3D
printing technology (also known as additive manufacturing
technology or rapid prototyping technology) is gradually
entering various �elds and playing an important role [1, 2].
Compared with traditional manufacturing technology, 3D
printing technology can better meet the modern green
concept and presents a favourable trend in the green
manufacturing industry. In 3D printing technology, triangle
meshes are characterized by simplicity, straightforwardness,
and expressiveness [3]. �us, it becomes a widely used form
of a geometric model and gradually proves to be an im-
portant basis of 3D printing technology. However, in the
construction and acquisition of meshmodels, holes are often
generated, a�ecting the appearance and quality of 3D
printed models. �erefore, the identi�cation and repair of
the holes in the triangle mesh model become the key to
improving the quality of 3D printing.

At present, the identi�cation and repair of triangle mesh
holes are mostly carried out manually, with low e�ciency
and high requirements of operators’ skills. Automatic hole
identi�cation and repair algorithms often regard all holes as
single holes. Most research focuses on the repair method of
single holes and disregards the processing and partitioning
of complex holes, single hole geometry, and the topological
relationship between relevant holes. �is results in unsat-
isfactory model repair and new defects, such as self-inter-
secting surfaces, highly refracted edges, and degenerate
triangles.

�erefore, to improve the quality of hole repair and to
lower the reliance on specialized technicians, it is necessary
to study the intelligent identi�cation and partitioning
method of complex holes in triangle meshes. �e technical
route of the paper is shown in Figure 1. First, the meshmodel
is checked and preprocessed. Second, the complex holes are
identi�ed and segmented and continuous holes are parti-
tioned into single holes. �ird, all the single holes are
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automatically classified into specific single holes, such as the
simple hole, crack hole, and annular hole. Finally, the ap-
propriate hole repair methods are chosen and the ideal
triangle mesh model is output. &e results show that the
proposed method can accurately identify, partition, and
repair complex holes with intersection points. &e main
contributions are summarized as follows:

(1) A decomposition method of multiply connected
domains based on intersection points is proposed to
partition or reconstruct complex continuous holes
into single holes. It can greatly improve the structure
and size of the complex holes and can mostly avoid
the intersection of various hole lines.

(2) An identification method of single holes is
researched to divide single holes into five common
hole types, which can reduce the difficulties of
repairing complex holes and enable the repair of
complex holes based on existing repair methods of
single holes.

(3) &e proposed repair process is completely auto-
mated, replacing the manual judgment and repair
operation, reducing the dependence on profes-
sionals. At the same time, it can achieve high effi-
ciency, similar to Geomagic.

2. Related Work

Hole identification and extraction is a critical preliminary
process for hole repair. Given the considerable amount of
data generated from the conversion from solid model to
point cloud or grid, the data processing is time-consuming
with low efficiency if holes are identified and extracted
through repeated traversal. &erefore, the efficiency and
accuracy of identification and extraction will directly affect
the efficiency and quality of subsequent repair. &e existing
hole identification and extraction methods can be divided
into two categories according to the data type: hole iden-
tification based on point cloud data and that based on grid
[4, 5].

&ere are many methods for hole identification based on
point cloud data [6–9]. Milroy et al. [10] identified the
boundary of holes by calculating the extreme value of
curvature. &is method can generate good results in areas
with small curvature changes and relatively smooth surfaces,

but less so when the model curvature changed dramatically.
Orriols and Binefa [11] adopted the least squares method to
identify and query holes, which was also not suitable for
drastic curvature changes. Bendels et al. [12] used the
minimum spanning tree to detect feature points of the point
cloud boundary, but the complete extraction of the
boundary still needed to be further improved. Liu [13]
calculated the barycentre of sampling points and that of
sampling points in the neighborhood to efficiently extract
the hole boundary according to the distance ratio of various
points. Alrashdan et al. [14] used the neural network method
to automatically extract the boundary points, but the
boundary points with small change of normal vector were
easily to be missed, so that the extracted boundary might not
be complete, and it was also time-consuming.

&e grid-based hole identification method is also a focal
point of research. In computer graphics, grid is a very basic
representation method, and it can be obtained by point
cloud data reconstruction or 3D model transformation.
Triangular mesh is the most widely used form because of its
simplicity, straightforwardness, and expressiveness. Zhan
and Zhang [15] proposed the area expansion method to
identify hole boundary and to form the Delaunay triangu-
lation of point cloud data. Chen et al. [16] projected the
object model onto a two-dimensional plane and used the
interior angles of the projected polygon in the plane and
related theories to automatically identify the holes. Li et al.
[17] proposed a hole identification method based on the
winged-edge data structure, in which all the holes of the
model can be obtained through one traversal, greatly im-
proving the efficiency of hole identification. However, in
practical 3D printing application, the point cloud data
obtained by traversal may be unevenly distributed, which
may easily lead to a situation where multiple holes share a
boundary vertex [18]. &erefore, the above algorithms
cannot accurately identify such complex holes, and it will
cause repair defects, such as self-intersecting surfaces and
structure change.

Based on the above hole identification methods, many
scholars have conducted in-depth studies on the hole-filling
of triangle mesh models, among which the typical repair
methods were as follows: the feature plane is calculated
based on the point distribution of holes and the points of
holes were projected onto the feature plane for partitioning.
&en, implicit function [19], radial basis function [20, 21],
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and the wave-front method [22] were used to map the points
on the feature plane to the 3Dmodel.&e surface of the filled
hole obtained by this method was often well shaped, but it
was only applicable under extremely limited conditions. &e
method worked ideally for simple holes, but as for complex
holes, mapping failure or errors may occur, leading to in-
ferior hole filling. &erefore, a large number of scholars have
proposed the classification and filling methods for complex
holes.

Jun [23] proposed an algorithm of subdividing complex
holes into simple holes before repairing them, providing a
solution for the subdivision and repairing of holes with self-
intersecting boundaries in the projection process. However,
it was not conducive to dealing with other types of complex
holes, especially with the challenge of self-intersecting
boundaries in the nonprojection process. Inspired by this
method, Li et al. [17] presented and created an algorithm
based on edge expansion, which split the holes into flatter
ones considering the spatial shape of holes. &e method
cannot deal with self-intersecting boundaries, and the
complex holes were in fact just a simple hole with complex
curvature changes. Lai et al. [24] mulled the processing of
island holes and proposed a hole filling algorithm based on
B-spline surfaces, fitting the vertices near holes to B-spline
surfaces. &is method focused on the topological accuracy
and smoothness of the connection between new meshes and
existing ones. Feng et al. [25] proposed a fast filling method
for triangle meshes based on the hole size. &e holes were
classified into small holes, medium holes, and large holes
according to their size, and different filling algorithms were
used for different types of holes. However, the classification
method only factored in the size of holes while ignoring the
complex topological form of holes, thus leading to subpar
filling results for complex holes. Wen et al. [26] proposed a
method for automatic identification and repair of real defect
holes, but it was only applicable in simply connected do-
mains and ignored the topological form of the complex
missing area. &erefore, the above studies lack the identi-
fication and segmentation of complex multiconnected do-
main holes, especially of the holes with self-intersecting
boundaries.

To sum up, the repair methods for a specific type of
holes, especially for simple holes, are relatively sophisti-
cated, having delivered good repair results in previous
research. However, the identification and partitioning of
complex holes and the corresponding repair methods vary
with each case. Adopting a uniform repair method will lead
to self-intersecting surfaces in hole repair and unsatisfac-
tory repair outcomes. At the same time, the human-
computer interaction is often adopted in hole repair with
ultralow identification and repair efficiency. In this case,
the repair outcomes depend on the precision of the repair
algorithm and the operator’s skills. In order to solve this
problem, based on the topological form of holes, ways must
be found to intelligently identify and partition complex
holes with multiconnected domains and self-intersecting
boundaries. &us, a method of automatically detecting,
identifying, and partitioning of holes in triangle mesh
models should be proposed, aiming at the nested and

crossed characteristics of complex continuous holes. It can
make up for the deficiency of various simple hole repair
methods in complex holes.

3. Identification and Partitioning of
Complex Holes

3.1. Features of Single Holes and Continuous Holes. &rough
compiling and analyzing the data of hole repair failure cases
in the triangle mesh model, it is found that the failure often
occurs when multiple holes are adjacent or nested to each
other. It leads to mapping failure and thus unsatisfactory
repair outcomes. In order to solve this problem, it is nec-
essary to analyze the characteristics of such holes and dif-
ferentiate them from single holes. &rough analyzing many
cases, it is found that the main difference is whether there are
intersection points connecting multiple hole lines. On this
basis, all the holes are classified into two types.

(1) Single holes: the points on the hole line can be
connected in turn to form a closed loop with a
unique solution. &is is shown in Figure 2(a).

(2) Continuous holes: a continuous hole consists of
multiple single holes, and there are one or more
intersection points between the single holes. It offers
multiple ways of representing each individual closed
loop. As shown in Figure 2(b), four points A, B, C,
and D of the continuous hole are the intersection
points of multiple hole lines. When the counter-
clockwise direction is defined positive, the contin-
uous hole boundary can be identified as A-P1-A-B-
P5-B-C-P6-P4-C-P3-D-P2-D-A.

3.2. Identification of Single Holes and Continuous Holes.
Because of the large difference between repairing single holes
and continuous holes in triangle meshes in terms of diffi-
culties and methods, it is an essential step to classify and
identify all holes and determine whether they are single holes
or continuous holes before hole repair. Before identification, it
is necessary to preprocess the input triangle mesh model and
quickly establish the topological structure of the model’s
facets, edges, and vertices. According to the relationship
between facets and edges of the triangle mesh model, all
simply connected domains of the triangle mesh model are
obtained, and each simply connected domain is regarded as a
part. Free edges are found for each part, and all free edges are
connected from end to end according to the connection
between edges and points to obtain hole lines, so the basic
information of all holes is obtained, including hole lines, hole
directions, and the relationship between holes and parts.
Among them, a free edge refers to an edge connected with
only one facet. A hole line refers to the closed line formed by
connecting the ends of free edges in each set, maintaining the
topological relationship of the original triangle mesh model.

On this basis, an identification process of single holes
and continuous holes is put forward, as shown in Figure 3.
First, all the free edges of the hole lines are found by
obtaining the basic information of the hole. &e sets of free
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edges are discovered. Second, according to the topological
structure relationship between each edge and each vertex,
the connection between all points and edges in the free edges
is calculated. &ird, starting from any point, the closed
boundaries are found according to the relation of connec-
tion.&en, it is judged whether there is an intersection point
on the closed hole lines. If not, a single hole is output; if so, it
is a continuous hole, and the corresponding boundary in-
formation is output to facilitate the subsequent partitioning
of continuous holes.

3.3. Segmentation Method of Continuous Holes. In order to
facilitate the repair of triangle mesh models, the complex
continuous holes must be divided into single holes to im-
prove the accuracy and repair quality of each single hole
repair algorithm. &e nesting and connection of the hole

lines in continuous holes are likely to cause errors in the
partitioning of multiple holes. To solve this problem, a
decomposition method of multiply connected domains
based on intersection points is proposed to segment and
reconstruct the hole lines of continuous holes. &e specific
steps are shown in Figure 4.

Step 1: detect the boundary of continuous holes.
Based on the information obtained during identifica-
tion, the boundary of the continuous hole is detected,
and the corresponding hole line is formed in the
counterclockwise direction. For example, the contin-
uous hole boundary in Figure 2(b) is A-P1-A-B-P5-B-
C-P6-P4-C-P3-D-P2-D-A, and four intersection points
A, B, C, and D are identified.
Step 2: divide the boundary line.
According to the intersection points of continuous
holes, the inner area of continuous holes is divided into
several separate holes. For example, the boundary of
continuous holes in Figure 2(b) can be divided into five
separate holes, namely, A-P1-A, B–P5–B, C–P6–P4–C,
D-P2-D, and A-B-C-P3-D-A.
Step 3: distinguish the inner holes from outer ones.
&e points on the hole line are projected onto the plane,
and the positional relations of each hole are calculated
according to the relative inner and outer relations
between the points and the polygon. If the points of a
hole L1 are all outside of another hole L2, it is assumed
that L1 is outside of L2. If a hole line is not inside any of
the holes, it is an outer hole, and if a hole line is inside
one of the holes, it is an inner hole.
Step 4: judge whether it is an outer hole.
If the outer hole does not contain the inner hole, jump
to Step 7; otherwise, continue with Step 5. It can be
concluded that the outer holes in the continuous holes
in Figure 2(b) are A-P1-A, B–P5–B, D-P2-D, and A-B-
C-P3-D-A and the inner hole is C–P6–P4–C, which is
included by the outer holes A-B-C-P3-D-A.
Step 5: identify and determine the new boundary point.
For an outer hole that contains an inner hole, the
intersection point in its hole line must be found, and

(a) (b)

Figure 2: Examples of (a) single hole and (b) continuous hole.
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Figure 3: Identification process of single holes and continuous
holes.
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there are three important edges connected to the in-
tersection point, namely, the first edge connecting to
the previous index point of the current outer hole line
and the second and third edge connecting to two
neighbouring index points in the inner hole line.
Calculate the included angle between the first edge and
the second and third edge. Select the neighbouring
index point with the smallest included angle as the new
boundary point. For example, Figure 5 shows that C1,
C2, and C3 are the three important edges, and the
included angle ∠1C2 is less than angle ∠1C3. &us, the
next boundary point is calculated to be in the direction
of ray C2, that is, in the direction of P6, rather than P4.
Step 6: form a new boundary.
Starting from the new boundary point, all the points on
the inner hole are inserted into the boundary of the outer
hole in accordance with the connection order on the
boundary, and the outer and inner edges of the hole are
combined. In otherwords, in the example, the inner hole
C–P6–P4–C is inserted into the outer hole A-B-C-P3-D-
Aandthenewboundary line isA-B-C-P6-P4-C-P3-D-A.

Step 7: output single holes.
All the holes that meet the conditions are output as a
single hole, with the boundary lines given. According to
this method, the example outputs four single holes with
the boundary lines A-P1-A, B–P5–B, D-P2-D, and
A-B-C-P6-P4-C-P3-D-A. &e filled area as shown in
Figure 6 is four single holes surrounded by four
boundary lines.
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Figure 4: Segmentation process of continuous holes.
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Figure 7: Hole identification result of Geomagic.

Computational Intelligence and Neuroscience 5



Step 8: end.

When the hole in this case is processed by traditional
hole identification methods and software such as Geomagic,
C–P6–P4–C can be easily identified and be output as a single
hole. If filled based on this, the model obtained will not be
desirable and a large number of self-intersecting surfaces will
be created. As shown in Figure 7, both the green and red hole
lines are identified as single holes, but the inner red hole line
will intersect with the outer hole line during repair, obvi-
ously inconsistent with the actual hole.

4. Types of Single Holes and the Intelligent
Identification Method

4.1. Types of Single Holes. After the complex continuous
holes are divided into single holes, the geometry of each
single hole still varies, posing challenges to the hole repair
process. &erefore, by analyzing causes of self-intersecting
surfaces based on the geometry of the hole and the current
sophisticated hole repair methods, the single hole is further
classified into five types: crack hole, dislocation hole, annular
hole, simple hole, and island hole. &eir respective char-
acteristics are as follows:

(1) Crack hole: if the included angle and the cumulative
included angle of any two sides forming the hole
boundary are less than the set angle threshold, such a

single hole is defined as a crack hole. Its shape re-
sembles a straight line. &e general rule of thumb is
that the angle threshold is set between 5° and 10°,
which is used to determine whether the hole re-
sembles a straight line.&e cumulative angle refers to
the sum of angles between all boundary edges
starting from the first edge. Crack holes, which occur
in modelling or format conversion, are linear bad
edges that are not sewn together at the surface joints.
&ere are no triangles missing, but the adjacent
triangles are not connected, as shown in Figure 8.
&erefore, the crack holes are more suitable for
repairing by stitching the boundary points and then
optimizing the subdivision.

(2) Dislocation hole: if the distance between the points
on the hole edge and on the nearest edge is very short
(less than the set distance threshold), such holes are
called dislocation holes, as shown in Figure 9(a). &e
distance threshold is also an empirical value and is
generally set to about 0.1–0.5mm. If it is less than
this value, the hole is fixed by kneading the triangles
together, generally without affecting the shape of the
model; if it is above the set threshold, the hole is
considered as a simple hole and can be repaired by
adding triangle surfaces, which will not cause too
many narrow and long triangles. As shown in
Figure 9(b), both the red parts are dislocation holes.

(a) (b)

Figure 8: Crack hole. (a) Triangle mesh example. (b) Model example.

(a) (b)

Figure 9: Dislocation hole. (a) Triangle mesh example. (b) Model example.
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After judgment, the holes can be partitioned into
simple holes and crack holes by merging the surfaces
of dislocation holes.

(3) Annular hole: it refers to a hole composed of two
boundary lines, nearly coplanar or parallel, with
similar shapes and without intersection points, as
indicated in Figure 10. &ere is an approximate
coplanar or parallel relationship between the posi-
tions of the two annular closed curves, which is
generally seen in the cross section or the profile of the
model.&e repair method of firstly stitching two hole
boundaries and then optimizing the triangulation
and fitting the surface is suitable.

(4) Simple hole: it refers to a single hole with no triangle
surface data inside and only one closed boundary, as
shown in Figure 11. It is the simplest type of single
holes, and it is the type of hole that most repair
methods are applicable to.

(5) Island hole: it refers to the existence of an inde-
pendent grid area composed of triangle surfaces
inside a hole, as shown in Figure 12. &is individual
grid area is called an island, and the number of is-
lands can be one ormore. According to the size of the
islands, different repair methods can be selected,

such as the multidirectional advancing method [27]
and variational implicit surfaces [4].

4.2. Intelligent Identification Method of Single Holes. After
the identification and the segmentation of complex holes
into single holes, the shapes of single holes are still different.
To prevent various repair defects, different repair methods
should be adopted according to hole types. &erefore, an
intelligent identification method of single holes is researched
to avoid human errors, which can judge the types of five
holes in turn and realize the automatic and accurate iden-
tification of single holes. &e specific judgment process is
shown in Figure 13. It is described as follows.

Step 1: preprocess the model.
Traverse all the parts of the triangular model and output
the basic information of every single hole, for instance,
vertexes, free edges, and boundaries. &is step provides
a data basis for other steps.
Step 2: judge whether there is a crack hole.
Calculate the included angle and the cumulative in-
cluded angle of any two edges that constitute the single
hole. If the value is less than the set threshold value,
output the hole as a crack hole; if not, proceed to Step 3.

(a) (b) (c)

Figure 10: Annular hole. (a) Triangle mesh example—coplanar annular hole. (b) Triangle mesh example—parallel annular hole. (c) Model
example.

(a) (b)

Figure 11: Simple hole. (a) Triangle mesh example. (b) Model example.
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Step 3: judge whether there is a dislocation hole.
Calculate the distance between points on the single hole
andon theirnearest edges. If it is less than the setdistance,
the current point is the dislocation point and output the
hole as a dislocation hole; if not, continue with Step 4.
Step 4: judge whether there is an annular hole.
Determine whether there are two boundaries that are
the closest and most similar to each other and whether

the gravity center of one boundary is within another
boundary on the fitting plane. If so, output the hole as
an annular hole; if not, proceed to Step 5.
Step 5: judge whether there is an island hole.
Determine whether there are one or more boundaries
that are inside another boundary. If so, output it as an
island hole; if not, output it as a simple hole.
Step 6: end.

5. Experimental Results and Discussion

As few studies have been conducted on the classification
and identification method of the complex holes with in-
tersection points in triangle mesh models, it is difficult to
find a targeted algorithm for comparison. For this reason,
the well-known commercial software Geomagic is selected
to determine the identification and repair effect of the
proposed method. All the developed algorithms are
implemented in C++ by using Visual Studio 2013 and tested
on a PC equipped with an Intel®Core i7-4790 processor and
8GB of RAMonWindows 10. In the process of comparison,
various proven methods in repairing different single holes
can be chosen. Crack holes and dislocation holes are
repaired through the suture or kneading of the corre-
sponding points. Annular holes, simple holes, and island
holes are repaired with the variational implicit surface al-
gorithm [28–30].

Taking the backpack model in Figure 14 as an example,
the model has a complex hole, including multiple single
holes and complex continuous holes. All single holes and
continuous holes can be identified by the proposed hole
identification method. &e red lines represent continuous
holes, and the green lines represent single holes. Two sets of
continuous holes are identified, that is, the area surrounded
by dash-dotted lines. By means of the continuous hole
segmentation method, the upper continuous hole can be
merged into a complete single hole and the lower continuous
hole can be divided into five simple holes. &erefore, it has
been verified that this method can be applied to identify and
to partition complex holes. It can provide effective pre-
processing that facilitates subsequent hole repair.

(a) (b)

Figure 12: Island hole. (a) Triangle mesh example. (b) Model example.
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Figure 13: Identification process of single holes.
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Figure 14: Backpack example model.

(a) (b)

Figure 15: Comparison of repair results—continuous holes of a backpack model. (a) Repaired with the proposed method. (b) Repaired with
Geomagic.

(a) (b)

Figure 16: Comparison of repair results—annular holes of a bird pendant model. (a) Repaired with the proposedmethod. (b) Repaired with
Geomagic.
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&e repair result of the algorithm proposed in this paper
is compared with Geomagic. In terms of the identification
and repair of continuous holes, the proposed method can
accurately complete the complex hole segmentation and
repair, but the commercial software generates multiple
spikes and a large number of highly refracted edges, as
shown in Figure 15. In terms of the identification and repair
of annular holes, the model is corrected after being repaired
with the proposed method and many self-intersecting sur-
faces are produced with Geomagic, which destroy the
original structure of the model, as shown in Figure 16.

In terms of the identification and repair of crack holes
and dislocation holes, as shown in Figure 17, the repaired
crack holes and dislocation holes are located in the yellow
box. &e model structure is normal after being repaired by
the proposed method, and the repaired region does not
produce self-intersecting and highly refractive edges. After
the repair of Geomagic, a number of self-intersecting sur-
faces, highly refractive edges, and surrounding degenerate
triangles, indicated by the red area, are generated. After the
degenerate triangles are deleted, it has been found that there
are obvious degenerate surfaces in the repairedmodel, which
is not conducive to the subsequent editing and 3D printing
of the model.

For the identification and repair of complex holes, the
hat model and the ornament model are also chosen for

validation, as shown in Figures 18 and 19. In the hat model,
eight crack holes and three simple holes were identified and
partitioned. In the ornament model, one annular hole, two
simple holes, and one island hole were identified. After using
the identification and repair methods in this paper, the
models are all better treated. By contrast, there is an obvious
error in the repair of annular holes with Geomagic for the
ornament model. &e error is circled by a red line, as shown
in Figure 19.

To accurately check the repair quality, the above two
repaired models were scanned by a grid doctor. In terms of
the six types of repair defects, including nonmanifold edges,
self-intersections, highly-creased edges, spikes, small com-
ponents, and small holes, Geomagic is found to generate
more defects such as spikes, highly creased edges, and self-
intersections, while the model repaired by the proposed
method has fewer defects and a higher repair quality. &e
repair time of the proposed method is equivalent to Geo-
magic; thus, the repair efficiency is acceptable. Specific
comparison information is shown in Table 1.

&rough the above examples, it can be found that the
complex continuous holes containing intersection points
can be segmented and all kinds of holes can be accurately
identified with the proposed method, as shown in Table 2.
Subsequently, the existing mature methods can be used to
repair corresponding holes and the repaired models have

(a) (b) (c)

Figure 17: Comparison of repair results—crack holes and dislocation holes of a leaf model. (a) Repaired with the proposed method.
(b) Enlarged view repaired with the proposed method. (c) Enlarged view repaired with Geomagic.

(a) (b) (c)

Figure 18: Comparison of identification and repair results—complex holes of a hat model. (a) Original model with holes. (b) Repaired with
the proposed method. (c) Repaired with Geomagic.
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fewer repair defects and a higher repair quality. However,
some of these holes cannot be well segmented and identified
with Geomagic without the participation of professionals.
&e proposed repair process is completely automated,
replacing the manual judgment and repair operation, re-
ducing the dependence on professionals.

6. Conclusion

In this work, an intelligent identification and classification
method of complex holes is proposed. It can identify,

partition, and reconstruct complex holes into single holes
based on the intersection points connecting multiple hole
lines and classify all the single holes into five types, such as
crack holes, dislocation holes, annular holes, simple holes,
and island holes. &us, proper hole repair algorithms can be
selected according to the type of the single holes. Compared
with Geomagic software, the proposed method can mostly
avoid the intersection of various hole lines and reduce the
defects of traditional hole repair methods, but it can achieve
similar efficiency. &e proposed method provides a new idea
for the automatic hole repair of triangle meshes without the

Table 1: Comparison of repair results after inspection.

Models Methods Nonmanifold
edges

Self-
intersections

Highly creased
edges Spikes Small

components
Small
holes

Repair time
(s)

Hat
Geomagic 0 100 64 24 0 0 0.093

&e proposed
method 0 0 0 12 0 0 0.090

Ornament
Geomagic 0 188 113 0 0 0 0.082

&e proposed
method 0 0 26 0 0 0 0.086

Table 2: Comparison of hole identification and repair results.

Models Methods Continuous holes Simple holes Crack holes Dislocation holes Annular holes Island holes

Backpack Geomagic × √ — — — —
&e proposed method √ √ — — — —

Bird pendant Geomagic — — — — × —
&e proposed method — — — — √ —

Leaf Geomagic — — × × — —
&e proposed method — — √ √ — —

Hat Geomagic — √ × — — —
&e proposed method — √ √ — — —

Ornament Geomagic — √ — — × √
&e proposed method — √ — — √ √

“×” represents that the model has such holes and the method is not workable; “√” represents that the model has such holes and the method is workable; “—”
represents that the model does not have such holes.

(a) (b) (c)

Figure 19: Comparison of identification and repair results—complex holes of an ornament model. (a) Original model with holes.
(b) Repaired with the proposed method. (c) Repaired with Geomagic.
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participation of professionals and can be widely used in 3D
printing model repair.

In future work, first, the identification method of
boundary holes that do not have closed hole lines should be
researched. Second, it is recommended to select and study
more accurate repair algorithms for some single holes with
large curvature variations to further improve the repair
results.
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In the �eld of natural language processing (NLP), machine translation algorithm based on Transformer is challenging to deploy on
hardware due to a large number of parameters and low parametric sparsity of the network weights. Meanwhile, the accuracy of
lightweight machine translation networks also needs to be improved. To solve this problem, we �rst design a new activation
function, Sparse-ReLU, to improve the parametric sparsity of weights and feature maps, which facilitates hardware deployment.
Secondly, we design a novel cooperative processing scheme with CNN and Transformer and use Sparse-ReLU to improve the
accuracy of the translation algorithm. Experimental results show that our method, which combines Transformer and CNN with
the Sparse-ReLU, achieves a 2.32% BLEU improvement in prediction accuracy and reduces the number of parameters of the
model by 23%, and the sparsity of the inference model increases by more than 50%.

1. Introduction

Machine translation, an essential branch of computational
linguistics, is a process of translating source language into the
target language by computer. Translation has extremely high
requirements for translators, and at the same time, there is a lack
of professional translators, so machine translation has made
signi�cant progress in international exchanges [1]. In recent
years, deep learning technology has developed rapidly. Re-
searchers have introduced neural network into language model,
which can better process the representation of common and
rare words. For example, a recurrent neural network (RNN) can
adapt to any sentence length and process the context recurrently
to get the �nal result. Transformer applies the attention
mechanism to machine translation and has better translation
quality than traditional methods.

Compared with traditional statistical machine transla-
tion, which requires elaborate features, the �exibility of

existing machine translation based on neural networks is
greatly improved. Methods based on RNN and its derived
models such as GRU and LSTM need to learn the long-
distance dependencies of each input word vector. �e
principle is to use the embedding layer to map sentences to
the embedding space and then use the hidden layer to
compute the knowledge obtained in the previous step. As
multiple hidden layers compute sequentially, calculations
within a single hidden layer are executed sequentially and
cannot be carried out in parallel. Di�erent from the scheme
of the RNN model that continuously accumulates input
information, the Transformer network uses the Encoder-
Decoder structure.

Because of its stacking self-attention layer and point-by-
point full connection layer, the recursive structure in RNN is
eliminated, and the network based on Transformer has the
advantage of high parallelism. Transformer o�ers signi�cant
improvements to machine translation, but at the cost of a
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large number of parameters. &e number of BERT large
parameters is 334M, the number of BERT base parameters is
109M, and the number of IB-BERT large parameters is
293M. Due to its large number of parameters and low
sparsity of parameters, it is generally applied to the server
side, and there is no suitable edge side Transformer algo-
rithm. &e existing RNN model must wait for all previous
input processing to be completed before processing the next
input, which is a bottleneck when processing long sequences.
&e number of operations required by the RNN model to
correlate information from two arbitrary input or output
positions increases as the position distance increases. &is
makes extracting complicated dependencies between far-
away positions more difficult. &erefore, RNN is difficult to
parallel, which is not conducive to hardware acceleration,
and the translation effect is not ideal. On the other hand, the
hardware-implementation-friendly CNN can not effectively
process location information and is not effective in machine
translation tasks when applied alone.

It is an effective method for hardware deployment of the
neural network to reduce parameter storage and transmis-
sion amount and reduce the dependence on hardware data
transmission bandwidth by using the compressed sparse
matrix method. And it has little influence on algorithm
accuracy. &e premise of this scheme is that the sparsity of
algorithm parameters is high enough.&e weight parameters
of the Transformer have not been optimized for sparsity,
which is difficult to be applied to hardware accelerated by a
compressed sparse matrix [2, 3]. &e traditional ReLU ac-
tivation function adopted by Transformer models such as [4]
does not improve the sparsity of the neural network algo-
rithm to the maximum extent. An appropriate activation
function is an important measure to improve network
performance and reduce the number of network parameters.

&e hardware deployment machine translation algorithm
must meet the requirements of lightweight and maintain high-
precision translation results. At the same time, in order to
further reduce the difficulty of deployment on edge devices, the
algorithm optimization must improve the sparsity of weight
parameters, so as to use the sparse matrix compression method
for hardware deployment. To solve the above problems, this
research proposes a new activation function that can improve
the algorithm accuracy and parameter sparsity at the same time
and designs a cooperative machine translation algorithm
combining CNN to extract local features and Transformer to
process sequence information. Our method combined with
Sparse-ReLU improved the BLEU score of the algorithm to
35.24, increased the sparsity bymore than 150%, and controlled
the total number of parameters within 38M. Our main con-
tributions are as follows:

(1) A new activation function, Sparse-ReLU, is proposed
and applied to the machine translation model. &e
BLEU score of the IWSLT14 German-English
translation task is enhanced from 34.29 to 35.16 by
using the model whose parameter scale is 36.42M.
&e number of parameters has been reduced, and
more than 50% of sparsity has grown. Meanwhile,
Sparse-ReLU can improve the translation effect.

(2) A Transformer structure with low number of pa-
rameters is proposed, which only uses three attention
heads and a 7-layer encoder and decoder. &e
number of parameters of this structure is only
36.42M, which solves the problem that Transformer
is too large to be deployed on the hardware.

(3) A CNN structure for machine translation tasks is
proposed and combined with a Transformer to
optimize the network. &e number of parameters of
the overall algorithm is 37.99M. &e BLEU score is
increased from 35.16 to 35.24.

1.1. Related Works. &e machine translation algorithm
based on the neural network generally adopts the Encoder-
Decoder model to deal with the machine translation task [5].
&e encoder takes the source sentence as input and calcu-
lates a real expression value. &e decoder inputs the real
expression value and generates the target translation. CNN,
RNN, and Transformer are the classical algorithms for
constructing the Encoder-Decoder structure.

Machine translation jobs can be processed serially using
an approach based on RNN and its derivatives LSTM [6, 7]
and GRU [8]. It has the advantage of high extraction ability
in processing series information. For example, the RNN-
based algorithm [9, 10] generates dynamic context repre-
sentation through its Encoder-Decoder architecture based
on attention mechanism. Research [11] creates target
phrases with fixed source statement representation. To make
the RNN and its derivative networks deeper and better, [12]
employs a residual strategy and skip connections to further
the RNN development.

&e Transformer based algorithm [4] and its variants
[5, 13–16] achieve the most advanced results on multiple
language pairs only based on the attention mechanism. Re-
search [13] improves the effect by increasing the scale ofmodel
parameters. Still, increasing the number of parameters means
that more extensive data sets are needed, and the training is
more complicated. It is not suitable for hardware, especially
edge devices. CNN-based algorithms [17, 18] are concerned
because of their high parallelism. Among them, [17] proposes
a CNN-based machine translation algorithm with higher
parallelism and a shorter long-term dependency than RNN.

Machine translation projects employ a variety of
Transformer structures to optimize the size of the model and
precision, as well as the bandwidth required for hardware
deployment. Research [2] proposes a pruning algorithm to
increase model sparsity and deploy the model on GPU, and
research [19] proposes a sparse matrix calculation method.
Both of them reduced the bandwidth requirements of matrix
calculation on hardware. One is to improve the activation
functions such as the ReLU and SoftMax. Research [20]
introduces a novel activation function WReLU for light-
weight neural network design. Research [16] introduces a
random calculation method to replace the traditional
SoftMax calculation, which reduces the calculation com-
plexity and improves the speed. Research [14] is a collab-
orative processing scheme that combines the advantages of

2 Computational Intelligence and Neuroscience



multiple networks, and it combines BiLSTM and recurrent
attention for machine translation tasks.

&ese works have effectively promoted the development
of machine translation. However, most of the existing
Transformer schemes dealing with machine translation tasks
only use the attention mechanism and lack the research
results combined with the CNN model. Most optimized
networks are still too large, and there are defects in input
sequence order when using the RNN model to process se-
quence information. &e effect of processing sequence in-
formation using the CNN model is not ideal, making them
challenging to deploy in edge devices. Based on these, the
new activation function Sparse-ReLU, CNN submodel
structure, Transformer submodel structure, and cooperation
scheme proposed in this research achieve a better effect
under a particular parameter scale condition.

1.2. Method. Unlike prior machine translation Transformer
algorithms, this study proposes a Transformer model with
few parameters, a CNN submodel, and a novel activation
function Sparse-ReLU. CNN and Transformer submodels
use Sparse-ReLU to optimize the effect. &e three of them
cooperate in dealing with machine translation tasks. CNN
can process local information of word vectors and extract
multiple features containing position-coding, and the at-
tention mechanism can process local features extracted by
CNN rather than input sentences. Figure 1 shows the process
of our algorithm.

Figure 1 depicts the translation process. &e input and
output of the algorithm model are symbol sequences, and
the word segmentation operation of the input symbol se-
quence uses the BPE word segmentation method. &e po-
sition-coding operation embeds the position information
into the symbol sequence obtained by word segmentation.
&e CNN submodel extracts the features of sentences
containing location coding information. &e Transformer
submodel further extracts the output information of the
CNN submodel. Both submodels use Sparse-ReLU.

2. Model Structure

2.1. Activation Function 0at Can Improve Sparsity and
Accuracy. Most neural network algorithms currently

require activation functions to introduce nonlinear opera-
tions. However, activation functions such as sigmoid have
the disadvantages of complex hardware implementation and
high resource consumption in algorithm deployment. When
implementing the algorithm in hardware, sparse matrix ac-
celeration is a viable option, and sparse matrix acceleration
necessitates high weights sparsity. &e ordinary activa-
tion function can not maximize sparsity matrix compression
technology. Based on this, this research proposes a new ac-
tivation function Sparse-ReLU for hardware optimization.
&e activation function has the advantages of low hardware
implementation cost and low computing time like the tra-
ditional ReLU function. It solves the disadvantages of limited
representation ability and insufficient flexibility of the con-
ventional ReLU function.

For machine translation and other applications in nat-
ural language processing, real-time computing requirements
are high. Because of its low power consumption and small
area, the edge devices cannot effectively deploy translation
algorithms with huge parameters. In particular, the Trans-
former algorithm, although the translation effect is good, can
only be deployed on the server-side. It is of great significance
to realize the activation function with high flexibility and
simple hardware implementation.

&e activation function designed in this research can
improve the sparsity and accuracy of neural networks. &e
expression is shown in formulas (1)–(4), in which the range
of parameter a is (0, 1), the content of b is (0,1), which
satisfies a< b and c< d, and both a and b need to meet the
relationships of 0.125x, to complete the multiplication cal-
culation only through the hardware shift operation. As
shown in formula (1)–(3), the three subfunctions of Sparse-
ReLU are y0, y1, and y2.

y0 � 0, (1)

y1 � a ×(x − c), (2)

y2 � b ×(x − d). (3)

&e function of the subfunction y0 � 0 shown in For-
mula (1) is to set the activation value of the neural network to
0 and improve the sparsity of its activation value. &e

+

New activation function

output

Transformer
sub-model

CNN
sub-model

Location
coding

word
segmentationsentence

Algorithm modelPretreatment

Figure 1: Overall structure of the algorithm.
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traditional ReLU function sets the input of all negative
numbers to 0 and the positive part to itself. &e y0 function
in this research puts the output to 0 nomatter what the input
is. However, doing so will cause all information to be lost, so
formulas (2) and (3) are required to retain the information.
Taking the maximum value of the three subfunctions can
obtain the formula of Sparse-ReLU.

Sparse − ReLU � f(x) � max
x∈(−∞,+∞)

y0, y1, y2( . (4)

When determining parameters a, b, c, and d, the
functions with large c and d are preferred under the same
translation effect, improving the sparsity of the weights and
activations of neural network. When setting the parameters
of Sparse-ReLU to a� 0.25, b� 1, c� 0.2, and d� 0.4 in
Figure 2(a) , the translation effect of the activation function
is the best. According to the formula, the traditional ReLU
function is a subset of the activation function designed in
this research. Figure 2(b) is the image of setting parameters
a� 1, b� 1, c� 0.2, d� 0.2 to make Y1�Y2 in Sparse-ReLU.
In this case, Sparse-ReLU degenerates into an offset tradi-
tional ReLU function. Furthermore, ReLU is a subset of
Sparse-ReLU, and the characterization power of Sparse-
ReLU is higher.

In this research, Sparse-ReLU replaces the traditional
function to provide nonlinear characteristics for the net-
work. It is applied between two fully connected layers or
between the CNN layer and the fully connected layer in the
network. Parameters a, b, c, and d in Sparse-ReLU are found
through training, to make the effect of the network model
better than that of the traditional ReLU activation function.
According to the iterative experiment, the German-English
translation task of IWSLT14 dataset performs best when the
parameters are a� 0.25, b� 1, c� 0.1, and d� 0.4. After
determining parameters in Sparse-ReLU, combined with the
pruning operation, the sparsity of the network model is
improved. Unlike other sparsity improvement methods, this
activation function can enhance the sparsity of weight pa-
rameters and the sparsity of activation, which is convenient
for further hardware acceleration using a sparse matrix.

Because it can efficiently use shift and addition opera-
tions to realize the activation function in hardware and
complete the prediction task of the model based on Sparse-
ReLU, Sparse-ReLU can obtain multiple zero values, in
which the experimental statistics are more than 50% higher
than the value close to zero in the ordinary ReLU activation

value. So, it can effectively improve the network sparsity. It
has the characteristics of low resource consumption in
hardware implementation and can enhance the sparsity of
neural network parameters and the accuracy of the model
prediction. Figure 3 shows the application of Sparse-ReLU in
the model, as discussed in Section 1.2.

2.2. Transformer and CNN Submodels Combined with Sparse-
ReLU. Figure 1 shows the overall design, which is made up
of a CNN and a Transformer submodel. We will introduce
the Transformer structure used in this research in detail.

&e Transformer structure has a high ability to extract
sequence information. Figure 4 shows the Transformer
structure in this research, composed of the residual layer,
multihead attention layer, Sparse-ReLU layer, and layer
normalization. As shown in Table 1, the parameters of each
Transformer structure are listed. It has the characteristics of
low parameter quantity. &e Encoder combines Sparse-
ReLU, which can improve prediction accuracy.

&e CNN submodel needs to process the input sentences
and extract the features without changing the size of the
feature map. Convolution can improve the extraction ability
of local features of the network. Figure 5 shows the CNN
submodel. After the sentence is entered into the model, it
needs to go through embedding and position-coding oper-
ation and then carry out layer normalization operation. Fi-
nally, utilizing two-dimensional CNN toprocess the sentence
coding results containing position information. Figure 5
shows the CNN structure, where Len is the sentence length.

&e input channel of CNN is 1, the output channel is the
length of the word vector, that is, 512 channels, the size of
convolution kernel is (5,512), the stride step is 1, and the size
of padding is two zeros for rows and no padding for col-
umns. &e dimension of the feature map before CNN
processing is (Len, 512), Len is the sentence length, and the
dimension of the feature map after CNN is (512, Len). After
dimension transformation and Sparse-ReLU, the fully
connected layer maps the result to another dimension and
makes the residual connection with the original input. Ta-
ble 2 lists the detailed measurements of each structure of
CNN.

2.3. Collaborative Processing Scheme between CNN and
Transformer Submodels. Considering the strong ability of

0.200 0.470

y0

y2
y1

Sparse-ReLU=max (0, 0.25* (x-
0.2), x-0.4)

a=0.25, b=1, c=0.2, d=0.4

(a)

0.200

y0

y1=y2

Sparse-ReLU=max (0, (x-0.2))

a=1, b=1, c=0.2, d=0.2

(b)

Figure 2: Sparse-ReLU function.

4 Computational Intelligence and Neuroscience



CNN to extract local features, the combination of Trans-
former and CNN submodels can effectively improve the
power of the algorithm to extract local features. &ere are a
variety of cooperative processing strategies for multinet-
works, including the concatenation operation method [21],
result addition method [22], result point multiplication
method [23], and matrix transformation after the concat-
enation operation. &e model in research [21] adopted the
method of submodules in series, effectively combined CNN
and attention, and proposed an end-to-end ResNet structure
model, which was used to extract local features, and sum-
marized the local feature sequence through the attention

mechanism. &is research discusses the impact of CNN and
Transformer on machine translation tasks. Figure 6 shows
the details of various collaborative processing schemes
discussed in this research. &e CNN submodel of Figure 6 is
the structure in Figure 5. Encoder and decoder are also the
forms discussed in Figure 4.

To make the size of the matrix output of the CNN
submodel be the same as that of the attention submodel, we
set the number of output channels of the convolution kernel
to be 512, which is the same as the length of the word vector
in the matrix output of attention submodel. Figure 6(a)
shows the scheme that the attention submodel learns the

FC

Sparse-ReLU
FCDropout

Input

+

Dropout

(a)

CNN

Sparse–ReLU
FCDropout

+

Input

Dropout

(b)

Figure 3: &e deployment method of Sparse-ReLU function.
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Masked
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Add&
Norm

Add&
Norm

Add&
Norm

Linear Softmax

Positional
encoding

Encoder * 7

Decoder * 7

Figure 4: Structure of Transformer submodel.

Table 1: Transformer submodel size.

Description Substructure Layer name Size

Encoder

MultiHeadAttention

cast_queries (512, 384)
cast_keys_values (512,768)

cast_output (384,512)
softmax softmax

layer_norm eps� 1e-05

PositionWiseFCNetwork

LayerNorm eps� 1e-05
fc_1 (512,1024)
fc_2 (1024,512)

Sparse-ReLU Sparse-ReLU ：a� 0.25,b� 1,c� 0.2,d� 0.4

Decoder

Embedding Embedding (10000, 512)
MultiHeadAttention tgt_emb (10000, 512)
MultiHeadAttention pos_emb (10000, 512)

PositionWiseFCNetwork Sparse-ReLU Sparse-ReLU ：a� 0.25,b� 1,c� 0.1,d� 0.4

Output LayerNorm LayerNorm eps� 1e-05
Fc Fc (512,10000)
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feature of input data, and the feed-forward module con-
sisting of a CNN and a fully connected layer processes the
result of attention computation, which is illustrated with the
gray box. As shown in Figure 7, the output characteristic
matrix of the feed-forward module is the result of the ad-
dition of a CNN and a fully connected layer. Figure 6(b)
shows how to add a CNN submodel after the multihead
attention layer of the encoder in the Transformer. Figure 6(c)
uses the attention submodel to summarize the feature se-
quence from the original sentence, then uses a CNN sub-
model with a ResNet structure to extract local features from
the features summarized by the attention submodel, and
finally uses the decoder submodel to decode the target text.

Figure 6(d) shows that the CNN submodel first processes the
input sentence and learns the local features of the sentence.
&e Transformer submodel extracts the sequence features
processed by the CNN submodel. After the encoder oper-
ation in the Transformer, it is handed over to the decoder
submodel for decoding operation again.

2.4. Algorithm Model. Figure 8 shows the details of the
model in this research. According to the introduction of the
previous three sections, the model in this research mainly
includes the convolutional neural network feature extraction
layer, encoder layer, and decoder layer. Table 3 shows the
structural parameters of the algorithm.
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Figure 5: Structure of CNN submodel.

Table 2: CNN submodel size.

Description Substructure Layer name Size
Pretreatment Embedding and location coding Embedding (10000, 512)

CNN Convolution submodel
LayerNorm eps� 1e-05
Conv2d in_ch� 1, out_ch� 512, kernel� (5, 512), stride� (1, 1), pad� (2, 0)
Linear (512, 512)

Activation function Sparse-ReLU Sparse-ReLU ：a� 0.25,b� 1,c� 0.1,d� 0.4
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embedding + Multi–head
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Norm

Add&
Norm

CNN
+

Positional
encoding

Encoder

(a)

Inputs
embedding + Multi–head

attention
Add&
Norm FC Add&

Norm

Positional
encoding Encoder

CNN

(b)

Inputs
embedding +

Positional
encoding

Encoder CNN Decoder

(c)

Inputs
embedding +

Positional
encoding

EncoderCNN Decoder
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Figure 6: Collaborative scheme of transformer and CNN submodel.
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3. Experiment and Result Analysis

3.1. Machine Translation Dataset and Word Segmentation
Algorithm. &is research selects the German-English

translation task for the experiment, and the dataset is
IWSLT14. &e training set contains 160250 sentences, and
the testing set uses 6750 independent sentences [24].

&e input and output of the translation algorithm are
symbol sequences. &ese symbols are the basic units of
sentences. Because extensive vocabulary cannot be natu-
rally decomposed into words, using words as the basic units

FC Sparse–ReLU FC

Zero Matrix

Input

Concatenation FC+Sparse–ReLU

…

CNN Kernel

+

5 5

Output

Figure 7: Structural details of CNN in Figure 6(a).

Full connection layer
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CNN Output
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… …

……
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+
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Dropout
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Lenx512
Lenx512

Lenx512
Lenx512

5x512 5x512 5x512

Location coding

Figure 8: Final translation model combined with Sparse-ReLU.

Table 3: Parameters of the model.

Parameter name Small model
d_model 512
n_heads 3
d_queries 128
d_values 128
d_inner 1024
n_layers 7
max_len 300
cnn_kernel (5,512)
beam_size 5

Table 4: Experimental environment.

CPU Intel(R) Xeon(R) silver 4116 CPU @
2.10GHz

Experiment framework PyTorch 1.4.0
GPU 8 TITAN XP graphics cards
CUDA CUDA 10.2
OS Ubuntu 16.04.12

Computational Intelligence and Neuroscience 7



to form sentences will make it challenging to train the
algorithm. An alternative is to use word segmentation
algorithms such as [19, 25] to learn subwords from the
dataset. &is research uses the method of research [19] for
word segmentation, which introduced the BPE algorithm
variant for word segmentation, which can encode the
available vocabulary with the vocabulary of variable length
subword units. In this experiment, the size of the word table
is 10000.

3.2. Evaluation Metric. Many automatic evaluation metrics
have been proposed in the machine translation task to
evaluate the quality of translation results. &is research
adopts the most popular BLEU [26] evaluation. It sum-
marizes the overlapping words and phrases between ma-
chine translation and reference results. &e translation
results judged by the BLEU evaluation metric are highly
consistent with those considered by human beings and have
become a de facto translation evaluation standard after being
proposed. &is research does not use single testing set for
BLEU score evaluation but combines multiple testing sets for
score evaluation.

3.3. Experimental Environment and Model Training. &is
experiment uses 8 Titan XP graphics cards. PyTorch version
is 1.4.0, and the CUDA version is 10.2. Table 4 lists the
detailed configuration used in the experiment.

&e algorithm uses a dropout operation to prevent
training overfitting to ensure the training quality [27]. We
use the dropout operation before the layer normalization of
the CNN submodel, multihead attention submodel, encoder
and decoder submodel output, and final output layer. Table 3
lists the network parameter configuration. &e step of
warmup is 8000. In the prediction process, a beam search
algorithm is used instead of a greedy algorithm to obtain
better prediction results, where the beam size is 5.

3.4. Result Analysis

3.4.1. BLEU Score Comparison. &is model is being used to
test German-English translation tasks. Table 5 lists
the translation results of this algorithm and expected
results.

Table 6 lists the comparison between the translation
results of various types of machine translation algorithms
and the algorithms in this research. &e parameter size of
the algorithm proposed in this research is 37.99M, and the
BLUE score reaches 35.24, which is 52.554% higher than
other schemes such as research [17], 17.860% higher than
research [29], and 2.442% higher than research [16]. &e
score of the algorithm model in this work is enhanced by
2.323% compared to the classic Transformer model [4],
and the parameter size is decreased by 11.28M, which is
reduced by 23%. Compared with Dynamic CNN [30], the
score of the proposed algorithm is 1.264% higher, and the
parameter size is decreased by 247.01M, which is reduced
by 87%. Compared with the Transformer using the ReLU,
the score of the Transformer using Sparse-ReLU is im-
proved by 0.87 scores from 34.29 scores to 35.16 scores, an
increase of 2.54%. &e score of the optimization result
using Sparse-ReLU and CNN is 35.24, an increase of
2.77%.

According to the four cooperation schemes between
CNN and Transformer designed in Section 2.3, Table 7
lists the translation results obtained by the seven struc-
tures. &e CNN structure of structure 2 is the one-di-
mensional CNN proposed in Figure 7, and the other CNN
structures are the two-dimensional CNN submodel
structure proposed in Figure 5. &e input channel is 1, and
the Transformer submodule is the structure proposed in
Section 2.2. &e input and output channels are word vector
lengths, and the word vector dimension is the input
channel of the convolution kernel. Using structure 7, when
the convolution kernel size is 5× 512, the BLEU score
achieves the best result of 35.24 points.

Table 5: Translation results of the model.

Standard results Results of this research
And of course, we all share the same adaptive imperatives And of course, we all share the same adaptive applications
We’re all born. We all bring our children into the world We’re all born. We bring children to the world

And the great indicator of that, of course, is language loss And the key indicator for this
is the extinction of languages

Table 6: &e comparison results between this model and others (German-English translation task using IWSLT14 dataset).

BLEU Size M Model
Research [17] 23.1 — Encoder model based on 6-layer CNN.
Research [28] 28.83 — Tag-less backtranslation
Research [29] 29.9 — Linear transformer
Research [16] 34.4 — Random feature attention

Research [30] 34.8 285 Pay less attention with lightweight CNN
35.20 296 Pay less attention with dynamic CNN

Traditional transformer model [4] 34.44 49.27 Traditional transformer model

&is paper scheme Small model + Sparse-ReLU 34.29 36.42 Small transformer
35.16 Sparse-ReLU+ Small transformer

Small model + Sparse-ReLU+CNN 35.24 37.99 Sparse-ReLU+ small transformer +CNN
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Figure 9 shows the comparison results of the decline
curves of loss during different structure training. &e solid
line in the figure is the loss decline curve of the benchmark
model, and the dotted line is the loss decline curve of the
Transformer model with CNN and Sparse-ReLU. Compared
with the benchmark model, the loss reduction speed of the
model with CNN and Sparse-ReLU is much higher than that
of the benchmark model. Under the same 300 epochs, the
loss value is reduced by 10.6%.

3.4.2. Sparsity Comparison. Table 8 lists the effects of Sparse-
ReLU and ReLU on the sparsity of the algorithm. Compared
with the conventional ReLU function, the Sparse-ReLU
proposed in this research increases the sparsity of the rel-
evant layer by 150.95% and reduces the loss value by 42.2%.
Both indexes have an excellent optimization effect.

When the parameters of the new activation function are
set to a� 0.25, b� 1, c� 0.2 and d� 0.4, the algorithm is
pruned to improve the sparsity of the parameters. Table 9

lists the effects of traditional and new activation functions on
the sparsity of the model when the model adopts different
pruning algorithms. Table 9 shows that, compared with L1
norm pruning, the random unstructured pruning algorithm
and Sparse-ReLU jointly improve the sparsity of the weight
to 78.26% and the sparsity of the activation value of the
tested layer to more than 120%.

&e bar graph of key information in the above two tables
is shown in Figure 10. Figure 10(a) shows that the Sparse-
ReLU used in this paper significantly decreases the loss value
and improves the sparsity when training the model com-
pared with ReLU. According to Figure 10(b), when the
model with Sparse-ReLU uses different pruning algorithms,
it can further improve the sparsity with little accuracy loss.

4. Conclusion

&is paper proposed a cooperative machine translation al-
gorithm based on CNN and Transformer submodels com-
bined with Sparse-ReLU, where the CNN is used to extract

Table 7: Comparison of translation results of different structures between CNN and Transformer (512 convolution output channels).

Structural details Convolution type Convolution kernel size BLEU
Structure 1: Figure 6(a) 2d convolution Same as structure 7 34.32
Structure 2: Figure 6(a) 1d convolution in_ch� 512, kernel� (5, 1), stride� (1, 0), pad� 0 34.15
Structure 3: Figure 6(b) 2d convolution in_ch� 1, kernel� (3, 512), stride� (1, 0), pad� (1, 0) 31.46
Structure 4: Figure 6(b) 2d convolution Same as structure 7 33.61
Structure 5: Figure 6(c) 2d convolution Same as structure 7 30.86
Structure 6: Figure 6(d) 2d convolution in_ch� 1, kernel� (7, 512), stride� (1, 0), pad� (3, 0) 34.37
Structure 7: Figure 6(d) (&is research adopts) 2d convolution in_ch� 1, kernel� (5, 512), stride� (1, 0), pad� (2, 0) 35.24
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Figure 9: Falling curve of loss value of each structure.

Table 8: Influence of Sparse-ReLU on model sparsity.

Sparse-ReLU parameters Formula Relative loss value Relative sparsity
a� 1, b� 1, c� 0, d� 0 Y�max(0, x) 100% (Baseline) 100% (Baseline)
a� 1, b� 1, c� 0.2, d� 0.2 Y�max(0, x-0.2) 100.92% 127.09%
a� 1, b� 1, c� 0.4, d� 0.4 Y�max(0, x-0.4) 114.68% 150.96%
a� 0.25, b� 1, c� 0.2, d� 0.4 Y�max(0,1/4(x-0.2), x-0.4) 57.80% 150.95%
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Table 9: Experimental results of the combination of Sparse-ReLU and pruning algorithm.

Pruning algorithm Set parameters Relative activations sparsity Relative loss value Weights sparsity
No pruning + Sparse-ReLU \ 100% (Baseline) 100% (Baseline) 0.00% (Baseline)

L1Unstructured + Sparse-ReLU 0.3 121.22% 173.60% 22.58%
0.5 122.97% 195.12% 68.47%

RandomUnstructured + Sparse-ReLU
0.3 120.18% 120.42% 65.99%
0.2 120.55% 110.79% 48.70%
0.4 120.70% 288.05% 78.26%
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Figure 10: &e influence of Sparse-ReLU on sparsity and accuracy.
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local features of sentences containing location information,
the Transformer is used to further extract sequence features,
and the Sparse-ReLU can optimize the algorithm. Compared
with the traditional counterpart, the count of parameters
decreased by 23% with accuracy increased by 2.77%, and the
sparsity increased by 50%. Consequently, Transformer and
CNN parameters are only 36.42M and 1.57M, respectively.
Test results show that the proposed scheme can effectively
improve the accuracy of model translation and the sparsity
of activation and weight value.

In future works, the author of this research will continue
to study the collaborative scheme between CNN and
Transformer and the parameter training method of Sparse-
ReLU, hoping to achieve better results.
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High-performance concrete is a new high-tech concrete, produced using conventional materials and processes, with all the
mechanical properties required for concrete structures, with high durability, high workability, and high volume stability of the
concrete. �e compressive strength of high-performance concrete has exceeded 200MPa. 28-d average strength between 100 to
120MPa of high-performance concrete has been widely used in engineering. Compressive strength is one of the important
parameters of concrete, and carrying out concrete compressive strength prediction is of high reference value for concrete design.
Eight variables related to concrete strength are used as the input of the machine learning algorithm, and the compressive strength
of HPC is used as the object of study. 60 samples are constructed as the dataset by concrete preparation, and the prediction of
compressive strength of HPC is carried out by combining the XGBoost algorithm. In addition, SVR algorithm and RF algorithm
are also performed on the same dataset. �e results show that the XGBoost model has the highest prediction accuracy among the
three machine learning models, and the XGBoost algorithm scores 0.9993 for R2 and 1.372 for RMSE on the test set. �e XGBoost
algorithm has high prediction accuracy in predicting the compressive strength of HPC, and the choice of model is important for
improving the prediction accuracy.

1. Introduction

High-performance concrete (HPC) is a new type of high
technology concrete, which is produced using conventional
materials and processes [1]. �e production process requires
the incorporation of external admixtures that improve the
properties of concrete, adding high durability, workability,
and volumetric stability on top of improving the mechanical
properties of concrete. �e excellent performance of HPC
makes it widely used in various �elds of the construction
industry. A lot of practical experience in engineering proves
that controlling the quality of concrete is extremely im-
portant for the safety and durability of building structures.
As a core element of concrete quality control and an im-
portant basis for structural design and construction, the 28-d
compressive strength of concrete specimens after curing is a
key parameter in the design of concrete structures and an
important indicator of the engineering performance of HPC.
It is a key parameter in the design of concrete structures and

an important indicator of the engineering performance of
HPC. In engineering practice, whether the strength of HPC
meets the design requirements is the primary issue, the
ordinary orthogonal experimental method to determine the
compressive strength of HPC is relatively time-consuming,
and the procedure is cumbersome and costly. In order to
meet the requirements of timely presumption and early
control of concrete quality in construction, it is important to
develop and improve the early concrete strength prediction
technology adapted to the actual project and continuously
improve the prediction accuracy to improve the construction
quality and speed up the construction schedule. �erefore, it
is of high economic value and practical guidance to predict
the strength of HPC quickly and accurately [2].

As one of the most widely used and largest construction
materials for modern engineering structures in the world
today, concrete materials have played an important role in
the process of economic development and social progress.
With the development of capital construction and the
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advancement of construction technology, the scale of en-
gineering construction is becoming more ambitious, the
structural forms are more replicated, and the requirements
of the construction industry for concrete performance have
increased. HPC is developed on the basis of high-strength
concrete, and the definition of HPC varies from country to
country. In general, HPC should have high permeability,
high volumetric stability, appropriately high compressive
strength, and good workability. It can be seen that the
prediction of the strength of HPC not only is of theoretical
value, but also has a high practical engineering value.

In recent years, with the rapid development of artificial
intelligence technology, various industries are combining
new artificial intelligence technologies for self-empower-
ment, and engineering-based research based on machine
learning and deep learning has continued. Many machine
learning theories have been applied to concrete-related re-
search, mainly including artificial neural networks [3],
support vector [4], and integration algorithms [5]. Erdal
et al. [6] predicted the strength of HPC based on wavelet
transform neural network model, and the prediction ac-
curacy was good. Yuan et al. [7] proposed two hybrid neural
networks, genetic optimization BP neural network, and
ANFIS, to predict the strength of concrete, and compared
the results with the ordinary BP neural network model, and
the results showed that the prediction accuracy of the hybrid
neural network model was greatly improved. Daneshvar and
Behnood [8] used random forest algorithm to build a dy-
namic-elastic mode prediction model for asphalt concrete,
and the prediction accuracy could reach 94.62%. Ren et al. [9]
proposed a convolutional neural network for semantic seg-
mentation of cracks based on computer vision technology,
which provides a new method for health monitoring of
tunnels. Cui et al. [10] introduced the attention mechanism
into the semantic segmentation task of concrete cracks and
proposed a convolutional neural network with AttUnet to
achieve accurate semantic segmentation of cracks. Chun et al.
[11] carried out the study of internal damage of reinforced
concrete structures based on random forest algorithm and
achieved accurate prediction results. Chou et al. [12] proposed
an improved least squares support vector regression algo-
rithm to improve the accuracy of high-performance concrete
compressive strength prediction by parameter optimization.
Behnood et al. [13] used M5P algorithm to study high-per-
formance concrete compressive strength prediction by con-
structing model trees from high-latitude data. Zhou et al. [14]
used 10 supervised learning algorithms for rock-burst pre-
diction based on 246 sets of rock-burst cases and compared
the prediction results of different algorithms.

Concrete-related research based on machine learning
has been carried out and achieved some results. Farouk and
Jinsong [15] explored machine learning in concrete strength
prediction by using four machine learning algorithms, SVM,
ANN, MLR, and SWR, to predict the strength of UHPC-
NSC interface bond. Kim et al. [16] used CatBoost algorithm
to predict FRP-concrete interface bond strength as an im-
proved ensemble machine learning method with better
performance metrics when compared with histogram gra-
dient boosting algorithm and extreme gradient boosting

algorithm and random forest. Tran et al. [17] used six
machine learning models such as GB algorithm, XGB al-
gorithm, support vector regression, and hybrid models with
particle swarm optimization, i.e., GB_PSO, XGB_PSO, and
SVR_PSO, to predict the strength of recycled compressive
strength of concrete. Researchers often compare multiple
methods to select the optimal model for concrete strength
prediction, but there is a lack of case studies on strength
prediction of HPC. In this paper, three machine learning
algorithms, RF, SVR, and XGBoost, are used to predict the
compressive strength of HPC based on the quality charac-
teristics of HPC. Also, cement dosage, age, water, coarse
aggregate, fine aggregate, high-efficiency water reducing
agent, fly ash, and mineral powder are used as multiple
features and input to construct the machine learning model
dataset. Training testing, along with comparing the accuracy
of different models in applying to the prediction of com-
pressive strength of HPC, and selecting the optimal model
applicable to the prediction of compressive strength of
concrete, can also be helpful in constructing the machine
learning model dataset.

2. Concrete Preparation and Datasets

(e concrete specimens were prepared using Southern P-O
42.5 grade cement, Guodian Shuang liao Class I fly ash,
Huibei Mining crushed stone with continuous grading from
5 to 31.5mm, Rong Shun quartz sand with fineness modulus
of 2.29, and poly-carboxylic acid high-efficiency water re-
ducing agent from Wuhan Harbor Research Institute Co.
(e powdered poly-carboxylic acid high-efficiency water
reducing agent (water reduction rate of 23%) and alkyl-
phenol ethylene oxide compound air-entraining agent were
added during mixing, in which the high-efficiency water
reducing agent accounted for 0.2%∼0.8% of the cement mass
and the air-entraining agent accounted for 0.8%∼1.2% of the
cement mass. (e amount of HPC and air-entraining agent
and the ratio of sand, cement, and water were adjusted
experimentally according to the desired workability, in-
cluding flowability, cohesiveness and water retention, and
slump measured using a slump cone.

(e HPC molding and mixing procedure include
starting the mixer, putting in cement, fly ash, quartz sand,
and other powders, dry mixing three minutes, adding water
and water reducing agent, and mixing for three to five
minutes. After the mixing is completed, the mix is poured
into the steel mold, and after shaking and smoothing, the
mold is covered with plastic film to prevent rapid moisture
dissipation and left to stand at room temperature for 48
hours before demolding. (e slump was measured to be
220mm, with good fluidity, cohesion, and water retention.
(e test method was in accordance with GB/T 50081-2016
“test method for mechanical properties of ordinary con-
crete,” and a total of 60 sets of data samples were produced.

A scientific and reasonable dataset is the key to achieve
accurate prediction of concrete strength, which is mainly
related to cement. Concrete strength is mainly related to
variables such as cement dosage, age, water, coarse
aggregate, fine aggregate, high-efficiency water reducing
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agent, fly ash, and mineral powder. (erefore, the values of
the above indicators need to be measured during the
preparation of the specimens as the input to the machine
learning model, and the output is the compressive strength
value of the concrete.

3. Predictive Methods of HPCS

3.1. RF Algorithm. Bagging is the process of training mul-
tiple base classifiers on a dataset and then voting on the
results obtained from the base classifiers as the final clas-
sification result. Random forest (RF) algorithm is an ex-
tended variant of bagging. Due to its excellent performance
in data classification, it is often used in recent years for
strength prediction of various types of concrete [18]. Based
on the integration of the decision tree as the base classifier,
RF further introduces random attribute selection in the
training process of the decision tree. It selects the splitting
feature by measuring the impurity of the feature division
result and calculating the information gain. From the root
node, according to the feature division condition and the
principle of minimum purity of nodes, splitting downward
until the rule is satisfied, the final prediction result is the
weighted average of the results of each decision tree.

Information entropy is often used as a measure of the
purity of a dataset. Let the proportion of the k-th class of data
to all datasets X be pk(k � 1, 2, . . . , n); then, the information
entropy of the dataset X is defined as equation (1) [19]. (e
smaller the value of H(X), the less chaotic and purer the
dataset X.

H(X) � − 
n

k�1
pklog2pk. (1)

Assuming that the discrete feature α is used to classify
the dataset X, I classification results are generated, where the
I-th classification result contains all the data, denoted as XI.
(e information entropy of XI is calculated according to
equation (1), and considering that different classification
results contain different amounts of data, each classification
result is given a weight of |XI|/|X|, indicating that the more
data the classification result has, the greater the role of the
classification result, so the information gain obtained by
using feature α to divide the dataset X is calculated in
equation (2). Generally speaking, the larger the value of
Gain(D, α) is, the more the complexity of the dataset is
reduced after the feature a is used for splitting, and the more
obvious the classification result is.

Gain(D, α) � H(X) − 
I

i�1

XI




|X|
H XI( . (2)

RF randomly selects m subsamples from the original
dataset with put-back, and then randomly selects k features
when training a single decision tree, and chooses the optimal
features from these k features to split the nodes, whichmakes
the random forest model not easily overlearn the features of
the training set and reduces the variance of the model.

3.2. SVR Algorithm. (e support vector regression algo-
rithm is an application of SVM (support vector machine) to
the regression problem, where the SVR creates a “spacing
band” on both sides of the linear function with ε, also called
the SVR creating a “spacing band” on both sides of the linear
function with a spacing of ε, also known as tolerance bias,
and does not calculate losses for all samples falling into the
spacing band; i.e., only the support vector affects its func-
tional model, and the optimized model is derived by min-
imizing the total losses andmaximizing the spacing [20].(e
basis consists of two main principles. One is that the model
allows ε error between the predicted value f(x) and the true
value y. (e second is that the loss function of the model is
parameter updated only when the absolute value of the
difference between f(x) and y is greater than varepsilon.
(e SVR model constructs a band of model parameter
nonupdating regions with f(x) as the center and ±ε as the
broadband.

Given the training data D � (x1, y1), (x2, y2), . . . ,

(xm, ym)}, the regression model f(x) � wTx + b is obtained
by machine learning so that f(x) is as close to y as possible.
For the sample (x, y), traditional regression models usually
calculate the loss directly based on the difference between the
model output f(x) and the true output y. (e loss is 0 when
and only when f(x) is exactly equal to y. It follows that the
SVR problem can be described by

L w, yi, f xi( (  � min
w,b

1
2
||w||

2
+ C 

m

i�1
l f xi(  − yi( , (3)

where w is the normal vector, C is the regularization con-
stant, L is the model optimization objective function, f(xi)

is the predicted value of the model, and yi is the true label
value of the data.

(e SVR algorithm uses a kernel function that allows
mapping to a higher dimensional space and thus solves the
classification of nonlinearities. (e classification idea is
simple, which is to maximize the interval between the
sample and the decision surface. In addition, the SVR al-
gorithm has better classification results. However, it is more
difficult for processing large samples for large-scale data
training, while the concrete strength prediction problem
studied in this paper does not belong to large-scale data
training and can achieve better prediction results using SVR
algorithm.

3.3. XGBoostAlgorithm. (e idea of boosting algorithm is to
integrate many weak classifiers together to form a strong
classifier. XGBoost is also known as extreme gradient
boosting. It is widely used in classification and regression
fields because of its fast, efficient, and accurate operations
and strong generalization ability [21]. Parameters such as the
amount of cement used in concrete can affect its strength
and durability, and XGBoost is often used to study the
complex interrelationships between multiple influencing
factors and their performance indicators [22]. XGBoost
supports user-defined objective functions and evaluation
functions, and for samples with missing values of features, it
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can automatically learn its splitting direction. (e core
concept is to learn new features by adding trees, fitting the
residuals of the final prediction, and then obtaining the
sample scores, which can be summed up for each tree to
obtain the final prediction score of the sample. For n labeled
samples with m features, it uses G additive functions to
predict scores, and the specific process is shown in

ypre � 
G

g�1
fg xi( , fg ∈ F;

F � f(x) � wq(x) q: R
m⟶ T, w ∈ R

T
  ,

(4)

where F represents the space of regression trees, f(x) is one
of the regression trees, and wq(x) represents the independent
structure score of each T-leaf tree. (e objective function of
XGBoost is defined as

L � 
n

i�1
l y
∗
i , yi(  + 

G

g�1
Ω fg ;

Ω fg  � cT +
1
2
μw

2
,

(5)

where l denotes the loss function of the model, Ω is the
regularization term, T denotes the number of leaf nodes, w is
the fraction of leaf nodes, while c and μ represent the control
coefficients to prevent overfitting. To speed up the opti-
mization, a Taylor second-order expansion can be used, as
shown in

L(t) � 
n

i�1
l yi, y

∗ (t−1)
i  + kift xi(  +

1
2
hif

2
t xi(   + cT

+
1
2
μ

T

i�1
w

2
i .

(6)

By adding the loss function of the samples, the samples
an be recombined. And finally using the vertex formula to
find the optimal w and the objective function formula L as
shown in equation.

wi
′ � −

Ki

Hi + μ
;

L � −
1
2



T

i�1

K
2
i

Hi + μ
+ cT,

(7)

where Ki � i∈Ij
ki and Hi � i∈Ij

hi. XGBoost combines the
traditional greedy algorithm with an approximation algo-
rithm to find the best splitting point by enumerating several
possible candidates based on the percentile method and then
calculating the best splitting point according to equation (7).
XGBoost uses various methods to avoid overfitting, such as
introducing regularization, row sampling, and feature
sampling, and also adds handling of sparse data. In addition,
XGBoost has other advantages, such as the ability to perform
parallel processing, which results in a significant speedup; a
high degree of flexibility, with customizable optimization

goals and evaluation criteria; and built-in cross-validation,
which allows cross-validation to be used in each boosting
iteration. Combining the above advantages of XGBoost in
classification algorithms, this paper selects XGBoost as one
of the main alternative models for HPCS. (e modeling
steps of XGBoost are shown in Figure 1.

Firstly, we define the algorithm function and call the
XGBoost function to build the network model; then, we set
the initial parameters and input the training set to train the
model, adjusting the weights every time until the training
error is minimized or the required maximum training times
are reached; after training, we store the current network file
and input the validation set to compare the evaluation
metrics to determine whether it is optimal or not, and so on
until all parameters are optimal; then, we enter the testing
phase and evaluate the model to obtain the corresponding
metrics to complete the classification experiment of HPCS.

4. Experimental Results and Analysis

For the purpose of selecting the most suitable prediction
model for HPCS, this paper uses the comparative experi-
mental method. Specific concrete samples are prepared in
the laboratory, and the data are preprocessed after under-
standing the characteristics of each data, so as to select the
model with the best prediction performance based on
machine learning theory. (e overall technical route is
shown in Figure 2.

In order to compare and analyze the performance of
three machine learning methods, RF, SVR, and XGBoost, on
the concrete compressive strength dataset, this paper selects
R2 and RMSE from the commonly used machine learning
evaluation metrics. Where the root mean square error
(RMSE) mainly measures the accuracy of the model, the
smaller its value, the higher the prediction accuracy of the
model. (e correlation coefficient (R2) characterizes the
closeness between the predicted value of the model and the
true value of the data, and the closer the R2 is to 1, the higher
the prediction accuracy of the model. (e mathematical
formula is shown in

R
2

�
i yobs − ypre 

2

i yobs − yobs( 
2;

RMSE �

�������������

i yobs − ypre 
2

n



.

(8)

4.1. Comparative Analysis of Model Results. Before com-
paring the prediction results of each model, the GridSearch
method is used to optimize the parameters of various models
for making the prediction results of each model more ac-
curate. (e results of the parameter optimization are shown
in Table 1. Eight influencing factors such as cement use, age,
water, coarse aggregate, fine aggregate, high-efficiency water
reducer, fly ash, and mineral powder are selected as input
variables, and 28-d compressive strength was taken as the
prediction target to construct the initial index system of the
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high-performance concrete compressive strength prediction
model. (e original dataset was randomly divided into 10
parts according to the ratio of 8 : 2, of which 80% was used as
the training set and the rest as the test set. In this paper, there
are 60 sets of data samples, 48 sets are divided into training
set, and the remaining 12 sets are test sets. We perform
statistical analysis on the prediction results of each model,
and the comparison results in test sets are listed in Figure 3.

Analysis of Figure 3 shows that, overall, for the error
measure RMSE, the XGBoost model has the lowest error
prediction 1.372, followed by RF 2.347 and finally SVR 2.656.
In terms of the correlation coefficient R2, all three models get
the desired value; that is, the concrete strength data in this
paper are convincing. (e correlation coefficient of the
XGBoost model reaches 0.9993, reaching the maximum
value of the three.(e results of these two evaluation indexes
fully illustrate the superiority of XGBoost algorithm in
HPCS prediction, which can be used as a favorable reference
for future prediction work.

4.2. Prediction Result Analysis of XGBoost. XGBoost imple-
ments a general tree boosting algorithm. In view of the good
performance of XGBoost algorithm in HPCS prediction, this

paper analyzes the operation results of XGBoost in detail to
better illustrate the adaptability of this method.

(e statistical results of the comparison between the
HPCS prediction results of the XGBoost model and the
actual compressive strength are shown in Figures 4 and 5.

When training is performed, the XGBoost algorithm
achieves good results, and the actual values are almost indis-
tinguishable from the predicted values. (erefore, in order to
visualize the prediction effect of the training set, Figure 4 shows
the actual values as the horizontal coordinates and the pre-
dicted values as the vertical coordinates, and the distribution of
each data point basically coincides with the line y � x. (e
composition of concrete strength data in the training set ranges
from 20MPa to 70MPa, the RMSE is 0.341, and R2 is 0.9989
after XGBoost training. (is indicates that XGBoost has a very
excellent prediction performance in the training phase.

Start

Define Algorithmic 
Functions 

Call XGBoost to 
build the model Set parameters 

Input training 
samples 

Calculate error; 
Update weights 

Error or training 
times up to par? 

N

Save training 
network files 

Model 
validation 

Are the para-
meters optimal?

N

Y

Input test 
dataset Test evaluation 

End

Y

Figure 1: XGBoost modeling steps.
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Input

Machine learning
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Accuracy
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Correlation
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Figure 2: Technical route of HPCS prediction.

Table 1: Parameter configuration.

Algorithm Parameter optimization

RF n_estimators� 500, max_depth� 18,
min_samples_split� 4

SVR Kernel� “rbf,” C� 1010, gamma� 0.56

XGBoost n_estimators� 500, max_depth� 6,
learning_rate� 0.01
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Figure 5 reveals that although XGBoost achieves good
outcomes on the training set, there is no overfitting, and the
performance on the training set is also outstanding. In
general, for different strengths of high-performance con-
crete, the predictions of the XGBoost model are very close to
the true values of the test set, and the dashed and solid lines
are generally in the same direction. (e RMSE on the
training set is 1.372, while the R2 is 0.993. (e trend of the
two lines in the figure shows that the strength prediction
performance of concrete with strengths in the interval of
40–50MPa is better than that of 50–70MPa. Judging from
the performance on the training set and validation set, the
XGBoost prediction model has strong adaptability and su-
periority in HPCS prediction and can better guide the
prediction of compressive strength of HPC.

(e construction industry is pursuing higher and higher
quality of construction, and the strength of concrete is often
a key influencing factor of that. How to prepare high-per-
formance concrete is an important topic in civil engineering
materials science, and a high-performance concrete strength

prediction model will greatly dominate the preparation of
concrete. As a simple example, with the prediction model, it
is possible to filter the dosage range of important indicators
such as cement dosage according to the actual demand. (is
greatly reduces the number of pre-experiments conducted
and the time to conduct them, which also saves experimental
materials and speeds up the efficiency of experiments.
Nowadays, there are still some problems in concrete pre-
diction, such as lack of sample data, lack of representa-
tiveness, inability to reflect the sensitivity of input
parameters, and narrow scope of application of the model.
Concrete prediction, as a typical multivariate, nonlinear
system, requires the incorporation of reasonable data pro-
cessing methods such as machine learning to be performed.
(is paper uses comparisons to select a better quality
method that can better serve HPC in practical engineering
for problems such as proportioning optimization.

5. Conclusion

With the large-scale development of transportation infra-
structure, how to use the available data to make accurate
prediction of concrete strength, so as to feed back to op-
timize the concrete mix design, has become a hot topic of
research in the academic and engineering circles nowadays.
(e strengths of the HPCs we prepared ranged from 20MPa
to 70MPa. To better investigate the nonlinear relationship
between HPCS and the eight influencing factors, machine
learning approaches are used to solve this problem. In order
to find the most suitable algorithm to strength prediction,
three commonly used and effective methods, RF, SVR, and
XGBoost, are selected using comparative analysis. (rough
data preprocessing and parameter optimization, all three
methods achieve a nice prediction state, and the results of
the study can provide some reference for machine learning
in the field of concrete strength prediction research. (e R2

values of the three methods are all above 0.9, and the model
fitting effect is good. By comparing the performance ca-
pability of RF, SVR, and XGBoost algorithms on the same
dataset, it is found that XGBoost has the highest prediction
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accuracy and the lowest RMSE value of 1.372, which can be
applied to HPCS prediction.

(e prediction method in this paper has high precision;
therefore, it will serve the experimental design of the lab-
oratory. In addition, machine learning algorithms can also
identify the most sensitive intensity influencers, which can
also be used for future research.
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�is study investigates the mechanism of digital linguistic landscapes in enabling engineering education for smart construction
according to the educational dimensions of A (ability), S (skill), and K (knowledge). A questionnaire survey was conducted based
on the core concepts of the informative dimension and symbolic dimension in digital language landscape as well as the ability
dimension, knowledge dimension, and skill dimension in engineering education. Structural equationmodeling (SEM) was used as
the test method. �e results of the research demonstrate that the informative dimension and symbolic dimension are two main
aspects of DLL in education of engineering students for smart construction. Additionally, DLL has a signi�cant positive impact on
the ability, knowledge, and skill education of engineering students for smart construction. �e research has theoretical and
practical signi�cance, as it not only enriches research on the relationship between DLL and engineering education for smart
construction but also expands the theoretical understanding of engineering education from the perspective of linguistics.
Furthermore, the study explores the path of the practical application of digital language landscape to engineering education for
smart construction.

1. Introduction

�e construction industry faces a number of pressing
challenges, including improving the level of productivity and
responding to the high level of fragmentation and com-
plexity as well as leveraging the emerging opportunities by
digital transformation [1, 2]. Indeed, the construction in-
dustry has already started to adopt digital technologies to
improve the operational performance of industrial activities,
including virtual reality, Internet of �ings, and machine
learning [3]. Moreover, the requirement for smart buildings
is rapidly becoming an inherent constituent of policies as-
sociated with the design and development of buildings for
the future [4]. �erefore, smart construction has been

proposed as a new concept for the construction industry to
adopt in order that the sector can fully capitalize on the
opportunities a�orded by digital transformation. Smart
construction systems have huge potential to improve the
e�ciency of construction industry [5]. Speci�cally, they
empower the engineering production system and promote
the interconnection of engineering construction processes,
including online and o�ine integration, resource, and ele-
ment collaboration [6, 7]. In this context, the 21st century
engineers and architects must be able to deal with the rapid
pace of technological change and successfully navigate the
highly interconnected world of industry [8]. Facing such
profound changes in the construction industry triggered by
digital technologies in the new era, there is an increasing
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demand for engineering students who are suitable for en-
gaging in smart construction. Such students need tomeet the
requirements for the future development of the construction
industry and to adapt to the transformation and upgrading
of the industry [1, 3]. /is also requires changes at the
educational level [9].

/e current basis for the education of engineering
students suitable for smart construction fails to adequately
integrate with digital technologies. /ere is a need to make
changes to the engineering education system from different
perspectives, including the digital linguistic landscape as well
as aspects of the new industrial technology, information, and
humanistic literacy. /erefore, it is necessary to change the
traditional mode of educating smart construction engi-
neering students to adopt a new approach that is suited to
the digital context of the construction industry. Conse-
quently, this study focuses on addressing the following
question: Does the digital linguistic landscape play a role in
the development of smart construction-related abilities,
skills, and knowledge as part of engineering education?
What is the mechanism of action?

Educating engineering students who possess smart
construction capabilities faces various challenges, which can
be summarized in four main areas. Firstly, the educational
mode for enhancing the innovation awareness and ability of
students is comparatively singular in nature. On this matter
and in the case of China, Chen and Ding [10] identified that
there is still a large gap between the innovation level of the
country’s construction industry and that of the developed
countries, and this gap is especially prominent in the field of
smart construction. Besides, university-level engineering
students in general do not have a good understanding of the
importance of innovation awareness and possess the ca-
pacity for innovation [11]. In addition, their awareness of the
need to learn innovation skills and knowledge is currently
limited [12]. In developing countries, educational programs
have often been using out-of-date teaching methodologies,
whereby students listen to lectures delivered by academic
faculty without any practical applications or hands-on ex-
perience. /is provokes a decrease in students’ attention
span and motivation and makes them become bored with
the learning process [13, 14].

Secondly, the path for cultivating internationalized en-
gineering students in the construction industry in China is
somewhat narrow. In the context of the globalization trend
and the “Belt and Road” initiative, there is a growing need
for internationalized engineering students [15]. Engineering
universities often prefer to establish long-term and stable
cooperation with world-class universities, research institu-
tions, and enterprises [16]. /is kind of cooperation could
provide good opportunities for engineering students in
academic exchanges, engineering practice, and visits
[17, 18]. However, resources are limited, and the number of
students is large, while the opportunity to go abroad for
exchange is not enough, which makes engineering students
at this stage disconnected from the international advanced
engineering concepts and academic ideas and often results in
a lack of international vision and global awareness in en-
gineering practice [19].

/irdly, the knowledge horizon of engineering students
in many cases is too narrow. China’s engineering knowledge
system needs improvement, and while the knowledge ob-
tained by students is comprehensive, there are still diffi-
culties in responding to industrial development trends and
other arising technological challenges [20]. /e current
professional settings of engineering education are bounded
by the traditional engineering disciplines, which often pay
too much attention to the systemic nature of the disciplines
themselves and ignore the interconnection between the
knowledge across disciplines [21].

Fourthly, the digital linguistic landscapes are insufficient
in number. /e quantity of digital linguistic landscapes in
the education environment of engineering students is far
from enough./is not only serves to weaken the influence of
the language environment itself on the cultivation of en-
gineering students’ consciousness, thinking, and cultural
heritage [7] but also installs certain obstacles to the cognitive
ability of such students [22]./is affects their learning ability
and also decreases the significance of the digital information
platform on the education of students suitable for smart
construction through difficulties adapting to the rapid
changes in the era of digitalization and information
technology.

In view of this, digitalization is a way of information
processing and representation and a technical method to
store, transmit, process, handle, and apply information
carriers (i.e., text, pictures, images, and signals) in digitally
encoded form (usually binary). Digitalization is developing
fast and has become a powerful tool for digital planning,
construction, and operations, for instance, in the case of
digital twins [23]. Digitalization and digital transformation
have become a major research trend. Kohtamaki et al. [24]
researched the relationship between digitalization and ser-
vitization, Ferreira et al. [25] studied the benefits of digi-
talization, and Verhoef et al. [26] researched the strategies of
digital transformation. Digital linguistic landscape refers to
the linguistic landscape in digital space. Linguistic land-
scapes have multiple roles in the development of students, as
they can be powerful tools for education, language learning,
critical thinking, language activism, and so on [27, 28].
/erefore, as an information platform for displaying the
linguistic landscape through digital technology, digital lin-
guistic landscape is a tool to broaden the influence of lin-
guistic landscapes. /e information provided by the digital
linguistic landscape is rich, diversified, and international-
ized, and its presentation media are diverse. Language and
symbolic information on digital websites, digital signage,
digital media, and other media all belong to digital linguistic
landscapes./erefore, the application of the digital linguistic
landscape concept to the education of engineering students
suitable for smart construction provides rich, diversified,
and multilingual knowledge information and thereby
strengthens the humanities of smart construction engi-
neering students while also promoting the digital capabilities
of engineering students.

/e study aims to explore and test the mechanism of
digital linguistic landscape on the education of engineering
students suitable for smart construction through the use of
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the “ASK” (i.e., ability, skill, and knowledge) educational
model based on the digital linguistic landscape platform.
/ere is no relevant research on digital linguistic landscape
for engineering talents cultivation at home and abroad, and
this study has certain groundbreaking significance. /is
study has the following theoretical implications for the
engineering education for smart construction: (1) defining
the digital linguistic landscape; (2) expanding the theoretical
scope of smart construction engineering education from the
perspective of linguistics and providing the theoretical basis
for the linguistic landscape atmosphere of the education; (3)
exploring a new path to educate engineering students for
smart construction and further enriching the research on the
education path of smart construction-related engineering
students.

2. Literature Review

2.1. Engineering Education for Smart Construction Students.
According to the World Federation of Engineering Orga-
nization (WFOE), engineering capacity building, as a driver
for sustainable socioeconomic development, has become a
globally recognized priority [29]./erefore, it is necessary to
study the capacities of smart construction engineering
students.

A search of the keywords “smart construction engi-
neering students’ qualities” and “abilities” in domestic and
foreign mainstream databases showed that there was no
relevant literature. In order to summarize the core qualities
of engineering students suitable for smart construction more
accurately, the core competence standards for graduates of
theWashington Accord, Sydney Accord, and FEANI, as well
as the domestic standards for the connotation of engineering
students’ qualities, were analyzed and extracted. /is was
carried out from the perspective of professional certification
of engineering education at home and abroad, focusing on
the keywords “smart construction,” “engineering students,”
“qualities,” “competence,” and “abilities.” After carefully
screening the relevant literature, 10 of the core qualities were
finally selected to analyze and summarize the core qualities
of engineering students, as shown in Table 1.

From Table 1, it can be observed that, in the context of
“New Engineering,” the quality of engineering students
mainly focuses on lifelong learning ability, engineering in-
novation ability, engineering thinking ability, interdisci-
plinary and integration ability, communication, and
cooperation ability, as well as engineering knowledge and
professional skills. On this basis and combined with the new
requirements for professional students relevant to smart
construction [1, 40–44], the core qualities of engineering
students’ in smart construction were summarized as follows:

(a) Engineering innovation ability: innovation is critical
to economic and social prosperity [45]. Educating
engineering students for smart construction who are
innovative is the key to building a dynamic and
successful economy [12]. /e focus of cultivating the
innovation ability of engineering students suitable
for smart construction is to enhance their

engineering innovation abilities and knowledge and
develop a greater understanding of the opportunities
associated with adopting new technologies
[39, 46, 47].

(b) International ability: internationalization is the
process of integrating an international or intercul-
tural dimension into the teaching, research, and
service functions of a higher education institution
[48, 49]. At present, there is no common definition
of internationalized students in the academic field.
/us, this study summarized the international ability
of students as intercultural communication ability,
cooperation ability, international thinking, and vi-
sion, as well as global awareness of international
competencies [35, 50, 51].

(c) Engineering thinking ability: engineering thinking
is a form of “invisible” consciousness activity, which
is a kind of nonlogical and comprehensive way of
thinking adopted by engineering students based on
the elements of engineering philosophy and engi-
neering knowledge for the purpose of planning
engineering entities [52–54]. /e engineering
thinking abilities of engineering students suitable
for smart construction include interrogative and
systematic thinking, critical thinking, and the
ability to solve complex engineering problems
[32, 39].

(d) Lifelong learning ability: lifelong learning ability is
the prerequisite to ensuring the continuous devel-
opment and improvement of smart construction
engineering students. Engineering students must
have the awareness and ability of lifelong learning in
order to adapt to the development of industrial
technology and meet the requirements of modern
production systems [55]. Lifelong learning refers to
having an awareness of independent and lifelong
learning and the ability to continuously learn and
adapt to development. /e specific connotations are
(1) the ability to recognize the necessity of inde-
pendent and lifelong learning in the context of social
development and (2) the ability to learn

Table 1: Core qualities of engineering students.

A B C D E F G
FEANI [30] ✓ ✓ ✓ ✓
Sydney Accord [31] ✓ ✓ ✓ ✓ ✓
Washington Accord [32] ✓ ✓ ✓ ✓ ✓
IEC [33] ✓ ✓ ✓ ✓ ✓ ✓
Cutler et al. [34] ✓ ✓ ✓ ✓ ✓
Klein-Gardner et al. [35] ✓ ✓ ✓
Siller et al. [36] ✓ ✓ ✓ ✓ ✓
Stieff et al. [37] ✓ ✓
Hu and Li [38] ✓ ✓ ✓ ✓
CEEAA [39] ✓ ✓ ✓ ✓ ✓ ✓
Proposed index in this research ✓ ✓ ✓ ✓ ✓
Notes. A, lifelong learning ability; B, innovation ability; C, international
ability; D, engineering thinking ability; E, interdisciplinary ability; F,
Knowledge; G, Skill.
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independently, including the ability to understand
technical problems and summarize and ask ques-
tions [39].

(e) Interdisciplinary ability: with the emergence of new
industrial clusters, an education to develop an in-
terdisciplinary ability for engineering students to
meet the needs of economic development and smart
construction is an emerging trend in the construc-
tion industry [56, 57]. It is the ability to integrate
resources across disciplines while breaking through
the limitations of individual knowledge boundaries
[38, 58]. /is includes the ability to think across
disciplines and also integrate knowledge across
disciplines [59, 60].

(f ) Knowledge of engineering: engineering students
suitable for smart construction need to master the
basic theoretical knowledge necessary for the main
engineering disciplinary area in a systematic manner
[61]. /e engineering knowledge necessary for smart
construction students includes mathematics, natural
science, engineering fundamentals, and expertise,
which are useful for solving complex engineering
problems [39, 62]. Smart construction education also
needs to include the basic theory and knowledge of
related disciplines, such as materials science, me-
chanical engineering, and digital skills and knowl-
edge, so as to achieve the integration of information
technology and engineering knowledge [1, 63].

(g) Engineering skill: professional skills of engineering
students suitable for smart construction include both
hard and soft skills. Hard skills refer to generic skills
in specified engineering majors, such as design and
development, application of modern tools, project
management and financial analysis, research and
study, and engineering analysis [31, 32, 64], while
soft skills include exploring and management skills
as well as communication skills [65–67].

2.2. Linguistic Landscape. Landry and Bourhis [68] were the
first to introduce and use the concept of “linguistic land-
scape” and defined it as “the language of public road signs,
advertising billboards, street names, place names, com-
mercial shop signs, and public signs on government
buildings combines to form the linguistic landscape of a
given territory, region, or urban agglomeration.” /e lin-
guistic landscape has two main types of functions, namely,
informative and symbolic. /e informative function of
language signs indicates the borders of the territory
inhabited by a linguistic group and also the availability of a
specific language to communicate in that territory. On the
contrary, the symbolic function refers to the perception that
members of a language group have of the value and status of
their languages as compared to other languages [68].

Since the concept of linguistic landscapes was proposed,
many researchers have conducted studies on the subject,
which reached a climax in 2006. In 2015, John Benjamins, a
well-known Dutch publishing group, launched “Landscapes:

An International Journal,” marking the maturation of the
study of linguistic landscapes [69, 70].

/e traditional topics on linguistic landscape include the
spread of English, the phenomenon of multilingualism, the
gap between language policy and concrete implementation,
and the vitality of minority languages that continue to attract
academia’s attention [71], while new research areas have also
emerged, including the linguistic landscape in virtual space
and multimodal data-semiotic landscapes, such as [72–74].

Digital linguistic landscape is a new topic, and there is
little relevant research on the matter, and this includes the
virtual linguistic landscape. Virtual linguistic landscape or
cyber linguistic landscape can be viewed as innovative
subareas of the digital linguistic landscape./e development
of virtual linguistic landscape research is still slow and
mostly concentrates on exploring the presentationmode and
linguistic forms of virtual linguistic landscape.

2.3. Digital Linguistic Landscape. With the development of
society and technology, eye tracking, virtual reality (VR),
and other technologies have enabled people to extend their
understanding of social space from “real space” to “virtual
space” [75, 76]. /e linguistic landscape with a multimodal
combination of sound, picture, image, and color has become
an emerging form of expression [77, 78]. In addition, with
the growth of multilingual capabilities in digital commu-
nication, multilingual options in virtual spaces have become
more popular, and linguistic landscapes can be defined not
only in physical spaces but also in virtual spaces, such as
electronic spaces, popular culture, and the Internet [79].

Digital linguistic landscape refers to the linguistic
landscape in digital space. In a microsense, it is a controlled
linguistic landscape space formed by combining traditional
public road signs, billboards, and store signs with text,
images, images, and 2D codes using various digital tech-
nologies. In a macrosense, it is the process, method, and
technology of collecting, monitoring, analyzing, simulat-
ing, creating, and reproducing linguistic landscape infor-
mation with the help of computer technology, multimedia
technology, Internet technology, AI, VR, simulation and
sensing technology, and other digital technologies. From a
technical perspective, digital linguistic landscape is dif-
ferent from the traditional signage to express the linguistic
landscape.

Digital linguistic landscape is an information platform
for displaying linguistic landscapes through digital tech-
nology. Further, it is a tool for sharing language information.
/e information provided by digital linguistic landscapes is
rich, diversified, and internationalized, and its media are
diverse, such as digital websites, digital signage, digital
media, and other media [80, 81]. Among them, digital
signage refers to the multimedia professional audio-visual
system that releases business, financial, and entertainment
information through large-screen terminal displays in large
shopping malls, supermarkets, hotel lobbies, restaurants,
theaters, and other public places [82, 83].

Digital linguistic landscapes not only present linguistic
information from around the world and are an important
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gateway to knowledge, information, and skills but also are
tools for people to understand the cultures of various
countries and enrich their understanding of the world
[73, 84]. Digital linguistic landscape is an extension of the
physical linguistic landscape, which also has informative
and symbolic functions. /e informative function of the
digital linguistic landscape includes information deliver-
ing function, information indicating function, and in-
formation mediation function. /e information delivering
function is manifested in the form of linguistic informa-
tion at an intuitive level [85]; the information indicating
function is manifested in the form of multimodal linguistic
landscapes that serve as an aid to comprehension or
emphasis [86]; and the information mediation function is
manifested in the form of short, guiding messages that
point to a broader pool of relevant information resources
[74]. /e symbolic function of digital linguistic landscape
refers to its ability to reflect market trends and current
social conditions [87, 88], as the information of digital
linguistic landscape is shared, convenient, and expandable
to facilitate the wide dissemination of social phenomena
[89], and its information most directly reflects often the
most cutting-edge social hotspots and trends. Besides, the
information dissemination medium relies on the latest
digital technology. Based on these features, digital lin-
guistic landscape is a carrier that reflects current situations
and market trends.

3. A Priori Model and Hypotheses

3.1. 3eoretical Supporting Model: ASK. /e supporting
model “ASK” (also known as KSA) was applied to investigate
the mechanism of the digital language landscape on the
education of engineering students in smart construction.
ASK, a benchmark of the American Council on Education,
primarily aimed to assess the capabilities of a prospective job
applicant [90]. In federal personnel guidance, KSAs are
defined as the factors that identify higher qualified candi-
dates from a group of individuals with varying levels of skills
and knowledge [91, 92]. At present, the ASKmodel is mainly
applied to the education of enterprise personnel and
management, and it has also been explored in higher ed-
ucation and training of medical human resources. For ex-
ample, at the level of personnel training, Stahl and Luczak
[93] investigated personnel planning in concurrent engi-
neering with KSA. From the perspective of higher education,
Hu et al. [94] investigated the impact of the KSA competency
enhancement framework on nonengineering students’
competencies.

In the ability dimension of the model, this study ex-
amined innovation ability and international ability./e ASK
model constructed in this study is shown in Figure 1.

3.2. Hypotheses. Based on the ASK education model for
smart construction engineering, the hypotheses of the
mechanism of digital linguistic landscape for smart con-
struction education are proposed.

3.2.1. Digital Linguistic Landscape and the Smart Con-
struction Ability of Engineering Students. With the ad-
vancement of China’s new era of industrialization, an
important mission of higher education institutions focused
on engineering education is to cultivate innovative engi-
neering students and provide support for the development of
industrialization so as to meet the demand for continuous
innovation. Innovation ability refers to the ability of people
to discover new problems, propose new ideas, and new ways
to solve problems through innovative thinking activities and
produce new products, new technologies, or new methods
through innovative and practical activities on the basis of
rich knowledge and broad horizon [95]. Innovation ability is
mainly a comprehensive ability formed by the interaction of
such elements as knowledge horizon, innovation awareness,
innovation thinking, and innovation skills [46]. Digital
linguistic landscapes carry information that is diverse in
presentation and rich in content, which helps to enrich
knowledge and broaden horizons. It also has the potential to
influence the acquisition and development of abilities at the
consciousness level through the expansion of information
and the diversification of information channels. /us, the
following research hypothesis was proposed regarding the
digital linguistic landscape’s role in the development of
innovation ability for engineering students suitable for smart
construction:

H1: digital linguistic landscapes have a significant
positive impact on the innovation ability of engineering
students suitable for smart construction.

/is study classifies intercultural communication ability,
global awareness, and global vision as international abilities.
Global vision requires students to be able to think and deal
with problems from the perspective of global industrial
development and seek opportunities for international de-
velopment in a complex and changing international envi-
ronment [96, 97]. Global awareness is a habit of mind that
focuses on understanding and grasping the trends of the
times [98]. Intercultural communication skills of smart
engineering students cannot be developed without knowl-
edge input and the practices of global engineering programs
and immersive research experience abroad [99]. From the
informative dimension of the digital linguistic landscape, it
covers a wide range of information on humanities and
history at home and abroad, as well as a wide range of
languages, providing a global range of resources and a wide
range of channels for inputting knowledge. From the
symbolic dimension, the digital linguistic landscape pro-
vides a convenient medium to obtain information, a channel
to understand the international market situation, and a
facilitator to develop international thinking habits. /us, the
following research hypothesis was proposed regarding the
digital linguistic landscape’s role in the development of
international ability of engineering students suitable for
smart construction:

H2: digital linguistic landscapes have a significant
positive impact on the international ability of engi-
neering students suitable for smart construction.
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3.2.2. Digital Language Landscape and Knowledge Acquisi-
tion by Engineering Students Suitable for Smart Construction.
/e education of engineering students in developed coun-
tries focuses on improving the professional knowledge and
comprehensive quality of engineers and involves a wide
range of courses covering multidisciplinary knowledge
[100, 101]. /e education mode of engineering students in
the United States emphasizes liberal education in human-
ities, mathematics, and science. /is involves a basic edu-
cation in many disciplines with the goal of educating general
engineering students, focusing on the integration of arts and
science, enabling an adequate coverage of science and en-
gineering, and supporting interdisciplinary [102, 103],
whereas the education mode of engineering students in
German universities mainly emphasizes the combination of
basic education in humanities and social sciences and
professional knowledge education and focuses on practical
engineering education, with the goal of educating senior
engineering students with a broad knowledge base
[104–106].

A research report of the Chinese Academy of Engi-
neering identified that engineering and technology students
need to have more professional science and technology
awareness and more solid engineering expertise as well as
humanities and social knowledge [38]. Indeed, it can be seen
that engineering students suitable for smart construction
need not only to have the theoretical knowledge of their
professions but also to learn the basic knowledge of mul-
tidisciplinary, humanities, and social sciences. Since the
informative dimension of the digital linguistic landscape
provides rich knowledge and information and basic
knowledge of humanities and social sciences, as well as
interdisciplinary knowledge, it is therefore able to play a key
role in expanding the knowledge horizon of engineering
students. In terms of the symbolic dimension, the digital
linguistic landscape has the characteristics of information
sharing, convenience, and expansion, which has the po-
tential to impact the knowledge learning ability of students.
/us, the following research hypothesis was proposed re-
garding the digital linguistic landscape’s role in the

education of knowledge acquisition of engineering students
suitable for smart construction:

H3: digital linguistic landscapes have a significant
positive impact on the knowledge acquisition of en-
gineering students suitable for smart construction.

3.2.3. Relationship between Digital Linguistic Landscape and
Skills Training of Engineering Students. /e overall scale and
development level of China’s construction industry con-
tinues to grow, but the construction industry still suffers
from low skill quality of construction industry workers,
imperfect skill education system, shortage of highly skilled
personnel, and other problems, which seriously restricts the
transformation of the construction industry. /e provision
of professional and systematic theoretical knowledge is an
effective support to cultivate the skills of construction stu-
dents [107, 108]. Indeed, China’s Ministry of Education [39]
proposed that, on the basis of the necessary basic theoretical
knowledge and expertise, students should master the basic
ability and basic skills to engage in the practical work in their
professional fields. /erefore, in order to improve the skills
mastery of smart construction engineering students, it is
necessary to strengthen their professional theoretical
knowledge base. As a platform for information provision
and a medium for knowledge sharing, the digital language
landscape plays a supporting role in the acquisition of skills
and theories. Hence, the following research hypothesis was
proposed regarding the digital linguistic landscape’s role in
the skill training of engineering students suitable for smart
construction:

H4: digital linguistic landscapes have a significant
positive impact on the skills training of engineering
students suitable for smart construction.

3.2.4. 3e Dimensions of Digital Language Landscape.
Digital linguistic landscapes have informative and symbolic
functions. /e knowledge dimension in the ASK model
derives from the informative function of the digital linguistic

A

(Ability)

K

(Knowledge)

S

(Skill)

1. Internationality Ability
2. Innovation Ability

1. Professional Knowledge
2. Non-professional Knowledge

Professional Skills

Figure 1: ASK education model for smart construction engineering.

6 Computational Intelligence and Neuroscience



landscape, which provides the source and support for the K
in the ASK model. /e symbolic function of the digital
linguistic landscape can provide directions for the devel-
opment of abilities and skills by reflecting current conditions
and market trends. In view of this, the following research
hypothesis was proposed on the role dimensions of digital
linguistic landscape:

H5: informative dimension and symbolic dimension
are two main aspects of the DLL in the education of
engineering students suitable for smart construction.

Based on the above hypotheses, the DLL-ASK model of
the mechanism of digital language landscape on smart
construction student educating was constructed, as shown in
Figure 2.

4. Methods

4.1. Survey Design, Sample, and Procedure. A questionnaire
was designed to survey the relations between DLL and
engineering education. /e questionnaire consists of two
main parts, with four questions focusing on the background
of participants and thirty-six statements to measure inter-
national ability, innovation ability, knowledge, skills, and
informative and symbolic dimension of DLL (see Appen-
dix). For the items in the second part, a 5-point Likert scale
was used, with 1 indicating “strongly disagree” and 5 in-
dicating “strongly agree.”

/e survey was designed and administered to collect data
from September 28, 2021, to October 15, 2021, and was
conducted in the form of online distribution on Sojump, a
questionnaire platform. /e survey was randomly sent to
engineering college students, engineering professional
teachers, and practitioners. In order to ensure the authen-
ticity and objectivity of the survey data, the questionnaire
was answered anonymously, and the purpose and the
confidentiality of the study were informed in advance to
reduce the privacy concerns of the survey respondents. A
total of 193 responses were received.

As can be seen from Table 2, among the participants in
the questionnaire survey, 1.05% of them are doctoral stu-
dents and above, 10.47% are master’s students, and 98.43%
are bachelor’s students and above, which reflects that the
overall education level of the respondents in this survey is
high. /e statistics on the level of intercultural communi-
cation ability show that those who said they are not fluent in
English account for the most (64.77%), while those who are
fluent account for only 30.57%, and 4.66% said they could
not communicate at all. /is highlights that the overall
intercultural communication level of college engineering
students is low.

4.2. Data Analysis

4.2.1. Treatment of Data. In order to ensure the quality of
data collected before commencing data analysis, all the
completed questionnaires (N� 193) were checked against
systematic response patterns and more than 5% missing
items, as suggested by [109–111]. All questionnaires were

completely answered. In view of the small proportion of
engineering teachers and practitioners, their relevant data
and questions (2nd question, years of working) were ex-
cluded, so 2 out of 193 completed questionnaires were
dropped from the data set. To code responses for data
analysis, the researchers identified each item as being fa-
vorable or unfavorable toward its factor to be measured, as
suggested by Seo [109]. Items that score lower than 3 rep-
resent unfavorable; otherwise, they represent favorable.

4.2.2. Statistical Analysis. Data were analyzed with struc-
tural equation modeling (SEM) procedures, and MPLUS
software was used to construct the SEM analysis of the DLL-
ASK mechanism. /is study used different types of indexes
of overall fit for evaluating SEM models, including x2/de-
grees of freedom ratio (x2/df ), Comparative Fit Index (CFI),
Tucker-Lewis Index (TLI), and the root mean square error
approximation (RMSEA).

(1) Absolute Fit Indexes. Absolute fit indexes typically
evaluate “badness of fit.” x2/df and root mean square error of
approximation (RMSEA) are two commonly used absolute
fit indexes.

/e model is regarded as acceptable, if the value of x2/
degrees of freedom ratio is less than two. MacCallum et al.
[112] suggested that a value of 0.01, 0.05, and 0.08 of RMSEA
indicates excellent, good, and mediocre fit, respectively.

(2) Incremental Fit Indexes. Incremental fit indexes typically
evaluate “goodness of fit,” as larger values indicate a better fit
between hypothesized model and data. Commonly used
incremental fit indexes include Bentler and Bonett’s Normed
Fit Index (NFI), Comparative Fit Index (CFI), Tucker-Lewis
Index (TLI), and the Incremental Index of Fit (IFI), among
which CFI and DFI were used in this study. A CFI value >
0.95 (ranging from 0.00 to 1.00) was considered represen-
tative of a well-fitting model. TLI value close to 0.95 rep-
resents indicative of a good fit [113].

5. Results

5.1. Descriptive Statistics. Correlations among all the di-
mensions are reported in Table 3, showing that all variables
were significantly correlated (p< 0.05), and none of the
correlation values exceeds the threshold value of 0.9, which
suggests that the multicollinearity problem does not exist
between the items [114].

5.2. Exploratory Factor Analysis. KMO and Bartlett’s
sphericity tests were conducted using SPSS software, and the
results are shown in Table 4. /e KMO value of the ques-
tionnaire sample was 0.864, and Bartlett’s test value was less
than 0.001, indicating that the sample is suitable for ex-
ploratory factor analysis (EFA) and the data information
could be extracted effectively.

/is study used SPSS24.0 software for the EFA to identify
the dimensionality of the survey. After reducing the di-
mensionality of 36 factors, a total of 6 common factors were
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extracted, as shown in Table 5, and the cumulative variance
explained by the extracted 6 factors was 70.614%, which
proved that the extracted 6 factors could explain the original
data of the questionnaire well.

Rotated component matrix result is shown in Table 6,
and it can be seen that the classification of each question
item corresponds exactly to the dimensional settings,

indicating that the settings of each question item under the
six dimensions are reasonable.

5.3. Testing the Measurement Model. /e reliability of var-
iables can be tested by Cronbach’s alpha coefficient if α> 0.6,
indicating that the dimension is valid, and the larger it is, the
better its reliability is. /e results of the reliability test using
SPSS software are shown in Table 7. It can be seen that the α
values of variables are all greater than 0.7, and the CITC
values of all measurement items are greater than 0.3, which
shows that the data of each variable meet the requirements of
reliability.

/en, the validity of factors was tested by confirmatory
factor analysis (CFA). /e CFA results are shown in Ta-
ble 8. /e results showed that the KMO values of these
research variables are higher than 0.7, and Bartlett’s test
value is less than 0.001, representing statistically signifi-
cant. Meanwhile, the factor loadings of items are all larger
than 0.5, and the cumulative variance explained is above
50%. It represents each measurement item that belongs to
the corresponding variable, and the dimension has good
discriminant validity and convergent validity and meets
the requirements needed for the study, so it can be tested
by SEM.

5.4. Structural Model. /e results of SEM analysis of the
DLL-ASKmechanism are shown in Figure 3, and the specific
coefficient results are shown in Table 9. /e results of the
SEM fit index are within the acceptable range, as x2/df is
1.789< 3, CFI is 0.950> 0.90, TLI is 0.946> 0.90, and
RMSEA is 0.064< 0.80. It can be seen that the DLL-ASK
model constructed in this paper fits well.

According to the results of the SEM in Figure 3 and
Table 9, it was found that the digital linguistic landscape
contains an informative dimension and a symbolic di-
mension with factor loadings of 0.768 and 0.760, re-
spectively. At the same time, the digital linguistic
landscape variable consisting of these two dimensions has

Innovation

Ability

DLL
Knowledge

Skill

Informative
Dimension

Symbolic
Dimension

Internationality

H1

H2

H3

H4

H5

Figure 2: DLL-ASK model.

Table 2: Sample information table.

Items Options %

Degree
Associate/bachelor 86.91

Master 10.47
Doctor and above 1.05

English level

Else 1.57
Very fluent 1.55

Fluent 29.02
Not fluent 64.77

Cannot speak at all 4.66

Table 3: Correlations among variables.

Dimensions A-I A-CX K S DLL-
Info

DLL-
Sym

A-I 1
A-CX 0.264∗∗ 1
K 0.560∗∗ 0.151∗ 1
S 0.225∗∗ 0.203∗∗ 0.255∗∗ 1
DLL-Info 0.318∗∗ 0.233∗∗ 0.263∗∗ 0.359∗∗ 1
DLL-Sym 0.222∗∗ 0.187∗ 0.305∗∗ 0.412∗∗ 0.525∗∗ 1
∗∗Correlation is significant at the 0.01 level. ∗Correlation is significant at the
0.05 level.

Table 4: KMO and Bartlett’s test.

KMO and Bartlett’s test
KMO 0.864

Bartlett test of sphericity
Approx. Chi-square 9892.396

df 1081
Sig. 0.000
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a positive effect on international ability, with a path co-
efficient of 0.361 (p < 0.001), and also a positive effect on
innovation ability, with a path coefficient of 0.229
(p < 0.05), assuming that path H1 and H2 are established.
Among them, the digital linguistic landscape has more
influence on the formation of international ability. In
addition, there is a significant positive effect of digital
linguistic landscape on knowledge, with a path coefficient
of 0.397 (p < 0.001), and the same to skill, with a path
coefficient of 0648 (p < 0.001), proving that the hypotheses
paths H3 and H4 are tenable. Considering the effect of
digital linguistic landscape on ability, this result shows that
digital linguistic landscape has the most significant effect
on skills training of engineering students suitable for smart
construction.

/e hypothesis H5 that the digital linguistic landscape
contains both informative and symbolic dimensions
holds true, and the digital linguistic landscape combines

together the two dimensions to educate engineering
students suitable for smart construction. Features 6
(providing rich linguistic information), 7 (providing
domestic and foreign human history), and 8 (providing
interdisciplinary knowledge) of the informative dimen-
sion play the most significant role, and features 4
(reflecting foreign market trends) and 5 (reflecting do-
mestic market trends) of the symbolic dimension play the
most obvious role.

6. Discussion

/is study aims to test the mechanism of the digital
linguistic landscape in engineering education for smart
construction. /e results underscore the importance of
digital linguistic landscape in educating engineering
students in smart construction. DLL plays a significant
role in educating the international ability and innovation

Table 5: Common factors.

Total variance explained

Component
Initial eigenvalues Extraction sums of squared loadings Rotation sums of squared loadings

Total % of variance Cumulative % Total % of variance Cumulative % Total % of variance Cumulative %
1 10.903 30.287 30.287 10.903 30.287 30.287 5.910 16.416 16.416
2 4.603 12.787 43.074 4.603 12.787 43.074 5.776 16.044 32.460
3 3.800 10.556 53.629 3.800 10.556 53.629 4.878 13.549 46.009
4 2.688 7.467 61.097 2.688 7.467 61.097 3.241 9.004 55.013
5 2.010 5.583 66.680 2.010 5.583 66.680 3.071 8.530 63.543
6 1.416 3.934 70.614 1.416 3.934 70.614 2.545 7.071 70.614
7 1.169 3.247 73.861
8 0.975 2.709 76.570
9 0.917 2.548 79.118
10 0.869 2.413 81.531
11 0.814 2.260 83.791
12 0.718 1.995 85.786
13 0.641 1.780 87.566
14 0.603 1.674 89.240
15 0.572 1.590 90.830
16 0.555 1.542 92.372
17 0.495 1.374 93.746
18 0.435 1.209 94.955
19 0.401 1.113 96.068
20 0.351 0.975 97.043
21 0.340 0.944 97.987
22 0.230 0.638 98.625
23 0.102 0.283 98.907
24 0.076 0.210 99.118
25 0.048 0.133 99.251
26 0.044 0.123 99.374
27 0.038 0.105 99.479
28 0.033 0.092 99.571
29 0.032 0.089 99.660
30 0.025 0.070 99.731
31 0.025 0.069 99.799
32 0.023 0.063 99.863
33 0.018 0.050 99.912
34 0.015 0.042 99.954
35 0.011 0.031 99.985
36 0.005 0.015 100.000
Extraction method: principal component analysis.
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ability of engineering students suitable for smart
construction.

/e findings have significant implications for the
specification of the education objectives in regard to the ASK
dimensions. /e results identify the acting path of DLL on
ability, knowledge, and skill education. To be specific, the
path to enhance the international ability of engineering
students for smart construction is mainly to improve the
international competitiveness, cross-cultural communica-
tion ability, and broad international horizon. In addition, the
path to enhance the innovation ability of the students is
mainly to improve the innovation awareness, innovation
thinking, and innovation skills, whereas the path to educate
the underpinning knowledge of the students is mainly to
enrich students’ knowledge reserve, broaden their knowl-
edge horizon, and enhance knowledge learning motivation.
Furthermore, the improvement of the personal skill level of
engineering students is of primary importance in skills
training.

/e innovation ability is an indispensable ability for
engineering students suitable for smart construction
[12, 95]. Digital linguistic landscape influences innovative
thinking through feature 1 of the informative dimension
(extensive information access) and features 2 and 3 of the
symbolic dimension (reflecting market trends), innovative
awareness through feature 5 of the informative dimension
(diverse forms of information presentation), and innovative

Table 6: Rotated component matrix.

Items
Components

1 2 3 4 5 6
A-I1 0.946
A-I2 0.928
A-I3 0.922
A-I4 0.926
A-I5 0.934
A-I6 0.933
A-CX1 0.956
A-CX2 0.966
A-CX3 0.962
A-CX4 0.971
A-CX5 0.965
K1 0.917
K2 0.924
K3 0.933
K4 0.907
K5 0.923
K6 0.925
DLL-Info1 0.542
DLL-Info2 0.376
DLL-Info3 0.362
DLL-Info4 0.543
DLL-Info5 0.657
DLL-Info6 0.725
DLL-Info7 0.656
DLL-Info8 0.602
DLL-Sym1 0.486
DLL-Sym2 0.388
DLL-Sym3 0.341
DLL-Sym4 0.761
DLL-Sym5 0.850
S1 0.566
S2 0.730
S3 0.602
S4 0.682
S5 0.690
S6 0.606
Extraction method: principal component analysis.

Table 7: CITC and Cronbach’s a coefficient of variables.

Dimensions Variables Items CITC α

Ability: international ability A: A-I

A-I1 0.995

0.976

A-I2 0.983
A-I3 0.980
A-I4 0.985
A-I5 0.987
A-I6 0.985

Innovation ability A-CX

A-CX1 0.947

0.928
A-CX2 0.975
A-CX3 0.967
A-CX4 0.976
A-CX5 0.973

Knowledge K

K1 0.930

0.972

K2 0.971
K3 0.975
K4 0.972
K5 0.979
K6 0.972

Skill S

S1 0.405

0.781

S2 0.618
S3 0.465
S4 0.551
S5 0.582
S6 0.557

Informative dimension of
DLL DLL-Info

DLL-
Info1 0.461

0.763

DLL-
Info2 0.323

DLL-
Info3 0.396

DLL-
Info4 0.431

DLL-
Info5 0.489

DLL-
Info6 0.525

DLL-
Info7 0.532

DLL-
Info8 0.513

Symbolic dimension of DLL DLL-
Sym

DLL-
Sym1 0.450

0.708

DLL-
Sym2 0.382

DLL-
Sym3 0.345

DLL-
Sym4 0.539

DLL-
Sym5 0.614
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skills through feature 1 (helping to understand digital
technology) of the symbolic dimension. Digital linguistic
landscape influences innovative skills through integrating
the informative dimension and the symbolic dimension to
cultivate the innovation ability of engineering students
suitable for smart construction.

Digital linguistic landscape enhances cross-cultural
communication ability through feature 6 (providing rich
linguistic information) in the informative dimension and
broadens international vision through feature 8 (rich in-
terdisciplinary knowledge). Also, DLL improves interna-
tional competitiveness through features 4 and 5 (reflecting
domestic and international current conditions) in the
symbolic dimension and integrates the informative di-
mension and symbolic dimension work together to cultivate
the international ability of engineering students suitable for
smart construction. Cultivation of the international ability of
engineering students suitable for smart construction enables
the students to become the leaders of the construction in-
dustry of the future [15].

Digital linguistic landscape educates the knowledge di-
mension of smart construction engineering students by
enriching the professional and nonprofessional knowledge
reserve of students through feature 4 (providing diversified
foreign language information) and feature 6 (providing rich
languages) of the informative dimension of digital linguistic
landscape and broadens the knowledge horizon through
feature 8 (rich interdisciplinary knowledge) of the infor-
mative dimension and features 2–5 of the symbolic di-
mension (reflecting market trends and current conditions).
To broaden the knowledge horizons and enhance knowledge
learning motivation through informative dimension feature
2 (easy access to information) and feature 5 (multimodal
information presentation form) allow integration of two
dimensions to cultivate the knowledge dimension of smart
construction engineering students.

/e specific path of the digital linguistic landscape for
the skill education of engineering students suitable for
smart construction is to train the skill of smart con-
struction students through features 2 (easy access to

Table 8: Confirmatory factor analysis results of variables.

Dimensions Variables Items Factor loadings KMO P Explained variance ratio (%)

Ability: international ability A: A-I

A-I1 0.987

0.927 <0.001 98.110

A-I2 0.991
A-I3 0.990
A-I4 0.990
A-I5 0.988
A-I6 0.996

Innovation ability A-CX

A-CX1 0.967

0.927 <0.001 96.154
A-CX2 0.985
A-CX3 0.984
A-CX4 0.981
A-CX5 0.967

Knowledge K

K1 0.951

0.946 <0.001 95.320

K2 0.982
K3 0.981
K4 0.979
K5 0.978
K6 0.951

Skill S

S1 0.960

0.818 <0.001 74.118

S2 0.615
S3 0.887
S4 0.888
S5 0.655
S6 0.692

Informative dimension of DLL DLL-Info

DLL-Info1 0.783

0.768 <0.001 81.749

DLL-Info2 0.920
DLL-Info3 0.939
DLL-Info4 0.892
DLL-Info5 0.783
DLL-Info6 0.838
DLL-Info7 0.820
DLL-Info8 0.670

Symbolic dimension of DLL DLL-Sym

DLL-Sym1 0.599

0.713 <0.001 79.622
DLL-Sym2 0.958
DLL-Sym3 0.912
DLL-Sym4 0.900
DLL-Sym5 0.855
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Note: x2/df = 1.789, CFI = 0.950, TLI = 0.946, RMSEA = 0.064.

Figure 3: SEM results. Notes. x2/df� 1.789, CFI� 0.950, TLI� 0.946, and RMSEA� 0.064. ∗p< 0.05; ∗∗∗p< 0.001.

Table 9: SEM coefficiency results.

Paths Coefficiency Standard error p value 95% confidence intervals Hypotheses
DLL⟶international ability 0.361 0.099 ∗∗∗ [0.168; 0.524] Support
DLL⟶innovation ability 0.229 0.109 ∗ [0.015; 0.443] Support
DLL⟶knowledge 0.397 0.093 ∗∗∗ [0.214; 0.550] Support
DLL⟶skill 0.648 0.115 ∗∗∗ [0.423; 0.836] Support
Notes. ∗p< 0.05; ∗∗∗p< 0.001.

Table 10: Questionnaire statements.

Items Specific statements
1 Understanding domestic and international current conditions can help people enhance one’s international competitiveness
2 Understanding market trends helps people enhance international competitiveness
3 Access to information on foreign language knowledge can help enhance one’s intercultural communication skills
4 Access to rich linguistic information can help enhance one’s intercultural communication skills
5 Access to information on humanities and social sciences helps to develop one’s international perspective
6 Access to multidisciplinary knowledge helps to broaden one’s global vision
7 Understanding domestic and international current situation helps to enhance one’s innovation awareness
8 Understanding market trends helps enhance one’s innovative thinking
9 Understanding the latest digital technology helps enhance one’s innovative skills
10 Diversified access to information helps enhance one’s innovative thinking
11 Diversified forms of information presentation can help enhance one’s innovative thinking
12 Access to more language information helps to strengthen one’s professional knowledge base
13 Access to foreign language knowledge helps enhance one’s nonspecialized knowledge base
14 Understanding multidisciplinary knowledge helps broaden one’s knowledge horizon
15 Understanding domestic and international market trends helps broaden one’s knowledge horizons
16 Easy access to language information helps to increase motivation to learn
17 Access to a wide range of language information helps to increase motivation to learn
18 Knowledge of the latest digital technologies helps to strengthen one’s skills
19 Understanding more knowledgeable information helps to strengthen one’s skills
20 Understanding domestic and international current conditions helps strengthen one’s skills
21 Knowledge of domestic and international market trends helps strengthen one’s skills
22 Knowledge of foreign language information helps strengthen one’s skills
23 Easy access to information helps strengthen personal skills
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information), feature 4 (providing multiple foreign lan-
guage information), and feature 6 (providing rich language
information) of the informative dimension of digital
linguistic landscape.

Educating the ability of engineering students in smart
construction is the driver and support for the develop-
ment of the smart construction industry [115]. Knowl-
edge has been identified as a key driving force for
innovation [95]. /us, the development of the knowledge
dimension also indirectly acts on the improvement of the
innovation ability. By improving the skill level, smart
construction students can improve their skill level and
thereby be more able to adapt to society and meet its
changing needs more quickly [99]. /erefore, it is nec-
essary to strengthen the application of DLL in engi-
neering education.

7. Conclusion

/is research investigates the influence factors on the
education of engineering students suitable for smart
construction. /e study divided the qualities of engi-
neering students suitable for smart construction into the
three dimensions of ability, knowledge, and skill based on
the ASK model, and a DLL-ASK hypothesis model was
subsequently constructed. Based on this approach, the
DLL-ASK model was surveyed and tested using a ques-
tionnaire and SEM.

/e results of the study identify the following: (1) /e
informative dimension and symbolic dimension are two
main aspects of the DLL in engineering education for
smart construction. (2) DLL has a significant positive
impact on the ability, knowledge, and skills of engi-
neering students suitable for smart construction. (3) DLL
educates the ability, knowledge, and skills of engineering
students for smart construction by transmitting rich
language information and multilingual information as
well as reflecting market trends at home and abroad. /e
research results are consistent with the DLL-ASK hy-
pothesis model, and therefore, the DLL-ASK model is
supported.

Based on the above results, the following suggestions are
made on how to educate engineering students for smart
construction from the informative dimension and symbolic
dimension of the digital linguistic landscape:

(1) Increase the amount of digital linguistic landscapes
in engineering education. It is highly important to
enhance the use and edification of digital linguistic
landscape in the real engineering student training
environment or digital space learning environment.
/rough strengthening the edification and influ-
ence of digital linguistic landscape in smart con-
struction training, it is more likely to gradually
improve the ability and skills of students and
broaden their knowledge horizon as well. Specific
measures include increasing the amount of digital
signage on campus, using digital media to support
the education process, and establishing a digital
linguistic landscape network platform for infor-
mation sharing.

(2) Pay more attention to the content of digital lan-
guage landscape information. Digital language
information is most directly accessed and absorbed
by students, so this feature can be harnessed to
present the education contents to smart con-
struction engineering students through the carrier
of the digital language landscape. For example, for
the cross-cultural communication ability of engi-
neering students, the skills to enhance abilities or
access to resources can be presented through
multimodal presentation such as voice, image, and
QR code.

(3) Make full use of digital language landscape tech-
nology guidance role. As the embodiment of digital
technology, digital language landscape has a sig-
nificant impact on the technical development of
engineering students for smart construction. By
learning the application of digital technology,
smart construction students can better and faster
integrate the trend of social development and meet
the changing needs of the construction industry.

Table 10: Continued.

Items Specific statements
24 DLL can increase people’s access tunnels to information
25 DLL makes it easier for people to access information
26 DLL allows people to share information resources
27 DLL multimodality increases people’s interest in it
28 DLL provides various languages
29 DLL provides a wealth of linguistic information
30 DLL helps people understand the history of people at home and abroad
31 DLL can provide access to multidisciplinary knowledge
32 DLL provides access to the latest digital technologies
33 DLL provides access to domestic current situations
34 DLL provides access to foreign current situations
35 DLL helps people study foreign market trends
36 DLL helps people study domestic market trends
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/erefore, it is necessary to periodically update the
digital language landscape medium and use the
latest technology-supported digital signage so as to
connect digital technology with smart construction
technology.

/e limitation of this study is that although the par-
ticipants appear to be representative of engineering students
in China’s higher education, there is nevertheless a lack of
involvement of teachers and practitioners. Moreover, the
participants were limited to Chinese engineering students,
and there was a lack of involvement of international stu-
dents. /erefore, future research should adopt a larger
sample size with a wider range of participants to further
examine the external validity of the study.

Appendix

Questionnaire

Linguistic landscape includes physical landscapes formed by
language, such as language appearing on public signs such as
public street signs, billboards, street names, place names, and
store signboards. It also includes language information on
virtual media such as digital signage, electronic billboards,
and network video advertisements. Digital linguistic land-
scape is a platform for displaying linguistic landscape in-
formation through digital technology, a medium for
carrying linguistic information in virtual space, such as QR
codes, digital advertisements, and multimedia videos.

/e survey is anonymous, and the data of this ques-
tionnaire is for academic research use only. Your honest,
personal opinions are greatly appreciated and help us a lot.
/anks for your time!

(I) Demographic traits

(1). Your identity: □Engineering Practitioner
□Engineering Teacher □Engineering Learner

(2). How long have you been working in this in-
dustry: ______

(3). Your major: ______
(4). Your education: □university or college
□postgraduate □doctor □else

(II) Your evaluations of the following roles’ degree

Five choices are listed below each question, from 1 in-
dicating “strongly disagree” to 5 indicating “strongly agree”
(Table 10).
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In order to improve the performance of the urban building in urban design, this paper uses the mathematical method based on an
improved fuzzy calculation to construct an intelligent building and urban design system. Moreover, this paper quantitatively
studies the pedestrian wind environment of high-rise buildings and determines the optimal building aerodynamic shape and
optimal building layout in the full wind direction. In addition, based on the results of the whole watershed analysis of CFD
numerical simulation, this paper reveals the mechanism of building shape and layout in the pedestrian wind environment of high-
rise buildings. Finally, this paper constructs an intelligent model to improve the e�ect of urban architectural design. �rough the
model research results, we can see that the urban design intelligent system proposed in this paper meets the needs of urban design
in the environment of Industry 4.0.

1. Introduction

In the context of Industry 4.0, there are very few cases where
the development of AI application science is supported by
mainstream architects and urban designers. Early claims of
arti�cial intelligence have raised concerns that the core jobs
and competencies of architects and urban designers will be
displaced. At the same time, when expectations fail to
materialize, there is a loss of interest and funding for AI in
building and urban design. However, interest in AI has
picked up again since the second decade of the twenty-�rst
century. Advances in technology, changing attitudes to-
wards computer science in general, the emergence of big
data and data analytics, the widespread use of civics, the
rediscovery of civic design, the emergence of civic design
science, and large-scale open online design approaches are
working together to advance a more positive outlook for AI
in building and urban design and may lead to compelling
outcomes.

At present, the phenomenon of blindly copying foreign
architectural creations is common in domestic building and

urban design, which is obviously in mourning with the idea
of a “harmonious society”. In response to this phenomenon,
we believe that we should not only actively absorb the good
parts of the foreign building in architectural creation. What
is more important is to absorb the excellent ideas in the
development of foreign cities, such as the idea of focusing on
the coordinated development of individual buildings and the
city as a whole, to consider the issue of architectural creation
in the context of macro urban society. �erefore, in order to
realize a “harmonious society”, it is necessary to emphasize
the concept of coordination between people, buildings, and
the environment in architectural creation.

�e huge demand in the construction market and the
relatively a�uent social and economic conditions have led to
the phenomenon of the one-sided pursuit of form and blind
pursuit of novelty in the �eld of urban and architectural
design.�is “impetuous” design idea is re�ected in the urban
environment. First of all, various construction projects
compete with each other to become the city’s logo and image
projects. It is conceivable that every building strives to
highlight its individual image and play a leading role in the

Hindawi
Computational Intelligence and Neuroscience
Volume 2022, Article ID 3449431, 12 pages
https://doi.org/10.1155/2022/3449431

mailto:duan_chuan@mail.xhu.edu.cn
https://orcid.org/0000-0002-0501-006X
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/3449431


city. &e result is a cluttered urban landscape and weakens
the overall appearance of the city. In addition, driven by the
concept of the supremacy of form, urban architectural de-
sign is seriously plagiarized, applying some avant-garde and
trendy fashion designs in the world, ignoring the specific
base environment and cultural connotation; this leads to the
disappearance of the environmental identity and cultural
identity of urban areas. Many traditional urban areas and
historical areas have been completely “renovated” after
renovation, cutting off the social life network of the original
residents, and the architectural form has become a false stage
setting.&e root cause of these problems lies in the neglect of
the relationship between the part and the whole in creative
activities and the lack of respect for the urban environment
and regional culture. &is self-centered view of creation will
inevitably bring chaos to the overall urban environment,
which is not conducive to the construction of a “harmonious
society”. &erefore, we should adhere to the people-oriented
scientific development concept, deal with the relationship
between architecture and the city from an overall per-
spective, and realize the harmonious development of people,
buildings, and the environment.

From urban planning and design to architectural design,
it is a “three-stage” relationship from the whole to the group
and then to the individual [1]. If the individual building is
taken out and analyzed again, the overall volume of the
building, the volume transition relationship, and the detail
processing will form a “three-stage” relationship [2]. In this
way, when the building is enlarged into a system, the details
of the near-human scale are at its most microscopic level.
However, the building volume observed from the city’s
perspective becomes its macro scale, and it is observed from
the perspective of the street, that is, urban design [3].

&is paper combines the mathematical method of im-
proving fuzzy calculation to construct the intelligent
building and urban design system and improves the effect of
urban architectural design through the intelligent model.

2. Related Work

&e methods and capabilities of urban architectural plan-
ning and design continue to develop with the advancement
of science and technology. In the early urban architectural
planning, due to the use of traditional manual drawings for
design, there were many problems due to the limitation of
technology such as low labor efficiency, long design and
design cycles of drawings, and error-prone architectural
planning and design information. It is difficult to exchange
and store design files and design results [4] and so on. &e
improvement of the economic level and the acceleration of
the urbanization process affect the needs of urban archi-
tectural planning and design, and the traditional manual
drawing method cannot handle a large number of design
documents quickly and accurately. Information technology
and CAD software have begun to be popularized on a large
scale, various industries have also begun to enter the digital
age, and the “electronic design” system of the urban ar-
chitectural planning and design industry has emerged as the
times require [5]. &e electronic construction report design

system adopts CAD electronic drawings in a unified and
standardized format, which can quickly extract and calculate
and analyze the information to be designed for the building,
complete the automatic quantitative accounting of design
indicators, realize electronic filing, and dynamically store
architectural project design plans. &e precise data pro-
cessing capability of CAD provides efficient and accurate
design technology for architectural planning, and the
specification standards and accounting indicators formu-
lated by electronic design make the design results reasonable
and serious [6]. With the increasingly complex development
of urban architecture, urban planning and design need more
comprehensive and objective analysis, and the CAD tech-
nology based on a two-dimensional plane is difficult to
realize the image description of urban three-dimensional
geospatial information [7].

At the beginning of the twenty-first century, the rapid
development of 3D GIS technology made the concept of the
digital city begin to be valued by people.&e 3D visualization
analysis of the architectural space environment in the digital
city has become the development direction of architectural
planning and design [8]. 3D GIS technology can be used for
urban architectural planning and design. Comprehensive,
intuitive, and scientific decision analyses are provided. In
recent years, the fusion technology of BIM and GIS has
attracted much attention in many industries, and its ap-
plication in urban architectural planning and design has also
entered the stage of research and exploration. BIM tech-
nology is widely used in some developed countries abroad
[9]. Professional architectural engineering software based on
BIM technology includes Revit and Infraworks series soft-
ware products of Autodesk Company of the United States,
ArchiCAD software of Graphisoft Company of Hungary,
and MicroStation TriForma software of Bentley Company
[10].&ese large software developers provide comprehensive
solutions for the needs of different stages of construction
projects and the management goals of different professions.
However, at present, most of these softwares are aimed at
single building projects, which have poor support for terrain
data and limited data capacity, which cannot meet the needs
of urban planning and design in a three-dimensional en-
vironment. On the other hand, geographic information
system (GIS) software is also moving closer to BIM. &e
processing of spatial data is a feature of GIS [11], and the
storage, expression, and analysis of large-scale terrain spatial
data are the strength of GIS, which just makes up for the
shortcomings of traditional BIM software in infrastructure
construction projects in a large-scale environment [12]. BIM
and GIS are different in the geometric and semantic ex-
pressions of model objects. &e key to their integrated
application lies in the fusion of model data. With the in-
depth research on the integration of BIM and GIS tech-
nology, although relevant personnel of various majors has
completed the exchange of information and data through
simple model conversion, similar methods only save part of
the semantic information, resulting in obvious limitations in
the application of BIM [13]. At present, the research on BIM
andGIS integrationmainly focuses on two aspects, one is the
integration of basic data models, and the other is the
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integration of existing data formats. �e former analyzes the
di�erent expression types of BIM and GIS model objects and
establishes a uni�ed expression model for the two [14].

At this stage, most research directions are mainly fo-
cused on the latter, integrating model data in di�erent
formats, such as IFC Explorer developed by the Karlsruhe
University of Technology in Germany, BIM Server devel-
oped by the Eindhoven University of Technology in the
Netherlands, and Navisworks software developed by
Autodesk [15]. Among them, IFCExplorer CityGML is
committed to the seamless integration of the BIM standard
model format IFC and the GIS standard model format
CityGML, but it is di¡cult to achieve indiscriminate con-
version between the two standard models, and it is still at the
lower level of detail of the research model conversion [16].
BIMServer software supports the understanding and man-
agement of various BIM model structures, and at the same
time, it can realize the simple conversion of BIM to GIS
models. However, its functions are limited to data man-
agement and transformation and cannot achieve application
analysis [17]. In addition, the conversion between its BIM
and GISmodels still has problems such as poor quality of the
converted model and lack of semantics. Although Navis-
works can realize the integrated analysis and application of
BIM data sets, it is mainly based on a simple �le system, so it
is di¡cult to process large-scale data and the e¡ciency is
low. And its support for GIS data can only be achieved
through the conversion of third-party software, which will
inevitably lose a lot of real information during the con-
version process [18].

3. Architecture and Urban Design Based on
Improved Fuzzy Computing

�e structural model used in this paper is a single building
with a square cross section. �e scale ratio used in the
numerical simulation is consistent with the experiment,
which is 1 : 500, and the size after the scale is Dx ×Dy ×
Dz � 0.1 × 0.1 × 0.8m (Figure 1(a)), and Figure 1(b) shows
the distribution of measuring points around the building.
All the measuring points are located at the pedestrian

height, and a total of 280 measuring points are arranged.
�e distribution range of measuring points is
X × Y � 0.792 × 0.792m (the center point of the building is
the origin of coordinates), which is about 8 times the
cross-sectional area of the calculated model. �e height H
of the building is taken as the reference height, and Uref �
11.3m/s, Iu � 11.6% at the reference height. Existing re-
search conclusions show that, for the �tting of regions
with lower heights, the logarithmic wind pro�le is better
than the exponential wind pro�le. Since this paper studies
the pedestrian wind environment at the pedestrian height
(the height is 2 meters), in order to ensure the accuracy of
the numerical simulation, the logarithmic wind pro�le is
used for calculation. �e distribution map of the mea-
suring points is shown in Figure 1(c).

3.1. Calculation Domain and Boundary Condition Setting.
In the CFD numerical simulation, the dimensions of all
models are consistent with the wind tunnel test, and the
size of the three-dimensional computational domain is
set to Dx ×Dy ×Dz � 15H × 10H × 6H (Figure 2). After
calculation, the corresponding blocking rate is less than
3%, which meets the corresponding requirements.

�e inlet of the computational domain is set to velocity
inlet, the outlet is set to pressure outlet, and the boundary
conditions on both sides and the top boundary are sym-
metric boundary conditions (symmetry).

�e model is structured and meshed with ICEM CFD
software. In meshing, because the Reynolds number of the
�uid in the near-wall region is low during the �ow process,
in order to ensure the full development of turbulence, the
mesh in the near-wall region must be re�ned. On the other
hand, since di�erent turbulence models have di�erent
requirements for mesh quality, it is necessary to divide
meshes of di�erent sizes according to the selected tur-
bulence model.

In the CFD calculation, the size of the �rst layer grid of
the model is often determined by calculating the size of the
y+ value. �e relevant calculation steps are as follows.

(1) It calculates the Reynolds number Re
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Figure 1: Basic model parameters. (a) Model size. (b) Average wind speed pro�le and turbulence intensity. (c) Distribution map of
measuring points.
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Re �
ρUL

μ
. (1)

(2) It calculates the wall friction coefficient Cf

Cf � 2 log10Re − 0.65( 
− 2.3

Re ≤ 10
9

 . (2)

(3) It calculates the wall shear stress τw

τw � Cf ×
1
2
ρU

2
. (3)

(4) It calculates the grid height of the first layer

u
∗

�

���
τw

ρ



,

Δy �
y

+ μ
ρu
∗ .

(4)

When meshing, it is often necessary to divide different
meshes according to different calculationmodels. In order to
facilitate the calculation, this paper uniformly selects Y+ �

15 for mesh division, the corresponding first-layer mesh size
is set to Δy � 0.0005m after calculation, and the corre-
sponding mesh schematic diagram and calculation condi-
tions are set as shown in Figure 3.

In order to verify the influence of the mesh size on the
calculation results, the working condition RANS-1 is used as
the reference condition to verify the influence of different
mesh sizes on the calculation results. Two sets of grids with
different sizes were established on the basis of the working
condition SCRS-1.&eminimum grid size of the refined grid
is 0.0005m, the minimum grid size of the sparse grid is
0.002m, and other related settings remain unchanged. &e
corresponding mesh numbers are as follows. &e total
number of refined meshes is about 9 × 107, and the number
of sparse meshes is about 4 × 107. &e comparison chart of
different size grids is shown in Figure 4.

In the numerical simulation study in the pedestrian wind
environment, the accuracy of the simulation calculation
cannot be guaranteed due to the low height of pedestrians,
which are easily affected by the ground roughness. &ere-
fore, one of the key issues of CFD numerical simulation is to
meet the requirement of wind speed self-sustainability in the
empty flow domain, that is, to ensure that the flow char-
acteristics of the flow field remain consistent in the hori-
zontal direction when the fluid passes the ground surface.

In the CFD calculation, we first calculate an airflow field
before starting the model calculation, from which we obtain
the average wind profile at the entrance, exit, and three
locations of the model. &e wind profile without corre-
sponding adjustment is shown in Figure 5, and it can be
found that the unadjusted wind profile does not achieve
good retention at lower altitudes. At this altitude, the wind
speed profile is significantly affected, resulting in a change in
wind speed. In order to keep the wind speed uniform at
lower heights, the self-sustainability of the wind speed is
achieved by modifying the wall function and roughness
parameters in this paper.

It can be found that in the wind field after debugging, the
wind speeds of the inlet and outlet surfaces are consistent,
thus ensuring the accuracy of the numerical simulation in
this paper.

When evaluating the pedestrian wind environment
around a building, the wind speed ratio Ri is often used for
analysis, and its related definition is as follows:

Ri �
Vi

V0
, (5)

where Vi is the wind speed at the pedestrian height at the
measuring point around the building (this paper is 2meters
above the ground), and V0 is the wind speed at the entrance
pedestrian height when there is no building [19].

In order to find the turbulence model with the best
match between the predicted results and the experimental
results, the turbulence model is judged by three evaluation
indicators. &e corresponding parameters are as follows:

(1) &e indicator q is

q �
1

M


M

i�1
ni,

ni �
1

0

Ri exp − RiCF D

Ri exp




≤0.2or Ri exp − RiCF D



≤0.2
⎧⎨

⎩

(6)

(2) &e average error δ is

δ �
1

M


M

i�1
Riexp − RiCFD



. (7)

(3) &e mean square error σ is

σ �

�����

1
M



M

i�1




Rexp − RiCF D 
2

. (8)
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Figure 2: Computational domain and boundary condition settings
(square).
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(a) (b) (c)

Figure 4: Grid independence analysis (square). (a) Basic network. (b) Encrypted Network. (c) Sparse network.
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Figure 5: Comparison of inlet and outlet wind speed pro�les under di�erent conditions. (a) Unadjusted wind pro�le comparison.
(b) Adjusted wind pro�le comparison.

Figure 3: Schematic diagram of grid distribution (square).
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Figure 6: Distribution results of evaluation index q value under di�erent working conditions. (a) Standard K-εmodel. (b) RNG K-εmodel.
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In the above three formulas, M is the number of mea-
suring points, and Riexp, RiCF D is the wind tunnel test result
and CFD simulation result at the i-th measuring point,
respectively.

After sorting out the wind tunnel test data, a total of 244
valid data measurement points are collected in the wind
tunnel test. �rough statistical analysis of these 244 di�erent
measuring points, it is found that there are 77 low wind
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Figure 7: Computational domain and boundary condition settings (building group).
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Figure 8: Grid independence analysis (building group). (a) Global network. (b) Sparse network. (c) Base network. (d) Encryption network.
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speed measuring points (wind speed ratio Ri is less than 1.0)
and 167 high wind speedmeasuring points (wind speed ratio
Ri is greater than 1.0). �erefore, the distribution map of the
corresponding simulation results is �rst given (Figure 6).

From the distribution results of the index q, there is a
certain error between di�erent working conditions of the
SRAMS model, but the error is mainly concentrated in the
low wind speed area, that is, the area where the wind speed
ratioRi is less than 1.0. On the other hand, it performs well in
the high wind speed area, that is, the area where the wind
speed ratio Ri is greater than 1.0. �is is mainly due to the
fact that the SRNSmodel cannot accurately simulate the �ow
separation phenomenon in the wake area of the building,
which makes it poorly simulated in the low wind speed area.
�e LES condition performs well in both lowwind speed and
high wind speed regions.

In the CFD numerical simulation, the dimensions of all
models are kept consistent with the wind tunnel test.�e size
of the computational domain is 15H (length) × 10H (width)
× 6H (height) (as shown in Figure 7), and the blockage rate
of the CFD numerical simulation is less than 3%, which

meets the requirements of computational wind engineering
and does not need to be revised. �e structured grid is used
for division, and the grid is re�ned at the building wall. �e
grid height of the �rst �oor is 0.0002meters. According to
the preliminary simulation results, the y value of the building
surface is about 30, the grid growth rate is set to 1.1, and the
total number of grids for all working conditions is 7 × 107
∼ 9 × 107.

�is paper takes the square enclosed layout as an ex-
ample to verify the grid independence. First, a set of basic
grids is established. �e height of the �rst layer grid is
0.0002meters, the grid growth rate is set to 1.1, and the total
number of grids is about 7 million. Secondly, another two
sets of grids of di�erent sizes are distributed and established.
�e grid size of the �rst layer of the sparse grid is
0.0004meters, the grid growth rate is 1.1, and the total
number of grids is about 4 million. �e mesh size of the �rst
layer of the re�ned mesh is 0.0001meters, the mesh growth
rate is 1.1, and the total number of meshes is about 11
million. �e corresponding grid size comparison chart is
shown in Figure 8. Furthermore, di�erent grids are used to
simulate the pedestrian wind environment, and the
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calculation results of 26 di�erent measuring points are
obtained. �e corresponding results are compared in
Figure 9.

It can be clearly found that there is a signi�cant dif-
ference in the calculation results between the sparse grid and
the basic grid, while the di�erence between the re�ned grid
and the basic grid is very small. �is is enough to show that
using the basic grid for simulation can not only ensure the
calculation accuracy but also ensure that the computing
resources are consumed as little as possible, so all the cal-
culation case grids in this chapter are divided according to
the basic grid method.

It can be seen from the foregoing that the self-sustain-
ability of the wind speed must be ensured �rst before CFD
numerical simulation is carried out. In this paper, the self-
sustainability of wind speed is achieved by modifying the
wall function and roughness parameters. �e relevant
simulation results are shown in Figure 10. �e results show
that the velocity pro�les of the inlet and outlet are relatively
consistent and have good self-sustainability in the veri�-
cation results of the empty wind �eld.

When evaluating the pedestrian wind environment
around a building, the wind speed ratio Ri is often used for
analysis, and its related de�nition is as follows:

Ri �
Vi
V0
, (9)

where Vi is the wind speed at the pedestrian height at the
measuring point around the building (this paper is 2meters
above the ground), and V0 is the wind speed at the entrance
pedestrian height when there is no building.

In order to quantitatively analyze the impact of building
shape and layout on the pedestrian wind environment of
high-rise buildings, this paper uses the maximum wind
speed ratio Rmax and the normalized accelerated area ratio
A∗∗ to evaluate the wind environment of the building group.
�e relevant de�nitions are as follows:

Rmax ,θ � max Ri,θ( ),

A∗R,θ �
AR,θ
AT

,

Rmax � max Rmax ,θ( ),

Rmin � min Rmax ,θ( ),

Amax∗ � max A∗R,θ( ),

Amin∗ � min A∗R,θ( ),

A∗R,arg �
1
N
∑A∗R,θ,

(10)

where Ri,θ is the wind speed ratio in the evaluation area
when the wind direction angle is θ, and AT is the area of the
evaluation area. According to the distribution of mea-
suring points, the size of this area is 900 × 900mm2. θRθ is
the size of the area where the wind direction angle is θ and
the wind speed ratio in the area is greater than R
(Figure 11).
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Figure 12: Application process of the mathematical method based on improved fuzzy calculation in building and urban design.
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It canbeknownfromthepreviousdefinition that the sizeof
theRvalue inAR,θ shouldbeavaluegreater than1.0.Regarding
the specific value of R, in the absence of meteorological sta-
tistics, in order to meet the comfort of the wind environment,

thewindspeedratioof thedominantwinddirectionshouldnot
be greater than. &erefore, when conducting research in this
paper,Ri � 1.2 is selected for research; that is, themagnitudeof
AR,θ is calculated for wind environment assessment.

Table 1: Evaluation of architectural and urban design effects.

Number City design Number City design Number City design
1 77.73 26 74.89 51 72.16
2 74.16 27 80.02 52 77.88
3 70.21 28 75.51 53 76.07
4 74.21 29 75.06 54 81.58
5 80.27 30 73.25 55 83.74
6 76.40 31 73.41 56 74.14
7 78.11 32 69.83 57 82.05
8 81.21 33 73.41 58 77.35
9 79.30 34 83.55 59 81.83
10 71.06 35 83.59 60 78.62
11 76.57 36 74.58 61 74.05
12 83.50 37 72.94 62 83.96
13 72.94 38 70.72 63 81.90
14 70.08 39 69.63 64 81.18
15 69.94 40 78.15 65 77.22
16 75.85 41 71.83 66 80.56
17 75.67 42 77.15 67 78.62
18 82.61 43 82.67 68 73.14
19 82.39 44 80.56 69 79.49
20 78.42 45 79.20 70 79.93
21 72.81 46 74.98 71 70.61
22 80.63 47 71.22 72 80.45
23 70.59 48 73.28 73 71.19
24 83.27 49 77.99 74 71.76
25 77.91 50 82.50 75 76.45

Table 2: User experience evaluation of urban design.

Number User experience Number User experience Number User experience
1 84.17 26 86.03 51 79.97
2 80.32 27 77.55 52 84.71
3 85.38 28 74.59 53 83.20
4 77.41 29 76.95 54 79.83
5 79.55 30 76.04 55 86.98
6 78.61 31 76.00 56 78.19
7 74.66 32 77.55 57 82.80
8 79.65 33 79.73 58 74.43
9 74.12 34 79.06 59 86.00
10 79.25 35 85.93 60 84.08
11 73.26 36 75.26 61 76.00
12 85.37 37 83.04 62 77.24
13 74.69 38 83.38 63 73.88
14 77.81 39 73.57 64 84.99
15 74.33 40 82.82 65 74.01
16 83.27 41 77.29 66 83.80
17 85.23 42 81.82 67 83.52
18 84.34 43 86.01 68 76.88
19 73.82 44 74.03 69 85.64
20 80.35 45 76.39 70 83.58
21 82.51 46 73.88 71 86.91
22 76.22 47 83.24 72 82.34
23 82.53 48 78.80 73 73.42
24 73.25 49 82.78 74 81.34
25 84.09 50 74.67 75 86.60

10 Computational Intelligence and Neuroscience



4. Application of Mathematical Methods
Based on Improved Fuzzy Computing in
Building and Urban Design in the
Environment of Industry 4.0

&e intelligent model covers the structure and related fa-
cilities of the building in all aspects of design, construction,
and operation management. It is necessary to simplify the
BIM model for different applications, filter the geometric
and semantic data irrelevant to the visual analysis, and
extract the key elements required for the approval of
building spacing. &e specific process of extracting key el-
ements is shown in Figure 12.

On the basis of the above research, the effect of the model
proposed in this paper is verified. &e model in this paper
mainly assists the architectural structure design and human
experience in urban architectural design. &erefore, this
paper combines the simulation test to evaluate the effect of
architectural and urban design and evaluates the architectural
experience. &e results shown in Tables 1 and 2 are obtained.

From the above research, we can see that the urban
design intelligent system proposed in this paper meets the
needs of urban design in the environment of Industry 4.0.

5. Conclusion

&e urban building has a significant impact on the city block
in which it is located. In its sheer size and population alone,
it is of obvious importance to the concentration of urban
blocks, to pedestrians on the street, and to the streetscape
itself. Moreover, these can be attributed to the environ-
mental relationship of tall buildings, which must be the
subject of effective urban design in a certain location. At this
level, the development of urban building can be controlled
by planners through local planning. Due to their relative
volume and height, high-rise buildings have a great impact
on the existing surrounding environment and the scale of
the city. Whether standalone or blended into an urban
environment, the larger the building’s mass, the greater the
impact. &is paper combines the mathematical method of
improving fuzzy calculation to construct the intelligent
building and urban design system and improves the effect of
urban architectural design through the intelligent model.
&e simulation results show that the urban design intelligent
system proposed in this paper meets the needs of urban
design in the environment of Industry 4.0.
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Scienti�c identi�cation of the factors that underpin the success of construction program can e�ectively promote the success of
construction program. Based on literature statistics, this paper developed the measurement items of key success factors of
construction program in Chinese context. Based on exploratory factor analysis, seven key success factors of construction program
were extracted. �en, the excellence model of construction program was constructed by referring to the ideas, concepts, and
theoretical mechanisms of EFQMmodel.�e research conclusions of this paper provide a systematic and holistic guidance for the
successful implementation of the program by the construction program organization and promote the success of the program.

1. Introduction

With the economic development having been switched from
high-speed development to high-quality development,
China is now facing a critical period of development mode
transformation, economic structure optimization, and
growth momentum conversion. Against this background,
the construction industry needs to achieve high-quality
development through transformation and upgrading. With
the continuous expansion of the scale of the construction
industry and the implementation of national strategies such
as “Belt and Road Initiative” and “New Urbanization,” the
number and scale of construction programs are increasing
day by day, and the construction program aims to pursue
higher values and bene�ts and achieve the expected goals
through uni�ed coordination and management of multiple
projects so as to promote the high-quality development of
the construction industry. Compared with an individual
project, the construction program is not only larger in scale,
but also characterized with higher complexity, longer du-
ration, higher cost, and greater risk, and it also has more
signi�cant social and economic impact [1]. �erefore, it is of
particular importance to think about how to promote the
success of the construction program so as to facilitate the

upgrading and transformation of the construction industry
and further enhance the competitiveness of the industry.�e
key success factors of the construction program are the
factors that are managed and in�uenced by the organization
in an e�ort to promote the success of the program. Clarifying
the key success factors of the construction program can help
managers to �gure out the management priorities and
di�culties and allocate resources rationally to achieve the
purpose of promoting the success of the program [2].

At present, the academic circles in foreign countries have
conducted a large number of theoretical and empirical
studies on the key success factors of the program, and the
scholars have set forth di�erent views on this matter [3,4].
With the development of the theory of construction pro-
grammanagement, the research on the key success factors of
construction program has gradually developed. Scholars
such as Haadir et al. [5] (2011) believe that good commu-
nication, support from senior executives, monitoring and
feedback, correct project goals, teamwork, power decen-
tralization, and adequate �nancial support are the key
factors to ensure the success of the construction program.
Scholars such as Patanakul et al. [6] (2016) put forward six
key factors to promote the success of construction programs,
namely, the pursuit of non�nancial target bene�ts, product
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service life, multiple stakeholders, complexity, political en-
vironment, and compliance with mandatory project man-
agement procedures; scholars such as Gamil et al. [7] (2017)
believe that the establishment of an appropriate certification
system for contractors and consulting agencies, reasonable
cost and time planning, effective communication and co-
ordination platforms, and advanced technologies are the key
factors for the success of the construction program; Shao
et al. [8] (2018) believe that, apart from adequate financial
support, delivery capability, organizational capability, in-
novation capability, organizational adaptability, project
flexibility, and organizational stability are also key success
factors for the program.

*e research results mentioned above have enriched the
theoretical system of the key success factors of the con-
struction program and formed a general key success factor
model of the construction program. However, the re-
searchers have not reached a unified conclusion as to the key
factors that influence the construction program. At the same
time, cultural and industrial discrepancy may affect the
applicability of the key success factor frameworks of con-
struction program proposed by different scholars (Shao
et al., 2012 [9]), and Pellegrinelli et al. [10] (2007) also
emphasized the importance of environment for program
management. *erefore, it is necessary to study the key
success factors of construction program in our country
based on the Chinese context. Based on literature statistics
and exploratory factor analysis, this paper refines the key
success factors of the construction program and builds an
excellencemodel of the construction program by referring to
the ideas, concepts, and theoretical mechanism of the EFQM
model.*e research in this article provides a new framework
system of critical success factors for construction program
managers and helps them to quickly clarify the dimensions
of project management, improve management levels, define
development directions, and promote the success of con-
struction programs.

2. Definition of Success Criteria for
Construction Programs

*ere is a causal relationship between the success criteria of
the construction program and the key success factors, and
different key success factors will be identified for different
success criteria. *erefore, defining the meaning and the
success criteria of the construction program is the basis for
scientifically identifying the key success factors of the pro-
gram. Based on the previous research, this paper develops
the standard measurement items for the success of con-
struction programs in the Chinese context based on liter-
ature statistics and China’s construction program
management practices. On the basis of the data collected by
the questionnaire survey, the SPSS22.0 statistical analysis
software is adopted as an auxiliary tool to carry out ex-
ploratory factor analysis for the success criteria of the
construction program, and the success criteria of the con-
struction program are extracted: the success of the con-
struction program management, the success of the

construction program organization strategy, and the har-
mony of the stakeholders of the construction program.

3. Theoretical Construction of Key Success
Factors of Construction Program

At present, the research on the key success factors of con-
struction program is still in its infancy worldwide, and there
are few related documents. Seven papers on the key success
factors of construction program published in international
authoritative journals were selected. By comparing and
analyzing the key success factors between construction
projects and construction programs, the results indicate that
more emphasis is put on the key influence of “executive
support,” “clear goals,” and other factors on the success of
the construction program, while more emphasis is put on
the key influence of factors such as “team member ability”
and “team communication” and other factors on the success
of the construction project.

Literature analysis lays the foundation for identifying the
key success factors of construction program. Due to the
differences in the construction environment of the programs
in various countries, this paper draws on the statistical
conclusions of literature, the 66 key success factors of
construction program proposed by scholars such as Sarmad
Kiania [11], and the in-depth interviews carried out with
university scholars, program managers, program executives,
and other experts to explore the key factors affecting the
success of the construction program in China. Also, this
paper supplements and discovers the hidden factors of the
construction program and summarizes the measurement
items for the key success factors of the construction program
in the Chinese context, as shown in Table 1.

4. Empirical Analysis of Key Success Factors of
Construction Program Based on Exploratory
Factor Analysis

*is paper adopts questionnaire survey to carry out em-
pirical research on the key success factors of construction
program, and a total of 32 valid questionnaires were col-
lected. *e subjects of the survey are company executives,
program managers, program management support per-
sonnel/auxiliary personnel, etc. Most of the subjects are
highly educated and have relatively rich work experience, so
the questionnaire results are representative, reliable, and
authentic.

4.1. Adaptability Test of Factors. In order to analyze the
quality of the questionnaires, this paper needs to test the
reliability and validity of the scale data. *e output results
suggest that the correlation coefficient matrix is “nonpositive
definite matrix.” Neither KMO nor Bartlett’s test shows the
results. *e main reasons mainly come from two aspects: (1)
*e sample size is too small while there are too many in-
dicators. (2) *e correlation between certain variables is too
strong. *ere are 40 measurement items for the key success
factors of the construction program, but only 32
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questionnaires were effectively collected. *e main reason is
that the management idea of the construction program has
not been effectively promoted in China’s program practice.
*erefore, there is a need to process the data in order to
analyze the key success factors of construction program.*e
main measure taken is to reduce the number of measure-
ment items. *rough the analysis of the correlation of in-
dicators, eleven items were deleted from the key success
factor measurement items of the construction program, so as
to meet the requirements of the quality inspection of the
factor analysis, as shown in Table 2.

4.2. Structural Factor Variant. SPSS 22.0 tool was used to
perform exploratory factor analysis on the scale data, and the
common factor is extracted based on the standard where the
feature value is greater than 1 and the cumulative contri-
bution rate is greater than 80%, and the factor analysis
results are shown in Table 3.

From the results in Table 3, it can be seen that the cumulative
variance contribution rate explained by the first 6 common
factors is 80.583%, indicating that these 6 factors have integrated
80.583% of the information of original 29 success factors from
the key success factors of the construction program, which can
basically reflect the essential information of the sample.

4.3. Factor Variable Explanation. In order to further explain
the 6 common factors that have been extracted, the maxi-
mum variance orthogonal rotation method is used to

Table 1: Measurement items of key success factors of construction program.

Key success factors measurement items of construction program
SF1. Clear vision, strategic goals, and mission.
SF2. Well-defined and realistic organizational goals.
SF3. Well aware of opportunities and threats for industry development.
SF4. Have a positive organizational culture and organizational structure system.
SF5. Have a clear and documented accountability system.
SF6. Have a good communication and management system.
SF7. Strategic support from executives.
SF8. *e senior executives fully trust and authorize the program/subproject management team.
SF9. *e strategic alignment between the objectives of the program and the technology.
SF10. Correct feasibility study.
SF11. Reasonable program financing method.
SF12. Reasonable program delivery system.
SF13. Allocate correct and sufficient resources to each subproject such as funds, materials, and equipment.
SF14. Stable employment of the employee system.
SF15. Regular evaluation of the objectives of the program and subprojects.
SF16. Adequate communication among program stakeholders.
SF17. Clear program objectives, deliverables, and benefits.
SF18. *e consistency of the program objectives and organizational strategy.
SF19. Outstanding program/project manager.
SF20. Familiar with the exact information needs of executives.
SF21. Correct program cost estimation.
SF22. Appropriate program budget allocation.
SF23. Effective program cost management.
SF24. Reasonable program/subproject schedule.
SF25. Effective program/subproject schedule management.
SF26. Effective program quality management.
SF27. Effective program change management.
SF28. Effective communication management to control disputes and conflicts.
SF29. Effective risk management.
SF30. Effective stakeholder management.
SF31. Reasonable distribution of benefits among stakeholders.
SF32. Reasonably adjust and guide the program/subproject performance based on the strategic objectives.
SF33. *e program manager pays attention to the mutual influence between the program/subproject targets.
SF34. Use mature tools, techniques, and management processes in program management.
SF35. Use integrated and coordinated management to achieve strategic goals.
SF36. *ere are enough program management business cases/plan charters for reference.
SF37. Provide continuous financial support according to the program budget.
SF38. Powerful and integrated program management office.
SF39. *e government’s policy affirmation and support for the program.
SF40. Government departments provide efficient services for the program implementation.

Table 2: KMO and Bartlett’s validity test.

Kaiser–Meyer–Olkin Questionnaire adequacy
measurement 0.645

Bartlett’s sphericity
test

χ2 1035.466
Df (degree of freedom) 406
Sig. (significance level) 0.000
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perform factor rotation on the extracted factors. *e rotated
factor loading matrix is shown in Table 4. *e value in the
factor loading matrix reflects the importance of the corre-
sponding key success factor index of the construction
program to each factor.

Factor 1 explains the measurement items of SF11, SF36,
SF6, SF4, and SF5 and reflects that the completeness of the
construction program organization and management sys-
tem directly affects the success or failure of the construction
program, so it is named the organization/management
standard system completeness factor.

Factor 2 explains the measurement items of SF27, SF13,
SF26, SF29, SF25, and SF37, reflects the connotation of the
whole process management of the construction program,
and shows that the effective management of the whole
process of the construction program is the key factor to
promote the success of the program, so it is named excellent
program management factor.

Factor 3 explains the measurement items of SF34, SF20,
SF19, SF33, SF38, and SF14 and reflects that high com-
petency of the construction program management team
can effectively promote the success of the program.
*erefore, it is named the excellent program management
team factor.

Factor 4 explains the measurement items of SF18, SF40,
SF12, SF3, SF39, and SF1. It is divided into two factors since
it cannot effectively explain the key success factors of specific
construction programs. SF18, SF12, and SF1 explain the
organization strategy and goal of construction programs,
indicating that organizational strategy has a guiding role in
the implementation of the program. Organizational strategy
is the basis for the success of the program, so it is named the
organizational strategy/clear target factor; SF40 and SF39
explain the role of government support in promoting the
success of the construction program, and it is named the
government support factor.

Factor 5 explains the measurement items of SF16, SF31,
and SF30 and reflects the interest demands and cooperation
of the stakeholders of the construction program, so it is
named the stakeholder cooperation factor.

Factor 6 explains the measurement items of SF7 and SF8,
indicating that the support of senior executives is insepa-
rable from the success of the program, and it is named the
senior executive support factor.

4.4. Results and Discussion

4.4.1. Organizational Strategy/Clear Target Factor.
Organizational strategy and goals are the blueprint and
outlook for the strategic goals and mission scope of the
construction program. *e implementation of any project/

Table 3: Initial and rotated factor variation contribution rate of indicators.

Factors
Initial eigenvalue Rotated sum of squares loaded Rotated sum of squares

loaded
Total (%) Variance (%) Cumulative (%) Total (%) Variance (%) Cumulative (%) Total (%) Variance (%)

1 15.985 55.121 55.121 15.985 55.121 55.121 4.875 16.810
2 1.896 6.536 61.657 1.896 6.536 61.657 4.390 15.139
3 1.587 5.474 67.131 1.587 5.474 67.131 4.255 14.673
4 1.431 4.934 72.064 1.431 4.934 72.064 4.101 14.143
5 1.382 4.765 76.829 1.382 4.765 76.829 3.173 10.943
6 1.089 3.754 80.583 1.089 3.754 80.583 2.574 8.876
. . .

29 0.001 0.003 100.000

Table 4: Rotated factor loading matrix of key success factors of
construction program.

Factor 1
Component Factor loading
SF11 0.876
SF36 0.800
SF6 0.622
SF4 0.594
SF5 0.576
Factor 2
SF27 0.825
SF13 0.662
SF26 0.653
SF29 0.620
SF25 0.612
SF37 0.609
SF23 0.540
Factor 3
SF34 0.824
SF20 0.777
SF19 0.669
SF33 0.615
SF38 0.589
SF14 0.443
Factor 4
Component Factor loading
SF18 0.791
SF40 0.726
SF12 0.615
SF3 0.586
SF39 0.555
SF1 0.465
Factor 5
SF16 0.854
SF31 0.640
SF30 0.623
Factor 6
SF7 0.781
SF8 0.577
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program is inseparable from a clear organizational strategy
and target.

*e achievability of the project objectives is the pre-
requisite for the smooth implementation of a construction
project. Researches have shown that the formulation of an
implementable plan can substantively improve the possi-
bility of achieving overall success and project progress,
thereby improving project performance [12]. *erefore, it is
the initial and prior task to formulate reasonable and
implementable strategic goals when building the construc-
tion program, and clarifying the project/Program targets will
help the stakeholders of the construction program to figure
out their responsibilities and facilitate the smooth imple-
mentation of the project/program. Researchers, such as
Shenhar et al. [13] (2001), believe that the organization’s
strategy and project targets should be well-aligned to ensure
their complementarity and directional consistency so as to
promote the success of the construction program.

4.4.2. Senior Executives Support Factor. Senior executive
support refers to the phenomenon that the senior executives
provide various resources as well as written and verbal
support to the program team during the whole process of
building the construction program. Existing studies believe
that senior executive support is one of the necessary con-
ditions for project success (Crosby [14], 2012). Senior ex-
ecutives are the core personnel of project/program and the
executive to accomplish organizational strategy and target;
through the tactic/strategic support of the senior executives
to the project/program, the project/program management
process can be improved, which can have a positive impact
on the project and program objectives and thereby improve
the performance of the program (Duan Zhicheng [15],
2013).

Senior executive support promotes the success of the
construction program mainly through the following aspects:
*e senior executives promise to complete the program; pay
attention to the progress of the construction program; ac-
tively participate in the program and provide necessary
support; ensure that the project/program has an appropriate
priority.

4.4.3. Completeness Factor of Organization/Management and
Other Normative Systems. Standardization of the organi-
zation and management system is the basic element for the
success of construction projects/programs. By constructing a
positive organization culture and establishing a reasonable
organization structure for the construction program, the
ability of the organization and individuals can be effectively
boosted and the effectiveness of the policy and strategic goals
can be improved, so that the management efficiency of
construction project/program can be raised to promote the
success of the program [15].

*e organization of the construction program is de-
termined by the strategic goal of the program, and the
organization is an important foundation and support for the
realization of the strategic target. Construction program
management is a highly integrated management, and the

program organization should also achieve the unity of
powers, responsibilities, and benefits to ensure that the
organization can effectively perform its functions. *e larger
the construction program and the more complex the task,
the more it is necessary to build an effective organization and
adopt the correct work process to comprehensively consider
the program’s targets and resources, so that the program
management can be well-organized and the program’s
strategic targets can be achieved. *e positive culture of the
construction program has an important impact on the
employees participating in the construction program and
the program itself (Zuo, Zillante [16], 2005). At the same
time, the project/program organizational culture can pro-
mote the governance of the project/program, boost em-
ployees’ work enthusiasm, reduce contradictions and
conflicts, and help to harmonize the atmosphere among
organizations (Yang et al. [17], 2018).

4.4.4. Excellent Program Management Team Factor. *e
construction program management team includes the team
members with the construction program managers as the
core, the management technology used by the managers/
team, the application of capabilities, and the needs of the
managers/team. Scholars such as Belassi et al. (1996) [18]
believe that the management skill of the project manager
department is the most important key factor for project
success; scholars such as Kog et al. (1999) [19] found that the
key factors affecting project success include the project
manager’s emphasis on the project and the experience of the
project manager, etc. *erefore, it is helpful to select an
experienced and capable construction program/project
manager to improve the organization and individual ca-
pabilities and formulate effective strategies and integrate
internal and external resources, so as to improve the effi-
ciency of the construction program/project management
and effectively promote the success of the program/project
[15].

As the core team of the whole process management, the
construction programmanagement team plays an important
role in dealing with some complex situations and systems
and ensuring the implementation of the construction pro-
gram and the successful delivery of the program. *e
construction program management office is a project
management organization specially set up for project
management, which influences the success of the program
by providing practical methods for construction program
management.*e ability of the members of the construction
program management team is matched with the application
of technology; that is, the stronger the ability of the program
teammembers, the higher the technical requirements, which
is conducive to the success of the project. *e manager of the
construction program can also resolve the errors and conflicts
of a certain subproject or unit by allocating resources to
ensure the realization of the goal of the construction program.

4.4.5. Excellent Program Management Factor. According to
project management theory, project management ability is
the key to ensuring project value addition. Construction
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program management is the key stage for the completion of
the construction program products, which must rely on
scientific and effective management methods to grasp the
critical points of implementation so as to promote the
success of the program. Research results show that 62.4% of
experienced project/program managers believe that when
the project/program management is successful, the project/
program will generally succeed [20]. In this sense, effective
program management is the foundation of the success of
program [21].

*e implementation of the construction program in-
volves the scope, time, cost, quality, human resources,
communication, resources, information and risk, and other
management fields of the program. In light of the traditional
“iron triangle-time management, cost management, quality
management”, etc., it is necessary to take effective control
measures under target constraints. At the same time, control
measures shall also be strengthened in management areas
such as resource management, information management,
and risk management.

4.4.6. Stakeholder Cooperation Factor. *e needs, expecta-
tions, requirements, and behaviors of the stakeholders of
the construction program can impose influence on or are
affected by the program to varying degrees. *eir duty-
performing ability and level of performance are directly
related to the success or failure of the program. *e sat-
isfaction of the different interest needs of the stakeholders
of the construction project/program and the harmonious
relationship between the stakeholders, which benefit all
participants, are important factors for the success of the
project group; and the inability to achieve effective co-
operation among the stakeholders of the project/program
will cause organizational chaos [22] and may lead to
project/program failure.

Strengthening the communication, coordination, and
cooperation among the stakeholders of the construction
program\project is essential to the stakeholder relationship
management of the construction program. It can promote
timely communication, reduce adverse effects, avoid con-
flicts between departments, and resolve incidents that hinder
progress and can help to create a coordinated and har-
monious environment and improve the management level
and operational efficiency of the entire program, thereby
promoting the success of the program.

4.4.7. Government Support Factor. In the decision-making
and construction of major construction projects/program,
the role of the government is irreplaceable, and the rela-
tionship between the government and the construction
program is inseparable.

Program construction is a large-scale project which
entails a lot of attention from the government, and gov-
ernmental approval is required for various processes in-
volved during the construction process of the program. At
the same time, the government also plays a role in the
supervision and management of the program construction.
Studies have found that the government, which supervises

and regulates the implementation process of the construc-
tion program through supervisory and regulatory institu-
tions, can achieve the purpose of preventing corruption and
promoting the program performance. Efficient public in-
stitutions have a great impact on the success of the project
[23], and the higher the efficiency of the government, the
faster the construction of the project/program, and the more
likely the project/program will be successful. By providing
effective guarantees and policy support, the government can
promote the success of the program [24]. *e support of
national policies greatly encourages the government exec-
utives to support the construction of the program. *e
government executives effectively promote the performance
of the program by facilitating the project’s preliminary
consultation and approval process. Government credit is
equally important to the success of the project, and the
trustworthiness of all stakeholders in the project/program is
vital to the continuation of cooperation, and any party’s
breach of contract may lead to the termination of the
project/program.

5. Excellence Model of Construction Program

*eEFQMmodel is the first excellencemodel selected by the
European Foundation for Quality Management through
evaluation.*e EFQMmodel measures project performance
and shows the ideal strategy and targets of the project to
elevate its performance to the highest level (Wongrassamee
et al. [25], 2003). Although the analytical methods used by
the EFQM model are vastly different from those used in the
field of engineering project management, it is found that that
there have been research results achieved by applying the
EFQM model in construction field [26] according to papers
published in this field. *e EFQM model embodies the key
influence between the facilitation factors (process) and or-
ganizational performance (results). *erefore, this paper
attempts to introduce the EFQMmodel into the mechanism
of interaction between the key success factors and the
success criteria of the construction program to build an
excellence model for the construction program.

*is paper refers to the thought of Westerveld [27]
(2003) to apply the EFQMmodel in the project success field.
Its hypothesis is to divide project management into two
fields, namely, the result field and the facilitation field. *e
result field represents the project success criterion and the
facilitation field represents the key success factors. In this
light, this paper interprets the key success factors of the
construction program as the facilitation field and the success
criteria of the construction program as the result field.

In the facilitation field of the excellence model of the
construction program, leadership is a behavior in which
managers in an organization use their power to exert in-
fluence on their subordinates in order to achieve the goals of
the organization. Senior executive support refers to the
support of senior executives to their subordinates, and
leadership can be interpreted as senior executive support; the
personnel, policies and strategies, partners, and resources
covered by the facilitation field can be, respectively, inter-
preted as excellent program management team, clear
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strategies/targets, complete organization/management, and
stakeholder cooperation and government support; the
process reflects the whole process of constructing the pro-
gram, and therefore the process can be deemed as excellent
program management. In the result field of the construction
program excellence model, the dimensions of personnel
results and customer satisfaction correspond to the harmony
(satisfaction) of stakeholders; social influence reflects the
long-term performance of the organization, that is, the
success of the organization’s strategy; corporate perfor-
mance is interpreted by the success of project management.

Based on the above analysis, this paper constructs an
excellence model of the construction program, which reveals
the relationship between the success of the program and the
key success factors as well as the enabling paths, as shown in
Figure 1.

*e excellence model of the construction program based
on the EFQM model organically combines the “success
criteria of construction program” in the success result field
and “key success factors of construction program” in the
facilitation field. *e two constitute a facilitation-feedback
relationship; that is, the key success factors of the con-
struction program facilitate the success of the program while
the success of the program reacts upon the whole process
management of the program. *e scientific definition of the
success criteria of the construction program plays a guiding
role in defining the key success factors of the construction
program managers in the whole process management of the
program and helps the managers to judge and effectively
control the key success factors.

6. Conclusion

Key success factors of the program play a decisive role in
determining the success of the construction program.
*erefore, in-depth and systematic research on the key
success factors of the program will help the construction
program organization to focus on the investment in key
factors and increase the likelihood of program success.

Based on literature statistics, this paper explores the key
factors affecting the success of construction programs in
China, supplements and excavates the hidden factors of the
construction program, and develops the measurement items
for the key success factors of the construction program in the
Chinese context. Using the data collected by the question-
naire survey, SPSS22.0 statistical analysis software is used as
an auxiliary tool for exploratory factor analysis of the key
success factors of the construction program, and the key
success factors of the construction program are refined: Key
success factors in seven dimensions, including clear orga-
nizational strategy/targets, senior executive support, gov-
ernment support, organization/management and other
standard systems, excellent program management team,
stakeholder cooperation, and excellent program manage-
ment. *e ideas, concepts, and theoretical mechanisms of
the EFQM model construction program are drawn on to
organically integrate the “success criteria of construction
program” in the result field and “key success factors of the
construction program” in the facilitation field to construct
an excellence model of the construction program.

*e key success factors of the construction program and
the excellence model of the construction program estab-
lished in this paper provide a directional guide for the
systematic and holistic success of the implementation of the
program by the construction program organization. Real-
time monitoring and process control are carried out during
the implementation of the program to make the imple-
mentation of the program more flexible, reduce the risk of
the program, and promote the success of the program.
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With the rapid economic development and rising consumption levels in recent years, people are becoming more and more
demanding in terms of style and fashion of clothes. As a result, customer demand for personalised clothing is increasing and the
need to respond quickly to consumer demands is also becoming a competitive issue for clothing companies.  e automation and
intelligence of the garment design and production process is an important part of the implementation of intelligent manufacturing
in the garment industry and a necessary way to transform and upgrade the garment industry. Successful clothing styles always
have a distinct style identity.  e style of the garment can not only conveys the designer’s vision but also express the emotional
needs of the consumer. In contrast, traditional garment design involves only designers and a single style. With so many styles
available, the user has only been able to combine them repeatedly and has not been able to create an innovative design. In addition,
apparel design and product development is still a highly empirical task. To be speci�c, most apparel companies can only respond
to a rapidly changing market by increasing the number of designers. However, this blind expansion of sta� inevitably leads to
increased production costs. As a result, how to e�ectively develop garment products without relying on the empirical knowledge
of garment designers is one of the important issues in achieving intelligent manufacturing in garment enterprises. With the rapid
development of computer and network technologies, arti�cial intelligence, machine learning, and expert systems are widely used
in various industries. Nevertheless, the application of these advanced technologies in the �eld of garment design is still not deep
enough. is is mainly due to the uncertainty and imprecision of garment design knowledge. Also, with the rapid development of
the fashion industry and the arrival of the trend of personalisation, people’s demand for clothing has gradually shifted from mass
appeal in terms of comfort and aesthetics to personalisation in terms of self-polishing and temperament.  e personalisation of
clothing encompasses a wide range of preferences in terms of style and �t.  e bottom-up design process and the relatively
independent setup of functional modules in traditional clothing technology have prevented the di�erent design levels from being
interlinked. is does not re�ect the composition of the garment elements in the process of forming features and makes it di�cult
to grasp the overall design state of the garment.  erefore, in order to address these above issues, this paper proposes a garment
designmodel based on the Bayesian classi�er and decision tree algorithm to investigate how computer technologies can be applied
to model garment design knowledge.  is model can enable inexperienced designers to develop garment products quickly and
e�ciently to meet the customisation needs of customers, thus enhancing the market competitiveness of garment enterprises.

1. Introduction

As an indispensable product for people, clothing has the
combined attributes of physiological protection, mobility
support, and self-expression [1]. As a result, the design of
clothing is based on a combination of protection, �t,

personal preference, and social aesthetics. With the rapid
economic growth of recent years and the rapid development
of clothing-related industries, the supply of clothing prod-
ucts has been greatly enriched [2]. People’s demands for
clothing have long gone beyond physiological and safety
needs to focus on social needs, personality preferences, and
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self-realisation. )e choice of clothing, in terms of style,
stylistic details, and size, has gradually changed from a
simple, comfortable, mass-market design to a personalised
design that is based on fit, self-fashioning, and self-fulfill-
ment [3]. With the widespread popularity of e-commerce,
consumers’ demand for personalised products has become
increasingly strong [4]. In this context, traditional garment
customisationmodels are no longer able to meet the needs of
consumers due to their long production cycles and mo-
notonous styles [5]. As a result, there is a need to provide a
personalised apparel design model to achieve zero distance
interaction with the customer, thus reducing production
costs for the company and increasing customer satisfaction.
)e personalisation process must be supported by detailed
theoretical methods and technical guidance [6]. )e modern
model of garment design consists mainly of style design,
structure design, and process design. )e main task of style
design is to draw up renderings and style drawings, the main
task of structural design is to development patterns, and the
main task of process design is to produce process guidance
documents [7, 8]. As shown in Figure 1, style design,
structure design, and process design are interlinked and they
can form the main part of modern garment design. )e
needs of consumers in the market have changed with the rise
in material and cultural standards of living, from the tra-
ditional economical to the enjoyable. As a result, traditional
mass production methods are no longer able to meet
consumers’ needs for fashion and individuality [9]. Today, in
the pursuit of individuality and fashion, people have new
requirements for bespoke garment designs that inspire
confidence and satisfaction. Consumers want to participate
in the customisation process, expressing their needs through
interactive customisation and being able to customise the
style of their clothing according to their own wishes [10]. In
this way, consumers are better able to personalise their own
designs independently and thus create personalised gar-
ments for themselves that match their own aesthetics, which
has been the most popular industry chain strategy in recent
years.

China is currently the world’s largest producer, con-
sumer, and exporter of textiles and clothing. As a result, the
garment industry plays a vital role in China’s national
economy [11]. )e realisation of intelligent manufacturing
in apparel enterprises is of great significance to the
upgrading of China’s overall manufacturing level. Also, the
realisation of intelligent garment design is an important part
of the implementation of intelligent manufacturing in ap-
parel enterprises [12]. However, the garment industry is
typically a low-tech and labour-intensive industry. With the
rapid development of the economy, the consumption habits
of customers are constantly changing and the demand for
personalisation is increasing [13]. In this context, garment
companies need to constantly improve the efficiency of their
product development in order to cope with the fierce
competition in the market [14, 15]. Over the past hundred
years, the production model of apparel companies has
evolved from artisanal production to mass production and
then to mass customisation in order to keep pace with
market changes and customer needs. Mass customisation

requires garment manufacturers to produce customised
garment products quickly and in large quantities to suit
different customer sizes and individual requirements [16].
However, the individual needs of customers increase the
difficulty of developing apparel products and prolong the
product development cycle. )e fast-changing market re-
quires apparel companies to react quickly and shorten the
product development cycle as much as possible [17]. In other
words, there is always a serious conflict between the indi-
vidual needs of customers and the demands of the market on
product development cycles. In the future, the market will
change even more dramatically and consumers’ person-
alisation needs will tend to increase [3]. )e question of how
to improve the efficiency of apparel product development
and shorten the product development cycle while satisfying
consumer needs has been a difficult one for apparel com-
panies. )ere are currently two ways to solve this problem.
Firstly, more apparel product developers could be hired to
work on the design and production of garments [18]. In
addition, the current design methods and processes could be
revamped. Hiring more experienced apparel product de-
velopers is currently the main solution to this problem, but
this approach would significantly increase the cost of
product development and would not be conducive to a
competitive position in the marketplace [19]. It is clear that
optimising and innovating design methods and processes is
an effective way of overcoming these challenges in product
development for apparel companies.

Clothing is an essential part of the culture of human
society and an important expression of human spiritual
civilisation [20]. Although the domestic garment industry
has been developing for 30 to 40 years, it still seems to be a
relatively traditional industry. )e traditional domestic
garment industry is labour-intensive and has always suffered
from low production levels, serious homogenisation of
products, and low brand awareness. In recent years, with the
emergence and rapid development of big data [21], cloud
computing [22], intelligent manufacturing [23], and
e-commerce [24], it has become possible to shift from high-
end tailoring to large-scale personalised tailoring. )is
possibility will accelerate the transformation of the garment
industry towards the Internet. )is breakthrough in the
traditional thinking of the manufacturing industry has led to
a shift from a closed manufacturing system to an open,

Style design

Structure
design

Process
design

Interlink

Figure 1: Relationship among style design, structure design, and
process design.
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direct-to-consumer production model, allowing consumers
to participate directly in the design and production of
garments. )is type of consumer participation in person-
alisation has led to the development of a more dynamic
apparel industry and an optimised industrial structure.
Large-scale personalised tailoring is set to become an im-
portant trend in the future development of clothing [25].)e
traditional garment design process is shown in Figure 2.)is
process can be generally divided into three parts: design
object determination, garment concept design, and garment
production. )e first step is to analyse the customer’s needs
and to define the design plan and concept. While collecting
the source material around the design concept and plan, the
customer’s body size information is collected. A series of
variations on the source material is then drawn up, based on
the designer’s inspiration and experience, to produce a
graphic style drawing, which includes the basic elements of
the design. Furthermore, the shape of the silhouette,
structure, and details of the garment are constructed by
dividing, combining, building up, and arranging the three
elements. )e garment structure is then transformed from a
flat to a three-dimensional form by using flat or three-di-
mensional cutting methods. )e three-dimensional shape is
then evaluated and fed back into the design for correction
and adjustment. Finally, the output is used to assess the
feasibility of the finished garment and to adjust the garment
structure.

)e apparel product development department is one of
the core departments of an apparel company [26]. )e
quality of an apparel product depends to a large extent on the
skill level of the product developer. Traditionally, garment
design and pattern development is a highly empirical task.
After all, a junior apparel product developer needs several
years of practical experience to become proficient in apparel
design or pattern development. Experienced designers and
pattern makers are therefore a scarce resource for an apparel
company, and their departure can have a serious impact on
the company [27]. During the product development phase,
designers, pattern makers, and craftsmen need to commu-
nicate and collaborate with each other repeatedly in order to
develop a satisfactory garment. )is process is tedious and
time-consuming and requires the product developer to have
a wealth of experience and knowledge. )erefore, there is a
pressing need for apparel companies to move away from the
traditional overreliance on experienced designers and pat-
tern makers and to be able to develop satisfactory garment
products quickly. )is will reduce the reliance on designers
and pattern makers and increase the efficiency of product
development and reduce development costs. )e fit of
garments is always one of the main concerns of apparel
developers and consumers [28]. Fit assessment is a constant
part of the apparel product development process, with de-
signers repeatedly trying on samples to check whether a
garment is feasible and whether it fits properly. Currently,
the fit of a garment can only be analysed by trying on a real
garment in person or on a human platform. )is process is
cumbersome and can significantly increase the cost of de-
veloping a garment. While the advent of virtual fitting
technology can assist apparel developers in checking the

viability of a garment, it cannot effectively determine the fit
of a garment. As a result, it is quite important for product
development to be able to assess the fit of garments without
the need for a real fitting.

With the rapid development of computer information
technology in recent years, artificial intelligence [29], ma-
chine learning [30], expert systems [31], and system dy-
namics [32] have been widely used in various industries.
However, in the apparel industry, particularly in the area of
apparel design and fit assessment, the use of computers is not
yet sufficiently advanced. )e main reason for this is the
uncertainty and inaccuracy of knowledge about garment
design and fit assessment. After all, this type of knowledge is
more difficult to extract and represent by computer. Recent
research has shown that the tacit knowledge involved in
apparel design can also be extracted, expressed, and applied
through mathematical modelling and computer simulation.
It is in this context that this study proposes a model for
apparel design based on the Bayesian classifier as well as
decision tree algorithm. )e model allows for the mathe-
matical modelling of the expert knowledge required for
garment design, thus enabling less experienced designers to
develop garment products and assess their fit quickly and
efficiently.

2. Relevant Algorithm

Mathematical modelling of garment design is the basis for
the automation and intelligence of apparel design. Cur-
rently, linear regression models are widely used for
knowledge modelling in the field of garment design and
pattern development, mainly because they are simple to
understand and practical. However, there are many aspects
of garment design that do not lend themselves to the use of
linear regression for knowledge modelling. As a result, this
sectionmainly introduces Bayesian classifiers, decision trees,
and neural network algorithms to provide the necessary
theoretical support for the construction of garment design
models.

2.1. Feature Selection. )emain function of feature selection
is to eliminate the features with interference factors and find
the information feature subset with the least dimension but
stronger discrimination ability. With the rapid growth of
data scale, the sample size increases and the dimension of
feature becomes higher and higher. Furthermore, with the
rapid growth of irrelevant features or noise data, the ef-
fectiveness of the algorithm gradually decreases. As a result,
feature selection is quite necessary, which can select the most
effective feature from the original data, so as to reduce the
dimension of dataset and improve the performance of
learning algorithm. Figure 3 shows the basic framework for
feature selection.

2.2. Bayesian Classifier. Most datasets contain a large
number of features, and when training a dataset for clas-
sification, it can be seen that the degree to which the features
contained in the dataset affect the classification results varies.
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Generally, the more features there are, the better the clas-
sification results are. However, much of the data in the
database are unprocessed and contain too many con-
founding factors that can affect the classification results to
some extent, and feature selection can solve this problem. As
a result, before using the Bayesian classifier algorithm,
feature selection is required in order to obtain a better
performance of the trained classifier.

Bayesian classifiers are machine learning algorithms
built on the basis of Bayes’ theorem. As an early type of
Bayesian classifier, the plain Bayesian classifier has high
classification or prediction efficiency and good adaptation to
new samples. )e plain Bayesian classifier treats the prop-
erties of classes as isolated and independent of each other,
i.e., the class conditions are independent of each other. )is
hypothesis allows for the handling of otherwise complex
class-attribute relationships, and although some data in-
formation is lost, the amount of arithmetic involved in the
classification process is significantly reduced.

Let S � s1, s2, s3, . . . , sn  denote the training dataset,
which contains n samples. Also, let si � di1, di2, di3,

. . . , dim, ki} represent the non-category and category at-
tribute values of the ith sample in the training dataset.
)erefore, the detailed implementation process can be seen
as follows:

(1) Construct the structure of Bayesian classifier.
According to the different values of the class attri-
butes of the training samples, the root node of the

non-class attributes is used to construct the structure
of the Bayesian model.

(2) Construct parameter table.
According to the training dataset
S � s1, s2, s3, . . . , sn  and the structure of Bayesian
classifier, the relevant parameters can be learned and
the parameter table can be constructed.

(3) Calculate posteriori probability.
For a sample (d1, d2, . . . , dm), the calculation pro-
cess of its posteriori probability is shown as follows:

P k
i
|d  �

P k
i
|d  × P k

i
 

P(d)

� θ × P k
i

  × 
m

j�1
P d1|k

i
 ,

(1)

where θ refers to the regular factor of one constant
and ki refers to the value of the category variable.

(4) Distribution of samples.
After obtaining the posteriori probability, the sam-
ples can be distributed to the specified attribute.

To sum up, the detailed implementation process of
applying the Bayesian classifier can be seen in Figure 4.

2.3. Decision Tree. As shown in Figure 5, decision tree is a
knowledge representation method similar to tree organi-
zation. All non-leaf nodes of a decision tree represent the
non-category attributes of sample data, while all leaf nodes
represent the category attributes of sample data. Any un-
branched branch in a decision tree, from root to branch to
leaf, represents a knowledge rule. )e method of knowledge
expression and application of decision tree is to make re-
cursive judgment from the root node according to each
attribute value of the sample to be evaluated until the leaf
node is given to belong to a certain category.

Decision tree algorithm uses information entropy and
gain degree in information theory as classification basis to
study the classification of things or events. )e adequacy of
information transfer depends on the degree of uncertainty of
the system. )e smaller the uncertainty of the system is, the
more sufficient the information transfer will be, and vice
versa. )erefore, in order to transmit information adequately,

Original
data

Subset generation

Subset evaluation

Input

Feature subset

Stop
criteria

Result
verification

No

Yes

Figure 3: Basic framework for feature selection.
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system uncertainty must be ensured as little as possible. )e
decision tree algorithm applies the information gain value as
the criterion to judge the uncertainty of the system, selects the
maximum attribute of the information gain value as the test
attribute, and divides the training sample set according to the
different values of the test attribute.)e calculationmethod of
information gain value is given below.

Let D represent the set of d training samples, and let a

denote the number of attribute values. )en, calculation of
information entropy is shown below:

I d1, d2, . . . , da(  � − 
a

i�1
Pi × ln Pi( , (2)

where Pi refers to the probability of the ith sample.
Next, the calculation of information entropy generated

by dividing samples by attribute X is shown below:

Y(X) � 
m

i�1

d1i + d2i + . . . + dmi

D
× I d1, d2, . . . , da( . (3)

Finally, the calculation of the information gain value
generated by dividing the sample set s by attribute X is
shown below:

G(X) � I d1, d2, . . . , da(  − Y(X). (4)

When machine learning algorithm is used to construct
classification model, it is necessary to reserve some samples
in the total sample set for testing and verifying the prediction
accuracy of the built model.

2.4. Neural Network. )e human brain is an advanced in-
telligent signal processing system, which consists of a large
number of interconnected neurons, each of which has a
series of processing and transmission of electrochemical
signals it receives. )e electrochemical signal transmission
process is as follows. First, the synapse receives a large
number of electrochemical signals, which are transmitted
through the dendrites to the cell body. )e inhibitory and
stimulating parts of the electrochemical signal are then
superimposed on each other. When the cumulative effect
reaches and exceeds a certain threshold, the cell body is
excited and outputs an electrochemical signal. Finally, the
electrochemical signal is transmitted from the axon to the
adjacent neurons, and so on.)e neural network structure of
the human brain is made up of two parts: nature and
learning. In the continuous learning process of external
things, some links between neuron cells will slowly disap-
pear, and when these existing links disappear, a large
number of new links will be generated. )e neural network
of the brain continuously learns new knowledge from real
things, gradually changes the structure of the network, and
can produce new cognition of things.

Artificial neural network is an intelligent information
processing system based on the working principle of brain
neural network. In the construction process of artificial
neural network, it is necessary to simulate the main func-
tions of biological neuron cells first and construct the human
neuron model with similar functions. As shown in Figure 6,
the output function of the artificial neuron model has
various forms.

Construct structure of 
Bayesian classifier

Construct parameter 
table

Construct posterior 
probability

Distribution of 
samples

P(ki|d) = P(ki|d)×P(ki)/P(d) =
θ × P(ki) × Пm

j=1 P(d1|ki)

Figure 4: Implementation process of applying Bayesian classifier.

Age of
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Style of
clothing

Yes

No

Yes

Yes

No

Young

Old

Middle

Figure 5: Example of decision tree.
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3. Garment Design Model

3.1. Style andStructureCorrelationDesign. )e style diagram
is used to express the designer’s design concept in concrete
terms. )e structure of a garment is a flat pattern presen-
tation of the garment pieces based on the style diagram.
)ere is a close relationship between the design of the
garment style and the construction of the garment, but
currently in the garment industry, the two are separate
departments, with the designer designing the style and the
pattern maker designing the construction. In the product
development phase, designers need to communicate with
pattern makers in order to avoid poor understanding of
styles. )e separation of the design and structure of the
garment is one of the main reasons for the long product
development cycle. If the design and structure of the gar-
ment were integrated, the development cycle would be much
shorter. To be specific, the stye and structure correlation
design can be seen in Figure 7.

3.2. Construction of Mathematical Model. How to obtain
satisfactory clothing style is also a problem worth consid-
ering. However, due to the complexity of clothing style, the
coding scheme based on spline key point parameters has

great instability. )erefore, the model can not only generate
new styles but also get user satisfaction.

Body size is the basis of clothing structure design, and
clothing style design is based on the comparison of clothing
and human body, without measuring the real body size. If
the body size is also given to the pattern drawing, then there
is a link between the design and structural design of
clothing. )e basis of the association design technology
between garment style and garment structure proposed in
this chapter is to assign human body size to the pattern
drawing, so that the garment style design and structural
design are integrated based on the common human body
size. Compared with the traditional fashion design method,
this method is a novel design method.)erefore, the design
idea of multi-factor combination-driven is based on the
analysis of the essence of things to the characteristics and
forms of elements, and its methods and related technol-
ogies have a wide range of applications. However, in the
aspect of clothing design, especially those requiring indi-
viduation, most current studies regard the correlation
between elements as the influence of one or several pa-
rameters and determine these parameters through expe-
rience or data fitting. )is single reasoning method is
difficult to reveal the interaction of different elements and
has great limitations.

xi

F (x)

0

1

(a)

xi

F (x)

0

1

(b)

xi

F (x)

0

1

(c)

Figure 6: Output function of the artificial neuron model.
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According to the function and use of clothing, people’s
perception of clothing can be divided into functional image
and emotional image. Functional imagemainly expresses the
perception of specific functional strength of clothing.
Emotional image can meet the needs of functional image on
the premise of a certain clothing design, if only the mod-
elling is consistent with the user’s personal preferences.
Compared with other elements of clothing, specific elements
and styles have a greater impact on specific user image and
present a stable state of psychological association. )erefore,
the research on users’ clothing image preference can fully
explore the clothing elements and the rules of modelling
construction and design the clothing to meet the person-
alised expectation.

4. Conclusion

)is study states the intelligent clothing design system, starting
from the research point of clothing style, and human-machine
interaction as a main way of clothing innovation design.
According to the analysis of users’ needs, the style is described,
and the style of clothing is studied and analysed to achieve the
expression of users’ needs. Combined with the characteristics
of men’s suit design based on biological genes, Bayesian
classifier and decision tree algorithm are used to design the suit.
Neural network technology was used to extract and express the
gene of clothing style samples to obtain the main component
gene characteristics of clothing style. )en, this research an-
alyses its characteristics and raises up a kind of new gene
definition, sorts out the influence clothing design element, as
well as carries on the parametric design.

)e research in this paper provides a certain theoretical
basis for clothing design and fit evaluation. However, in view
of the limitations of knowledge level and research conditions,
the following aspects should be explored in the later stage to
further improve the research content. First of all, subsequent
studies can collect different body size data for different
customer groups. In addition, the data are used to construct
the correlation design model of clothing style and clothing
structure, so that the final design of clothing products will be
more targeted. Furthermore, a series of dynamic clothing
pressures can be measured, and the dynamic clothing pres-
sures with time series characteristics can be taken as the input
of the model. In this case, the prediction accuracy and reli-
ability of garment fit evaluation model based on machine
learning are expected to be further improved.
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 e traditional identi�cation methods of Citrus aurantium diseases and pests are prone to convergence during the running
process, resulting in low accuracy of identi�cation. To this end, this study reviews the newest methods for the identi�cation of
Citrus aurantium diseases and pests based on a deep convolutional neural network (DCNN).  e initial images of Citrus
aurantium leaves are collected by hardware equipment and then preprocessed using the techniques of cropping, enhancement,
and morphological transformation. By using the neural network to divide the disease spots of Citrus aurantium images, accurate
recognition results are obtained through feature matching.  e comparative experimental results show that, compared with the
traditional recognition method, the recognition rate of the proposed method has increased by about 11.9%, indicating its better
performance.  e proposed method can overcome the interference of the external environment to a certain extent and can
provide reference data for the prevention and control of Citrus aurantium diseases and pests.

1. Introduction

Citrus aurantium (bitter orange) is an herbal medicine
collected in the Chinese Pharmacopoeia, and its medicinal
source is the dried fruit of the Rutaceae plant lime and its
cultivars.  e green peel is harvested in July, cut in half from
the middle, and dried in the sun or at a low temperature.
Citrus aurantium is bitter, acrid, sour, and warm and has the
functions of regulating qi and unblocking the stomach,
promoting qi, and stopping bloating. It is mainly used to
treat diseases such as qi stagnation in the chest, distending
pain, undissolved food accumulation, phlegm-rheum col-
lecting internally, gastroptosis, anus prolapse, uterine pro-
lapse, etc. Citrus aurantium is produced in many places in
China, mainly in Hunan and Jiangxi provinces. Speci�cally,
Citrus aurantium from Xingan County, Jiangxi Province, is
also known as Shangzhou Citrus aurantium and Sanhu
Citrus aurantium, with the characteristics of thick pulp,
eversion like raspberry, and many orange petals. Its me-
dicinal ingredients are better than other varieties, and it is

listed as a protected product of China’s National Geo-
graphical Indication [1]. With the development of the Citrus
aurantium industry, the variety of the diseases and pests of
Citrus aurantium has increased and the degree of damage
has worsened. It is urgently needed to �nd ways to quickly
and accurately diagnose Citrus aurantium diseases and take
corresponding control measures.

In terms of diseases and pests detection, the commonly
used method is to manually identify with the naked eye by
agricultural experts.  is method can compare plant insect
and pest samples based on external characteristics, such as
shape, color, etc., to obtain identi�cation results. However,
because manual identi�cation has certain limitations and
subjectivity, and humans cannot continuously work for a
long time, the accuracy of manual identi�cation is low, and it
is labor-intensive.  is has led to the contradiction between
the growing demand for identi�cation of crop diseases and
pests and the shortage of identi�cation sta� in China [2]. For
this reason, researchers have put forward a method for the
identi�cation of Citrus aurantium pests by combining
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computer technology and image processing technology. So
far, the research fields related to crop disease image rec-
ognition have made some progress and achieved many
research results. )e existing research results include the
proposal of pest identification method based on deep
learning [3], machine vision [4], and spatial pyramid pooling
[5].

At present, most of the image features are extracted by
artificial design or through spectral discrimination. How-
ever, the traditional identification methods of Citrus aur-
antium diseases and pests are prone to convergence during
the running process, resulting in low accuracy of identifi-
cation. Different environmental conditions have a great
impact on the recognition results, and the robustness and
accuracy are poor. To this end, this study introduces a
DCNN algorithm.)e DCNN algorithm is a combination of
the deep learning algorithm and the convolutional neural
network (CNN) algorithm, which solves the problem that
the traditional CNN is prone to convergence and falls into
local minimum points during the propagation process. In
the DCNN algorithm, deep learning technology is used to
automatically extract features of the images. )e application
of DCNN method to the identification of Citrus aurantium
diseases and pests can improve the identification efficiency
and provide effective technical support for the control of
Citrus aurantium diseases and pests.

2. Experimental Materials and Methods

2.1. Acquiring the Images of Citrus Aurantium Diseases and
Pests. Firstly, the test object of Citrus aurantium was se-
lected. )en, under natural lighting conditions, CCD
cameras were to collect the images of Citrus aurantium
diseases and pests under three automatic exposure modes
with image resolution of 2048×1536, 1600×1200, and
1024× 768, respectively. )e images were saved in the unity
environment in the same format. )e specific steps of ac-
quiring the images of Citrus aurantium diseases and pests
are shown in Figure 1.

)e images of Citrus aurantium diseases and pests were
collected in three time periods, morning, middle, and
evening. )e collection points are randomly and uniformly
distributed in the specified area. )e camera was made
parallel as much as possible to the plane where the leaves of
the Citrus aurantium were located to prevent obvious de-
formation [6].

2.2. Image Preprocessing. )ere is a certain degree of irrel-
evant image information in both healthy and diseased Citrus
aurantium images. Image preprocessing is to enhance rel-
evant information and eliminate irrelevant information to
the greatest extent, thereby improving the reliability of
image recognition.

)e different sizes of the images are not conducive to the
convolution operation in the subsequent network training,
and the main information is located in the middle area of the
image. )erefore, images should be cropped in batches
before classification and identification, and a final image size

of 256× 256 in the middle area should be selected. While
simplifying the dataset, the number of datasets should re-
main unchanged, and the information of major diseases
should be retained.

Furthermore, the image is directly compressed or ex-
panded into a deep convolutional network model, which
requires a fixed input image size. )e input format required
by the ResNet network model is 224× 224, and the input
format required by the Inception-v3 network model is
299× 299 [7].

Image enhancement techniques include grayscale,
binarization, filtering, and smoothing, etc. )e commonly
used RGB image is subjected to weighting processing on the
three components of R, G, and B and then used as grayscale
value. )e process can be expressed as

Gray � 0.299R + 0.587G + 0.114B, (1)

where R, G, and B represent the three components of the
color image of Citrus aurantium, respectively, and the
calculation result is the gray value of the pixel. On this basis,
all the pixels of the original image are calculated, and the
grayscale processing result of the color image is obtained.
Using the grayscale histogram of the image, the image is
divided into objects and backgrounds using a threshold. )e
expression is as follows:

g(x, y) �
1, f(x, y)>T,

0, f(x, y)≤T,
 (2)

where f(x, y) is the pixel value of point g(x, y) and T is the
global threshold of the segmented image. )en, the median
filter algorithm is used to filter the images. )e median
filtering algorithm uses some neighborhood pixels around
the pixel to be processed to form a region space, arranges the
gray values of all pixels in the region space from small to
large or from large to small into a series, and then uses the
middle value in the series as the gray value of the center
point, as shown by

g′(i, j) � Med g(x, y), (x, y) ∈ S . (3)

A new image can be obtained by performing the same
processing on each pixel in the image in sequence [8]. In
equation (3), if there is an odd number of pixels in the field
space S, then the gray value of the pixel in the middle after
sorting is taken as the gray value of the center point; if there
is an even number of pixels in the field space S, the gray value
of themiddle two pixels is used as the gray value of the center
point.

2.2.1. Multiple Morphological Transformation. Mathematical
morphology usually has four basic operations, namely,
erosion, dilation, closing, and opening [9]. In this study, two
transformation methods, i.e., erosion and dilation, are
mainly used in processing the images of Citrus aurantium.
)e corrosion operation is to eliminate boundary points and
shrink the boundary inward. Target area of the image of
Citrus aurantium is set as the set A which is subjected to
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convolution operation with the kernel B. )e processing
results are as follows:

AΘB � x | (B)x ⊆A . (4)

Equation (4) shows that, after translating B by x pixels,
its solution still exists in the set A; then it is said to be eroded
by A. Corrosion is mainly manifested as image shrinkage.
Furthermore, the role of dilation is to blend the surrounding
environment into the target area, so that the boundary
expands outward. )e result of processing the set A ex-
panded by the set B can be expressed as

A⊕B � x | (B)x ⊆A ≠∅ . (5)

When performing polymorphic transformation on an
image, the operation of first eroding and then dilating is
called the opening operation, which can eliminate the small
noise inside the image and smooth the boundary of the
object. )e operation of first dilating and then eroding is
called the closing operation, which can fill the small holes
inside the image and smooth the boundaries of objects [9].
After many times of opening and closing operations on the
image of Citrus aurantium, morphological transformation is
performed on it.

2.2.2. Image Normalization. )e role of the normalization
operation in probability theory is to present the statistical
distribution of the sample, and the interval is normalized to
[0, 1]; then the interval presents the coordinate distribution
[10]. To this end, the Z-score method is used to normalize
the disease image dataset into the [0, 1] interval to meet the
data input requirements of the deep convolutional network
model. Its mathematical expression is

y′ �
y − μ
σ2

, (6)

where y represents the disease image dataset, the initial μ
represents the mean value of the Citrus aurantium disease
and pest data, and the parameter σ represents the variance of
the Citrus aurantium diseases and pests data.

2.3. Constructing a DCNN. A DCNN is divided into input
layer, feature extraction layer, and output layer from the
perspective of data flow [11]. From the structural point of

view, the DCNN consists of one or more convolutional layers,
pooling layers, and fully connected layers. )e two-dimen-
sional image is used as the direct input of the network, and the
middle part of the network is alternately connected by
convolutional layers and pooling layers. )e output layer is
usually composed of a fully connected layer and a classifier,
and the constructed DCNN structure is shown in Figure 2.

As can be seen from Figure 2, the DCNN consists of
three convolutional layers, two pooling layers, and two fully
connected layers. )e size of the handwritten digit image
input is 32× 32. In the feature extraction layer, the con-
volutional layer receives the feature map of the previous
layer and affines the convolution of the previous layer with
the current layer [12]. )e result of the operation is cal-
culated, and the feature map of the layer is obtained through
the activation function.

y
m
j � f u

m
j ,

u
m
j � 

i∈Mj

x
m
j ∗ k

m
ij + b

m
j ,

⎧⎪⎪⎨

⎪⎪⎩
(7)

where ym
j and um

j represent the feature map and net acti-
vation of the j th convolution kernel of the m th convolution
layer, bm

j represents the bias parameter, km
ij represents the

weight of the j th convolution kernel of the m th layer, and
f(·) and ∗ represent the nonlinear activation functions and
convolution operator, respectively. )e downsampling layer
of the DCNN performs aggregation statistics on the upper-
layer feature maps through local correlation. By reducing the
feature dimension, the signal-to-noise ratio can be im-
proved, and local features can be fused to generate new
features [13]. )e downsampling extraction of the input
feature map can be expressed as

y
m
j � f u

m
j ,

u
m
j � βm

j down x
m−1
j  + b

m
j ,

⎧⎪⎨

⎪⎩
(8)

where down(·) represents the downsampling function and
βm

j represents the weight of the j th convolution kernel of
the m th downsampling layer. By rasterizing the input pixel
values, the two-dimensional feature map is converted into a
one-dimensional feature column, and then the output
feature map of the fully connected layer is obtained by
weighted summation and nonlinear activation function
operation:
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Figure 1: Flow chart of the image acquisition of Citrus aurantium diseases and pests.
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j + b

m
j , (9)

where ωm represents the weight parameter of the fully
connected layer. To improve the recognition accuracy or
meet the needs of specific tasks, multiple auxiliary layers
such as dropout, local response normalization, local contrast
normalization, and linear activation units are also inserted
into the hidden layer in this study [14]. )e activation
function in the DCNN selects the sigmoid function which
has the characteristics of monotonically increasing and
inverse functions and can map variables to [0, 1]. )e
sigmoid function expression is given by

Sigmoid(α) �
1

1 + e
−α

( 
. (10)

)e image corresponding to the sigmoid function is
shown in Figure 3.

2.4. Segmentation of the Image Area of Citrus Aurantium
Disease Spots. For the Citrus aurantium image, in the
context of DCNN, HSI is selected as the color space. Among
them, the I component has nothing to do with the color
information of the image, while the H and S components
are closely related to people’s perception of color. Based on this
feature, when H belongs to [70, 200] and S belongs to [0.17, 1],
the green area of crop leaves can be roughly represented. Using

the HSI color gamut, the above areas are erased to achieve the
purpose of filtering the chlorophyll [15].)en the gray values of
all pixels are traversed tomaximize the inter-class variance, and
the obtained T is the required threshold. )e color interval of
each pixel is determined by the solved threshold value to realize
the segmentation of pixel values. )e final disease spot seg-
mentation result can be obtained by merging multiple seg-
mentation regions.

2.5. Extracting the Characteristics of the Diseases and Pests of
Citrus Aurantium. Using the feature extraction part in the
DCNN, the extraction of the diseases and pests features of
Citrus aurantium in the image is realized from the aspects of
color and texture.

2.5.1. Color Features. In order to find out the core features of
color suitable for Citrus aurantium diseases and pests,
according to the color difference of these diseases and pests,
multiple characteristic parameters are selected as the color
features [16]. We define rj, gj, and bj as the red, green, and
blue components of the i th pixel, respectively, and the hue,
saturation, and luminance component values of the i th pixel of
the converted HSI color space are represented as Hi, Si, and Ii.
)en, the extraction of each color feature can be expressed as

r �
1
N



N

i�1
ri, b �

1
N



N

i�1
bi, g �

1
N



N

i�1
gi,

H �
1
N



N

i�1
Hi, S �

1
N



N

i�1
Si, I �

1
N



N

i�1
Ii,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(11)

where r, b, g, H, S, and I represent the mean values of the
red, green, and blue components and the hue, saturation,
and luminance components, respectively.

2.5.2. Texture Features. In the field of pattern recognition,
texture analysis is a very important work, which involves the
details of the image, such as pattern gray distribution,
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gradient direction, roughness, and so on. Because the disease
spots produced by different diseases of Citrus aurantium are
always different in texture, the texture feature is selected as
the supplement of the color feature, and the two cooperate
with each other to avoid the defects of single feature clas-
sification. Select the gray level cooccurrence matrix to extract
texture features. )is method mainly obtains its cooccur-
rence matrix by calculating the grayscale image and then
obtains a series of scalars by calculating the grayscale image
to represent the texture information of the image. At any
point on the grayscale image, another point is kept a certain
distance from the point, and the point pair has a grayscale
value [17]. Assuming that the grayscale sequence of the
image is, then the grayscale values of the two pixels have a
total of combinations. On the entire grayscale image, count
the number of occurrences of each to obtain a statistical
matrix of, which is called the grayscale co-occurrence ma-
trix, and then normalize this matrix to obtain the joint
probability matrix of the grayscale distribution of the image.
Based on this model, energy, entropy, and moment of inertia
are calculated as texture feature quantities, respectively.

By integrating the extraction results of color features and
texture features in the collected images of Citrus aurantium
diseases and pests, the extraction results of comprehensive
features of Citrus aurantium diseases and pests can be
obtained.

2.6. Identifying Citrus Aurantium Diseases and Pests. In the
DCNN constructed in this study, the extracted image fea-
tures are resubstituted. )rough network training and it-
eration, the classification results can be obtained, that is, the
function of identifying Citrus aurantium diseases and pests.

)e training process of DCNN can be divided into two
stages: forward propagation and back propagation. Forward
propagation is to obtain the calculation result to be inferred,
and back propagation is to update the parameters according
to the gradient calculated by the loss. )e algorithm cal-
culates the output and loss of each layer through forward
propagation of the network and calculates the gradient of the
network through back propagation [18]. )e parameters are
then gradient updated according to the stochastic gradient
descent algorithm. After continuous learning to make the
final loss meet the accuracy requirements, the parameter
values of each layer of the network can be retained without
reinitialization the next time the network is used [19].

For the identification of Citrus aurantium diseases and
pests, it is necessary to set a comparison standard to clarify
the color and texture differences between normal Citrus
aurantium and abnormal ones, and to set a specific iden-
tification and comparison standard map according to the
severity of the disease and pest [20]. )en, the similarity
between the standard Citrus aurantium image features in the
database and the pest features extracted from the DCNN is
calculated to realize the matching of pest features. )e
calculation formula is given by

Sim Fx, Fy  � 
n

i�1
Fxi

− Fyi




p

⎛⎝ ⎞⎠

1/p

, (12)

where Fx and Fy represent the extracted image features and
standard Citrus aurantium diseases and pests features in the
database, respectively, and the variable p takes a constant
value. By setting the similarity threshold value and com-
bining the results in equation (12), we can obtain the class
and severity degree of Citrus aurantium diseases and pests,
that is, to obtain the identification results of Citrus aur-
antium diseases and pests.

3. Results and Analysis

In order to test the performance of the proposed identifi-
cation method based on DCNN, the following test experi-
ments are designed.

In the experiment, the traditional method based on
machine vision (the method in reference [4]) and the method
based on spatial pyramid pooling (the method in reference
[5]) were used for comparison, including traditional recog-
nition methods and algorithm optimization methods. )e
recognition rates of different methods were calculated and
compared in the same experimental environment.

3.1. Selecting the Citrus Aurantium Sample Dataset. )ree
different experimental datasets were employed in the ex-
periment, namely, MalayaKew dataset, P1antVillage dataset,
and AES-CD2020 dataset. )ese MalayaKew leaf datasets
were from the Royal Botanic Gardens in Kew, UK, and
contain two subsets, MK-D1 and MK-D2, with a total of 44
classes. MK-D1 is a leaf image dataset that performs multi-
angle rotation expansion on the collected images to form a
training set with 2282 samples and a test set with 528
samples. MK-D2 is an image set formed by local cropping
and multi-angle rotation expansion of all leaves in MK-D1.
)e training set of MK-D2 has 788 images per class, and the
testing set has 200 images per class. )e P1antVillage dataset
is a set of images that contain the health and disease of a
variety of plants. )ere are 38 classes of healthy and diseased
images related to crop diseases, more than 50,000 images,
and the number of each class of images is uneven.

)is study selected 10,478 leaf images of Citrus aur-
antium collected by P1antVillage, including images of
healthy leaves and 5 classes of diseased leaves.)e above two
experimental sample datasets mainly provide comparison
for the experiment. )e AES-CD2020 dataset is a dataset
composed of images shot on-site. )e images in the AES-
CD2020 dataset have different sizes, shooting angles,
backgrounds, and lighting, etc. )e environmental condi-
tions are shown in Figure 4.

All the images in the experimental training set are
equally divided into 5 groups, with 200 images in each
group. )e specific composition of each group of images is
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shown in Table 1. )e data in Table 1 is set as the identi-
fication standard data of the experiment.

3.2. Experimental Environment. )e experiments were
designed using the Caffe framework. Caffe is an open
source tool for deep learning with CNNs. Caffe supports

the languages of are C++ and CUDA and provides
MATLAB, Python interfaces, and command lines, where
the set_mode interface can be used to switch between CPU
and GPU. )e selected Citrus aurantium sample dataset
was preprocessed to generate a database format. First, Caffe
was used to read the data, and then training was performed.
Net completed the initialization of the network layer, and

Table 1: Experimental group setting.

Serial number 1 2 3 4 5
Number of healthy citrus aurantium samples (piece) 66 93 74 85 83
Number of samples of fructus aurantii with leaf blight (piece) 24 17 36 19 27
Leaf spot disease fructus aurantii sample number (piece) 31 25 40 22 25
Powdery mildew fructus aurantii sample quantity (piece) 45 28 11 25 23
Number of samples of thrips citrus (piece) 34 37 39 49 42

Figure 4: Schematic diagram of training set samples in the experiment.

Table 2: Results of recognition rate.

Serial number Number of correctly identified samples (piece) Recognition rate (%)
1

Method of reference [4]

175 87.5
2 173 86.5
3 171 85.5
4 174 87
5 177 88.5
Average 174.0 87.0
1

Method of reference [5]

182 91
2 184 92
3 185 92.5
4 183 91.5
5 181 90.5
Average 183.0 91.5
1

Method of this paper

196 98
2 199 99.5
3 198 99
4 199 99.5
5 197 98.5
Average 197.8 98.9
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Solver was used to control the model training process.
During the training process and at the end of the training,
several trained models were saved. )rough the configu-
ration of the experimental environment, it is ensured that
the constructed DCNN could run normally in the exper-
imental environment.

3.3. Testing Process and Results Analysis of the Identification
Methods. )e recognition rate is used as the indicator for
evaluating the algorithm performance. It can be directly
obtained by calculating the ratio of the number of correctly
identified samples to the total number of all identified
samples. )e prepared experimental sample data was im-
ported into the experimental environment, and the reso-
lution of the data sample was adjusted to 600× 600. At the
same time, the three methods for comparison were imported
into the experimental environment in the form of program
codes. )e identification results were obtained by retrieving
data samples.

By comparing the output recognition results with the
dataset in Table 1, the results of recognition rate can be
obtained, as shown in Table 2.

According to the data in Table 2, the average recognition
rates of the methods in [4] and [5] are 87.0% and 91.5%,
respectively. By comparison, the DCNN-based identification
method proposed in this research shows an average rec-
ognition rate of 98.9%, indicating its best performance.

4. Conclusions

In order to achieve effective control and prevention of Citrus
aurantium diseases and pests, this study designs a DCNN-
based method for identifying Citrus aurantium diseases and
pests. )e method uses the relevant hardware equipment to
collect the initial Citrus aurantium leaf images and complete
the image preprocessing. )e recognition results are ob-
tained through feature matching.

(1) In order to verify the effectiveness of the proposed
method, relevant experiments have been conducted.
)e experimental results show that the recognition
rate of the proposed method is about 11.9% higher
than that of the traditional recognition methods,
verifying its high recognition rate.

(2) )e reason for the high reliability of the proposed
method is that it realizes the preprocessing of the
initial Citrus aurantium image data through crop-
ping, enhancement, and morphological transfor-
mation, etc. )is fundamentally avoids the influence
of environmental factors on the recognition results.

(3) By using the neural network to divide the disease
spots of Citrus aurantium images, accurate recog-
nition results are obtained through feature matching.
)e proposed method can overcome the interference
of the external environment to a certain extent and
can provide reference data for the prevention and
control of Citrus aurantium diseases and pests.
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In order to better mine the value of data, the author proposes a research on the automatic access control of big data open resources
multimedia based on blockchain and introduces big data access control BBAC-BD (blockchain-based access control mechanism
for big data environment). �e author designed a strategy management contract based on the Bloom �lter, as a probabilistic data
structure with extremely high space utilization e�ciency and proposed the strategic management contract (PAP CONTRACT)
and the strategic decision contract (PDP CONTRACT). In this way, the nontampering, auditability, and veri�ability of the access
control information are guaranteed; then, the access control method based on smart contracts is adopted to realize the user-
driven, whole-process transparent, and dynamic and automatic access control of big data resources. �e simulation results show
that the greater the ratio of n/k, the better the optimization e�ect, and the greater the ratio, the lower the corresponding
misjudgment rate, but it will also take upmore space costs. At the same time, the true value of the false positive rate is generally less
than the theoretical value of the false positive rate.When the performance of Hash (strategy to retrieve) is better, the result of Hash
distribution is more uniform. Under the condition ofm� 3, the misjudgment rate acceptable for the expected use can be achieved,
and the increase in the number of Hashes will not bring a signi�cant increase in revenue. Freed from the traditional model of
providing access control services based on third parties, solve the problem of transparency of authority judgments; at the same
time, through smart contracts, based on the strategy published by the resource owner on the blockchain, realize automatic access
control to big data resources; and make the judicial process more �exible and the judgment result more credible. �e BBAC-BD
mechanism realizes a safe, reliable, and transparent new access control architecture, and it can e�ectively promote the safe
circulation and sharing of big data.

1. Introduction

Human society is accompanied by social networks,
e-commerce, and mobile communications, and the rise of
the Internet of �ings, which has entered the era of big data
with data volume, big data analysis, and prediction based on
distributed computing. �is can make decisions more
precise of what people are seeing is just the tip of the iceberg
of the true value of big data [1]. Smartphones and wearable
devices make every change of our behavior, position, and
even physiological information become data that can be
recorded and analyzed, but these big data are stored and
controlled by various government agencies, business alli-
ances, scienti�c research institutions, and even individuals,

and the phenomenon of “data islands” is formed [2]. In-
terconnect and sharing of these scattered big data, in order to
obtain products and services of great value, is an urgent need
coexisting in business, scienti�c research, public services,
and other �elds [3]. In order to realize big data sharing, it is
�rst necessary to connect separate and decentralized data
sources [4]. However, due to the lack of detailed and
transparent institutional standards, open policies, and
pricing mechanisms between enterprises, scienti�c research
institutions, and government departments, it is di�cult to
achieve fairness and equality between sharing parties [5].
Data diversi�cation, storage structure, and interaction
standards are not uniform, and the lack of a transparent
communication environment is also hindering data
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interaction; the technical architecture of big data access
control is shown in Figure 1 [6]. *ese problems together

r cause data connection difficulties. *erefore, a trans-
parent and open data connection method is urgently needed
to record data information, access conditions, standards,
and other related information to achieve interconnection.
Fundamentally speaking, the issue of “data islands” is mainly
related to interest and security issues. *e data are kept by a
large data platform or other intermediary organization.
Once the data are uploaded, the owner loses the right to
control the data. Regardless of whether it is a government
agency or an Internet company, it is very sensitive to data,
and once it is leaked, it will have a great social impact.

2. Literature Review

In response to this research question, the author of [7]aimed
at third-party collection and control of personal data se-
curity vulnerabilities, leading to the problem of user privacy
leakage; a distributed personal data management system
based on blockchain is proposed to ensure users own and
control their private data. For all blockchain transactions,
Ansart et al. are transparently embodied in the public
network that leads to the leakage of transaction privacy, and
they proposed the use of the Hawk protocol based on smart
contracts; the agreement encrypts the communication be-
tween the parties to the contract to ensure the absolute
security of information [8]. Liu et al. addressed the issue of
data security and privacy in the Internet of*ings, proposed
a lightweight blockchain application suitable for IoTdevices,
and in the smart home scene, they practiced and verified its
security, confidentiality, integrity, and availability [9]. Yin
et al. adopted an encrypted smart contract, protected public
privacy files through public and private keys, and provided
auditing and tracking [10]. In terms of data storage and
authenticity verification, Xu, J. et al. made an in-depth
discussion on the future impact of the audit industry based
on big data analysis and blockchain technology, and studied
how to incorporate blockchain into future audit procedures
based on the existing theoretical framework [11]. Yu et al.
proposed using blockchain to build a secure global named
storage system, including the three-tier architecture of the
blockchain-based naming system. *e naming system is
divided into three layers: data layer, routing layer, and
blockchain layer [12]. Zhang et al. proposed a method for
ensuring the authenticity of microbial sampling robot data
based on the bitcoin blockchain, which makes the robot not
be interfered by human factors in the process of collecting
data, especially the malicious tampering behavior of third-
party regulatory agencies [13]. Fan et al. aimed at the three
types of credibility problems existing in the current Internet
of *ings data sharing management and proposed block-
chain-based solutions, including a decentralized Internet of
*ings data sharing architecture and smart contract col-
lection [14]. Ling et al. built an access control architecture for
the Internet of *ings to provide a more flexible manage-
ment plan [15]. Bera et al. proposed a resource access control
method based on blockchain technology and combined
XACML with bitcoin to realize the reliable authority control

mechanism based on rules [16]. On the basis of the current
research, the author proposes a research on the automatic
access control of big data open resources multimedia based
on blockchain, using the big data access control BBAC-BD
mechanism based on blockchain; it also elaborated and
analyzed the basic framework and process of access control
in detail. At the same time, for access control strategies
based on blockchain transactions and entity attribute in-
formation management methods, with the increase of
policy rules, the success rate of strategic judgments has
decreased, and the BBAC-BD mechanism has realized a
safe, reliable, and transparent new access control archi-
tecture, and it can effectively promote the safe circulation
and sharing of big data.

3. Methods

3.1. Big Data Access Control Architecture. Big data access
control involves the collection, aggregation, management,
and control of big data resources. *e big data access control
architecture is mainly composed of 6 parts: data layer, re-
source aggregation layer, infrastructure layer, transaction
layer, consensus layer, and access control contract layer.
Each layer structure cooperates with each other and per-
forms its own duties to form a complete big data access
control architecture [17].

(1) Data layer: real big data resources, including structured
data, unstructured data, and semistructured data dis-
tributedly stored in different locations and logically
managed by the resource aggregation layer [18];

(2) Resource convergence layer: resource management
of big data resources based on blockchain technology
to realize the convergence of big data resources from
different sources. Although real big data resources
are in fact distributed and stored by different data
owners, but through blockchain technology, it log-
ically forms a unified management of big data re-
sources. *e author’s research focuses on the access
control mechanism, and the resource aggregation
layer will not elaborate [19].

(3) Infrastructure layer: the blockchain platform pro-
vides infrastructure for big data access control. It is
the foundation of the whole architecture, and the
nodes and minors of the entire network are required
to maintain the normal operation of the system. It is
the carrier of big data access control platform
transactions and smart contracts. *e transaction
layer, contract layer, and resource aggregation layer
are all upper-layer applications based on blockchain.

(4) Transaction layer: it includes 4 types of access control
transactions: data transaction, strategy transactions,
attribute transactions, and contract transactions.
Data transactions are used to manage big data re-
sources, which serve at the resource convergence
layer. Policy transactions are used to manage access
control policies, including the release, update, and
sale of strategies to provide data support for PAP
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CONTRACT at the contract layer. Attribute trans-
actions are used to manage the attributes of entities,
including the release, update, and sale of properties
to provide data support for the contract layer AA
CONTRACT, and contract transactions are used to
provide an operating environment for smart con-
tracts, which serve at the contract layer [20];

(5) Consensus layer: it mainly includes consensus
mechanism, through various consensus algorithms,
in order to ensure the consistency and authenticity of
access control data among distributed nodes, so as to
reach a stable consensus among nodes [21];

(6) Access control contract layer: it includes three types of
contracts: PAP CONTRACT, PDP CONTRACT, and
AA CONTRACT; PAP CONTRACT is used for access
control strategy management, PDP CONTRACT is
used for access control request judgment, and AA
CONTRACT is used for entity attribute management.

In order to obtain the initial judgment matrix EQ �

(eqij)m×m, there are m matrices E � (e1, e2, . . . , em), and the
matrix is concentrated in the importance of ei and ej for binary
comparison, which is shown in the following formula:

eqij �

0, ei< ej,

0.5, ei � ej,

1, ei> ej.

⎧⎪⎪⎨

⎪⎪⎩
(1)

Convert the initial judgment matrix into a fuzzy con-
sistent matrix, which is shown in the following formula:

qij �
qi − qj

2m
+ 0.5,

qi � 
m

k

� 1eqik.

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(2)

Calculate the weight vector W � (w1, w2, . . . , wm)T of
each evidence of a certain m characteristic, which is shown
in the following formula:

wi �


m
k � 1qik − 0.5
m(m − 1)/2

. (3)

Next, the evaluation value matrix of the user behavior
characteristic is calculated, and the value on the diagonal of the
matrix obtained from the evidencematrixE � (eij)m×n and the
weight matrix W � (wij)m × n according to E × WT is the
characteristic evaluation valuematrixF � (f1, f2, . . . fn).*e
behavioral credit of the final user is shown in the following
formula:

current T(u) � 1 − F × W
T
f � 1 − 

n

i�1
fiwi. (4)

current T(u) represents the user’s current credit rating,
and Wf � (Wf1, Wf2, . . . , Wfn) represents the weight of the
user’s behavioral characteristics. When the user logs in for the
first time to perform access control, the systemwill generate the
first historical credit according to the user’s software and
hardware operations: History T1(u) � Current T1(u). As the
number of visits increases gradually, the user’s historical credit
needs to be gradually changed according to the passage of time
as shown in the following formula:

History T(u) �

0, n � 0,



n

i�1
(Final Ti(u) × ti), n> 0,



n

i�1
ti.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(5)

Final Ti(u) corresponds to the user’s final credit at the end
of each visit and ti records the access time. *is parameter
calculates the total time from the user’s login to the end of the
user’s exit from the system. When n � 0, it means that the
user has logged into the system for the first time and has no

Consensus layer 

Transaction
layer 

Data affairs Strategic 
affairs 

Contract 
affairs 

Attributes
affairs 

Big data unified resource 
management based on 

blockchain data transactions 

Resource 
Convergence Layer 

Structured data 

Unstructured data 

Semi-structured data 

Data layer 

Infrastructure layer 

Block body 

Block 
header

Block body 

Block 
header

Block body 

Block 
header

Block body 

Block 
header

Block body 

Block 
header

PAP CONTRACT

PAP CONTRACT

PAP CONTRACT

Access 
control 
contract 

layer 

Figure 1: Data access control technology architecture.

Computational Intelligence and Neuroscience 3



corresponding historical credit value.When a user visits for
the first time, there is no historical credit, and the rec-
ommended credit will have a certain reference value. *e
user’s recommended credit is calculated based on the credit
between the user and other service organizations. As-
suming that there are n credible access organizations
s � (s1, s2, . . . , sn), T and N representing the historical
credit value and the number of successful visits of users of
service organizations si and ui, respectively, then the ex-
pression of the recommended credit is shown in the fol-
lowing formula:

Recommend T(u) �

0, n � 0,


n
j�1 Nj × T

si
ui 


n
j�1 Nj

, n> 0.

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(6)

*ere is a competitive relationship between the chain
generated by the honest node and the chain generated by the
attacker. When the honest node is ahead, the chain of the
honest node is extended by one block; otherwise, the chain of
the attacker is extended by one block. *e attacker suc-
cessfully fills the gap behind z blocks, which is similar to the
gambler bankruptcy problem, and then the attacker fills the
gap and catches up with the honest chain. *e probability is
shown in the following formula:

qz �

1, p≤ q,

q

p
 

z

, p> q,

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(7)

where p represents the probability of an honest node gaining
ownership of the next node, q represents the probability of an
attacker gaining ownership of the next node, and qz repre-
sents the attacker filling the gap z blocks behind. When p> q,
the probability of the attacker successfully attacking the next
block decreases with the increase of z. Assuming that honest
blocks take the average expected time to generate a block, the
potential progress of the attacker is calculated according to
the Poisson distribution, and the expected value is shown in
the following formula:

λ � z
q

p
. (8)

In order to calculate the probability that the attacker will
generate nodes and catch up with the honest nodes in the
chain when the attacker is behind, the probability is pz. We
compare the Poisson distribution of blocks obtained by the
attacker with the potential attack speed and the probability
that the attacker can catch up with the honest nodes. *e
probabilities are multiplied to obtain the following formula:

pz � 
∞

k�0

λk
e − λ
k

·

q

p
 

(z− k)

, k≤ z,

1, k> z.

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(9)

After simplification, the formula is

pz � 1 − 
z

k�0

λke − λ
k

· 1 −
q

p
 

(z− k)

⎛⎝ ⎞⎠

� 1 − 
z

k�0

(zq/p)
k
e − zq/p
k

· 1 −
q

p
 

(z− k)

⎛⎝ ⎞⎠.

(10)

3.2. BBAC-BD Workflow. In the BBAC-BD (blockchain-
based access control mechanism for big data environment)
proposed by the author, the access control workflow is an
extension of the standard ABACmodel workflow.*e access
control workflow can be divided into two phases: the
preparation phase and the execution phase. *e preparation
phase is mainly for the management of access control
strategies and attributes, including the release, update, and
withdrawal of policies and attributes and the response to the
results of the policy and attribute query, and the execution
phase is mainly for the judgment, response, and execution of
the access request [22].

(1) Preparation stage: from the property release direc-
tion to the blockchain, release property, and property
relationship information, AA (attribute authority)
CONTRACT collects and integrates attribute in-
formation in blockchain transactions in advance, for
PEP (policy enforcement point) CLIENT and PAP
(point administration point) CONTRACT, from the
policy release direction, the access control policy is
released in the blockchain. PAP CONTRACT
combines attribute information to describe, collect,
and integrate access control strategies in blockchain
transactions, for PDP (policy decision point)
CONTRACT to make an access request decision.

(2) Execution stage: when PEPCLIENT receives a re-
quest from a user to perform a certain operation on a
certain resource, PEPCLIENT analyzes the subject,
object, and operational semantics of the original
access request, generates an attribute-based access
request AAR based on the attribute information
obtained from AACONTRACT, sends AAR to PDP
CONTRACT, PDP CONTRACT queries PAP
CONTRACT for the access control policy set related
to the requested big data resource, makes an access
control decision, and sends the judgment result
response back to PEP CLIENT. According to the
response result by PEP CLIENT, authorize access to
big data resources, since the access control policy is
stored in the blockchain, policy information is
verifiable, traceable, and nontamperable to anyone.
*e access control of big data resources gets rid of the
traditional centralized access control management,
possible single points of failure, and transparency of
access control decisions. It realizes the distributed
management of the access control strategy and ef-
fectively improves the robustness and credibility of
the system. In addition, the decision process of the
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access control strategy is realized through the form of
smart contract, with no need for the involvement of a
third-party central agency, and avoids the possible
ultravires behavior of the third-party center, based
on the blockchain system to realize the automatic
judgment of access control under consensus. It is a
truly decentralized access control mechanism, which
meets the access control management requirements
of big data resources [23].

3.3. Transaction Storage in the Blockchain. In the
blockchain, data are stored in the blockchain in the form of
transactions, we use the form of transactions in the
blockchain tomanage access control policies, the transaction
data in the block are stored in the data structure of the
Merkle tree based on the HashHash algorithm, and the
transaction data of inconsistent size are mapped into a fixed-
size character string through a HashHash algorithm, stored
on the leaf nodes of theMerkle tree.*e nonleaf nodes of the
Merkle tree store the HashHash values of its child nodes.*e
blockchain includes physical accounts, data blocks, trans-
action set data, and configuration data. *e data view re-
lationship between them is shown in Figure 2.

(1) Physical account: it is the initiator of various trans-
action requests and the owner of related data in the
blockchain. It is the actual owner of the data resources
in the access control mechanism and has a pair of
public and private keys generated by the PKI system.
In the system, the account is uniquely identified by the
public key, and the transaction data published by the
resource owner need to be signed by the entity ac-
count with a private key for other users to verify the
authenticity of transactions in the block [24];

(2) Data block: it is the underlying data in the blockchain
network, and multiple blocks together form a chain
structure, persist the transaction processing results
within a certain period of time in an immutable
form.

(3) Transaction set data: it is based on the access control
mechanism of the blockchain and stores data for
performing actual business activities, including ac-
cess control transactions and smart contract trans-
actions. Access control transactions are used for the
management of access control policies; it mainly
covers the release, update, and cancellation of policy
information in policy management. Smart contract
transactions are used in the decision process of ac-
cess control, in response to access requests and
generating access control responses. Issuing trans-
actions on the blockchain requires tokens that
consume a certain amount of data, as the user’s
expenses for using blockchain services.

(4) Configuration data: it is the configuration infor-
mation required for the normal operation of the
blockchain system, including configuration infor-
mation such as protocol version number and com-
munication node information.

3.4. Smart Contract for BBAC-BD. (1) Strategic manage-
ment contract (PAP CONTRACT).

*e flow of the PAP CONTRACT is shown in Algorithm
1.

PAP CONTRACT algorithm flow description.
Analyze the AAR to obtain the requested resource at-

tribute information rttrTuple; traverse the strategic trans-
action data blocks in each block of the blockchain; obtain the
attribute Bloom filter (BF) corresponding to the strategy
transaction data block. According to the Hash function
corresponding to the BF, calculate the Hash value corre-
sponding to rttrTuple. If the Hash value obtained by cal-
culating rAttrTuple and the corresponding bit in BF are all 1,
then add the strategy in the data block in RELE-
VANT_POLICY_SET; otherwise, there is no rttrTuple re-
lated strategy in the data block. When the traversal of
strategy transactions in all blocks is completed, return re-
source-related policy set RELEVANT_POLICY_SET to PDP
for permission judgment.

(2) *e strategy decision process is carried out by the
strategy decision contract (PDP CONTRACT), and the
contract flow is shown in Algorithm 2.

PDP CONTRACT algorithm flow description.
Put all pending decisions into UNKNOWN_SET, as a

predecision strategy set; traverse the predecision strategy;
and get 4 strategy decision result sets:

PERMINT_RESULT_SET DENY_RESULT_SET UNSA
TISFY_RESULT_SET UNKNOWN_RESULT_SET. Accor
ding to the judgment result set, the final judgment result of
the AAR request is obtained: if there is a conflicting judg-
ment result, the final judgment result is obtained after the
conflict is processed, and conflict handling can be based on
the principle of affirmative priority or negative priority for
conflict resolution.

4. Results and Analysis

4.1. Strategy Retrieval Efficiency Test. *is experiment is
aimed at the management method based on the Bloom filter
strategy and performed testing on the optimization effect of
strategy retrieval efficiency. In the experiment, matching
query tests were performed on test sets of different query

Entity account

The data block

layout data 

smart contract 

affair 

access control policy 

Data structure relationship

Figure 2: *e relationship between data view entities in the block.
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scales, set different parameters for the Bloom filter to test the
error rate and retrieval delay, which were used to evaluate
the impact of different parameters of the Bloom filter on
retrieval performance.*e calculation method of single time
delay is total time delay/total number of matches. *e op-
timization effect is mainly through the strategic manage-
ment contract. *e retrieval delay of the strategy is
measured. *e smaller the delay, the higher the execution
efficiency, and the better the search optimization effect.
From the test results of Tables 1 and 2, we can see that the
larger the ratio of n/k, the better the optimization effect, and
the larger the ratio, the lower the corresponding misjudg-
ment rate, but at the same time, it will take up more space
and cost. At the same time, the true value of the false positive
rate is generally less than the theoretical value of the false
positive rate [25].

*e results of Figures 3 and 4 show that, when the
performance of Hash is better, that is, the result of Hash
distribution is more uniform, under the condition of m� 3.
*e misjudgment rate acceptable for the expected use can be
achieved, the increase in the number of Hashes will not bring
a significant increase in revenue.*erefore, when conditions

(i) Input: attribute access request AAR and blockchain blocks
(ii) Output: resource-related policy set RELEVANT_POLICY_SET

ALGORITHM 1: Strategy management contract (PAP CONTRACT).

(i) Input: attribute access request AAR, access control policy set POLICY_SET;
(ii) Output: strategy decision result PERMIT, DENY, UNKNOWN, and UNSATISFY.

ALGORITHM 2: PDP CONTRACT.

Table 1: Strategy retrieval test results 1.

Serial
number n/k m test

value
M optimal

value
Query
size

True false positive
rate

*eoretical misjudgment
rate

Total
delay

Single time
delay

1 20 3 14 4000 0.1975 0.2721 432 0.118
2 20 3 14 8000 0.1869 0.2721 798 0.079
3 20 6 14 4000 0.0321 0.0331 762 0.198
4 20 6 14 8000 0.0298 0.0331 1484 0.187
5 20 14 14 4000 0.0074 0.0076 985 0.257
6 20 14 14 8000 0.0095 0.0076 2062 0.255
7 20 20 14 4000 0.0029 0.0141 1247 0.332

Table 2: Strategy retrieval test results 2.

Serial
number n/k m test

value
M optimal

value
Query
size

True false positive
rate

*eoretical misjudgment
rate

Total
delay

Single time
delay

8 20 20 14 8000 0.0098 0.0141 2 462 0.328
9 10 3 7 4000 0.9356 1.7451 484 0.124
10 10 7 7 4000 0.792 0.891 I 134 0.285
11 5 3 3 4000 9.12 9.21 837 0.229
12 2 1 1 4000 39.51 39.29 762 0.192
13 2 2 1 4000 39.76 40.12 812 0.203
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Six of the Hash
�ree Hash

200

400

600

800

1000

1200

1400

1600

Ti
m

e (
m

s)

2 3 4 51
Policy Sample

Figure 3: Comparison of strategy retrieval performance.
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permit, try to expand the value of n/k and can effectively
improve query performance.*is is mainly due to the Bloom
filter’s attribute keyword filtering process of policy detection,
the retrieval time is less affected by the scale of the strategy
set, so compared to the traversal retrieval process, strategy
retrieval and matching based on the Bloom filter can achieve
high performance and strategy retrieval based on the Bloom
filter can effectively save cache space, reduce the number of
requests to the cache, and improve the efficiency of strategy
query and the isolation of strategy management services.

4.2. Strategy Decision Function Test. In order to verify the
effectiveness of the BBAC-BD access control mechanism, the
author under different scales of strategies, judgment func-
tion of access control strategy based on smart contract,
performed a functional test; the test content includes the
efficiency of the strategy decision and the success rate of the

decision result. *e PolicySamples of 1 to 5 groups corre-
spond to 1000, 2000, 3000, 4000, and 5000 single strategy test
set samples, respectively. *e test set sample constructs 800
different access requests for 80 user identities; each logo has
an average of 5 attribute values, and each request is sent
randomly 5 times. *e strategy decision delay is obtained by
calculating the average response delay of all requests as
shown in Figures 5 and 6.

As can be seen from Figure 5, the strategy decision delay
is directly related to the strategy scale, with the increase of
strategy rules, the delay of access control decision has in-
creased significantly. At the same time, it can be seen from
Figure 6 that, as the strategy rules increase, the strategy
decision success rate decreases.

5. Conclusion

*e author proposes a research study on the automatic
access control of big data open resources multimedia based
on blockchain. *e author uses the big data access control
BBAC-BD mechanism based on blockchain. It also elabo-
rated and analyzed the basic framework and process of
access control in detail. At the same time, access control
strategies based on blockchain transactions and entity at-
tribute information management methods explain that, with
the increase of strategy rules, the success rate of strategy
decisions decreases. *e BBAC-BD mechanism implements
a safe, reliable, and transparent new access control archi-
tecture, which can effectively promote the safe circulation
and sharing of big data. *rough smart contracts, based on
the strategy released by the resource owner to the block-
chain, the automatic access control of big data resources is
realized, the judgment process is more flexible, and the
judgment results are more credible. *e BBAC-BD mech-
anism is safe, reliable, and transparent. *e new access
control architecture can effectively promote the safe cir-
culation and sharing of big data. *is is because there are

82

84

86

88

90

92

94

Ti
m

e (
m

s)

2 3 4 51
Pollicy Sample

Comparison of success rates

Figure 6: Comparison of the success rate of strategy decision
results.

Strategy decision

2 3 4 51
Policy Sample

2000

4000

6000

8000

10000

12000

Ti
m

e (
m

s)

Figure 5: Comparison of strategy decision performance.

0.00

0.01

0.02

0.03

0.04

Er
ro

r R
at

e

2 3 4 51
Test m Sample

accuracy

Figure 4: M value affects the accuracy of retrieval results.

Computational Intelligence and Neuroscience 7



some conflicting strategies in the strategy set. For conflicting
strategies, the strategic judgment contract cannot get a
consistent judgment result, it should be noted that the
author has not yet introduced the strategy conflict handling
part into the strategy judgment contract, the conflict reso-
lution has not been effectively resolved, and this part of the
content will continue to be improved in the follow-up re-
search work.
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�ere have been limited studies analyzing the causes of construction workers’ unsafe behaviour from the social psychology
perspective. Based on a Grounded �eory approach, this study �rst identi�ed and de�ned seven coded categories related to
workers’ dangerous behaviour on construction sites. �e original qualitative data were obtained from individual site interviews
conducted with 35 construction professionals. �ese main categories were found connected to workers’ status of safety awareness
and sense of danger, which a�ected the type of unsafe behaviours, i.e., proactive, passive, or reactive behaviour. By further
integrating social cognitive psychology theories into workers’ behavioural decision-making process, the formation mechanism
framework and diagram were developed to describe construction workers’ unsafe behaviours based on the dynamic process of
balancing the individual desires and perceived safety risks. �is study advances the body of knowledge in construction safety
behavioural management by performing in-depth theoretical analysis regarding workers’ internal desires, activated by external
scenarios and intervened by a personal safety cognition system, which could result in di�erent motivations and various
behavioural outcomes. It is argued that safety cognition serves as a mediated moderation system a�ecting behavioural per-
formance. Practical suggestions on developing a proper safety management system incorporating safety education in guiding
construction workers’ site behaviours are presented.

1. Introduction

Construction is generally recognized as a risky industry with
high injuries and accidents [1–2]. Besides accidents/inci-
dents and other quantitative measurements (e.g., injury
rate), reactive indicators for safety performance and pro-
active measures have also been developed in construction,
such as behaviour-based safety and safety climate/culture
[3, 4]. Existing studies (e.g., [5–7]) focusing on these pro-
active measurements have commonly adopted the ques-
tionnaire survey approach. Potential drawbacks of
conducting the questionnaire survey method include some

questions being incorrectly completed, questions being
misunderstood, requiring follow-up in-depth research, and
being unsuitable for investigating long and complex issues
[8]. In addition, the multiscale data collected through a
questionnaire survey may not be su�cient to depict con-
struction workers’ subtle mental status and psychological
state when conducting unsafe behaviours. Construction site
workers before, during, and right after making a behavioural
decision could present a dynamic and mixed internal
mechanism in�uenced by external scenarios (e.g., the
project’s tight schedule). Likewise, an advanced work�ow
originates from workers’ inner desires, which may be
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activated by an external scenario and mediated by personal
safety cognition, resulting in safety behavioural decisions.

As the alternative approach, qualitative studies (e.g.,
semistructured interviews) are also adopted in construction
safety research, followed by qualitative analysis to define
categories related to a specific safety issue, for example,
causes of fall accidents from roofs [9]. More alternative
analysis approaches from other fields, such as Grounded
)eory from social studies, have been applied in the con-
struction field. So far, there have been limited studies [10, 11]
that have applied Grounded )eory to construction safety.
)e rationale of using Grounded )eory in this study to
explore the causes of workers’ unsafe behaviour is not
concurrent with the methodology from prior studies of
construction safety. )ese issues, as mentioned earlier, are
mainly due to the desire to link dangerous behaviour to
construction sites to a social psychological definition. Fur-
thermore, the desire to articulate the mechanism of workers’
behavioural decision formulation process from the per-
spective of human psychology and what drives the tenants
for such desires and motivations is yet another objective.
Research questions in social psychology, such as by what
processes attitudes towards an object affect behaviour to-
wards the object [12], can be applied in construction safety
behaviour to provide a theoretical guide in safety
management.

Aiming to address the above issues, this study was
designed to answer the following research questions: (1)
what are the internal and external causes of construction
workers’ unsafe behaviour and (2) how would human
psychological desires and motivations lead to different
behavioural outcomes? )is study addresses the research
scenarios in construction workers’ unsafe behaviours
depicting the unique psychological mechanism of behav-
ioural decisions. An alternative method called Grounded
)eory is adopted for qualitative analysis. )erefore, this
study is seen to contribute to the in-depth theory of the
formation of workers’ unsafe behaviour by linking workers’
behaviour to their safety cognition, internal desire, and the
ultimate behavioural outcome. )e study provides both
theoretical and practical guides for effective construction
safety management. )eoretically, it postulates a framework
of how internal human desires, insinuated by the mediation
and moderation effects of safety cognition, could lead to
different behavioural decisions and outcomes; practically,
this study sequences the extent to which construction
workers’ safety behaviours towards a safer and less risky
manner can manifest.

2. Literature Review

2.1. Safety Behaviour. Safety behaviour is a critical theme in
managing safety [13]. It crosses different fields such as
driving [14], fire service [15], and agriculture [16]. Inno-
vative research theories and methods are required to pro-
mote behavioural safety studies [13]. Up to 95% of workplace
accidents have been caused by unsafe acts [17]. Occupational
safety behaviour significantly affects workplace performance
[18]. )e management of safety behaviour was identified by

Goh and Ayskar Ali [19] as one key challenge in improving
construction safety management. [20] described the inter-
vention process to correct unsafe behaviours by measuring
and comparing the frequency, duration, and rate of be-
haviours before and after the intervention, aiming to change
dangerous behaviours. )e behaviour-based safety (BBS)
could enhance safety performance by monitoring pre-
established safety behaviours in construction [21]. However,
when adopting behaviour-based management in construc-
tion, Lingard and Rowlinson [22] found the behaviour-based
limitation and suggested that safe behaviour could only be
achieved when a basic safety infrastructure is in place. Fur-
ther, Eckenfelder [23] criticized BBS for being time-con-
suming and costly, as safety investment would interact with
the construction workforce to affect safety performance [24].
Nevertheless, Cooper [25] showed positive outcomes of ap-
plying BBS in improving safety performance. Similarly, the
empirical study conducted by Choudhry [26] showed that
BBS could be used in any country’s culture based on effective
communication on-site and committed management. Critical
success factors for BBS have been identified, including em-
ployee engagement, satisfaction with safety training, and trust
relationships among workers [20]. )ese factors affecting
safety behaviour, such as work engagement and management
commitment [27], could be important indicators in the safety
climate framework.

2.2. Safety Climate. In the dynamic construction safety
management system, Guo et al. [28] suggested considering
the interrelationships among factors within the system. One
factor within the management system is defined as a safety
climate within the workforce. Attitudes towards safety are
considered one of the main indicators of safety climate [5].
Safety climate can be measured by workers’ safety percep-
tions [29], and it reflects workers’ perception of the role of
safety in their jobs [30]. In the safety climate study con-
ducted by Li et al. [7] in China’s construction industry,
workers’ self-perception of safety (e.g., safety awareness),
their involvement in safety (e.g., self-protection), peer in-
teraction (e.g., communication and cooperation), safety
environment, management involvement, and safety per-
sonnel support (e.g., foremen behaviour) were defined as
major dimensions. Similar safety climate indicators such as
risk perception, workers’ perception of safety management,
and management attitudes can be found in multiple other
studies (e.g., [31, 32]). )e effect of safety climate on safety
performance has been identified in several previous studies
[33, 34]. Safety climate can be multilevel and can be divided
into subgroup safety climates according to workers’ job
position [35, 36] and other subgroup factors such as de-
mographic features [37].

2.3. Safety Cognition. A safety climate forms a culture that
involves knowledge transfer at the organizational level [38]
and engages social cognitions [39]. Implicit memory signif-
icantly affects unconscious cognition in making judgements
[40, 41]. Cognition directly influences behaviour [42]. Indi-
vidual safety cognition is critical to enhancing safety
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performance in the construction industry [43]. Social
awareness can be divided into the implicit and explicit levels
[39].)e implicit social cognition reflects individuals’ internal
assumptions that could influence behaviour and group per-
ceptions [44]. In the construction industry, workers’ implicit
safety cognition is formed based on their prior work sce-
narios, which further build their safety knowledge [45, 46].
)e implicit safety cognition further affects workers’ intuition
or basic assumptions, which, together with prior scenarios
and safety knowledge, affect workers’ safety perceptions [39].
Safety perception constitutes the explicit social cognition [46],
which, to some degree, is equated to a safety climate based on
the measurement criteria [47].

3. Methodology

Investigation of research questions such as “how construction
workers form their unsafe behaviours” requires in-depth
research as this type of question involves complex issues.
Qualitative methods (e.g., site interviews with workers) could
overcome the barriers encountered in the questionnaire
survey-based approach by investigating the formation of
workers’ unsafe behaviours. A more qualitative approach can
explore insights into human beings’ opinions, attitudes, ex-
periences, and behaviours [48]. Face-to-face site interview
with individual construction workers to collect qualitative
data on reasons for risk-taking behaviours has been adopted
in some existing studies, including Guo et al. [28] and Man
et al. [11], who assumed the Grounded )eory approach.
Grounded)eory aims to generate or discover a theory from
data systematically obtained from social research [49]. It has

been successfully adopted to understand a concept or phe-
nomenon in different fields, such as higher education [50],
housing policies [51], and healthcare [52]. )e methodology
adopted in this study is illustrated in Figure 1.

)e data analysis method shown in Figure 1 involves the
three-step Grounded )eory approach, namely, open, axial,
and selective coding, as Strauss and Corbin [53, 54] advised.
After capturing the causes of workers’ unsafe behaviours,
theoretical saturation is tested by utilising the remaining
data to ensure that no more new concepts or categories
would be found. )e Grounded )eory is based on an ex-
planatory approach to investigate a specific occurrence in an
inductive way which favours the exact explanation of the
phenomenon studied [55]. Researchers also followed other
methodological guides in adopting Grounded)eory in this
study, specifically: (1) early stages of data collection may
involve purposeful sampling [56] as evidenced in the ex-
ample of MacDonald [57]; (2) as data collection and analysis
progress, e.g., concepts and categories summarized and
refined from data [58], ideas, and tentative hypotheses could
emerge [59]; and (3) pursing theories through data and
theoretical sampling [60]. Following the interviews with
workers, the qualitative data were recorded and analyzed
using the intelligent voice core technological tool developed
by iFlytek [61], which assisted speech recognition by ana-
lyzing the oral characteristics of human beings.

3.1. Design of Interview Questions. Following the review of
safety behaviour-related literature, the open-ended questions
for site interviews with construction workers were designed.

Studies in safety bahavior and behavioral motive 

Planning the site interview steps, adapting and finalizing interview 
plan following the pilot study

Conducting formal site interview to 
collect original qualitative data

Coding the original data, forming concepts, and defining 
categories related to unsafe behavioral motives 

Test of theoretical saturation

Literature 
Review

In-depth analysis of results from 
Grounded Theory

Theoretical 
analysis

Data analysis

Site interview

Pilot study

Establishing a comprehensive framework 
in safety behavioral theories

Theoretical 
framework

No more newly founded categories

New categories found

Figure 1: Description of the research workflow.
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)ey underwent the pilot study to ensure that these questions
were valid, transparent, and easily understood. Before con-
ducting the pilot study, the research ethics approval was
gained from Jiangsu University. A consent form would be
provided to each interview invitee before conducting the
interview. It was ensured that no personal or company in-
formation would be stored in a database. Invitees to partic-
ipate in the interview would be provided with a clear guide of
the purpose of the study, and they could decide whether or
not to accept the interview request. )ey were also allowed to
withdraw or terminate the process during the interview.

Considering the generally low level of education that
workers had received in China’s construction industry and
other facts that they tended to hide or withhold sensitive
information related to their unsafe behaviours to the in-
terviewer, these questions were designed as simple as pos-
sible to be not technical. In April 2018, before conducting the
formal site interview, a pilot study involving five site workers
was asked these predesigned questions to evaluate the ap-
propriateness and effectiveness of the discussion. )ese five
participants worked as project managers, safety staff, site
technicians, crew supervisors, and steelworkers. )eir age
ranged from 33 to 52, with site experience varying from 9 to
31 years. )e interview with each participant lasted from 18
to 57 minutes. Following the pilot study, researchers in this
study found that generally, interviewees would be happy to
share their experiences regarding safety issues with others
when they were just bystanders not involved. However, they

would be more nervous or concerned when asked of
themselves as the party directly involved in safety issues,
despite that they were told that the interview was confi-
dential and anonymous.)erefore, in the finalized questions
listed in Table 1, the interview with each participant was
designed to start with a relaxing atmosphere in a storytelling
style by sharing his or her own site experience.

)e five basic questions in Table 1 were designed to be
open-ended as they can be easily extended to discover
more details contributing to site workers’ unsafe be-
haviour or behavioural decision. )ey considered the
potential psychological status of interviewees progres-
sively. Researchers asked guidance and descriptive and
summative questions by starting with the general ques-
tion with the interviewee as a bystander or witness, then
shifting the interviewee’s role to be the party directly
involved in unsafe behaviour, and finally back to the role
as a bystander. Basic information related to dangerous
behaviour can be obtained from answers to these
questions. More insightful or detailed information could
also be acquired by directing these open-ended questions.

3.2. Background Information of Interviewees. Echoing Cut-
cliffe [56] and MacDonald [57], who indicated the adoption
of purposeful sampling in collecting data, this study
recruited interviewees based on the critical features known
to the researchers. )ese key features included knowledge or

Table 1: Descriptions of five general questions asked during the formal site interview.

No. Question Purpose

1 Could you describe the most unforgettable safety accident that
you have heard of or experienced?

)is is a starting and guiding question to motivate the interviewee
to feel comfortable and become more engaged in the interview
process by recalling their past site stories or experience. It also

aims to spark the interviewee’s thinking about safety.

2
What do you think about the cause of construction safety

accidents? For example, are they more due to human mistakes or
other reasons?

)is commentary question aims to let the interviewee analyze the
cause of accidents from the standpoint of a bystander who was not
directly involved in the accident. It seeks to capture the core view
of the interviewee as a nonbiased witness. It also guides the

interviewee to pay attention to human factors related to unsafe
behaviours gradually.

3 From your experience, were there some site behaviours of
yourself that you feel could be dangerous?

)is question serves as a transitional point aiming to shift the
focus to the unsafe behaviour of the interviewee. In addition, it

aims to let the interviewee realize their prior hazardous
behaviour. )e question was asked in a self-reflective approach,
motivating the interviewee to recall and evaluate their dangerous

behaviours (if any).

4 Why did you still decide to behave unsafely if you had realized the
danger related to your unsafe behaviour?

)is is a core question, continuing from the previous question to
obtain the exact reasons that cause site workers to behave

unsafely. In addition, it aims to capture site workers’
psychological or mental status right before, during, and after

conducting unsafe behaviours.

5
What unsafe behaviours do you see other people conduct? And

what do you think are the main reasons why they behave
unsafely?

)is is a wrap-up question by shifting the focus from the
interviewee themselves back to others. )e interviewee answers
the question again as a bystander to evaluate why peers behave
unsafely. It is designed to acquire more in-depth thoughts related
to unsafe behaviours. Also, because the initial question has been
sensitive by asking the self-related dangerous behaviour, this
question can relieve the nerve of the interviewee and allow the

interviewee further to provide more information.
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experience on the studied phenomenon of interest, avail-
ability and willingness to participate, and the ability to
communicate experiences and opinions expressively and
reflectively, which were defined by Palinkas et al. [62] for
purposeful sampling. A total of 35 participants were
recruited in the formal site interview conducted from May
2018 to March 2019 in the southeast coastal region of China.
)e reasons for recruiting participants from the eastern
coastal region of China can be more in the prior studies of
researchers (i.e., [37, 46]). Basically, as the economically
active region of China, the east coastal region attracted
labours from the rest of the country to work in the con-
struction industry. )ese construction workers were also
referred to as migrant workers that were considered rep-
resentative of the workforce sample. )e qualitative data for
Grounded )eory-based analysis were based on the inter-
view of 30 participants. )e remaining five participants’
answers to interview questions were used for the later
theoretical saturation test described in Figure 1. )e back-
ground information of the 35 interviewees is provided in
Table 2. )e professions of interviewees included project
manager, quality inspector, general contractor’s site

workers, safety staff, crew supervisors, and workers from
different trades. )e average site experience was 16 years in
the interviewee sample, and 60% of them had an education
level below or at middle school. )e average time lasted in
each interview was around 29 minutes.

3.3. Interview Process. A semistructured interview was
conducted individually for each participant. )e interview
process was designed to be interactive, allowing the mutual
discussion and questions between the interviewer and the
interviewee. Interviewees were encouraged to express their
opinions freely. Considering that site workers usually have
heavy daily duties in a relatively confined and stressful work
environment, the interviews were generally conducted in the
evenings after participants completed their daily tasks and
were in a relaxing mental state. During each interview, the
researcher started with an icebreaker to allow the inter-
viewee to feel comfortable. )e interviewer (i.e., the re-
searcher) encouraged the interviewee to move forward with
the safety behaviour-related theme by adopting the ques-
tions listed in Table 1, simultaneously enabling the

Table 2: Background information of the 35 interviewees.

No. Age Site experience (years) Education level Profession Interview duration (min: sec)
1 55 30 Primary school Concrete worker 27 : 42
2 32 13 Community college Safety staff 24 : 55
3 50 30 High school Project manager 43 : 00
4 40 8 Middle school Crew foreman 30 : 59
5 30 5 Primary school Electrical worker 28 : 27
6 25 8 High school Ironworker 41 : 59
7 29 10 Middle school General contractor’s site employee worker 23 : 22
8 26 1 Master Safety staff 32 : 21
9 23 1 Community college General contractor’s site employee 30 : 58
10 29 12 Community college Crew foreman 42 : 46
11 27 2 Bachelor Quality inspector 39 : 33
12 53 13 High school Concrete worker 23 :11
13 36 20 Middle school Electrical worker 32 : 29
14 52 10 No education Painter 25 :14
15 48 20 High school Office administrator 32 : 02
16 37 10 Primary school Form worker 19 : 56
17 35 10 Bachelor Quality inspector 37 : 48
18 35 10 Primary school Ironworker 28 : 05
19 53 32 Middle school Concrete worker 31 : 56
20 50 30 Middle school Steelworker 27 : 07
21 60 10 Middle school Site signal coordinator 27 :17
22 50 20 Middle school Steelworker 37 : 47
23 42 24 Middle school Steelworker 18 : 09
24 50 30 Bachelor Project manager 47 : 07
25 30 12 Middle school Concrete worker 25 : 34
26 27 2 Bachelor Technical support staff 26 : 58
27 25 1 Bachelor Technical support staff 32 : 47
28 53 30 Primary school Form worker 26 : 38
29 43 20 Middle school Form worker 33 :17
30 54 30 Primary school Form worker 30 : 29
31 60 40 Primary school Form worker 27 : 46
32 43 25 Middle school Concrete worker 27 : 48
33 52 33 Primary school Steelworker 30 : 05
34 30 7 High school Form worker 35 : 24
35 45 23 Middle school Steelworker 40 : 28
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interviewee to be comfortable. Following each response
from the interviewee, the interviewer would then continue
by asking, “what you just said is insightful. Do you have any
other things to share with me?” With each interviewee’s full
consent and approval, the interview was voice-recorded.

4. Results from Grounded Theory Analysis

)e categorization process involves the cyclical workflow of
analyzing, inducing, and summarizing the sentences and
keywords from original voice messages conveyed by the

interviewees. Coding is a crucial job in the analysis and
summary. It involves labelling interviewees’ answers and
selecting, distinguishing, and categorizing the qualitative
data. )erefore, the three main steps, including open, axial,
and selective coding, were conducted progressively and
concurrently.

4.1. Open Coding Results. Open coding intends to define
concepts and categories. )e main objective of open coding
is to disaggregate original data and reform the concepts until

Table 3: List of concepts causing unsafe behaviours according to open coding.

Typical example(s) from interviewee’s verbal messages Concept Frequency
“Sometimes, I prefer not to wear the safety belt when working at a height because that saves
my effort.” Saving efforts 34

“)e main reason for some unsafe actions is to make more money in less time.” Gaining more income 13
“I don’t want to pay much attention to following these cumbersome steps. On the contrary, I
want to ignore it and finish my work as soon as possible.” Increasing productivity 10

“)e reality is that workers must follow their managers’ demands to complete the given tasks
in a fast way.” Being pressured 10

“Some guys feel that they are very skilled to perform tasks.” Being overconfident 10

“When the schedule is tight, the boss asks us to work overtime and maintain the efficiency.” Meeting schedule
requirements 9

“)e main reason for unsafe behaviour is to save time.” Saving time 7
“)ey think it is their freedom to not wear a hard hat”;
“If the manager wants them to wear the hard hat, they may still not fasten the tie of the hat.” Being unwilling to be regulated 6

“)e weather in the summer is hot, and not wearing the protective equipment makes me feel
more comfortable.” Feeling more comfortable 6

“)e manager asks us to do things fast and complete the tasks quickly; otherwise, we could
lose our job.”

Following the manager’s
demand 5

“Older and more experienced folks can do things fast without risks”;
“Older guys think they know things well enough and do not need to follow the safety
education.”

Following personal experience 5

“Safety accidents occurred very rarely on sites where I work during my past five years’ career.
I don’t think I would be that unlucky.”
“)ey think they are lucky enough to be accident-free by not wearing the safety boots.”

Holding a “fortunate”
mindfulness 5

“Some guys are rebellious and do not want to follow what their managers say.” Being against the safety
demand 4

“Sometimes we want to relax a bit after considerable experience site work, without realizing
site safety risks.” Relaxing 4

“A crew foreman just learned that he was about to be fired. He hammered a nail into an
electrical cable to show his anger before he left. Later a fire accident happened when the cable
was powered.”

Venting the negative emotion 3

“Some younger workers behave unsafely to show their own ‘tough-guy’ image.” Showing off self-capability 3
“Two different woodwork teams needed tower cranes to transport materials, and conflicts
happened. Both teams did not want to calm down. One of them broke the electrical cable of
the tower crane on purpose.”

Escaping responsibilities 3

“Two apprentices were working together with their mentor. One of the apprentices was trying
to impress the mentor during the installation of scaffolding when the mentor was not around
for a moment. He climbed into the scaffold trying to operate, but later he fell off from
scaffolding and was injured.”

Demonstrating own skills 3

“)is type of part-time guys deliberately waste time, not doing jobs safely.” Dawdling 3
“I just want to operate the machine myself to see how it works.” Satisfying curiosity 2
“)e wastes from saw-cuts fell on flammable things, but workers are hungry and want to have
their lunch. So they ignore that.” Being anxious to finish work 2

“Some guys walk along the steel pipes without fall protection just to feel excited.” Seeking excitement 2

“Arguments may happen between different trade teams because of interests of conflict.” Defending for the benefit of
their team 2

“If everyone else is working unsafely to complete work on time, I will follow them.” Following peer behaviours 2
Note. Table 1 does not cover coding concepts only mentioned once by the 30 interviewees. )ey include maintaining self-esteem, meeting self-vanity, helping
others in an emergency, and horseplaying.
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there is no more suitable code to replace the resulting and
improved concepts. Glaser [63] suggested using the gerund
format as being more ideal for exploring the concepts of
Grounded)eory, for example, “saving effort” instead of “to
save effort,” as shown in Table 3. In this study, the original
data were analyzed on a single-word basis, with the actual
words in the text labelled to define the initial factors. During
the induction and summarization processes, interviewees’
sentences were compared and matched, and prototypical
keywords were marked. Initial concepts were extracted
based on these labelled concepts and semantic meanings
within sentences. Finally, all concepts with similar or con-
sistent attributes were classified into initially coded cate-
gories. For example, in the original verbal message, “I feel it
cumbersome to wear a safety belt, making me not flexible to
do my job,” the keywords “cumbersome” and “not flexible”
were extracted to form the initial concept of “avoiding
cumbersome operation.” In another verbal message, “Guys
would like to find the most convenient way to work, and it is
common to find an easier way to save time,” the keywords
“convenient” and “to save time” were captured. )ese
similar keywords from other messages were found during
open coding, and they were formed into the initial category
defined as “saving efforts.”

)e 255 messages conveyed by the 30 selected inter-
viewees were initially obtained by adopting the iFLYTEK
[61] tool. )e research team performed a second round of
screening by removing codes not related to construction
safety. 158 messages were finalized and converted into coded
concepts. Table 3 displays some of the concepts associated
with typical examples from interviewees’ original verbal
statements.

)ese concepts in Table 3 are further coded into initial
categories as shown in Table 4.

)e open-coding results reveal that site workers who
conduct unsafe behaviours may be due to their psychological
needs (e.g., seeking excitement) or motivations (e.g., in-
creasing income). It is also indicated that workers’ unsafe
behaviours are affected by external conditions or site sce-
narios. For instance, they may desire to follow their peers’
behaviours, follow the demand from their team leader to
work fast, or even simply help others in an emergency.

4.2. Axial Coding Results. Following the open coding, axial
coding aims to establish a more generalized category
through cluster analysis to discover internal connections
between these initial categories identified in Table 4. It can be
found from Tables 3 and 4 that some of the concepts are
strongly correlated, for example, saving time and pursuing
work efficiency. According to the behavioural intention and
motivations reflected in the open coding, these initially
coded categories are redefined into seven main categories
listed in Table 5.

)ese seven main categories listed in Table 5 could be
further divided into three different scenarios: (1) reducing
physical work, saving time, and increasing income are
motivations that workers hold to enhance their input-to-output
efficiency. Workers desire to meet these personal needs. Under

this scenario, they behave unsafely in a proactive way to achieve
personal needs; (2) relieving stress and wishing to be part of the
team are scenarios that drive workers to adjust themselves in a
specialized circumstance, although it may not be their original
intention to make these adjustments. )ey adopt unsafe be-
haviours to cater to the external scenario (e.g., managers’ de-
mand to work fast) in a passive manner; (3) different from the
prior two scenarios, workers desire to help others, especially
under emergent situations, despite their lack of safety knowl-
edge or competency. )eir unsafe behaviour manifests
reactively.

4.3. Selective Coding Results. )e principles of selective
coding were defined by Strauss and Corbin [53, 54] as the
process of selecting the main category, relating it to other
types, and analyzing the relationships between categories.
Selective coding was conducted through text analyses to
identify the internal connections for each main category
defined from axial coding, workers’ individual safety per-
ception, and the corresponding and resulting unsafe be-
haviour type. Each coded main category is listed in Table 5,
with individuals’ safety perception status, and the potential
behavioural outcomes are described in Table 6.

It is seen that individual desire or needs, activated by one
of these main categories, linked to the unique perception
status, could potentially lead to unsafe behaviour. Based on
the qualitative data obtained and processed from the initial
steps, the safety perception status of individuals can be
defined in distinct types according to their safety awareness
and fear of danger. )e perception status described in Ta-
ble 6 indicates that safety education is imperative for in-
dividuals to be equipped with sufficient safety awareness and
the correct perceptions of the ensuing danger. )eir unsafe
behavioural outcome can also be divided into proactive,
passive, and reactive types.)ese various perception statuses
and types of the behavioural effect can further be described
as (1) the intention of saving time, reducing labour inputs, or
increasing personal income, all of which have the potential
to reward the respective workers themselves; moreover,
behind the income-driven motivations is the devastating
effect of proactive unsafe behaviours; (2) relieving stress and
the desire to be part of the team could induce workers to
behave unprofessionally due to the external stress or peer
pressure; and (3) in a less common case, helping or rescuing
others on-site under emergency also causes unsafe behav-
iours. )is scenario can be defined as workers’ reactive
behaviour stimulated by unexpected stresses.

4.4. Test of5eoretical Saturation. Following the preliminary
three-step coded analysis of qualitative data from the 30
interviewees, data from the remaining five interviewees were
adopted for the theoretical saturation test. Following the
same three-step analysis in Grounded )eory, no new
concepts or categories were different from the previously
defined categories. )erefore, it was indicated that the
current coded categories and their connections, as described
in Table 6, had encapsulated the significant causes and
features of unsafe behaviours on construction sites
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Table 4: Initial categories summarized through open coding.

Initially coded category Defined feature Mentioned by number of
interviewees

Saving effort

Some workers consider the standard practice cumbersome and desire that the
task be completed in a relatively more straightforward manner, such as throwing
tools to deliver them between peers, crossing the safety fence, installing the

scaffolding without fall protection, and randomly placing tools/materials on-site
for the sake of convenience.

13

Gaining more income Some workers perform their jobs with sicknesses or fatigue to gain more income
or bonus. 11

Being overconfident Some workers underestimate the risk of their behaviours and overestimate their
capability to control risks. 8

Fearing losing jobs Some workers opt to do unsafe work if their managers require them to finish on
time or catch up with the construction schedule. 7

Meeting the scheduling
needs

Some workers work overtime under fatigue to catch up with the scheduling
requirements. 7

Saving time
Someworkers skip steps in the standard construction workflow by violating safety
regulations to save time. Some crew miss the safety education just to gain more

time performing site duties.
7

Pursuing work efficiency
Some workers desire to complete duties in less time and behave in more risky
ways, such as dropping the concrete formwork and scaffolding fasteners and

manually carrying heavy items on-site.
5

Coping with safety
inspection

Some site workers conceal or temporarily hide site items that do not comply with
safety regulations to cope with periodic safety inspections from authorities or

third parties.
5

Relying on personal
experience

Some workers highly rely on their past site experience to judge the risk of their
behaviour, and some unsafe behaviours may occur due to their long-term risk-

taking habits or experience.
5

Holding the “being lucky”
mindset

Some workers underestimate the safety issues, being even more “optimistic”
towards safety if their past violation of safety rules did not cause accidents.

However, they also believe that they would not be unfortunate to be involved in
accidents.

5

Seeking comfort
Workers feel that wearing a hard hat, fastening safety belts, or using other safety
protective equipment would make them even more uncomfortable in the hot

weather.
4

Following the manager’s
demands

Workers feel unable to resist the commands of their crew leader.)ey feel obliged
to perform risky duties and require high professional skills beyond their

capability. As a result, they violate safety regulations to prevent project delays.
4

Resisting being regulated
When facing the blame or punishment for a safety violation, some workers turn
out to be rebellious and feel unfairly treated and desire to continue their unsafe

behaviours.
4

Reducing fatigue or
pressure

Labour-intense duties and uncomfortable site conditions (noisy and hot) make
workers feel exhausted and drive them irritable. As a result, some may smoke,

snore, or even drink alcohol on-site.
3

Expressing emotions

Some workers are annoyed and angered for several reasons, including being
rudely treated or blamed by site management personnel, family issues, and fairly
punishment; as a result, they behave on purpose against the demands of their
managers as a way to express their anger, such as by not attending mandatory

safety education.

3

Escaping responsibilities
Some site workers lack a sense of responsibility, feel reluctant to be part of the site
inspection, hide unsafe conditions or not report safety accidents, or blame others

for the aroused safety issues.
3

Revenging
Conflicts may happen between workers and management personnel or among
different trades. Some site workers seek opportunities to revenge by damaging

others’ work outputs.
3

Demonstrating capability Some workers desire to impress their managers and demonstrate their capabilities
by behaving differently from their peers. 3

Showing a “tough guy”
image

Some workers desire to show their “tough guy” image to their peers and line
managers. )ey do not follow management guidelines and pretend that they are
experienced and know what they would perform, resulting in risky behaviours

and safety violations.

2
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comprehensively. Further discussion and in-depth theo-
retical analysis could then be conducted.

5. Discussion

5.1. Analytic Framework in the Formation of Safety Behav-
ioural Decision. Following the Grounded)eory analysis, the
process from construction workers’ internal desires or moti-
vations to behavioural outcomes is analyzed by introducing the
social psychology theories as demonstrated in Figure 2.

5.1.1. Definition of the Analytic Framework Involving Me-
diated Moderation Effects in Safety Behavioural Outcomes.
)e framework shown in Figure 2 is considered a combi-
nation of mediation and moderation, according to Baron
and Kenny [64]. )e difference between a moderator (e.g.,
implicit safety cognition) and a mediator (e.g., explicit
awareness) lies in that a moderator serves as an independent
variable. Still, a mediator works as an intervening factor
between an independent variable and the outcome [64]. As
seen in Figure 2, workers’ implicit safety cognition is at the

Table 4: Continued.

Initially coded category Defined feature Mentioned by number of
interviewees

Idling
Some part-time workers do not care about safety or perform their high-quality
jobs. Instead, they mainly focus on gaining their daily income by spending their

time on-site.
2

Hurrying to complete
work

Once upon completing their daily duties, some workers are anxious to return
home by finishing the last piece of work in a hurry and further cause accidents,

e.g., falling from height.
2

Satisfying curiosity Some workers feel curious and operate equipment (e.g., tower crane) without
proper training. 1

Seeking excitement
Some workers behave unsafely by jumping on-site, throwing tools to deliver
them, horseplaying, or playing in dark and confined spaces (e.g., basement,

culverts).
1

Following peers
Although they do not agree with some unsafe actions conducted by co-workers,
some workers still decide to follow their peers’ unsafe behaviours to be social in

their workgroup.
1

Maintaining self-esteem When some workers feel insulted on-site, they may react in an extreme or unsafe
way to defend their self-esteem. 1

Enhancing self-vanity Some workers perform risky tasks beyond their control to gain praise from others. 1
Disturbing other trade
teams’ work

Some workers use the tools or equipment from other trade groups without
permission just to benefit their group. 1

Reacting in emergency Some workers, although without sufficient safety training, react in an emergency
by trying to help others in danger. 1

Avoiding being monitored Some workers deliberately hide from their managers to act unsafely. 1

Being distracted Some workers are thinking of other nonwork-related things when working on-
site. 1

Table 5: Coded main categories linked to initially coded categories.

Main category Initially coded categories )e intention or motivation of unsafe behaviours
Reducing
physical work

Saving effort; coping with safety inspection; seeking comfort;
idling

Minimizing discomfort at work; reducing labour
input

Reducing time
input

Saving time; pursuing work efficiency; hurrying to complete
work Reducing the time spent on performing duties

Meeting
internal desires

Being overconfident; relying on personal experience; holding the
“being lucky” mindset; resisting being regulated; expressing

emotions; escaping responsibilities; revenging; showing a “tough
guy” image; demonstrating capability; satisfying curiosity;
seeking excitement; enhancing self-vanity; maintaining self-

esteem; avoiding being monitored; being distracted

Meeting a specific psychological need or desire;
seeking a specific type of internal satisfaction (e.g.,

curiosity)

Relieving stress
at work

Fearing of losing jobs; meeting the scheduling needs; following
the manager’s demands; reducing fatigue or pressure

Relieving stress driven by a specific type of external
scenario

Increasing
income Gaining more income Gaining more income from work

Being part of the
team Following peers; disturbing other trade teams’ work Demonstrating self-conformance to the own social or

workgroup
Helping others Reacting in emergency Saving others from danger despite self-incompetency
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same level as the external scenario as an independent var-
iable that may affect the outcome, which is the worker’s
behavioural decision of whether to behave unsafely. )e
external methods can activate these coded main categories
shown in Table 5, such as the desire to save effort or gain
more income. According to Scheier [65] and Snyder [66],
self-monitoring or self-consciousness, once becoming the
moderator variable, can improve the traits and attitudes. In
this study, workers’ self-monitoring or self-consciousness of
safety can be reflected in the implicit safety cognition as
moderating variables to the external scenarios. In this dy-
namic framework involving multiple variables affecting the
behavioural outcome, self-monitoring within the implicit
safety cognition, as a moderator variable, divides workers
into subgroups according to their traits, for example, by
demographic factors [67], job trades [68], or experience level
[37]. )ese subgroup factors could cause workers’ safety
perceptions [46].

5.1.2. Extending the Social Psychology 5eory into Safety
Behavioural Science. Applying the social phycology theory
described in Baron and Kenny [64] and following the dynamic
framework displayed in Figure 2, it is seen that the implicit
safety cognition moderates the effects of the external scenarios
in their behavioural decision, and the explicit safety cognition
works as the mediator who could significantly intervene the
decision. )e behavioural decision could be different
depending on the interacted effects of these variables. )is
interacted effect can be through different routes by extending
the theory of Baron andKenny [64].)e implicit cognition and
the external scenario may significantly affect the behavioural
decision (as seen in the dashed lines in Figure 3 from implicit
safety cognition and external scenario to the outcome). )e
interaction of explicit cognition and external scenario indicates
moderation. Explicit cognition can mediate the relation from
the external scenario to the outcome, meaning that the external
distraction from these aforementioned coded categories (e.g.,

Table 6: Internal connections for each coded category, individual status of safety perception, and the corresponding behavioural outcome.

Connection among each coded category, individual safety perception
status, and potential behavioural outcome Definition

Reducing 
physical 

work

With safety 
awareness but 
without fear 

of danger

Proactive unsafe 
behavior

Before conducting unsafe behaviour, workers have a certain
understanding of the risk involved in their unsafe actions.
However, they either underestimate the danger, hold the

“fortunate” mindset believing that accidents are not likely to
occur to themselves, or desire to seek convenience or comfort.

Reducing 
time input

With safety 
awareness but 
without fear 

of danger

Proactive unsafe 
behavior

Before conducting unsafe behaviour, workers have a certain
understanding of the risk involved in their unsafe actions.
However, they underestimate the danger or hold the belief that

they should not be that unlucky to become victims of
accidents. )ey also care more about completing site work in

less time.

Meeting 
internal 
desires

With safety 
awareness but 
without fear 

of danger

Proactive unsafe 
behavior

Before conducting unsafe behaviour, workers thoroughly
understand the risk involved in their unsafe actions. But they
also desire to satisfy specific internal needs by ignoring or
underestimating the danger and violating safety rules.

Relieving 
stress at 

work

Without 
safety 

awareness but 
with fear of 

danger

Passive unsafe 
behavior

Before conducting unsafe behaviour, workers have a certain
degree of fear of the potential danger. However, they still run

dangerous behaviours due to stress caused by external
scenarios and improper safety awareness due to a lack of

professional knowledge.

Increasing 
income

With safety 
awareness but 
without fear 

of danger

Proactive unsafe 
behavior

Before conducting unsafe behaviour, workers have a specific
understanding of the risk involved in their unsafe actions.
However, they underestimate the danger or hold the belief that

they should not be that unlucky to become victims of
accidents. )ey also care more about earning more rather than

safety.

Being part 
of the team

Without 
safety 

awareness but 
with fear of 

danger

Passive unsafe 
behavior

Before conducting unsafe behaviour, workers have a certain
degree of fear of the potential danger. But they lack sufficient
knowledge of the risk related to their hazardous behaviour.
Peers’ unsafe behaviour would encourage them more to

behave unsafely in order to show themselves as part of the
team.

Helping 
others

Without 
safety 

awareness 
and without 

fear of danger

Reactive unsafe 
behavior

Workers may not have sufficient safety knowledge of risks, and
nor do they fear the danger involved. )ey desire to help other
people on-site, under unexpected conditions or emergencies.
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desire to increase personal income) does not necessarily cause
unsafe behaviours if the worker has the correct safety per-
ception to resist the temptations activated by the external
scenarios. If that mediation is complete, these temptations that
are driven by the external site scenarios to work unsafely would
not result in unsafe behaviours. Indeed, to strengthen the
explicit safety cognition (i.e., safety climate), implicit safety
cognition should strongly affect clear awareness.

By extending the social psychology theory described
by Baron and Kenny [64], it is indicated that the inter-
action effect from explicit cognition and the initial ex-
ternal scenario would strongly affect the behavioural
decision. However, through the mediation effect from
clear cognition, and depending on the level of mediation,
workers could redirect their own safety behaviours from
being risky to behaving safely. )is level of deviation

External 
scenario

Implicit safety 
cognition 

Safety 
perceptions ConstitutePrior 

scenarios

Safety 
knowledge

Intution or basic 
assumption

Form

Outcome: 
behavioral 

decision

Explicit safety 
cognition 

M
ed

ia
tio

n

M
ed

ia
tio

n

Figure 2: Analytic framework of mediated moderation informing construction workers’ safety behavioural decision (source adapted by
integrating the theories of Baron and Kenny [64] and Han et al. [46]).

Saving 
effort

Saving 
time

Mental 
desire

Increasing 
income

Reducing 
stress

Following 
peers

Helping 
others

Without safety 
awareness and 
without fear of 

danger

Reactive unsafe 
behavior

Pressure

Emergency

Passive 
unsafety 
behavior

Without safety 
awareness but 

with fear of 
danger

Proactive 
unsafety 
behavior

With safety 
awareness but 
without fear of 

danger

Accidents/
incidents

External 
scenario

Individual 
desire

Explicit 
cognition

Behavioral 
outcome

Implicit 
cognition

Motivation

Benefit

Figure 3: Diagram describing the formation of workers’ unsafe behaviours driven by various individual desires under different explicit
cognition patterns.
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would highly depend on the effectiveness of safety pro-
grams [69] and safety training [46] which could improve a
positive safety climate.

5.2. Formation Mechanism of Construction Workers’ Unsafe
Behaviours. )e analytic framework shown in Figure 2 can
be further extended into the formation process based on the
coded categories generated from Grounded )eory. Con-
tinued from Table 6, it is seen that unsafe behavioural
outcomes are formed through one of the dynamic routes
shown in Figure 3. )erefore, for any unsafe behaviour to
occur, an external scenario that activates one individual
desire, intervened by personal safety cognition, would drive
the formation of the dominating motivation (i.e., benefit,
stress, or emergency). It is stated in the Self-Determination
)eory [70] that distinct types of motivations drive human
behaviour. )e motivation-driven behaviours could be
performed to simply satisfy the innate psychological needs
[71]. )is need or desire is a necessary condition but not a
sufficient condition for unsafe behaviour.

5.2.1. Individual Desire Is Linked to Construction Workers’
Unsafe Behaviour. )e seven individual desires listed in
Figure 3 reflect the need for workers and can be considered
reasonable and regular human needs. Compared to other
industries, the construction industry has more adverse and
diverse site working conditions (e.g., hot to cool outdoor
environments) and is deemed riskier in terms of health and
safety. )e subcontracted work in China’s construction
industry is more commonly based on a fixed amount,
meaning that workers would gain the same payment by
completing the given tasks. Hence, many workers prefer to
save labour input and time to complete a fixed amount of
work. Many workers migrate to urban areas of more eco-
nomically developed regions in China in search of better-
paying jobs. )ey may feel socially isolated and desire to be
part of a social group. )erefore, they tend to follow peers’
behaviours. )e social outcome, defined by Man et al. [11],
could be considered necessary for workers to enhance their
image or status in the social system. External factors could
also increase the probability of unsafe behaviour.

In many cases, construction projects in the urban areas
of China are under a tight schedule to meet deadlines. As a
result, it is common to see site workers committing to work
overtime, including weekends.)erefore, any demands from
the management that work should be completed earlier
would result in more stress.

It should be a concern if workers’ unsafe behaviours
originate from their reasonable and rational human needs. It
could be said that the unsafe behaviour is a by-product of the
site work, meaning that the personal desire or conditions do
not necessarily result in dangerous behaviours. It is not
possible to eliminate these internal needs. What is more
practical and feasible in safety management is to provide
proper education by targeting workers’ common personal
needs, primarily to prevent them from conducting unsafe
behaviours.

5.2.2. 5e Effect of Safety Cognition on Unsafe Behaviours.
Unsafe behaviours could allow an individual worker to
achieve their own desired outcomes with positive or negative
consequences (e.g., injuries). )erefore, before making a
behavioural decision, each individual has to weigh the risk
and benefits associated with a decision [72]. Indeed, con-
struction workers would perceive it as worthwhile in trying a
risky approach if there is a significant return from pursuing
such unsafe behaviour. An immediate example is when
having to save the lives of people in case of emergency or just
simply to demonstrate their own “tough guy” syndrome [10]
to peers and managers. Over time, and with sufficient safety
awareness and perception of danger, workers may not decide
to behave unsafely despite the benefits brought by the risky
behaviour. )e safety cognition system described in Figure 2
is insinuated as the mediated moderation factor between
persona desire under specific external scenarios and the
resulting motivation leading to a behavioural outcome.
Furthermore, as workers gain more site experience and
dexterity in perfecting their trade skills and routinely ac-
complish their work safely on a consistent level, safety
awareness also increases at the same exponential knowledge
of compliance. )erefore, it is more common to see workers
being proactively and routinely safe by understanding how
to conform to safety regulations. )is is exhibited through
increased avoidance of unsafe behaviours. Invariably, the
antithesis is also actual. When workers behave unsafely, they
are more likely to have sufficient safety awareness but exhibit
low sensory understanding or anticipation of risks, hazards,
and resulting harm or looming danger.

According to the Weber-Fechner )eory [73], human
beings tend to become less sensitive to danger as their ex-
perience and skill grow, with less fear of danger. Almost
befitting this theory is the expression that “familiarity breeds
contempt” to warrant an effective response to compliance.
)ere is virtually an infinite false sense of safety, qualified by
unsafe behaviour. Expressing the same concern, Han et al.
[37] compared their entry-level peers. )ey found that
construction workers, in their middle careers, were more
prone to underestimate the danger associated with site
hazards. )is conclusion is also prominent among workers
who behave riskily but end up without encountering any
negative consequences due to their behaviour. As for this
group of workers, Kasperson et al. [74] have warned that the
absence of negative experiences creates a false sense of safety.
)is predisposition to no harm leads to falsification of the
actual benefits enshrined in full compliance, and confor-
mance to safety standards has negative safety behaviour:
workers become less sensitive to the potential risk-led
dangers, are slow to be proactive, and become a danger to
themselves and their fellow workers [74]. Workers’ “for-
tunate” mindset would be strengthened under this scenario
by relying on the superior supervision of foremen and
sectional managers and the personal experience of co-
workers. Holding the belief that accidents would not happen
to themselves is what triggers or generates overconfidence
and could deviate workers’ safety perception and ability to
improve their dexterities in their trade, and heighten the
precipitation of perpetual acts of unsafe behaviours.
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)e factor of focusing on the end benefit (or benefit-
driven) in addition to external pressure-induced desire is
also a common trigger for unsafe behaviours. )e explicit
safety cognition (i.e., safety climate involving safe perception
and safety awareness) plays a vital role as an intervening
mediator to impact the behavioural decision. Under the
proper mediation of safety cognition, workers could be
equipped with sufficient safety awareness and sense of
danger and hence not behaving unsafely. )e occurrence of
unsafe behaviour is not because of the internal personal
desire but the failure of the mediated-moderation mecha-
nism involving the safety cognition. Behaving unsafely but
not causing accidents can strengthen and precipitate the
“fortunate” behavioural syndrome mindset, thereby dete-
riorating the mediated moderation agent. )erefore, train-
ing workers with proper safety cognition to correct this bias
of the “fortunate” attitude plays a key role.

5.2.3. 5e Dynamic Mechanism in the Formation of
Behavioural Decision. It is workers themselves who decide
their behaviours. In other words, they can self-direct their
motivation and behaviours. Despite the sufficient safety
knowledge, site experience, and level of safety awareness, as
well as the sense of danger due to unsafe behaviours, the
internal desire (e.g., gaining more income) and external
inducer (e.g., tight project schedule) may affect the behav-
ioural decision-making according to the analytic framework
in Figure 2. )is dynamic mechanism also means that which
motivation dominates can keep changing. For example,
workers may feel uncertain in weighing the benefits and
risks. )e mediated moderation from safety cognition aims
to guide workers towards safety-dominatingmotivation.)e
Protection Motivation )eory (PMT) [75] indicates that
human beings naturally tend to protect themselves from
danger if they can correctly sense the danger. According to
PMT [75], the key is to nurture the proper sense of danger
for workers, besides the education on safety awareness.

On the other hand, the Risk Homeostasis )eory [76]
proposes that human beings opt to take more risks if they
have a strong sense of safety. Workers may behave at dif-
ferent risk levels depending on the external conditions [77].
It happens that workers work in a more risky way because
they believe that the superior safety devices can protect them
from injuries, hence underestimating the site risks due to
their unsafe behaviours. Klen [78] reported that workers
behaved more carelessly in a riskier manner when equipped
with protective equipment. However, this is not to deny the
importance of wearing safety equipment. Instead, it high-
lights that the malfunctioning safety cognition system as the
mediated moderation mechanism should be corrected to
prevent unsafe behaviours.

5.2.4. External Conditions 5at Affect Workers’ Behavioural
Decision. )e adverse external conditions, such as high
humidity and hot weather in summer construction and poor
management commitment to safety, could exert a negative
influence on workers’ behaviours. )is external influence
cannot be ignored. )e qualitative studies conducted in

China’s construction industry [10, 11] confirmed that
workers are likely to be influenced by their peers’ behaviours
and the social values of their groups. If most other peers are
working in an unsafe way, those minorities who behave in a
standardized, safe manner may feel isolated and perhaps
taken for granted. Safety management, therefore, plays a
vital role in workers’ behaviours. In some cases, workers
quickly perform duties because they fear losing part of their
income for failing to complete the job on time. Sometimes
they must focus more on work efficiency to avoid being
blamed by their managers.

Skinner’s [79] theory indicates that timely and effective
punishment for unsafe behaviour could prevent unsafe
actions and motivations from reoccurring. However, in-
sufficient safety monitoring and management system, which
fails to handle safety violations timely and adequately, could
motivate workers to behave unsafely and negatively affect
their preestablished safety cognition system. A good safety
management program is critical to forming a positive safety
climate.)e safety climate forms part of the safety cognition,
which directly affects human behaviour [42]. A hostile site
atmosphere (e.g., managers’ emphasis on work efficiency
and indifference to health and safety) could lead to the
failure of the mediated moderation mechanism brought by
the safety cognition system.

6. Conclusion

)is study adopts a Grounded )eory approach to assist the
investigation of the formation mechanism of construction
workers’ unsafe behaviour. Following site interviews with a
total of 35 construction professionals, seven main categories
were defined to describe workers’ psychological needs or
personal desires that led to unsafe behaviours. )ese seven
categories, joint with the individual safety perception status,
could lead to dangerous behaviours. )e safety perception
status measured by safety awareness and sense of danger
could be incorporated into the explicit safety cognition. In-
dividuals’ psychological needs, activated by external scenarios
and mediated by clear safety cognition, led to the behavioural
outcome. )e unsafe behaviour, according to the qualitative
data obtained from this study, could be divided into proactive,
passive, and reactive types, driven by different internal needs
and external conditions on construction sites.

Following the data analysis adopting Grounded )eory,
social psychology theories were applied in the context of
construction safety behaviour. An analytic framework il-
lustrating the formation of the behavioural decision was
initiated by integrating the ideas of social cognitive psy-
chology and safety cognition of construction workers. Social
psychology highlighted the effects of two different factors
(i.e., mediator and moderator) in affecting the behavioural
outcome. )e individual desire activated by an external
scenario serves as one independent variable, which is one
necessary but not sufficient condition for unsafe behaviours.
)e social psychology theories infer that construction
workers’ safety cognition system, consisting of implicit (e.g.,
safety knowledge and previous experience) and explicit (i.e.,
safety climate) cognitions, work as themediated-moderation
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mechanism affecting the behavioural outcome. )is is a
dynamic mechanism involving workers’ safety awareness
and sense of danger, which intervene in their individual
desires activated by external scenarios workers.

By integrating the results from Grounded)eory and the
analytic framework, a further diagram was developed to
describe the formation process of construction workers’
unsafe behaviours. )is diagram was discussed in depth in
terms of four main aspects, namely, the original desires
causing unsafe behaviours, the effects of safety cognition in
unsafe behaviours, the dynamic mechanism informing
behavioural decisions, and external conditions that affect
workers’ behavioural decisions. By applying a variety of social
psychology theories, the diagram provides practical sug-
gestions to properly guide construction workers’ behaviours,
including (1) an effective safety management program to
provide effective training addressing workers’ personal needs
instead of ignoring or denying these needs or desires; (2)
establishing a positive safety climate to develop workers’
safety perception with sufficient safety awareness and sense of
danger; and (3) periodic safety orientation targeting indi-
viduals’ safety cognition system, not only for newworkers but
also especially for experienced workers. More specifically,
many construction workers might not have received a uni-
versity-level education, and alternative training manners
other than toolbox meetings could be adopted, e.g., virtual
reality-based site tour and video plays of safety hazards/ac-
cidents. Other measures to increase the safety awareness and
sense of danger could include but be not limited to a proper
frequency of safety inspection of workers on-site and an
established management scheme between incentive and
punishment to regulate safety behaviours.

One limitation of this current study is that all interviews
were conducted in China’s most economically active region,
where construction projects are mostly under tight schedules
with productivity highly stressed. More future work could be
done to evaluate these defined categories from Grounded
)eory in different regions or countries. )e developed
analytic framework and diagram can also be further applied
in other regions or countries’ construction sites. More future
work can also investigate the effects of safety incentives and
punishment policies in safety cognition development.
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Abnormal target detection in hyperspectral remote sensing image is one of the hotspots in image research. �e image noise
generated in the detection process will lead to the decline of the quality of hyperspectral remote sensing image. In view of this, this
paper proposes an abnormal target detection method of hyperspectral remote sensing image based on the convolution neural
network. Firstly, the deep residual learning network model has been used to remove the noise in hyperspectral remote sensing
image. Secondly, the spatial and spectral features of hyperspectral remote sensing images were used to optimize the clustering
dictionary, and then the image segmentation containing target information is completed. Finally, the image was input into the
deep convolution neural network with a dual classi�er, and the network detects the abnormal target in the image. �e test results
of this algorithm show that the structural similarity of the denoised image is higher than 0.86, which shows that this method has
good noise reduction performance, image details will not damage, segmentation e�ect is good, and it can obtain high-de�nition
target image information and accurately detect abnormal targets in the image.

1. Introduction

Remote sensing images, also known as remote sensing
images, include aerial photos and satellite photos. �erefore,
the imaging methods of remote sensing images include
aerial photography, scanning, or microwave radar scanning
[1]. With the continuous development of remote sensing
technology, the requirements for the imaging e�ect and
quality of remote sensing images are gradually improved,
from the basic monitoring application to the detection of
abnormal targets through remote sensing images. �erefore,
the resolution of remote sensing images needs to reach a
certain standard. Based on this, hyperspectral is applied in
the �eld of remote sensing and combined with remote
sensing technology to obtain hyperspectral remote sensing
images with better resolution [2]. Hyperspectral image refers
to the resolution of 10–2λ for images of orders of magnitude,
and spectral sensors are deployed on di�erent space plat-
forms to image the target area [3], which can obtain its

surface image and spectral image at the same time, to realize
the combination of spectrum and remote sensing. �e
convolution neural network is a kind of network with the
ability of convolution calculation and representation
learning. It is widely used in image and object recognition,
pose estimation, natural language processing, and so on.
Moreover, the network has a good e�ect in processing the
geometric, texture, and spatial distribution characteristics of
remote sensing images and can identify the target objects in
remote sensing images. In order to realize the detection of
abnormal targets in hyperspectral remote sensing images
[4], after relevant research in the literature [5] and [6], a
correlation detection method based on spatial spectrum
joint anomaly degree and spectral di�erence equalization
interval screening is proposed. In the detection process, the
above method has no segmentation e�ect and cannot ac-
curately obtain the target area information. �erefore, there
is a certain error in the detection result of the above method.
�erefore, this paper proposes an abnormal target detection
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method of hyperspectral remote sensing image based on the
convolution neural network. Firstly, the high-frequency
layer with noise information is studied in multiscale space by
the residual network, and the residual remote sensing image
is generated by residual mapping. Finally, the complete
denoising result is obtained by jump connection. +en, the
dictionary learning model is used to obtain the sparse
representation of the brightness component and color image
of the remote sensing image, reconstruct and compensate
the missing high-frequency information in the remote
sensing image, retain the high-resolution of the image, and
retain the spectral information and spatial detail information
in the remote sensing image. Finally, the convolution neural
network is used to segment the hyperspectral remote sensing
image after extracting the features and finally complete the
image abnormal target detection.

2. Detection of Abnormal Targets in
Hyperspectral Remote Sensing Images

2.1. Denoising of Hyperspectral Remote Sensing Image Based
on Depth Residual Learning. In the process of imaging ac-
quisition of hyperspectral, remote sensing images, under the
influence of environment, equipment, and other factors,
there will be noise in the acquired images, which will affect
the detection results [7]. +erefore, in order to ensure the
accuracy of abnormal target detection in hyperspectral re-
mote sensing images, this paper uses depth residual learning
to denoised the images.

Deep residual learning is a deep network model in-
cluding residual module, which is composed of residual
units.+ere is a mapping relationship between hyperspectral
remote sensing images before and after noise reduction,
which is nonlinear. +e mapping relationship is realized by
inputting the high-frequency band noise data in the image
into the residual module technology. Multiple data nodes are
connected by jumping, and each module can be effectively
connected, so as to retain more edge information in the
semantic feature difference information. +e core of the
network is the residual of the connection depth (shortcut
connections), introducing branches to ensure smooth net-
work data transmission and avoid under fitting caused by
gradient disappearance and degradation.

2.1.1. Input Layer. +e original hyperspectral remote
sensing image y (x) is used as the input of the model and
input by the input layer.

2.1.2. Feature Extraction Layer. +is layer completes the
feature extraction of hyperspectral remote sensing image in
the form of image block. In this process, the feature is
extracted to ensure that the image features will not change
after noise reduction. Map the image block originally located
in the image space to the feature space, complete the learning
of image features, and take the feature as a filter to par-
ticipate in the convolution operation of the original
hyperspectral remote sensing image. Its purpose is to obtain
the activation value, which belongs to different positions and

features of the original image. In this layer, the activation
function and convolution kernel are used to extract the
eigenvalues of the image block, and the obtained neurons are
transmitted to the residual module.

2.1.3. Residual Module. It mainly completes the residual
learning between the input and output of the whole model.
In order to ensure the integrity of image detail information
in the learning process, this paper introduces local residual
learning and recursive block and adjusts the residual module
so that the input of identity branch and residual branch are
in two states in the model and recursive block. +e former is
difference, and the latter is the same. In this way, the path
between the input and output of recursive block is multi-
path, which can effectively avoid the phenomenon of
overfitting. To improve the learning performance of the
model, formula (1) of the residual unit is as follows:

H
u

� g H
u−1

  � FHu−1 , FW(  + H
0
, (1)

where g represents the function, corresponding to the re-
sidual unit; FW represents residual function; and both H0

and Hu represent the output. +e former corresponds to the
first convolution layer, and the latter corresponds to the
residual unit; FHu−1 is the input of the unit; u represents
quantity, corresponding to residual unit. +e original ex-
pectation mapping skips one or more layers of network
structure and realizes identity mapping. With the increase of
network depth, the weight of the convolution layer is
constantly updated, and the weight value iterates in the
direction of gradient descent.

2.1.4. Network Reconstruction Layer. After learning, the
residual unit outputs the characteristic map of the image
block and transmits it to this layer to form a hyperspectral
mapping image, and its number is the same as the original
image. After fusion processing through convolution calcu-
lation, a complete hyperspectral remote sensing image is
formed. +is layer can complete the prediction and removal
of noise components in the image [8], so as to obtain the
denoised hyperspectral remote sensing image. +en, the
calculation formula is as follows:

Xx � x × H
u

− s( , (2)

where x represents the image after noise reduction; Xx
represents the residual noise image after residual learning.
+e network learns the mapping from noise image to noise
distribution. Using the characteristics of the neural network
and global jump connection, x is subtracted to obtain a
complete denoised image, and the multiplicative noise is
removed indirectly by subtraction.

2.2. Feature Extraction of Hyperspectral Remote Sensing
Image. In the abnormal target detection of hyperspectral
remote sensing image, it is necessary to accurately extract the
target information in the image. +erefore, this paper
guarantees the definition of remote sensing image on the
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basis of noise reduction and then carries out feature seg-
mentation on x to remove the background in the image and
retain the feature information.+is paper uses the clustering
dictionary learning method combined with the residual
network model to complete the image pixel segmentation.

Determine the cluster center, use the dictionary repre-
sentation, determine the category attribution, and complete
the dictionary learning, which are completed according to
the sparse representation and the elements in the cluster,
respectively. In order to better characterize the image fea-
tures [9], the dictionary atom is described based on the
region image block. +e dictionary is optimized by com-
bining the two characteristics of wide band range and high-
spectral resolution of hyperspectral remote sensing image,
and the segmentation is completed by using the optimized
DICTIONARY [10].

+e purpose of clustering is to realize the division of
clusters, which is completed according to the similarity of
images, so that the elements with increased similarity are
located in the same cluster, as shown in the following
formula:

Wa � min
K

i�1
R xi, υi( , (3)

where K represents the number of clusters; xi represents the i
cluster, and vi represents its cluster center; R represents the
input hyperspectral remote sensing image, and R(xi, vi)

represents the distance, corresponding to the distance be-
tween xi and vi. +e smaller the distance, the higher the
degree of similarity between the two.

xj is classified according to Vi. On this basis, a new
clustering center is obtained, and the clustering is completed
after complete convergence through cyclic iterative pro-
cessing between them.

+e center point is determined and represented by any
pixel in xj. In order to obtain the column vector set and
contain n elements, the neighborhood image is processed by
transformation, and the set is used as the input signal. +e
objective function of the method is shown in formula (1):

min
wij,Dj,Cj

J � min
wij,Dj,Cj



k

j�1


xi∈Cj

xi − Djwij , (4)

where k represents the limit; J represents the sparse vector
value; Cj represents the number of atoms; Dj stands for
dictionary, corresponding to Cj;mj represents the number of
atoms, corresponding to Dj; wij represents sparse vector,
corresponding to any signal xi; T represents the limit, cor-
responding to sparsity; R(Dj) represents the function, which
is used to judge the consistency within Dj; δmeans to set the
fluctuation threshold. +e smaller the value, the higher the
consistency of atoms in the dictionary.

After completing the construction of Dj, each wij has
corresponding pixels in different clustering dictionaries.
+erefore, the former can be determined according to the
image signal corresponding to the latter. If you get ‖xi −

Djwij‖ with the smallest Dj, it indicates that the similarity

between Dj and xi is high, you can classify the latter into the
former.

During image segmentation [11], the neighborhood
information of each pixel of hyperspectral remote sensing
image is processed by transformation to form a one-di-
mensional vector xi. In order to obtain the input signal set X,
all signals are integrated to obtain xi, which belongs to
spectral remote sensing image. After the sparse represen-
tation of X is completed by sparse coding, Xi is segmented by
clustering. In order to ensure the matching degree between
the dictionary and the signal, the dictionary update needs to
be completed, which is completed according to the signal in
the cluster. After realizing the convergence of the energy
function value J according to the cyclic interactive iteration,
the clustering segmentation of hyperspectral remote sensing
image is completed, and the segmented image X containing
target information is obtained.

2.3. Abnormal Target Detection Based on Deep Convolution
Neural Network. After image clustering and segmentation,
this paper uses the deep convolution neural network
(DCNN) model to complete the final hyperspectral remote
sensing image abnormal target detection. +e model adopts
dual classifier. +e classifier is a machine learning method
based on quadric surface and a general abnormal target
linear classification method. +us, the final abnormal target
detection is completed, and the model structure is shown in
Figure 1.

Take X as the input of the model, and the convolution
layer extracts the feature of X. +rough convolution op-
eration, the feature signal of the image can be enhanced, and
the edge detection of the image can be sharpened and
blurred [12]. +e formula of convolution operation process
is shown in

aj,l � f 
i∈Mj

Xaj,l−1 ∗fκi,j,lfbj,l, (5)

where aj, l represents the activation value, corresponding to
the output characteristic image j, and belongs to layer l; ki, j, l
represents the kernel, which is used to connect two char-
acteristic diagrams, which are located in layer l and layer
l – 1, respectively; bj,l represents the addition deviation,
which corresponds to the output characteristic image j, and
belongs to layer l; f(·) represents Relu function; Mj rep-
resents the characteristic diagram j and is linear.

+e pooling layer can realize subsampling processing,
which belongs to image features and needs to be based on the
local correlation of the image, so that the valuable infor-
mation in the image can be retained to the greatest extent
[13]. +e calculation formula of this layer is

aj,l � fβj,ldown aj,l−1  X + fαj,lbj,l, (6)

where down(·) represents the function, corresponding to
subsampling; βj,1 and αj,1 represent multiplication bias,
corresponding to the output characteristic image, and be-
long to the layer l.
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When detecting abnormal targets in hyperspectral re-
mote sensing images [14], there are obvious quantitative
differences between classes. +erefore, in order to ensure the
accuracy of detection results, weight is introduced to restrict
each class of the image, larger weight is added to smaller
classes, and smaller weight is added to larger classes; then, as
shown in the following formula,

L(W, b) �
1
2


z
i�1 μi y

zi

j − y
⌢zi

j

�����

�����
2

mn
+ λW

T
W

⎡⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎦, (7)

where μi represents the weight, which is used for different
types of constraints; L represents the deformation of norm; zi
represents the quantity, corresponding to the selected
hyperspectral remote sensing image sample points; λ,m, and
n are constants;W represents the weight matrix; y

zi

j and y
zi

j

represent the feature value and feature approximation of the
selected image, respectively.

+e dual classifier in the model is a two-layer stack. +e
first layer is used as the training set of the second layer after
completing the feature reconstruction of hyperspectral re-
mote sensing image [15]. +e dual classifier has the ability of
spectral remote sensing image feature fusion, which can fuse
the original features and extracted new features in the image,
and process the fused features by means of standardization
and normalization, to improve the detection accuracy of
abnormal targets.

3. Experimental Analysis

In order to test the application performance and effect of this
method on the abnormal target detection of hyperspectral
remote sensing image, this method is used to detect the
remote sensing image of land resource management in a
province. +e purpose of detection is to determine the
abnormal illegal construction or illegal occupation of cul-
tivated land based on hyperspectral remote sensing image

and cooperate with relevant departments to complete land
resource management. Hyperspectral remote sensing image
detection is used to collect abnormal information. In the
process of real-time abnormal target detection, line images
need to be collected, so a 2-way blade server is used as the
image server. Considering the running time, a disk array
with a capacity of 8 t will be selected for the amount of data
collected, so as to ensure the safety of abnormal target
detection in hyperspectral remote sensing images.

3.1. Denoising Test. In order to test the drying performance
of this method, structural similarity SSSIM(x, y), image in-
formation entropy H, and average correlation coefficient C

are used as rating indicators, in which structural similarity
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Figure 1: Abnormal target detection model based on DCNN hyperspectral remote sensing image.
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refers to the measurement of macromolecular structural
similarity; image information entropy refers to the average
number of bits in the gray level set of hyperspectral remote
sensing images; average correlation coefficient refers to the
amount of linear correlation between abnormal target de-
tection variables in hyperspectral remote sensing images,
which usually represents an uncertain relationship. Test the
results of three indexes after image denoising with different
noise levels, as shown in Figures 2–4. +e calculation for-
mulas of the three indicators are as follows:

SSSIM(x, y) �
2εxεy

εx + εy 
2

2σxy

σx + σy 
2, (8)

H � − 

1

i�0
p(i)

2 ln, (9)

ϑ �


m
i�1 

n
j�1 ϑod(i, j)

mn
, (10)

where x and y represent two hyperspectral remote sensing
images, and their mean values are represented by εx and εy,
respectively. +e covariance between them is σxy; P(i)
represents the probability density function, corresponding
to the gray value i. ϑ(i, j) represents the correlation coef-
ficient, which belongs to the spectral vector before and after
noise reduction and corresponds to the pixel at (i, j) of the
hyperspectral remote sensing image; m, n represent the
number of rows and columns of hyperspectral data, re-
spectively. +e larger the value of the three index results, the
better the noise reduction performance of this method, and
the more the details and quality of the denoised image can be
guaranteed. +e expected standard is that the results of the
three indexes are higher than 0.86.

According to the test results of Figures 2–4, under
different image sizes, with the gradual increase of noise, the
three indicators of this method show corresponding

differential changes, but the change results meet the ex-
pected standard requirements, even if the image size is
80× 80, when the noise is 20 dB, the results of the three
indexes are 0.91, 0.90, and 0.88, respectively. +erefore, this
method has good noise reduction performance.

In order to measure the noise reduction effect of this
method, a remote sensing image of land resource man-
agement is randomly selected for noise reduction and the
image results before and after noise reduction are obtained
to judge the noise reduction effect of this method, as shown
in Figure 5.

3.2. Image Classification and Evaluation. In the experiment
of remote sensing image classification, this paper uses
2DCNN, 3DCNN, and ResNet to compare and analyze the
classical Indian pins set of remote sensing data, so as to
further verify the training advantages of residual network. As
shown in Table 1, the OA of remote sensing image classi-
fication completed by the reset model is as follows: the value
is 0.966385; the value of AA is 0.967972; and the value of
kappa is 0.960746.

Figure 6 shows the confusion matrix of the classification
of Indian pins common data set. It is found that the position
of eachmeasured pixel shows better accuracy compared with
the corresponding position of the actual image. Figure 7
shows the iterative values of loss, accuracy, val_loss, and
val_loss, which further shows that this method has a good
effect on the classification of multiband remote sensing
images after noise removal.

According to the test results in Figures 5–7, it can be seen
that there is noise influence in the image before noise re-
duction, and there is fuzziness in the image. After noise
reduction, the clarity and brightness of the image are sig-
nificantly improved. +e results intuitively show that the
noise reduction effect of this method is good, and the noise
removal in the image can be completed on the premise of
ensuring the quality of image details.

1.00

0.97

0.94

0.91

0.88

0.85
2 4 6 8 10 12 14 16 18 20

Noise/db
Image size 20×20
Image size 40×40
Image size 80×80

Im
ag

e i
nf

or
m

at
io

n 
en

tro
py

Figure 3: Test results of the image information entropy index.
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Figure 4: Test results of the average correlation coefficient index.
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In order to test the image segmentation e�ect of the
method in this paper, the gray mean and Jaccard similarity
are used as evaluation indexes, and their calculation for-
mulas (11)-(12) are as follows:

Figure 5: Test results of noise reduction e�ect.

Table 1: Comparison of classi�cation accuracy of remote sensing
images.

Network type classi�cation
criteria OA AA Kappa

2DCNN 0.761929 0.767287 0.728459
3DCNN 0.949264 0.970596 0.940559
ResNet 0.966385 0.967972 0.960746
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Figure 6: Confusion matrix of the residual network.
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μ �
1

mn


m

i�1


n

j�1
xij, (11)

JAC(A, B) �
|A∩B|

|A∪B|
, (12)

where xij represents the gray value of the image after noise
reduction and corresponds to the pixel point at (i, j); A, B
represent two different sets.+e average gray level can reflect
the gray level of the image, that is, the brightness of the
image, and the expected standard is between 0.4 and 0.6.+e
closer the JAC similarity is to 1, the better the quality of the
segmented image. +e expected standard in this paper is
more than 0.85.

+e image segmentation results of the method in this
paper are obtained according to formulas (9) and (10), as
shown in Figures 8 and 9.

According to the test results of Figures 8 and 9, with
the gradual increase of the number of segmentation of

hyperspectral remote sensing images, the results of gray
mean fluctuate within the standard range. +e results
show that even if the number of segmentation is large, the
basis can ensure the image quality. +erefore, it also in-
directly shows that. +e segmentation effect of this
method is still good for images with complex background.
In addition, with the gradual increase of clustering centers
in the image, the results of JAC similarity fluctuate ir-
regularly, but the variation range is about 0.9. +erefore,
the image segmentation effect of this method is good and
can obtain the target image information with high
definition.

3.3. TargetMonitoring Results. In order to test the abnormal
target detection of hyperspectral remote sensing image in
this method, this method is used to detect the abnormal
target in the denoised image in Figure 5. +ere are abnormal
illegal buildings in this image. +e detection results of this
method are obtained, as shown in Figure 10.
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Figure 10: Abnormal target detection test results.
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According to the test results in Figure 10, this method
can complete the detection of abnormal targets in hyper-
spectral remote sensing images and obtain abnormal illegal
buildings in the images. After confirmation, the detection
results are consistent with the actual results. +erefore, this
method has the effect of abnormal target detection in
hyperspectral remote sensing images, and the detection
results have good reliability.

4. Conclusion

Hyperspectral remote sensing images are used in more and
more fields. It is an important detection method to complete
abnormal target detection based on remote sensing images.
In order to ensure the reliability of hyperspectral remote
sensing image abnormal target detection, a hyperspectral
remote sensing image abnormal target detection method
based on the convolution neural network is proposed in this
paper. +e convolution neural network is used to classify the
image to obtain the high-spectrum remote sensing image
with target features, which is introduced into the convo-
lution neural network with dual classifier to detect it. +e
results show that the abnormal target detection method of
hyperspectral remote sensing image based on the convo-
lution neural network has good noise reduction perfor-
mance and can complete the noise processing in the image
under the condition of ensuring the image quality and fine
grain level. At the same time, it can also better complete the
classification of target areas, and the display effect of various
indicators is good. After segmentation, the quality of
hyperspectral remote sensing image is intact, which plays an
important role in accurately detecting abnormal targets in
the image.
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e construction industry is characterized by a high level of mobility and a diverse range of practitioners from di�erent social status,
which can a�ect the industry’s group management processes. e exploration of the mechanisms involved is an important task for
theoretical research and a challenge for management practices. is study examines three relevant aspects of work-group behavior in
the construction industry from a social exchange perspective: the individual’s evaluation of the level of the emotional investment of
members in the work team and their assessment of personal rewards and costs.e study of 71 construction industry workers through
the development of a cost-bene�t inventory questionnaire of individual-team exchange relationships revealed that their level of
emotional investment in the work group can be predicted by assessing their awareness of personal rewards and costs. A further
clustering algorithm revealed that an individual’s social status had a signi�cant impact on their level of a�ective investment, but there
was no signi�cant correlation between an individual’s wage and their level of emotional investment in the work team. e �ndings
deepen our understanding of group behaviors in the construction �eld by explaining the interactions between individuals and
organizations in work groups while emphasizing the indispensable role of emotional factors in group development.

1. Introduction

1.1. �e Current Situation of Construction Industry Workers.
After a long period of market system construction and ef-
fective regulation and recti�cation, the construction in-
dustry is steadily developing. At the same time, some social
problems caused by the nature of the long project cycle,
many projects, and complex environment have been ex-
posed. Among them, the emotional problems of workers are
coming to the fore more and more. Workers who are highly
mobile due to site changes and need to move around all year
round are usually far away from the city and their families
and friends, and the resulting work-family con�icts can
a�ect the social behavior of construction workers [1], and
kinship plays an important role in the e�ectiveness of re-
lational governance mechanisms in projects [2]. In addition,
construction industry workers have a complex composition
and diverse social backgrounds and are forced to accomplish

demanding and urgent tasks in an undesirable living en-
vironment and monotonous life. In such a work and life
environment, it is imperative to pay attention to the emo-
tional state of construction workers who are motivated by
di�erent social classes [3]. In addition, the current external
competition of construction enterprises is becoming in-
creasingly �erce, and in order to cope with the external
pressure, enterprises need to give full play to their talents and
mobilize the emotional engagement of their employees to
cope with the market demands.

1.2. Social Exchange�eory. As one of the major theories of
social interaction in the social sciences, theoretical and
empirical applications involve extending the work of social
exchange theory to the analysis of power and dependency,
social networks, reciprocity, equity, social cohesion, and
solidarity [4].
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Airman and Taylor [5] studied relationship development
from the perspective of social penetration, which led to the
formulation of the well-known social exchange model of
interpersonal interactions. Social penetration is viewed as a
systematic process of self-revelation among individuals in
interpersonal interactions in which people continually assess
the quality of their interactions to determine whether they
need to continue to invest. In contrast, the behaviors
exhibited in social systems are the result of individual de-
cision-making, where group members exchange various
types of resources based on their assessment of and de-
pendence on others. In previous research, the social ex-
change and exchange of information among construction
industry practitioners can influence decisions on con-
struction projects, which in turn affect work health and
safety [6]. In addition, components of the emotional ex-
change model are often used to explain dynamic relation-
ships such as emotional experience and expression [7]. It was
also found that interpersonal relationships are continuously
socially exchanged in a continuous developmental process
and have a tendency to be increasingly rewarding.

1.3. Emotional Investment. Emotional investment is a re-
lational orientation in which individuals show loyalty and
commitment to their work group and show mutual concern
for their colleagues, and trusting interactions between
participants help foster beneficial relational behaviors that in
turn improve team performance [8]. It helps to improve
team communication and thus effectively increases team
effectiveness [9] As members’ mutual interest increases,
personal relationships accumulate and relationships with
others become closer, and individuals make ongoing
emotional investments in relationships [10], while each
successful social exchange increases interdependence and
commitment among work group members [11]. With in-
creased interdependent communication, more and more
team members have a higher level of emotional investment,
which in turn leads to more effort for the team’s goals and
increases the satisfaction of other members. At the same
time, the team environment evolves away from the previous
mutual exchange of resources among group members to one
in which the individual needs of members are met within the
work group. Current research hot spots for emotional in-
vestment are applications to family groups of foster children
[12, 13] and social media [14, 15], but we believe emotional
investment can be applied to a broader range of domains.

1.4. Personal Rewards and Personal Costs. Personal rewards
refer to enjoyable or appreciated relational attributes that an
individual receives in a relationship. Rewards are usually
divided into six categories: money, status, love, information,
things, and services. Each person defines rewards differently;
what one person seeks may be worthless to another. Personal
costs refer to the relationship attributes that individuals pay
for in relationships that are annoying or disliked. For social
exchange theory, successful resource exchange means that
rewards can be maximized in exchange for the smallest
possible personal cost. When this ideal social exchange is

achieved, group members increase their mutual contribu-
tion and commitment (e.g., [16]). Reciprocity signifies en-
gagement and attachment among members, and the results
of Xerri’s [17] self-reported survey of 255 Australian engi-
neering asset management employees indicated that the
organizational support for members can positively predict
employees’ emotional attachment to the organization.
Moreover, organizational support, emotional commitment
to the organization, and employees’ psychological well-being
are mutually reinforcing, so individual rewards may be a
more reliable predictor of reciprocity than costs. -erefore,
we consider that personal rewards may be a better predictor
of emotional investment than personal costs.

1.5. Adopting a Social Exchange Perspective to Analyze the
Construction Industry. To analyze in depth the attachment
and especially the loyalty of construction workers to their
groups, we applied social exchange theory to workers and
managers in the construction industry, and to examine what
characteristics this affective investment has due to the high
mobility of the construction industry and how it relates to
the social status of construction workers, an important
aspect of construction project management theory has to be
questioned. Our study is dedicated to find the correlation
between social status and emotional investment in the
context of a highly mobile profession like the construction
industry. Behavior can be seen as the result of an individual’s
decision to make a trade-off between rewards and costs, a
strategic framework for a game in which individuals or
groups interact with society and the environment.

We emphasize the role of emotional investment in
promoting work group survival and interdependence among
team members, as quality relationships within the work
group are the foundation for unlocking the individual po-
tential for improved performance in the project environ-
ment [18]. In contrast, most studies on work groups
emphasize group efficiency and output without examining
the costs and rewards perceived by individual group
members or the emotional investment members make in the
group [19]. But an overemphasis on group output in the
short term can have negative effects on group members’
psychological well-being and performance and even on the
long-term development of the group [20]. -e reasons for
this are as follows: first, if individuals feel a lot of pressure to
perform in the short term and do not receive the emotional
attention or personal rewards that are commensurate with
the cost, group continuity is difficult to maintain and the
long-term development of the group is not guaranteed [21],
and group members may choose to leave, so long-term work
group performance will be negatively affected. Second, if
short-term team performance goals are overemphasized and
members are required to sacrifice their personal interests to
achieve them, members may reduce their efforts and
knowledge contributions to the team [22], and in this case,
although members do not terminate their ties to the group,
their social interactions are reduced, individual emotional
ties with other members are neglected, and the performance
of the work group is similarly affected. Emotional support
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such as motivation has been found to help with multiproject
management in the industry, reduce burnout, and help
retain project members [23].

As a human resource that needs to be developed in the
current situation, the emotions of employees can have a
significant impact on the dedication of corporate workers
and the development and implementation of corporate
systems [24]. In a study of the stress and burnout tendencies
of members of different project groups, Pinto [25] found that
project managers and construction workers had significantly
higher levels of emotional exhaustion relative to other job
types, so the construction industry should focus more on the
social stratification of the practitioners in order to provide
emotional de-escalation and management for groups vul-
nerable to psychological problems [3]. In view of the special
characteristics of the work of employees in the construction
industry, part of the employees are migrant worker groups
with high job mobility and relatively high wage levels for
some skilled workers with little room for promotion, and part
of the employees are regular employee groups in construc-
tion enterprises with more stable jobs and relatively low
wages, but with room for promotion within the enterprises.
However, due to the inevitable existence of social prejudice,
this paper classifies the group of migrant workers or contract
workers as a group with relatively low social status and the
group of regular employees within the enterprise as a group
with relatively high social status. -is paper examines team
members’ evaluations of personal costs and rewards and their
own emotional investment in the work group and compares
whether there are significant differences in the levels of
emotional investment between the two groups and how their
evaluations of personal costs and rewards affect their levels of
emotional investment. In a social group, people with high
social status usually interact emotionally with the groupmore
than people with low status in the group.

In summary, this study focuses on the role of emotional
investment generated by construction industry practitioners
in the work group and its influencing factors. We consider
the emphasis on affective investment and the focus on
stratification of construction workers and the work envi-
ronment as the main contributions of this study.

Based on the above statements, we build on the con-
struction industry group and adopt a social exchange per-
spective to propose three hypotheses.

(H1) People with high socioeconomic status have a
higher level of emotional investment in the group

(H2) High income does not affect the level of the
emotional investment of individuals in the work
group

(H3) Personal rewards can be a better predictor of
emotional investment than personal costs

2. Methods

-emethods of this work consist of participants for surveys,
questionnaires revised for Chinese contextures, and clus-
tering analysis for defining the major factor affecting the
emotional investments in the work groups.

Participants: due to the low participation of women in
the architectural, engineering, and construction industry
[26], a total of 71 (including 12 women) construction
workers were selected to participate in this questionnaire for
this study.

Objective of the surveys: to collect construction workers’
level of emotional investment in work teams and team
members’ assessments of individual costs and personal re-
wards (including regular, contract, and migrant workers) by
questionnaire survey method.

Study steps: this task focused on developing question-
naires and scales.-e original scales and questionnaires were
in English, and to translate all survey items from English to
Chinese, we used the translation/back-translation procedure
of Brislin [27] and then adapted them to the Chinese context.
Finally, the adapted questionnaires and scales were tested for
reliability and validity.

To test our proposed hypotheses, we conducted analyses
at the individual level. We referred to Saavedra and Dyne
[28] and selected three separate items from the cost-benefit
inventory developed by [29, 30] based on social exchange in
interpersonal relationships to assess individuals’ perceptions
of rewards and costs. Considering the purpose of this study
is to examine the personal trait attributes and relational
attributes of the different social status of practitioners within
the construction industry, the items focus on the exchange of
nonmaterial resources [28]. To measure affective invest-
ment, we used three items from Hackman’s [21] assessment
of members’ perceptions of group well-being. A principal
components analysis was conducted on nine items to ensure
that the scale we used would achieve the predicted effect.-e
results indicated that the three factors, emotional invest-
ment, rewards, and costs, together accounted for 77% of the
variance. Table 1 examines the suitability of the scales we
used for principal components analysis, and Table 2 lists the
individual items and the factor loadings for each item.

-is study used the KMO (Kaiser–Meyer–Olkin) test to
statistically compare the correlation coefficients between the
variables, which yielded a KMO value of 0.758, which is
greater than 0.7 (KMO takes values between 0 and 1, and the
larger its value, the more suitable the original variables are
for factor analysis). In addition, Bartlett’s test P< 0.05, the
above data indicate that it is appropriate to do factor analysis
on the above items.

In addition, we conducted separate reliability analyses
for the items measuring each factor in the scale, and
Cronbach’s α coefficients for each item measuring the three
factors of emotional investment, personal cost, and personal
reward were 0.857, 0.739, and 0.893, respectively, all greater
than 0.7, meaning that the reliability of each item in the
questionnaire was high.

Table 1: KMO and Bartlett test.

KMO measure of sampling adequacy 0.758

Bartlett’s test of sphericity
Approx. chi-square 397.199

df 36
Sig. 0.000
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3. Results

To test whether social status affects the level of individual
affective investment, we conducted an independent sample
t-test on the overall affective investment level between the
regular and migrant worker groups, and the results are
reported in Tables 3 and 4.

From the results of the independent sample t-test, it can
be concluded that within the confidence interval of 99%, the
level of emotional investment between regular and migrant
worker groups is significantly different, and the level of the
emotional investment of regular workers is significantly
higher than the level of the emotional investment of migrant
workers in work groups (-e Emotional Investment Ques-
tionnaire items were selected on a seven-point scale, with a
choice of 1 meaning strongly agree and a choice of 7 meaning
strongly disagree). -e formal worker group and the migrant
worker group have different socioeconomic status, and it
follows that socioeconomic status affects the emotional in-
vestment of individuals in the work group, and individuals
with higher socioeconomic status have higher emotional
investment in the work group; therefore, H1 is confirmed.

In order to describe the intergroup differences more
intuitively in the overall level of emotional investment in
different social status within the construction industry, we
conducted a cluster analysis of the results of the emotional
investment survey, the results of our survey on sentiment
investment were analyzed in Origin using the K-mean al-
gorithm for clustering. As a mainstream data analysis
software, Origin has two main functions: data analysis and
plotting. Origin’s data analysis includes a variety of so-
phisticated mathematical analyses such as statistics, signal
processing, image processing, peak analysis, and curve fit-
ting. We use K-means, an unsupervised learning algorithm
for solving clustering problems. -e K-means method is a
classical algorithm in clustering, one of the top ten classical
algorithms for data mining; the algorithm receives the pa-
rameter k and then divides the n data objects entered in
advance into k clusters, in order to satisfy that the objects in
the clusters are more similar, while the objects in different
clusters are less similar.-e idea of the algorithm is to cluster

the k points in the sample space, grouping the objects closest
to them and updating each cluster centre one by one by
iterative methods. -e results are shown in Figure 1.

From the results of the cluster analysis, the distance of
the vertical coordinate represents the difference in the level
of emotional investment between the samples, and the
horizontal coordinate represents the individuals; it can be
seen that individuals belonging to the same social class are
more aggregated and show more similarity in emotional
investment, thus concluding that the social stratification in
the construction field is obvious, and different groups based
on different social classes differ in the characteristic of
emotional investment level, while within the group, this
characteristic is similar. -e characteristics are similar
within groups.

In addition, this study tested whether the level of per-
sonal income affects the emotional investment of individuals
in the work group. -e mean of the income levels of the 71
construction industry workers collected in this study was
1068.5 US$, so we used 1068.5 US$ as a cut-off for high- and
low-income levels, with those below the mean income
considered as a low-income group and those above the mean
income considered as a high-income group, and conducted
independent sample t-tests on the overall emotional in-
vestment levels of the two groups.-e results are reported in
Tables 5 and 6.

As can be seen in Table 6, the difference in the overall
level of emotional investment between the high-income
group and the low-income group is not significant at a
confidence interval of 99%, indicating that there is no
significant effect of high income on the level of the
emotional investment of individuals; therefore, H2 is
proved.

Table 2: Factor analyses of self-report items.

Items F1 personal
rewards

F2 emotional
investment

F3 personal
costs

1. -e members of my work team listen to me. 0.831 0.208 0.080
2. I feel needed by my work team. 0.863 0.376 0.068
3. I feel comfortable when I voice my work in work group. 0.835 0.348 079
4. Our team members have a strong sense of loyalty to the team. 0.235 0.925 0.010
5. Our work team members care about the collective and are committed to making it better. 0.370 0.888 0.021
6. I do not want to change the members of our work group. 0.442 0.597 0.128
7. Since I am friends with the members of my work team, I undertake a
lot of extra responsibilities. 0.210 0.205 0.832

8. I often compromise my ideas by considering the preferences of other
team members. 0.084 0.064 0.826

9. To integrate into the work group, I must sacrifice a great deal of
personal independence. 0.223 0.043 0.765

Table 3: Analysis of social status among construction workers.

Overall emotional investment level
N Mean SD Std. error mean

Regular worker 36 6.8333 3.48727 0.46601
Migrant worker 35 6.8857 3.28194 0.49477
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We used hierarchical regression analysis to test H3, and
the results are shown in Table 7. When both costs and re-
wards were regressed on a�ective investment, only rewards
contributed unique and signi�cant variance, indicating that
individual rewards were the best predictor of a�ective in-
vestment among work groups in the construction industry;
therefore, H3 is con�rmed.

4. Discussion

Our goal is to illustrate the dynamics of relationships in the
construction industry’s work community on an emotional
dimension, integrating concepts such as satisfaction, in-
vestment, and commitment. In the construction industry,
construction workers are usually part of a work team, and
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Figure 1: Intergroup di�erentiation in the level of emotional investment between regular workers and migrant workers through cluster
analysis (RW� regular workers, MW�migrant workers).

Table 4: Di�erentiation in the level of emotional investment across social classes is shown by t-test.

t-test for equality of means

t df Sig
(2-tailed)

Mean
di�erence

Std. error
di�erence

99% con�dence
interval of the
di�erence

Lower Upper

Overall emotional investment
level

Equal variances assumed −5.76 69 0.000 −3.80049 0.66535 −5.5926 −2.0677
Equal variances not

assumed −5.76 44 0.000 −3.80049 0.69693 −5.7071 −1.9532
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poor work team relationships predict the work stress of
construction workers, and their psychological perceptions
greatly influence their behavioral and safety performance,
and it is particularly important to study the impact of the
work team on construction workers as key and indispensable
contributors to each construction project [31]. Research
sponsored by the American Society for Quality Control in
conjunction with Fortune 500 companies shows that em-
ployees see teams as both a platform for personal devel-
opment and a way to promote [32]. Studies have shown that
construction workers with different levels of perception of
group norms exhibit different personal safety behaviors at
work. In addition, when construction workers were in
different groups (e.g., work groups, projects), their per-
ceptions of identity showed significant differences, thus
introducing the idea that social identity with a group can
moderate the effect of group norms on construction
workers’ personal safety behavior standards [33]. -ese
findings also suggest new ideas for the management of the
construction industry: improving the level of social iden-
tification and emotional investment of construction workers
in their work group, which in turn improves communication
in the team, and effective communication is an important
factor in improving team effectiveness, thus enabling con-
struction workers to have better emotional states while
improving construction worker safety behaviors and in-
creasing the efficiency of construction project completion.

Furthermore, most research on social exchange has
focused on the cognitive aspects of relationships and has
mostly examined binary exchanges between individuals,
rarely addressing the affective aspects of social exchange.
-erefore, this study examines the affective aspects of social

exchange in structurally diverse pluralistic work groups
within construction companies, extending the scope of the
application of social exchange theory. However, excessive
emotional attention may lead to a marked decrease in group
members’ openness to dissenting opinions [34]. By ignoring
and excluding different insights and irreconcilable infor-
mation, groups may make decisions that have serious ad-
verse consequences. -ese problems are particularly evident
in the construction industry, where the completion of
projects in the construction industry relies on a variety of
task environments such as raw materials, construction
personnel, and market research in order to achieve them.
-erefore, a balance between efficiency and emotion is
needed to solve these problems.

-e limitations of this paper are mainly reflected in the
following aspects, which we will improve in our future re-
search: firstly, due to the special nature of the sample of
construction industry practitioners, the sample size we
collected was not very large, but in future research, we will
try our best to seek the cooperation of relevant construction
companies in the hope that a larger sample size can be
obtained. Also, during the data collection process, we dis-
covered an interesting phenomenon: the vast majority of
those working in the construction industry aremen.-is gap
persists despite efforts to close the gender gap in the con-
struction and engineering workforce and advocate for
gender diversity over the past few decades [35, 36]. Outside
of gender, age may have an impact on respondents' level of
emotional investment [37], which needs to be refined in the
future research. Perhaps in a more in-depth study in the
future, we can make a more nuanced segmentation of
construction industry practitioners to further explore the

Table 5: Analysis of the income level of construction workers.

Overall emotional investment level
Monthly income level N Mean SD Std. error mean

High-income group ≥1068.5 US 36 6.8333 3.48727 0.46601
Low-income group <1068.5 US 35 6.8857 3.28194 0.49477

Table 6: -e relationship between income level and emotional investment is illustrated by t-test.

t-test for equality of means

t df Sig
(2-tailed)

Mean
difference

Std. error
difference

99% confidence
interval of the
difference

Lower Upper

Overall emotional investment
level

Equal variances assumed −0.7 69 0.98 −0.05238 0.80755 −2.1916 2.0868
Equal variances not

assumed −0.7 69 0.948 −0.05238 0.80709 2.1903 −2.0856.

Table 7: Hierarchical regression analysis of emotional investment and personal costs and rewards.

Dv IV Adj. R2 F Beta for IV’s
Emotional investment Rewards 0.472 62.566 0.692
Emotional investment Costs −0.008 0.421 0.078

Emotional investment Rewards 0.464 30.883 0.690
Costs 0.022
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social exchanges they engage within their work groups.
Finally, this study did not include team performance in the
overall structure, and in further research, we plan to explore
the impact of emotional investment in work teams on team
performance and create a more comprehensive research
system considering that emotional investment may cause
individuals to overestimate their actual abilities [38].

Data Availability

-e [data type] data used to support the results of this study
are available from the corresponding author upon request.
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With the emergence of the Industry 4.0 era in China, more re�ned methods are being proposed for healthy living requirements for
human settlements. Since the rural human settlements in China are relatively backward, this study aimed to investigate the
in�uencing factors of human health. First, through �eld surveys and questionnaires conducted with villagers in Xiangxi’s
traditional villages in Hunan Province, we analyzed the factors a�ecting human health qualitatively and quantitatively using the
SPSS software. We identi�ed three main dimensions a�ecting human health in rural human settlements including human
behavioral activities, physical environment, and natural environment. �en, we used correlation analysis and multiple linear
regression analysis methods to analyze the correlation between environmental factors and human health. �e results showed that
human activities, building physical environment, and natural environment are signi�cantly correlated with human health. Among
them, human behavior has the strongest correlation with health. �is research contributes to creating healthy human settlements
and guiding the creation of a healthy environment in rural China.

1. Introduction

Under the backdrop of the Industry 4.0 paradigm, various
industries around the world are gradually intelligent, inte-
grated, and automated. Big data, interconnections, and ar-
ti�cial intelligence have been applied in the construction
elements, which tend to develop in the directions of digi-
tized, multifunctional, and health promotion [1–10].
Compared with traditional construction methods, Industry
4.0 has brought an innovation orientation and technological
advancements to China’s construction industry and im-
proved the quality of human settlements, e�ciency, and
safety of construction processes [11–17]. With the increased
emphasis on health performance in settlements, how to
build a living environment that meets the needs of human
health in the era of Industry 4.0 remained unclear, especially
on environmental factors that a�ect health in di�erent
settings. Existing research on healthy architecture and living
environments is valuable and involves multidimensional
and multilevel �elds, such as medicine, psychology, society,
and planning [18–21].

In recent years, under the background of Industry 4.0,
science and technology have developed rapidly in China.
Research on the health of human settlements has been
extensive, but most of it relates to urban settlements, while
studies on the construction of traditional villages have been
rare [22]. �e production mode of construction industri-
alization has many advantages, including high production
e�ciency, good quality, low construction cost, saving re-
sources, and protecting the environment. It can greatly
improve the problems existing in rural housing, with the
following positive e�ects:

① Improve the quality of housing construction
② Improve energy conservation and emission reduction
③ Improve the style of rural housing
④ Improve the construction speed
⑤ Improve the comfort of living environment
⑥ Reduce construction costs
⑦ Stimulate rural economic growth and resolve excess

capacity [23, 24]
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,erefore, the industrialized production of construction
is the development trend of the construction mode of new
rural construction in the future, and the state has issued a
series of policies and measures to promote the industrialized
construction and development of rural areas. To further
promote the steady and healthy development of industri-
alization in rural areas, the healthy living environment in
rural areas [23, 24]isfocused. Due to the acceleration of
China’s economic, social development, and process of ur-
banization, a large number of young laborers from rural
areas have poured into cities, resulting in the widespread
phenomenon of elderly people and children left behind in
rural areas and even the emergence of “ghost villages.”
Numerous theoretical studies have shown that the living
environment is directly related to the physical and mental
health of the residents[25–27]. ,e rural environment in
China is significantly different from the urban environment
in terms of infrastructure, humanities and culture, and living
conditions, thus resulting in significant differences in the
physical and mental health levels of different groups of
residents [28–30]. Generally, the village environment is rich
in green resources and has good geography. In addition, the
layout of the village and the housing structure follow the
traditional idea of harmony between man and nature. ,ese
factors have a positive impact on human health. At the same
time, bottlenecks in transportation, poor infrastructure
construction, and physical environment need urgent im-
provements as such problems have a negative effect on
people’s physical and mental health. ,erefore, to optimize
rural human settlements and improve their physical and
mental health, we aimed to conduct a correlation study on
the influencing factors of health among rural humans.

2. Literature Review

Human health is a complex and comprehensive research
topic involving multiple fields of study, such as medicine,
sociology, and environmental science. Human settlement is
a complex manifestation of many factors related to hu-
manity, nature, and society. A healthy and comfortable
human settlement can stabilize people’s emotions and is
conducive to physical and mental health; hence, building
healthy human settlements is one of the trends of the
construction industry under the background of Industry 4.0.
In foreign countries, they have paid more attention to the
construction of healthy human settlements earlier and have
obtained substantial research results. Many international
organizations, such as the World Health Organization, the
European Environment Agency, and the United Nations
Environment Program, have issued a series of guidelines and
standards for healthy environments [31, 32]. In recent years,
the WELL building standards released in the United States
have established indicators for assessing the building en-
vironment across seven areas, namely air, water, nutrition,
light, fitness, comfort, and mood. ,e associated research
has presented various perspectives [33]. Previous research
scholars have used different methodologies and techniques
to systematically assess the health performance of living
environments involving different spatial environments and

specific populations [34, 35]. In addition, previous mixed-
methods studies have examined the interactions and feed-
back between multiple environmental physical factors and
human health and propounded the possibilities and ways to
achieve healthy living in an increasingly urbanized built
environment [25, 36–44].

With the emphasis on healthy human settlements in
China, deep and relevant research in multiple fields has been
developed. Numerous scholars have analyzed in detail the
health indicator systems of different urban environments,
including transportation systems, infrastructure, air quality,
sewage treatment, health care, social development, envi-
ronmental management, and lifestyles. Many analysis
methods have also been used to conduct relevant health
assessments on environmental factors [45–52]. Most studies
on healthy human settlements in China have focused on
urban areas, whereas the rural environment in China has
significant differences from urban areas in terms of spatial
distribution, lifestyle, humanistic characteristics, infra-
structure, and other environmental factors. Many studies
have shown that various environmental factors with distinct
rural characteristics influence people’s lifestyles and be-
haviors at the social, humanistic, and material levels, which
in turn have positive or negative effects on human physical
and mental health [53–58]. ,erefore, this work took
Xiangxi’s traditional villages in China as an example and
conducted a correlation study on their human settlements
related to human health.

3. Research Plan Design

3.1. Research Object. ,ere are many traditional Chinese
villages with obvious and different characteristics. With
regard to the list of five batches of “Chinese traditional
villages” published, the number of traditional villages dis-
tributed in Xiangxi has reached 172. At the same time, due to
the special geographical and ecological environment and
historical changes, Xiangxi still retains a relatively complete
village form and humanistic tradition. Since ancient times,
many ethnic groups, including Miao, Han, Tujia, Dong, and
Yao, have been living in the area, with strong ethnic
characteristics and living features. ,erefore, we selected
traditional villages with essentially complete settlement
patterns as the main research focus. Our list comprised
Lahao Village in the Duli Township of Fenghuang County,
Laodong Village in the Machong Township, and Guan-
tianshan Village (Figure 1). ,e long-term residents of the
village were randomly selected as the study participants.
Following uniform standards, we adopted methods such as
the interview and participatory observation method to ob-
tain information from the participants. Basic data were
obtained by mapping and basic testing the human settle-
ments of the villages.

3.2. ResearchMethods. To obtain the health indicators of the
permanent residents in the Xiangxi rural environment, this
study used the SF-36 scale tomeasure the eight dimensions of
general health, physical function, physical role, somatic pain,
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vitality, social function, emotional function, and mental
health [59, 60]. ,e average of the total scores of the eight
dimensions was used as the dependent variable y as an overall
indicator for health evaluation. Second, according to the
survey indicators of the human settlements, a questionnaire
for the healthy villages’ human settlements was constructed
by reviewing the literature and consulting experts while
considering the operability of data collection and the spec-
ificity of village lifestyles. When screening the evaluation
indicators of the questionnaires, the first-level criteria layer
was determined as the three dimensions of human behavior,
natural environment, and physical environment by literature
review. ,e secondary evaluation factors were 16 relevant
environmental evaluation indicators based on existing
studies, and after consulting with relevant scholars and ex-
perts by email in various fields such as architecture, planning
and design, and landscape professionals, the evaluation
feedback was filtered and modified based on expert feedback.
After multiple additions and deletions of evaluation factors, a
total of 18 factors were determined from three dimensions of
human behavior, natural environment, and building physical
environment. Related questions were set up around the 18
factors to form a structured questionnaire (Table 1). By
designing a Likert scale, this study divided the evaluation
factors of the environment into five evaluations based on the
statements regarding the attitudes of approval or disapproval:
very good, good, fair, poor, and very poor. We transformed
the scale into a fixed-distance evaluation level of subjective
evaluation [61, 62].

Correlation analysis was performed on the health self-
assessment results and environmental influences. Subse-
quently, multiple linear regression analysis was used to
establish regression equations to further explore the asso-
ciation between health and environment. All analyses were
performed using SPSS.

3.3. Research and Analysis

3.3.1. Sample Characteristics. Of the 160 questionnaires
distributed, 153 participants completed the assessment. ,e
effective response rate was 95.6%. Among the 153 qualified

participants, 73 (47.7%) were aged over 60 years and 83
(54.2%) were female (Table 2). In the SF-36 health assess-
ment, 19 (12.4%) rated their overall health status as “ex-
cellent,” 53 (34.6%) as “very good,” 45 (29.4%) as “good,” 35
(22.9%) as “fair,” and 1 (0.7%) as “poor.”

Xiangxi is in the northwestern part of Hunan Province,
China, east of the Wuling Mountains areas of the Yungui
Plateau. In total, 401 villages in Hunan Province are included
in the fifth batch of the list of traditional villages in China,
and Xiangxi accounts for 90 villages. Xiangxi is dotted with
many Miao traditional villages of different forms and long
histories. ,e climate in Xiangxi has four distinct seasons,
with rainfall concentrated between April and June, ac-
counting for 41–47% of the annual precipitation. Due to the
complex terrain and the influence of airflow, the amount of
solar radiation received varies, and the lighting and tem-
perature of each region are different.

As an example, a typical local traditional residential
building was mapped and tested for temperature, humidity,
and light level. Using a French KIMO HD100S portable
hygrometer thermometer with a temperature and humidity
monitor, measurements were taken during the hours of 8 :
00–19 : 00 from January 15 to January 17 in a typical local
winter season and from July 9 to 11 in a summer season, and
the temperature and humidity of themeasurement points (at
1.1m from the ground) were recorded with an interval of 30
minutes. ,e measurement points were at five locations:
outdoor courtyard, lobby, bedroom, kitchen, and fire pit, as
shown in Figure 2 and Table 3. ,e results showed that the

Table 1: Human settlement assessment factors of Xiangxi villages.

Dimension (A) Evaluation factor (B)

Human
behavior (A1)

B1 daily physical pattern and frequency
B2 daily walking distance

B3 frequency of communication with
neighbors

B4 daily hobbies and interests
B5 daily cooking style

B6 understanding of and access methods
to health knowledge

Natural
environment (A2)

B7 air quality of the natural environment
B8 climate temperature and humidity

comfort
B9 daily noise pollution

B10 waste disposal methods
B11 medical level and care
B12 living house orientation

Physical
environment (A3)

B13 indoor temperature and humidity in
summer and winter

B14 construction methods and
materials of the houses

B15 indoor hygienic environment
conditions

B16 indoor ventilation and lighting
conditions

B17 indoor and outdoor vegetation
and greenery

B18 embodiment of regional culture
decoration

Figure 1: Area where the Xiangxi villages are located.
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indoor and outdoor humidity was generally high, and the
difference between the indoor and outdoor temperatures in
summer and winter was within 3 °C due to the influence of
the houses’ construction materials and methods. ,e resi-
dential heating in winter mainly relied on firewood, which
causes pollution.

To measure the indoor and outdoor illumination con-
ditions, a Sigma AS82 handheld illuminance meter was used,
and measurements were made at 12 : 00 noon on January 15
in winter and July 9 in summer. ,e weather we chose to
measure was cloudy days without precipitation in winter and
sunny days in summer, as shown in Table 4. Considering the
different degrees of the influence of illumination on func-
tional rooms, the measurement points included the outdoor
courtyard, foyer, bedroom, kitchen, and fire pit. In addition
to the five measurement points, the bathroom was also
included as an illumination measurement point, as shown in
Table 4. Due to the long scale of building depth and the
limitation of building materials for the window and door
openings, the indoor lighting was fair.

3.3.2. Reliability and Validity Test. ,is study used Cron-
bach’s alpha coefficient to test the inherent reliability of the
survey questionnaire. ,e range of Cronbach’s alpha coef-
ficient is between 0.00 and 1.00, with higher values indi-
cating higher reliability and lower values indicating lower
reliability. ,e survey results show that the overall Cron-
bach’s alpha coefficient of the dimension of human behavior
in the questionnaire was 0.723; the coefficient of the second
dimension of the questionnaire of the physical environment
of the building was 0.972; and the coefficient of the third
dimension of the natural environment was 0.849, indicating
that the questionnaire had good reliability and the mea-
surement results were reliable (Table 5).

Validity tests were conducted using structural validity,
and the KMO test and the Bartlett sphere test were used.
When the KMO test coefficient is greater than 0.50 and the
Bartlett sphere test, X2 has a P value less than 0.05, and the
research questionnaire has structural validity. Validity tests
were performed on the three dimensions, and the respective
KMO test values were 0.702, 0.903, and 0.801, all of which
were greater than 0.70. ,e corresponding P values were less
than 0.05. ,e significant difference between the correlation
coefficient and the unit matrix indicates that there is a

Fire pond

Utility room

Cooktop

Kitchen

Forecourt
Bathroom

1

2

3

5

4

Figure 2: Temperature, humidity, and illuminance detection point
of a typical traditional house.

Table 3: Temperature and humidity data of the measurement
points in summer and winter.

Measurement
point

Average summer
temperature (°C)

Average summer
humidity (%)

1 31.5 82.7
2 29.6 88.5
3 29.4 85.7
4 29.8 88.9
5 29.1 89.2
1 6.4 75.7
2 7.3 78.5
3 7.1 77.7
4 7.9 79.6
5 8.5 76.9

Table 2: Summary of basic information of the questionnaire.

Statistical index Frequency Proportion
(%)

Gender Male 70 45.8
Female 83 54.2

Age

≤18 8 5.2
19–39 27 17.6
40–59 45 29.4
60–79 65 42.5
≥80 8 5.2

Education
level

Primary school and
below 116 75.8

Middle school 23 15.0
High school/junior

college 12 7.8

College and above 2 1.3

Table 4: Illuminance data of the measurement points in summer
and winter.

Measurement
point

Summer illuminance
(lux)

Winter illuminance
(lux)

1 63701 3614
2 330 281
3 236 168
4 305 204
5 179 115
6 158 177

Table 5: Reliability test results.

Cronbach’s coefficient Number of terms
People 0.723 4
Building 0.972 10
Nature 0.849 4
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correlation among the survey data. ,erefore, the ques-
tionnaire has structural validity.

3.3.3. Correlation Analysis. ,rough the analysis of the
questionnaire, the total score of the eight dimensions of the
SF-36 health evaluation result was used as the dependent
variable y, and the 18 environmental factor assignment
calculations were divided into three dimensions using SPSS
for correlation analysis. ,e Pearson correlation value is
between [−1, +1]. A value greater than 0 means positive
correlation, and a value less than 0 means negative corre-
lation. ,e closer the absolute value is to 1, the stronger the
correlation is. Since the data belonged to different pop-
ulations, to decrease potential confounding of health status,
gender, age, and education level were added to the corre-
lation analysis as independent variables. In the correlation
analysis results, the significance of the four variables of
people, build, nature, and age is 0.000, 0.039, 0.009, and
0.000, all of which were less than 0.05 and statistically
significant. Among population attributes, gender, education
level, and health status had no significant correlation, while
age and health status were significantly negatively correlated.
In addition, the Pearson value corresponding to age is
-0.495, indicating a negative correlation, and the older the
age, the worse the health. In the three dimensions of people,
build, and nature, the value of the Pearson correlation with y
was 0.520, 0.167, and 0.211, all of which are positive numbers,
suggesting that the variables of the three dimensions are
positively correlated with the dependent variable y. Table 6
shows that human behavior has a stronger correlation with
health status, whereas the correlation between the physical
and natural environment of the building and health status is

weak. Among these three dimensions, the factors that have
the strongest correlation with health status are “daily physical
activity level,” “summer indoor temperature evaluation,” and
“housing orientation evaluation.”

3.3.4. Regression Model Establishment. ,e independent
variables were quantitative and more than one in number in
our research, so we choose the multiple linear regression
analysis method to examine the relationship between the
independent variables of the three dimensions and health
status.,e mathematical model of multiple linear regression
is E(y)� β0 + β1x1 + β2x2 + . . .+ βp, where xp explains the
linear change in y caused by the change in variable x; xp(i� 1,
. . ., p) is the independent variable; p is the number of in-
dependent variables; β0 is the constant term of the regression
equation; and βp(i� 1, . . ., p) is the regression coefficient.

,e scores of gender, age, education level, mean values of
the scores of human behavior, building physical environment,
and natural environment were taken as the six independent
variables, and regression analysis was performed with the
dependent variable as health status. ,e results show that the
D-W test value was 1.630 and its value tended to 2, indicating
that there was no autocorrelation. ,at is, heteroscedasticity
was considered not to exist (Table 7). R2 was 0.508, which
suggested that the independent variables of the three dimen-
sions could jointly explain 50.8% of the dependent variable.

We performed the F test on the model, and the model’s P

value is less than 0.001, indicating that the model passed the
F test, and the linear relationship was valid. At the same time,
the statistical significance of the regression model also in-
dicated that compared with the null model, the inclusion of
independent variables helped to predict the dependent

Table 6: Correlation analysis results.

Gender Age Education level People Building Nature Y

Gender
Pearson’s correlation 1 0.062 0.015 0.149 −0.054 −0.050 −0.012

P (two-tailed) 0.448 0.859 0.067 0.508 0.542 0.882
N 153 153 153 153 153 153 153

Age
Pearson’s correlation 0.062 1 −0.355∗∗ −0.140 −0.078 −0.235∗∗ −0.495∗∗

P (two-tailed) 0.448 0.000 0.084 0.340 0.004 0.000
N 153 153 153 153 153 153 153

Education level
Pearson’s correlation 0.015 −0.355∗∗ 1 −0.009 −0.025 0.059 0.102

P (two-tailed) .859 0.000 0.913 0.758 0.470 0.211
N 153 153 153 153 153 153 153

People
Pearson’s correlation 0.149 −0.140 −0.009 1 −0.116 −0.012 0.520∗∗

P (two-tailed) 0.067 0.084 0.913 0.154 0.887 0.000
N 153 153 153 153 153 153 153

Building
Pearson’s correlation −0.054 −0.078 −0.025 −0.116 1 −0.056 0.167∗

P (two-tailed) 0.508 0.340 −0.758 0.154 0.489 0.039
N 153 153 153 153 153 153 153

Nature
Pearson’s correlation −0.050 −0.235∗∗ 0.059 −0.012 −0.056 1 0.211∗∗

P (two-tailed) 0.542 0.004 0.470 0.887 0.489 0.009
N 153 153 153 153 153 153 153

Y
Pearson’s correlation −0.012 −0.495∗∗ 0.102 0.520∗∗ 0.167∗ 0.211∗∗ 1

P (two-tailed) 0.882 0.000 0.211 0.000 0.039 0.009
N 153 153 153 153 153 153 153

∗∗P< 0.01. ∗P< 0.05.
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Table 7: D-W test results.

Model R R2 Adjusted R2 Error in standard estimate Durbin–Watson
1 0.713a 0.508 0.488 18.87590 1.630
a. Predictor variables: constant, nature, people, building, gender, age, and education level. b. Dependent variable: y.

Table 8: F test results.

Model Sum of squares Degree of freedom Mean square F P

1
Regression 53792.997 6 8965.500 25.163 0.000(b)

Residual 52019.735 146 356.300
Sum 105812.733 152

(a) Dependent variables: y. (b) Predictor variables: constant, nature, people, building, gender, age, and education level.
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Figure 3: Histogram residual.
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Figure 4: Normal P-P plot of regression standardized.

Table 9: Regression analysis results.

Model
Nonstandardized coefficient Standardized coefficient t P
B Standard error β

Constant 122.422 12.203 10.032 .000
Gender −2.320 3.115 0-.044 −0.745 .458
Age −10.395 1.757 0-.387 −5.917 .000
Education level −1.312 2.417 0-.034 −0.543 .588
People 12.095 1.464 0.496 8.259 .000
Building 4.259 1.266 0.199 3.363 .001
Nature 5.122 2.240 0.137 2.286 .024
Dependent variable: y.
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variable, or that the model was better than the null model;
that is, at least one of the six independent variables could
affect the health status (Table 8).

,rough the verification analysis, the results of the
histogram showed that the curve was roughly normal dis-
tribution; the closer the distribution of each point in the
normal P-P graph was to the diagonal line, the closer the
data were to the normal distribution. Figures 3 and 4 depict
that the residuals were approximately normally distributed,
and the regression model was statistically significant.

In the regression, the dependent variable ywas health status;
the independent variables were gender, age, education level,
people, building, and nature, which represented the four in-
dependent variables of age, human behavioral activities, building
physical environment, and natural environment, respectively.
,e P value for each of these four independent variables was less
than 0.05. ,e following equation was established:

Y � 122.422 − gender∗ 2.230 − age∗ 10.395

− 1.312∗ education level + people ∗ 12.095

+ building ∗ 4.259 + nature∗ 5.122.

(1)

,at is, for each additional person, y increased by 12.095
units; for each unit increase in building, y increased by 4.259
units; for each unit volume increase in nature, y increased by
5.122 units; and for every unit increase in age, y decreased by
10.395 units (Table 9).

4. Conclusions and Recommendations

With the acceleration of China’s economic and social devel-
opment and urbanization, the population structure of China is
gradually changing into an aging population. In this study,
47.7% of the study participants were aged 60 years and above;
most of the elderly were unaccompanied by children at home;
and their physical functions have reduced over time. Some
studies have shown that age is one of the main elements af-
fecting health assessment, followed by gender, income, physical
environment, health-related behaviors, and regional medical
level. ,ese are all factors relevant to health status [63–67].

,e results of the univariate analysis in this study show
that age was correlated with overall health negatively and
significantly; that is, the higher the age, the lower the health
self-assessment score. Income and education were not sig-
nificantly correlated with health assessment results, and this
result was related to the overall low income and low edu-
cation level of the research subjects. At the same time, the
results of this survey show that gender was not significantly
correlated with health assessment results, because within the
scope of the survey, gender differences are associated with
cultural, social status, division of labor, living habits, etc., all
of which can indirectly affect physical health [68, 69].
Among the eight dimensions of health assessment, older
adults had lower mental health scores and generally were
depressed and had negative emotional conditions due to lack
of family companionship and recreational life. Some
scholars have found that gender, age, ethnicity, hobbies, life
satisfaction, and physical health were associated with mental
health among the Xiangxi older adults [70–72].

Second, about 82.4% of the villagers among the research
subjects needed to perform daily work activities and
therefore maintained a certain amount of daily exercise. In
the correlation analysis of this study, the factor “daily
physical activity level” in the dimension of “human be-
havior” was significantly correlated with the health status. In
the specific environment and cultural background of rural
areas in China, work activity is an essential life support
behavior, and this necessary lifestyle has a positive impact on
the health of the research subjects. In the survey area, many
medical records and surveys have shown that the lifestyle,
medical condition, and labor intensity had a certain impact
on human physical and mental health, and the health level of
urban and rural residents is different [73–75].

,e building physical environment has a direct impact
on human perception, and the results of this study show that
the “building physical environment” has a significant cor-
relation with health status. We investigated the issues related
to the setting of room temperature and humidity, kitchen
drainage, and room spatial scale in the building physical
environment. ,e strongest correlation with the dependent
variable health status was the “summer indoor temperature
evaluation.” ,is is consistent with many existing research
results such as indoor air pollution, heat, and humidity
conditions affecting human health [76].

,e natural environment is closely related to human
health. In traditional Chinese culture, related theories
emphasize the harmonious relationship between nature,
architecture, and human beings. Our findings suggested
that the natural environment and health status have a
significant correlation, among which the univariate anal-
ysis showed that the “housing orientation evaluation”
under the “natural environment” dimension had the
strongest correlation [77–80].

Lastly, we proposed the following suggestions for healthy
rural human settlements in Xiangxi. (1) Pay attention to the
physical and mental health of the elderly living in the vil-
lages; increase the village infrastructure for adapting to the
aged; improve the medical service system; enrich the rec-
reational life of the middle-aged and elderly; and realize
“healthy elderly care.” At the same time, promote healthy
lifestyles and popularize knowledge about healthy living for
all. (2) Improve the living environment of villages and
improve the comfort and convenience of the indoor envi-
ronment of buildings. Modernize and renovate the pollution
sources of the indoor environment and pay attention to the
heat insulation performance of the houses. (3) Consider the
orientation and the influence of light in the layout and site
selection of the building. Draw lessons from the traditional
village Taoist law of nature, the harmony between man and
nature, and the movement according to time. Focus on the
relationship between man and nature in urban architectural
design to promote a positive impact on human health.

,e questionnaire design in this study considered limited
dimensions and factors. Considering the operability and prac-
ticality of the data, it mainly focused on architecture and en-
vironmental psychology, but many environmental impact
factors were not included. Future studies should consider in-
cluding more covariates.
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In order to explore the architectural space model of design, a visualizationmethod based on big data map is proposed. Referring to
the tile pyramid model, a multidimensional aggregation pyramid model (MAP) is proposed, which extends the 2D spatial
hierarchical aggregation of tile pyramid to the multidimensional of time/space/attribute and supports the multidimensional
hierarchical aggregation of time, space, and attribute. �en, taking spark cluster as the parallel preprocessing tool and HBase
distributed database as the persistent storage of map model data, an open-source distributed visualization framework (MAP-Vis)
is realized.�en, the BIMmodel is reconstructed, and a component instance hierarchical splitting strategy based on IFC structure
tree is proposed to separate the digital and analog of the original IFC �le. �e reconstructed IFC model �le is transformed into
glTF format �le, and the dual relationship mapping of geometric space and semantic attributes is completed in the transformation
process. Finally, the visibility detection algorithm of BS-AB scene components based on the hierarchical bounding volume (BVH)
structure is proposed to eliminate the visibility of building components. �e experimental results show that BIMviews is slow to
load the IFC �le of the experimental object and obtain the model data, with an average of about 40 s, and the Caton is obvious.
However, it only takes about 7 s to load glTF �le into big data map visualization design by �ree.js. It is veri�ed again that glTF
format is more suitable for BIM model data than IFC format. �e visualization design, display, and interaction based on big data
map are based on glTF format. It proves the e�ectiveness of big data map visualization.

1. Introduction

With the maturity and diversi�cation of data acquisition
means such as personal intelligent devices, �oating car GPS,
Internet of things, and social media, the data sources are
becoming richer and richer, and the amount of data col-
lected is increasing explosively. �ese big data with huge
volume, stream generation, numerous types, and value
contain both space-time and high-dimensional character-
istics [1]. Spatiotemporal features refer to data with spatial
location and time tag or attribute �elds that can re�ect
spatiotemporal location. High-dimensional feature refers to
that the data contain other feature attributes except time and
space, and the information law re�ected by these attributes is
often more valuable for research. Visualization is an im-
portant step and means of analyzing and mining spatio-
temporal big data, which can directly re�ect the patterns and

laws contained in the data. �e building information model
(BIM) provides advanced digital tools and information-
sharing platform for the information management of the
whole life cycle of construction projects. It solves the
problems of information transmission fault and data-
sharing di¡culties faced by traditional facility engineering
and has been widely used in architecture, engineering,
construction, and facility management (AEC/FM) [2]
(Figure 1). �e greatest value of BIM lies in the e¡cient
collaboration between multiple participants and multiple
disciplines. With the continuous increase of building scale
and the increasing complexity of building information data,
its model visualization and massive data management be-
come more and more di¡cult so that it cannot meet the
current BIM localization application requirements of en-
gineering construction information data management,
sharing, and synchronization. Obviously, while meeting the

Hindawi
Computational Intelligence and Neuroscience
Volume 2022, Article ID 3384948, 11 pages
https://doi.org/10.1155/2022/3384948

mailto:hl20100000002@imut.edu.cn
https://orcid.org/0000-0002-1115-0878
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/3384948


needs of multiple users to access anytime and anywhere
under different devices and different operating systems, it is
particularly important to effectively ensure the integrity
semantics of BIM model and data interoperability [3].

2. Literature Review

Zhu W. puts forward the general laws and characteristics of
the thinking process of architectural creation and combined
and summarized the visual expression and design tools [4].
Zhao L. divided the visual media of design into three aspects,
drawing, solidmodel, and digital design, and analyzed how it
affected the design information, so as to better complete and
express the design [5]. MW Kowalczyk attempts to visualize
the architectural design process from the perspective of
computer programming [6]. Djari C. systematically sum-
marized the development of relevant factors, information
sources, design carriers, and expression tools of visualization
technology and theory and discussed the specific application
in different stages of the design process, to provide effective
visual expression ways for designers in the process of ar-
chitectural design [7]. Ladlf Su á rez proposed sequence
snapshot andmodel in “time in GIS.”(e sequence snapshot
model is the simplest spatiotemporal data model at present.
It is widely used in various temporal GIS systems. (is data
model completely stores the state data at different times in
the study area so that the objects that have not changed are
repeatedly saved, resulting in data redundancy and reducing
the use efficiency of the system [8]. Haiyan et al. proposed a
ground state correction model on this basis, which only
saves the initial state data and the change amount of the
change part relative to the initial state in the study area,
greatly reducing the data redundancy. However, these

models are only simple time simulation and do not really
solve the problem of space-time combination [9]. Guan
proposed a spatiotemporal composite model for the vector
model, which divides space into a set of spatiotemporal
composite units representing the same time process [10].
(e spatiotemporal object model proposed by Zou
Y. introduces the time dimension to make it orthogonal to
the two-dimensional space and abstracts the real world into
a discrete object set composed of spatiotemporal atoms.(is
kind of model mainly tends to the spatial change of geo-
spatial entities with time, which is a simple simulation of the
spatiotemporal change process of the research object [11]. Fu
et al. proposed a three-domain model of space-time. (ey
believed that simply introducing time as a new dimension
into the space-time data model could not fully express and
display the world, so they organized the space-time data
from the perspectives of location, time, and object. With the
emergence of object-oriented technology in computer, the
real world is abstracted into a set composed of different types
of objects (entities), and an object-oriented spatio-temporal
data model is established.(is model has great advantages in
describing complex phenomena [12]. Mehta extended the
spatiotemporal atomic structure by using Brisson lattice
complex and proposed an object-oriented spatiotemporal
data model based on lattice tuples [13].

Based on the current research, a method of map visual-
ization based on big data is proposed. Referring to the tile
pyramid model, a multidimensional aggregation pyramid
model (map) is proposed, which extends the 2D spatial hi-
erarchical aggregation of tile pyramid to themultidimensional
of time/space/attribute and supports the multidimensional
hierarchical aggregation of time, space, and attribute. (en,
the BIM model is reconstructed, and a component instance
hierarchical splitting strategy based on the IFC structure tree
is proposed to separate the digital and analog of the original
IFC file. (e reconstructed IFC model file is transformed into
glTF format file, and the dual relationship mapping of geo-
metric space and semantic attributes is completed in the
transformation process. Finally, the visibility detection al-
gorithm of BS-AB scene components based on the hierar-
chical bounding volume (BVH) structure is proposed to
eliminate the visibility of building components.

3. Visualization Design of Big Data Map

3.1. 2D Pyramid Model. In the geographic information
system (GIS), the tile map pyramid model is often used for
2D map display. It is a multiresolution hierarchical model.
From the bottom to the top, the resolution of pyramid is
getting lower and lower. (e pyramid contains multiple
layers. Each layer is spliced by multiple square tiles, and each
tile is composed of pixels (the default resolution is generally
256× 256 pixels). In order to describe the construction
process of the 2D pyramid model more accurately, the
following concepts are defined in this study:

(1) Pixels: the pixel is the smallest data unit of the
pyramid model; that is, a single pixel in the tile in the
tile pyramid level is expressed as
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Figure 1: Big data map visual design.
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pixel � l, x, y, p , (1)

where l is the hierarchy of the pyramid, X and y are
the spatial range contained in the pixel, and p rep-
resents the characteristic sampling values within the
spatial range corresponding to the pixel, such as
aggregate statistical values, such as mean and sum.

(2) Tiles: tiles in the tile pyramid model are a combi-
nation of pixels adjacent to space, and the default
resolution is 256× 256 pixels, which is expressed as

tile � l, X, Y, ∪
w×w

i�1
pixel , (2)

where l is the hierarchy of the pyramid, X and y are
the row and column numbers of the tiles, w is the
resolution of the tiles, and the last union represents
the set of pixels within the space of the tiles [14].

(3) Pyramid: pyramid is a spatial multiscale model
composed of tiles at all levels and is expressed as

pyramid � 
n

i�1

M

j�1


N

k�1
tile li, Xj, Yk, ∪

w×w

i�1
pixcel . (3)

Based on the above concepts, the construction of the
pyramid model also needs corresponding operations to
jointly complete the hierarchical aggregation of spatial di-
mensions. (e four basic operations defined are as follows:

(1) Extract operation: it is responsible for mapping each
original record to the pixel unit. A pixel may cor-
respond to one or more original records. (e extract
operation is

Extract ln, Lon, Lat{ }, w(  � pixcel ln, x, y, p ,

x �
Lon + 180

360
•2ln+r

,

y � 1 −
(tan(Lat•π/180) + 1/cos(Lat•π/180))

π
 •2ln+r−1

,

r � log2 w.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(4)

(2) Group operation: it is mainly to establish the cor-
respondingmapping relationship between pixels and
tiles, that is, to obtain the specific tiles to which the
pixels should belong. (e operation formula is

Group pixcel ln, x, y, p (  � tile ln, X, Y, ∪
w×w

i�1
pixcel ,

X �
x

w
 ,

Y �
y

w
 .

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(5)

(3) Key value operation: the largest level of tiles and their
aggregate data are obtained through group opera-
tion. (e key can be the quadtree/space filling curve
code of the tile, the value is the set of pixels of the tile,
and its key value will be converted. (e tiles will be
stored in the form of key value pairs to establish the
foundation for subsequent distributed storage.

(4) Aggregate operation: unlike the group operation,
which combines pixels within a single tile, aggregate
is the aggregation of tiles between levels. Extract,
group, and key value operations obtain the tile set of
the largest level of the pyramid. Next, they need to
aggregate up level by level to get the tiles of each level
and finally get the pyramid model. (e aggregate
operation formula is

Agg tile ln, X2i, Y2i, ∪
w×w

i�1
 pixel ,

tile ln, X2i, Y2i+1, ∪
w×w

i�1
 pixel ,

tile ln, X2i+1, Y2i, ∪
w×w

i�1
 pixel ,

tile ln, X2i+1, Y2i+1, ∪
w×w

i�1
 pixel  � tile ln−1, Xi, Yi, ∪

w×w

i�1
 pixel .

(6)

3.2. Multidimensional Aggregation Pyramid Model. (e
multidimensional aggregation pyramid (map) model is a
spatiotemporal multidimensional hierarchical aggregation
model based on the traditional tile pyramid model. Among
them, the temporal dimension and spatial dimension belong
to positioning features. (e whole composed of the two
identifies a spatiotemporal unit and serves as the key of the
spatiotemporal unit. (e discrete attribute dimension ag-
gregation tree is value, and the two correspond in the form of
key value pair. In this way, while realizing spatiotemporal
aggregation, attribute dimensions are also aggregated, and a
multidimensional spatiotemporal aggregation pyramid
model containing space, time, and attribute dimensions is
obtained [15].

(1) Aggregation tree (faa_tree): attribute aggregation
tree is a tree structure formed by aggregating each
dimension unit of the attributes of spatiotemporal
objects, which simplifies the actual storage space
with the result of breadth first traversal. Obtain a
fixed length 1-dimensional array that can be stored
structurally, and the formula is

faa tree � aall, a1, a2, . . . , an , (7)

where aall, a1, a2, . . . , an. (e node array sequence is
obtained by traversing the attribute aggregation tree
according to the hierarchy. Compared with tree
structure, the fixed length array structure provides
great convenience for subsequent storage and
processing.

(2) Spatiotemporal pixel (st pixel): different from the
zero-dimensional characteristics of pixels in 2D map
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tiles, spatiotemporal pixels are a one-dimensional
structure, a container for attribute dimensional in-
formation, and the smallest data unit of the map
model. Spatiotemporal pixels extend the connotation
of the concept of tile pyramid pixels. In addition to
the range of spatial coordinates, they also add time
scale coordinates. (e formula is

ST − pixel � l, x, y, t, faa tree , (8)

where t represents the scale coordinates of the preset
time granularity and tree is the attribute aggregation
faa tree, which is the real source of visual content.

(3) St tile: the concept of spatiotemporal tile is like that
of the 2D model, which is composed of spatiotem-
poral pixels. Spatiotemporal tiles contain spatio-
temporal pixels. Spatiotemporal pixels mount the
attribute dimension aggregation tree to form a
spatiotemporal cube that can realize hierarchical
aggregation. Spatiotemporal tile is the basic unit of
map model display. It is a 5-tuple, defined as

ST − tile � L, X, Y, T,Tile faa , (9)

where l is the level of pyramid, X and y are the row
and column numbers of tiles, and T represents the
scale coordinates with preset time granularity, and
Tile _faa formula is

Tile faa � Aall, A1, A2, . . . , An , (10)

where Aall, A1, A2, . . . , An is the attribute aggregation
tree at tile level obtained by accumulating the sub-
scripts corresponding to the array sequence faa_tree
of attribute aggregation trees of each pixel in the tile.

It can be seen from (10) that the defined space-time tile is
no longer a two-dimensional plane in concept, so the basic
operations in the two-dimensional need to be further
expanded.

(1) Extract operation: in addition to extracting geo-
graphic location information, it is also necessary to
extract time information and attribute dimensions,
generate attribute aggregation tree, and list them in
order. (e operation is

Extract(l, Lon, Lat, w) � ST − pixel l, x, y, t, faa tree .

(11)

(2) Group operation: there are two steps. (e first step is
mainly to establish the corresponding mapping re-
lationship between spatiotemporal pixels and spa-
tiotemporal tiles, that is, to obtain the specific tiles to
which the pixels should belong, so as to locate not
only in space but also in time. (e formula is

Group(ST − pixel l, x, y, t, faa tree ) � ST − tile ln, X, Y, T,Tile faa ( , (12)

where t and T represent the time limit required for
group operation. (erefore, the spatiotemporal unit
to which each pixel belongs can be found through
(12), and the spatiotemporal pixels can be mapped to
specific spatiotemporal tiles.
(e second step of group operation is to reduce all
spatiotemporal pixels mapped to the same spatio-
temporal tile and aggregate all pixels in the tile under
the same time granularity and the same geographical
range. At the same time, the aggregation tree tile of
the spatiotemporal Tile_faa st tile is the accumula-
tion of the corresponding positions of the 1-di-
mensional fixed length array faa_tree of all
spatiotemporal pixels, and the formula is

ST − Tile faa � 
N�n

i�1
ST − pixel.faa tree. (13)

(3) Key value operation: split tile_. For each node in
FAA, the node is jointly encoded with the quadtree
and time t of the tile to generate the key. (en, take
the pixel set corresponding to each node as a value to
generate a key value pair. (e true meaning of the
key value operation is the statistical result of the
event of an attribute node within the tile space within
the time period T.

(4) Aggregate operation: it needs to be limited to the
same time t, that is, aggregate the tiles after key
valued and finally obtain the multidimensional
pyramid model. (e formula is

Agg ST − tile ln, X2i, Y2i, T,Tile faa( ( ,

ST − tile ln, X2i, Y2i+1, T,Tile faa( ,

ST − tile ln, X2i+1, Y2i, T,Tile faa( ,

ST − tile ln, X2i+1, Y2i+1, T,Tile faa(  � ST − tile ln−1, Xi, Yi, T,Tile faa( .

(14)
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3.3. Scenario Management Strategy. In the actual rendering
process, there are usually tens of thousands of building
components in a rendered scene, and the network band-
width, memory capacity, and rendering performance are
often limited. If all components in the rendered scene are
rendered indiscriminately, it will cause great performance
sales to GPU and reduce the efficiency of graphics rendering.
(erefore, it is very important to optimize the organization,
management, and scheduling of rendering scenes. (ere are
many solutions for the management and optimization of
rendered scenes, such as visibility culling, region of interest
setting, LOD index structure, and batch call rendering [16].

(e view range of browser model data is composed of
viewpoint position and view cone, which is usually only a
part of the whole rendered scene.(erefore, the organization
and management of rendering scene through visibility
culling is a widely used scene management method. Visual
cone culling, back face culling, and occlusion culling are
three widely used visibility culling technologies. (e tech-
nical comparison is shown in Figure 2.

(e back culling is carried out in the rasterization stage.
It improves the rendering performance by culling the pieces
back to the viewpoint. It is a visibility culling algorithm
supported by the native OpenGL. Occlusion elimination can
eliminate invisible objects blocked by visible objects. Al-
though it can reduce the performance overhead of rendering
pipeline and GPU, it is implemented based on hardware and
needs to collect the location information of occluded objects
and occluded objects, which occupies CPU resources. Visual
cone culling exists in many real-time renderings. It is used to
cull polygons or objects outside the visual cone view and
render only the geometric graphics within the visual cone
view, to improve the efficiency of graphics rendering. Rel-
atively speaking, the visual cone elimination algorithm is
suitable for the organization and management of rendered
scenes [17]. In this study, BSphere volume and AABB box
collision detection algorithm are introduced to construct the
visual cone elimination algorithm based on BVH.

3.4. Experimental Method and Process

3.4.1. Model transformation. (e original IFC file usually
contains geometric information (spatial position and spatial
relationship, etc.) and nongeometric information (attribute
type and material map, etc.), and in the process of model
conversion, it will often cause the lack of architectural object
semantic attribute information, resulting in the lack of
model information integrity. (erefore, it is necessary to
separate the BIMmodel from the digital model and store and
load the geometric space information and semantic attribute
information separately, to ensure the integrity and semantics
of the BIM model. IFC organizes and manages the building
and component information of the BIM model in the form
of the tree structure. Each building component instance is a
node on the IFC structure tree, and each node has spatial or
attribute relationships such as inclusion and association with
its parent node or through its parent node and other child
nodes. For example, each IFC wall instance is included in the

IFC wall parent node as a child node, and similarly, the IFC
wall parent node is included in the IFC building element as a
child node, which is associated with the IFC door. By re-
cursively accessing each node of the IFC structure tree and
exporting the geometric attribute information of building
component instances or other BIM scene information hi-
erarchically, it can not only effectively manage IFC files and
reduce IFC data redundancy but also lay a foundation for
component batch rendering.

BIM server provides IFC file management, data analysis,
formatted output, and other functions. (is study will also
traverse and retrieve the hierarchical relationship of the
whole building model through the BIM server and split the
building model into corresponding IFC model files and
JSON text files through recursive access to the IFC structure
tree. IFC model files store BIM spatial and geometric in-
formation, while JSON text files store BIM attribute and type
information [18]. (e digital analog separation process is
shown in Figure 3.

In the past research studies, there are many solutions to
convert IFC format files into GLTF format files. Select OBJ
files as the intermediate format. First, call the IFC convert
tool in the Ifc open shell library to convert IFC files into OBJ
files and then convert OBJ into GLTF format files through
the obj2gltf tool launched by AGI (analytical graphics, Inc.),
so as to realize the overall conversion from IFC to glTF. By
calling Revit API and inheriting IExternal Command and
IExternal Application interfaces, this study constructs IFC
glTF conversion framework based on c# language and re-
alizes glTF model file output through Revit2gltf. (e data
conversion process is shown in Figure 4 [19].

Usually, in the process of BIM model transformation, it
is necessary to complete the spatial relationship mapping
from geometric information to WebGL. (is is because the
component position coordinate information in IFC file is
defined by IfcLocalPlacement attribute, which usually

Eye

View-frustum culling

Back face

Occlusion culling

Figure 2: Comparison of common visibility culling techniques in
rendering process.
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adopts the local coordinate system, while WebGL is the
global coordinate system. (erefore, to establish the con-
nection between IFC model components and WebGL
camera, coordinate system space transformation must be
carried out, mainly including model transformation and
visual transformation. (e coordinate transformation from
the local coordinate system to the world coordinate system is
the transformation of spatial geometry by translation,
scaling and rotation alone or in combination [20]. Con-
sidering that the Cartesian coordinate system adopts the
right-hand rule, take the z-axis as an example, as shown in
Figure 5.

Usually, a point V(x, y, z, 1) in space will pass through
4×4 matrix M transformation in (15) to get a new point
V′(x′, y′, z′, 1):

a b c d

e f g h

i j k l

m n o p

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

×

x

y

z

1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

�
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z′

1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (15)

If a vertex VLocal(x, y, z, 1) in the local coordinate system
translates the distance Tx, Ty, Tz on the x-axis, y-axis, and z-
axis, respectively, to obtain VGlobal(x′, y′, z′, 1) � VLocal(x +

Tx, y +Ty, z + Tz, 1), and substituting it into (15), we can
obtain the translation matrix, i.e.,

T �

1 0 0 Tx

0 1 0 Ty

0 0 1 Tz

0 0 0 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (16)

If the point is scaled with the origin as the base point and
Sx, Sy, and Sz times are scaled in the x-axis, y-axis, and z-axis
directions, respectively, the point VGlobal(x′, y′, z′, 1) �

VLocal(x + Sx, y + Sy, z + Sz, 1) will be obtained, which can
be substituted into (15) to obtain the scaling matrix, i.e.,

S �

Sx 0 0 0

0 Sy 0 0

0 0 Sz 0

0 0 0 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (17)

If the figure rotates around the Z-axis, as shown in
Figure 6, the Z value transformation can be ignored because
the Z value remains unchanged. At this time, set R as the
distance from the origin o to the point VLocal(x, y, z). α is
the angle the X-axis rotates to this point. According to the
trigonometric function equation, the rotation matrix when
the point VLocal(x, y, z) rotates at angle ß around the Z-axis
can be obtained, i.e.,

IFC files

Revit2gltf

.gltf (JSON) Node hierachy,materials,cameras

.bin Geometry : vertices and indices Animation: key-
framesSkins: inverse-bind matrices

.gltf Shaders

.png.jpg…Textures

Figure 4: Data conversion process.

Revit model 

BIMSever parsing
Relationship level

traversal

…
.json

IfeWall

…
.ife

IfeWell

Export the IFC

D/a separation

Figure 3: Digital analog separation process.

VGlobal (x', y', z')

VLocal (x', y', z)VGlobal (x', y', z')

Y

X
α

β

O

VLocal (x', y', z)

Figure 5: Schematic diagram of translation, zoom, and rotation of
spatial graphics.
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Rz �

cos βz −sin βz 0 0

sin βz cos βz 0 0

0 0 1 0

0 0 0 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (18)

Similarly, the rotation matrix Rx when rotating angle B
around the X-axis and the rotation matrix Ry when rotating
angle ß around the Y-axis can be obtained.

To sum up, the geometric information of IFC model file
can be transformed into the spatial coordinate system
through (19) to complete the spatial relationship mapping
from component geometric information to WebGL, that is,

VGlobal � VLocal ×(T × s × r), (19)

where R � RxRyRz is the rotation conversion matrix when
the vertex rotates around the coordinate axis. After digital
analog separation and data conversion, glTFmodel file and
JSON semantic attribute file are introduced into the same
scene object through the constructor “Loader” in (ree.js to
complete the loading of geometric model and semantic
attribute information in WebGL [21].

3.4.2. Scene Management. Visual cone culling uses the
spatial correlation in the rendered scene to judge whether
the scene model is inside or intersecting with the visual cone.
(e viewing cone itself is usually composed of 6 cutting
planes, and the right section of the cutting plane is shown in
Figure 6. (e opening angle is in the vertical direction of the
apparent cone. Dn and Df are the distances from the
viewpoint to the near clipping plane and the far clipping
plane, respectively. Hn and Hf are the heights of the near
clipping plane and the far clipping plane, respectively.

Suppose the aspect ratio of the camera is k and a vertex P
(XO, Jo, Zo) is on the side of the right clipping plane.
According to the geometric relationship, the distance be-
tween the vertex and the right clipping surface can be
calculated through equation (6), to judge the spatial rela-
tionship between the vertex and the right clipping surface,
i.e.,

d �
x0 + k tan θ/2z0




�������������

1 + k
2tan2(θ/2)

 . (20)

If d< 0, the apex is outside the visual cone. If d≥ 0, the
apex is inside the visual cone. (is is because when the
clipping space changes, the left- and right-hand coordinate
system changes, and the normal vector of the clipping
surface points to the viewing cone. According to the spatial
relationship between all vertices of a component and the
clipping surface, it can be determined whether the whole
component and the viewing cone have an inclusion, in-
tersection, or separation relationship, to determine whether
to load and render the component.
(1) BVH-based visibility detection algorithm for BS-AB
scene components: using the spatial data structure with
hierarchical structure to organize the scene and build a
bounding box approximate description component with

slightly large volume but relatively simple geometric features
is a favorable way to solve the low efficiency of linear array
traversal in complex scenes and the difficulty of visual cone
intersection test of complex components. Hierarchical
bounding volume (BVH) is a commonly used spatial data
structure. It organizes and manages the objects in the scene
in a hierarchical tree structure based on spatial information,
including internal nodes and leaf nodes from the root node
down.

(erefore, the BVH structure tree can be created
according to the IFC component tree. Here, the cone scene is
regarded as a root node, and each Ifc Building Element (such
as IfcWall and IfcDoor) is placed in the internal node as a
category; then, the family under each category is the leaf
node. When there are still different components in the leaf
node, continue to build the BVH tree according to the family
and family type until the leaf node contains family instances.
(e purpose of adding enclosures in the scene is to filter the
geometry outside the enclosure through accurate collision
detection. Commonly used bounding bodies include
BSphere body and AABB box. Bsphere volume algorithm is
based on the sphere radius R and the distance d from the
sphere center to the cutting surface of the viewing cone. If
d< r, the sphere is separated from the visual cone without
loading. If |d|<r, the sphere intersects with the visual cone
for loading. If d> r, the sphere is loaded in the viewing cone,
and its structure is shown in Figure 7. (e AABB box al-
gorithm is based on the distance between the vertex of the
bounding box and the cutting surface of the viewing cone.
Whether to load the bounding box is determined by judging
whether the vertex of the bounding box is in the viewing
cone or whether the connecting line between two points
passes through the viewing cone. Its structure is shown in
Figure 8.

When collision detection is performed between the vi-
sual cone and the hierarchical bounding body, BSphere
predetection is performed first, and recursive access is
performed to each node from the root node in turn. (e
separated internal nodes and leaf nodes are eliminated, and
the leaf nodes contained in the internal nodes and the in-
ternal nodes intersecting with the visual cone are loaded. In
addition, the leaf nodes that still intersect the visual cone in
the internal nodes intersecting the visual cone are detected
by AABB box, and the bounding boxes that are separated

Hn

Df

Dn

Hf
z θ

y

Figure 6: Section of the right cutting surface of the cone.
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from the visual cone are eliminated. Based on ensuring the
efficiency of visual cone elimination, this algorithm not only
reduces the performance overhead of rendering pipeline but
also improves the accuracy of visual component detection
[22].

Sphere structure and intersection test are simple, but the
tightness is too poor. Although AABB box supports dynamic
update and detection is more accurate, the update efficiency
is too low.(erefore, this study proposes to carry out sphere
predetection on scene components, eliminate rough and
loose components, and then further screen through AABB
box detection to quickly achieve the optimal detection
results.

4. Experiment and Result Analysis

In order to verify the effectiveness of model transformation
strategy and scene management strategy, this study collects
10 experimental data of building scene composition from the
open IFC model repository and BIM model databases for
example verification. (is example verifies that it is con-
figured as Intel(R) Core (TM) i7-8700@3.20GHZ six core
processor, 16GB memory, NVIDIA GeForce GTX 1060
graphics card, and notebook computer with 64 bit Win-
dows10 operating system is implemented based on Chrome
browser and (ree.js framework. (e IFC version of all test
data in the experiment is IFC2X3, as shown in Table 1.

4.1. Effectiveness Analysis of Model Transformation Strategy.
In this study, glTF is proposed as the target format of model
transformation to realize network loading. In this study, the
model transformation experiment of IFC model file without
semantic attribute is carried out. It can be seen from Figure 8
that, as the volume of model files increases, the volume of
glTF increases slowly, while the growth of obj is larger and
much larger than that of glTF files. (is is because after
digital to analog separation and format conversion of the
original IFC file, only a small amount of information is
stored in the glTF file, while most of the information is
stored in the bin file.

It can be seen from Figure 9 that although the overall file
size and conversion time of the converted model are

different due to different architectural scenes, the com-
pression rate of gLTF format is more than 90%, which has
obvious compression advantages compared with obj format.
(erefore, taking gLTF as the target, the format of model
conversion is effective to reduce the loading of 3D model
data, and it will also be more conducive to the rapid loading
of 3D model data on the web.

4.2. Effectiveness Analysis of Scenario Management Strategy.
Aiming at the problem of low rendering frame rate caused by
poor visibility detection effect of scene components, this
study proposes to use BS-AB scene component visibility
detection algorithm based on BVH to detect and eliminate
the visibility of building components. In this study, Medel 10
is taken as the experimental object, and 10 cone scenes with
the same angle and the same viewpoint but different dis-
tances between the viewpoint and the model are set, as
shown in Figure 10. (en, in different cone scenes, the
performance is compared with other rendering systems in
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Figure 7: Schematic diagram of sphere hierarchical bounding box tree structure. (a) Surround scene components with spheres.
(b) Hierarchy tree.
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terms of FPS value and single rendering time, to verify
whether this strategy is effective for scene visual component
management.

In the experiment, the version of BIMviews that BIM-
Server depends on is BIMServer1.5.88. Chrome web browser
is a 64 bit version of 84.0.4147.89. During the experiment,
start the FPS mater in the rendering listener of Chrome
browser to monitor the rendering area of 3D scene. Use the
stats.js library to monitor the rendering time of the scene
area. In addition, BIMviews load IFC model files, and other
methods load glTF files.

(e experimental results are shown in Figures 9–14. It
can be seen from Figures 11 and 12 that, as the distance
between the viewpoint and the model decreases, the number
of components in the visual cone decreases, and the overall
FPS value is gradually increasing, but the increase of the
other two methods is small and unstable. After Distance 5,
the number of components in the visual cone is greatly
reduced. (e visual cone elimination effect of this method is
obvious, and the rendering frame rate increases steadily. It
can be seen from Figure 14 that, before Distance 5, there is
little difference in the single rendering time of the two
methods, but after Distance 5, the rendering time of the
method used in this study decreases significantly. (rough
experimental comparison, the feasibility of the BS-AB scene
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Figure 10: Model conversion results.
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Table 1: Experimental test dataset.

Model ID Model name Size (MB)
1 231110AC11-institute-var-2 2.705
2 Autodesk_hospital_parking garage 6.110
3 20191126AZUMA9 10.001
4 Glodon building 27.315
5 HITOS_070308 61.127
6 PUIH-second phase 77.878
7 Humanized office building 90.514
8 Nihewan visitor center 116.766
9 TJ-taoy uanju-complex-architecture 171.011
10 Shr-office-building-structure 303.608
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Figure 9: BIMServer FPS.
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component visibility detection algorithm and the effec-
tiveness of the scene management strategy are verified,
which can meet the smooth needs of BIM model data
network visualization. In addition, during the experiment, it
was found that BIMviews were slow to load the IFC file of the
experimental object and obtain the model data, with an
average of about 40 s, and the Caton was obvious. However,
it only takes about 7 s to load the glTF file to the complete
display of the big data map visualization design by using
(ree.js. It is verified again that the glTF format is more
suitable for the display and interaction of BIM model data
based on the big data map visualization design than the IFC
format.

5. Conclusion

(e visibility of scene components is eliminated by BS-AB
scene component visibility detection algorithm based on
BVH. (e experimental results show that this method
greatly reduces the amount of BIMmodel data, improves the

detection accuracy of visual components of the model, and
has a good effect of web model loading and rendering. (e
visibility of components (e.g., building models) cannot be
detected by different methods, but the visibility of com-
ponents (e.g., building models) cannot be detected. (e
follow-up work will start with LOD and occlusion elimi-
nation algorithm to further optimize the performance
overhead of rendering pipeline and GPU after rendering
scene visual cone elimination.

Data Availability

(e labeled dataset used to support the findings of this study
are available from the corresponding author upon request.

Conflicts of Interest

(e authors declare no conflicts of interest.

Acknowledgments

(is work was supported by the Inner Mongolia University
of Technology.

References

[1] Q. Zhou, “Research on architectural space design of coastal
cities based on virtual reality technology,” Journal of Coastal
Research, vol. 115, no. sp1, 2020.

[2] W. Xiong, M. Tu, and X. Li, “Knowledge maps analysis of
research on settlement landscape of qiang based on the
citespace method,” IOP Conference Series: Earth and Envi-
ronmental Science, vol. 692, no. 4, Article ID 042078, 2021.

[3] Y. U. Fei and N. Norihito, “Research on the methodology of
regional planning in the design of people’s commune,”
Journal of Architecture and Planning (Transactions of AIJ),
vol. 84, no. 766, pp. 2669–2677, 2019.

[4] W. Zhu, Y. Hou, E. Wang, and Y. Wang, “Design of geo-
graphic information visualization system for marine tourism
based on data mining,” Journal of Coastal Research, vol. 103,
2020.

[5] L. Zhao and Z. Zhou, “Research on landscape information
model construction based on visualization technology,”
Journal of Physics: Conference Series, vol. 1693, no. 1, Article
ID 012126, 2020.

[6] M.W. Kowalczyk and A. Lewandowska, “Techniques of visual
communiaction in architectural design,” Journal of Education,
Culture and Society, vol. 11, no. 2, pp. 376–383, 2020.

[7] C. Djari and A. Arrouf, “(e impact of viewing images of
precedents on the cognitive process of architectural idea
generation,” Proceedings of the Design Society: International
Conference on Engineering Design, vol. 1, no. 1, pp. 209–218,
2019.
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In order to improve the evaluation e�ect of the economic and social development pioneer area, this paper constructs the
evaluation index system of the economic and social development pioneer area based on the spatial network structure analysis
method and obtains an intelligent analysis system. Moreover, from the perspective of economic development information �ow,
this paper uses information �ow direction analysis method and advantage �ow analysis method to discuss the structural
characteristics of urban economic development network in the economic belt, providing new methods and perspectives for the
study of urban economic development �ow. In addition, this paper attempts to propose a universal method for quantitative
research on the “�ow space” structure of urban economic development as the forward-looking content of urban economic
development. According to the simulation test results, it can be seen that the evaluation index system of the economic and social
development pilot area based on the analysis of the spatial network structure proposed in this paper has a good e�ect.

1. Introduction

�e new development concept is an inseparable organic
whole. In this organic whole, innovation is the internal
driving force leading development and must be placed at the
core of development, including innovation in theory, sys-
tem, technology, culture, and other aspects. Coordination is
the principal requirement of development, and the concept
of coordinated development pays more attention to integ-
rity, systematization, and balance and must correctly handle
major relations in development and solve the problem of
unbalanced and insu�cient development [1]. At the same
time, green is a necessary condition for development, and
green development focuses on solving the problem of
harmonious coexistence and coexistence between man and
nature. While continuing and emphasizing adherence to the
basic national policy of resource conservation and envi-
ronmental protection, it is necessary to achieve synergy
between economic and social development and ecological
and environmental protection and create a good production
and living environment for the people. Opening up is the
environmental layout of development. To solve the problem

of developing internal and external linkages, a higher-level
open economymust be developed to expand opening up and
promote reform and development [2]. In addition, sharing is
the fundamental purpose of development, focusing on
solving social fairness and justice issues and continuously
promoting the common prosperity of all people. �e �ve
development concepts are interconnected, and promote
each other, constituting a brand-new concept and action
guide to guide and lead today’s development. Moreover,
high-quality development under the guidance of new de-
velopment concepts will surely become the normal state of
development in the new era [3].

At present, the research on the airport economy at home
and abroad is generally summarized from the aspects of case
analysis and planning and construction, focusing on basic
theoretical research such as basic concepts, characteristics,
and development models at the macro level. However, there
is a lack of specialized research on the airport economy
industry from the perspective of regional economics,
management, and industrial economics, as well as micro-
subjects. It is necessary to select and plan the airport industry
based on the development time sequence by using the
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analytic hierarchy process in combination with the types of
airport economic industries. At the same time, it is necessary
to rationally plan and lay out the industrial space according
to the industrial space structure layout of the airport area
and combine the regional characteristics of the economic
demonstration area so as to enrich the theoretical research
system of the airport economy.

Based on the spatial network structure analysis method,
this paper constructs the evaluation index system of the
economic and social development pioneer area and obtains
an intelligent analysis system, which provides a reference for
the subsequent evaluation of the economic and social de-
velopment pioneer area.

2. Related Work

'e evaluation theory of economic and social development
is a process of continuous evolution, and the evolution
process is consistent with the development of the context
and the theory of economic and social development.
'rough the study of relevant literature, it can be seen that
the theory of economic and social development will affect
the theory and connotation of measurement and evaluation.
'e changes of economic and social development theory
with time and environment will inevitably lead to changes in
the content of economic and social measurement and
evaluation [4].

'e social development concept of one-sided pursuit of
economic growth has its profound and complicated his-
torical reasons. 'e two world wars severely damaged the
economy of the traditional capitalist powers. With the
collapse of the world colonial system, the rise of independent
democratic movements in the colonies directly shook the
economic foundation of imperialism [5]. After the Second
World War, the primary task of traditional capitalist powers
was to restore and develop their own economies. Countries
that have just gotten rid of the colonial system and become
independent and countries that have just begun to indus-
trialize have become developing countries. 'e primary task
of developing countries is to develop their economies. In this
way, the world is pursuing economic growth. 'erefore, the
development of this period mainly refers to the economic
development. Due to special historical reasons, people at
that time believed that the cause of social problems was the
low economic aggregate, and rich material wealth could
solve all social problems. Typical theories include Lewis’s [6]
dual structure theory, Rostow’s economic development stage
theory [7], Kuznets’ statistical theory [8], and Chenery’s
econometric theory [9]. Under the guidance of this concept,
the total economic volume has increased significantly, the
progress of other aspects of society has been slow, or even
counterproductive, and problems such as social unrest,
political corruption, and unfair income distribution have
emerged one after another. 'e concept of one-sided pursuit
of economic growth began to be questioned.

Under the guidance of the one-sided pursuit of eco-
nomic growth, other aspects of society have not achieved
the expected progress, and people have begun to realize that
simple economic growth cannot solve problems such as

poverty, unemployment, and inequitable distribution [10].
'e development theory has evolved from economics to a
multidisciplinary comprehensive theory, which affirms the
basic status of economic growth while taking into account
other aspects of society. However, the focus of this period
was mainly on social welfare, aiming to solve poverty,
unemployment, and inequitable distribution. 'e focus is
on raising the income of the poor, increasing the em-
ployment rate and improving the social security system
[11]. Literature [12] believes that development should in-
clude economic, political, and cultural development and
believes that as long as poverty, unemployment, and in-
equality are reduced, it belongs to development. Literature
[13] proposed that development is a multidimensional
process that includes the combination of the entire
economy, society, culture, technology, ecology, and other
elements and internal reorganization, including changes in
economic aggregates, economic income growth, social
systems, social structures, and even people’s beliefs, habits,
and other related content that cannot be regarded as a
simple process.

In the process of industrialization, human beings
have experienced an extensive economic development
model. In this process, human beings exploit resources
plunder, destroy the ecological environment, pursue
short-term interests, and make economic development
unsustainable [14]. Literature [15] believes that sus-
tainable development mainly includes two cores, namely,
the welfare problem in the economic growth period and
the constraint problem of economic growth. 'e optimal
growth path under different intergenerational goals and
resource constraints is studied, and it is found that the
optimal growth path is the path of sustainable devel-
opment most of the time. Some scholars put forward
another view. Literature [16] believes that the systematic
interpretation of the connotation of “sustainable de-
velopment” should be carried out from three aspects:
economic sustainability, environmental sustainability,
and social sustainability. With the deepening of research,
the academic community has further enriched the the-
oretical framework of sustainable development and be-
lieves that the theoretical connotation of sustainable
development includes five aspects: multidimensional
development, common development, fair development,
coordinated development, and efficient development.
'e indicator system of the United Nations Commission
on Sustainable Development covers the four major
systems of economy, society, environment, and system,
including 142 indicators designed by driving force, state,
and response model. 'e US Sustainable Development
Indicator System consists of ten goals, including 54
indicators including health and the environment,
equality, sustainable society, economic prosperity, public
participation, protection of nature, and education. 'e
UK sustainable development indicator system includes
21 aspects including economy, transportation, overseas
trade, energy, land use, water resources, forests, atmo-
sphere, waste, and radioactivity, with a total of 123 in-
dicators [17].
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3. Analysis Model of Spatial Network Structure

'e city network mainly refers to the connection between
cities. 'e relational data between cities is particularly
critical to the study of urban networks, which can be roughly
divided into attribute methods and relational methods. 'e
data with realistic or abstract meanings that can reflect and
carry various associations between cities, such as the flow of
people, material exchange, and information exchange be-
tween cities, can be understood as relational data. 'e
traditional urban network research is mostly carried out
from the mode of urban hierarchy, scale, core-periphery,
and so on. However, the urban network studied in this paper
refers to the urban network in which the economic devel-
opment information flow represents the abstract meaning
perspective, and this paper reveals the connection between
urban tourism through the abstract research perspective.

'e central place refers to the place where goods and
services can be provided to consumers in the surrounding
area, such as a residential distribution point, a commercial
center, or a city. Centrality is the degree to which a central
place plays a central role relative to its surrounding areas,
that is, its relative importance. Centrality can be expressed as
follows [18]:

C � C1 − C2. (1)

Among them, C1 is the total amount of goods and
services provided by the center, C2 is the amount of goods
and services provided by the center for itself, and C is the
centrality, which refers to the amount of goods and services
provided by the center to surrounding areas.

'e central place theory is regarded as the basic theory of
urban geography and regional economics research, as well as
the foundational theory of urban system spatial structure
research.'e central place theory is a theory about the size of
urban functions and the distribution of spatial structure in
the region. It reveals the basic characteristics of the spatial
structure of the central place system. In the tourism practice
research, the urban tourism architecture mainly studies the
system level division, the spatial layout in a certain area, and
the connection between each other.'e urban tourism grade
is analyzed to provide support for the next regional tourism
spatial structure.

'e core idea of growth pole theory is that economic
growth does not occur at the same speed in every location at
the same time. Generally, the growth rate of a dominant
economic sector or an innovative industry is the fastest, and
these sectors and industries tend to gather in the best lo-
cation. 'e location is usually a large- or medium-sized city
within the region. 'erefore, these large- and medium-sized
cities gradually form regional growth poles and drive re-
gional development through diffusion effects.

'is theory provides a basis for the priority development
of regional tourism. Due to the comprehensive characteristics
of the tourism industry, the linkage effect of the tourism
industry is extended to a larger area through the gathering and
diffusion of regional tourism growth poles. In addition, re-
gional tourism is not initially developed in a balanced way.

According to the development model of this theory, priority
development areas can be used to drive tourism development
in other regions so that it can play a role in the aggregation
and diffusion of growth points and drive the economic growth
of the entire regional tourism industry. 'e theory is mainly
used in the two forms of the point axis structure and the
network structure in the tourism space structure.

'e point-axis theory is formed on the basis of the
growth pole theory, which holds that the “point” is the node
(city) at all levels, and the “axis” is the industrial belt formed
by connecting the nodes at all levels in a certain direction.
'e point-axis structure is formed by a number of isolated
nodes through the connection of the development axis and
gradually develops to form a certain spatial network
structure. Cities in a certain area are distributed hierar-
chically, so the development axis connecting each city is also
hierarchical, and cities and axes with different levels have
different attractiveness.

In the related research, the measurement methods used
by most scholars to study the evolution law and trend of
regional tourism development differences are basically based
on the relevant methods of income distribution differences
in economics. 'e specific measurement methods used in
this paper are as follows:

(1) Standard Deviation (VOC). It is the arithmetic
square root of the ratio between the sum of squared
deviations of the sample data and the total sample
size. It reflects the absolute degree of dispersion
between sample individuals and can be used to
represent the absolute difference in economic scale
between cities. 'e larger the value, the greater the
absolute difference.

VOC �

������������


n
i�1 xi − x( 

2

n



. (2)

(2) Coefficient of Variation (CV). It is the quotient be-
tween the standard deviation and the mean. It can
eliminate the interference of different sample aver-
ages on the degree of sample variation, reflect the
relative dispersion of samples, and can be used to
characterize the relative difference of tourism scale
between cities. 'e smaller the value, the smaller the
relative difference.

CV �

�������������


n
i�1 xi − x( 

2/n
x



. (3)

(3) Gini Coefficient (G). It is combined with the coef-
ficient of variation to determine the relative differ-
ence of urban tourism scale. 'e larger the value is,
the larger the tourism scale gap between cities is.

G � 1 +
1
n

−
1

n
2
y

y1 + 2y2 + 3y3 + · · · + nyn( . (4)

(4) Growth Rate. It can analyze the differences in the
speed of regional tourism development, but the bases
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of cities are different, and the same growth rate will
lead to large differences in actual growth. In order to
eliminate the above situation, this paper introduces
the relative development rate (Nich) to measure the
spatial difference of the relative development speed
of urban tourism in the economic belt.
Nich is the relationship between the change of the
economic development scale of each city in a certain
period and the change of the average economic de-
velopment scale of the whole region in the same period:

Nich �
Y2i − Y1i( 

Y1 − Y2
. (5)

In the formula, Y1i, Y2i is the economic development
scale of city i at time 1 and 2, andY1, Y2 is the average
economic development scale of the region at time 1
and 2. Nich> 1 means that the growth rate of the
economic development scale of city i is higher than
the regional average level, 0<Nich< 1 means that
the growth rate of the economic development scale
of city i is lower than the regional average level, and
Nich < 0means that the economic development scale
of city i has negative growth.

(5) Herfindahl Coefficient (Hn). It is an index reflecting
the scale and agglomeration degree of urban eco-
nomic development. 'e larger the value, the higher
the degree of concentration, and the more uneven
the development.

Hn � 
n

i�1
p
2
i . (6)

(6) First Degree (S). It is the quotient between the mea-
sures of the economic development scale of the first
and second largest cities. It reflects the aggregation
degree of urban economic development scale distri-
bution. 'e larger the value, the more concentrated
the distribution. When S> 2, the regional structure is
considered unreasonable, and it is called the primacy
distribution. When S< 2, the regional structure dis-
tribution is considered to be relatively reasonable.

S �
P1

P2
. (7)

In formulae (1)–(6), Xi is the value of index i,
Y1, Y2, Y3 · · · Yn is the index value from large to small, X and
Y are the mean values of the indexes, and n is the total
number of samples, Pi is the proportion of index i, and
P1, P2 is the index value of the first and second largest cities.

3.1. Research Methods of Economic Development Scale
Distribution. In order to better present the overall distribution
of the economic development scale of cities in the economic
belt. In this paper, the Rothko-type rank-scale distribution is
used to measure the economic development scale distribution
of cities in the economic belt. 'e formula is [19]

P � KR
− q

. (8)

Among them, P is the scale of urban economic devel-
opment, R is the rank, K is the ideal scale of the first city, and
q is the concentration index. According to the q-value, the
scale distribution of urban economic development is divided
into first type (q≥ 1.2), concentrated type (0.85< q< 1.2),
and balanced type (q≤ 0.85).

In order to scientifically use the sample data for re-
gression analysis, the natural logarithm of formula (7) is
taken and sorted out:

ln p � ln k − q ln R. (9)

'is paper uses the index of the total number of people
received by the city’s economic development to measure its
functional scale and the index of the proportion of total
economic development revenue to GDP to measure its
functional status. Moreover, this paper uses Nelson’s
method to define the functional strength of each city. First,
the sample mean (X) of each city’s functional indexes is
calculated as the threshold for judging urban specialized
departments; then, the sample standard deviation (σ) of
each city’s functional indexes is calculated, and then the
coefficient (Ki) of each city’s functional intensity is
calculated.

Xi �
1
n



n

i�1
Xi,

σi �

������������


n
i�1 Xi − X( 

2

n



,

Ki �
Xi − X

σ
.

(10)

Each dimension is divided into 3 intervals according to
the value of Ki. 'e specific description is as follows. In the
dimension of functional scale, it is divided into small,
medium, and large cities. In terms of functional status,
cities are divided into low, medium, and high specialization
cities.

'emean value of the total number of people received by
the economic development of cities in the economic belt is
expressed by X, and the standard deviation is expressed by σ.
After calculation, it is found that the original sample of
functional scale is nonnormal. 'erefore, this paper corrects
it as follows:

Ti �

small − scaleTi ≤Xτ,

medium − sizedXτ <Ti <Xτ + σi,

largeTi ≥Xτ + σi,

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

Si �

Low specialization Si ≤XS,

Specialization in secondary schoolsXS < Si ≤XS + σi,

High specialization Si ≥XS + σi.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(11)

Among them, Ti is the functional scale of urban eco-
nomic development, and Si is the functional status of urban
economic development.
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'e two dimensions are combined with each other to
form 9 types of urban economic development functions
(Figure 1).

With the rapid development of information technology,
the popularization of the Internet and the economic devel-
opment reservation system has largely changed the market
conditions of the economic development industry. Moreover,
the application of information technology in the economic
development industry is becoming more and more extensive,
and the influence of information flow on the economic de-
velopment flow is gradually increasing. 'e guidance of eco-
nomic development information flow to economic
development flow is a process of information decision-making
and implementation; in this process, “quasitourists” have been
largely controlled by economic development information flow.
On the one hand, the flow of economic development infor-
mation enhances the flow of economic development, and on
the other hand, the two can even replace each other in
quantitative relationship. In the context of the rapid devel-
opment of the Internet, the purchasing decisions and behaviors
of economic developers are increasingly dependent on the
Internet. Website information flow is the basic form and the
onlymediumof Internet information transmission, and it plays
a huge guiding role in the generation and change of people flow
and is themost influential “flow” amongmany “flow” elements.
'erefore, from the perspective of economic development
information flow, this paper avoids the obstacles caused by the
lack of statistics on domestic economic development flow data.

From the perspective of economic development infor-
mation flow, this paper uses information flow direction
analysis method and advantage flow analysis method to
discuss the structural characteristics of urban economic
development network in the economic belt, providing new
methods and perspectives for the study of urban economic
development flow. Moreover, this paper attempts to propose
a universal method for quantitative research on the “flow
space” structure of urban economic development as a for-
ward-looking content of urban economic development so as
to make up for the deficiencies of related research caused by
the lack of information on the flow and flow of domestic
actual economic development and to provide certain basic
materials for later scholars to study the flow of economic
development information. To a certain extent, it provides
decision-making reference for economic development
marketing, economic development e-commerce and eco-
nomic development planning and provides a scientific basis
for promoting the integrated construction and development
of economic development.

'is paper introduces C-value and D-value as two in-
dicators to measure the status and level of each city in the
urban economic development network. 'e formula is

C � Ln
Cc

Cs

,

D � Cc − Cs.

(12)

Among them, Cc represents the amount of economic
development information output by a city, and CS

represents the amount of economic development infor-
mation received by the city. If a city’s economic devel-
opment information output is greater than its information
reception, that is, D> 0, the city is the control node (city) of
the economic development information flow network. On
the contrary, the city is considered as a subsidiary node
(city).

In the process of data processing, it is found that, under
normal circumstances, the amount of economic develop-
ment information received by popular cities or cities with
more developed economic development industries is often
greater than the amount of economic development infor-
mation output. 'e information flow of economic devel-
opment from low to high is relatively large, while the amount
of economic development information output from high to
low is less. 'erefore, Cc represents the amount of economic
development information received by a city, and CS rep-
resents the amount of economic development information
output by the city.

'e basic idea of the dominant flow analysis method is
to judge the status of a city (A) in the urban system
according to the maximum flow of economic development
information of a city (A), the scale of urban economic
development, and the flow between the city (A) and other
cities. From this, the position of the city (A) in the network
structure is obtained, and the position determines its in-
fluence in the spatial interaction. On this basis, Song Wei
and other scholars divided cities into three types: domi-
nant, subdominant, and subordinate cities. Based on the
scale of urban economic development level obtained in the
previous study, the level of the dominant stream is divided.
'e detailed contents are explained as follows. If the largest
economic development information flow of city (A) is to
city (B) with a smaller economic development scale, then
city (A) is considered to be dominant. If city (B) has the
largest economic development information flow to a city
with a relatively large economic development scale, and at
the same time there is one or more cities (C1, C2 · · ·) whose
economic development scale is smaller than the largest
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Figure 1: Types of urban economic development functions.
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economic development information flow to it (B), then city
(B) is considered to have secondary dominance. If city (C)
has the largest economic development information flow to
the subdominant city (B), and there is no city (D) whose
economic development scale is smaller than the largest
economic development information flow to it (C), then it is
determined that city (C) has a subordinate attribute.

4. Evaluation Index System of Economic and
Social Development Pilot Area Based on
Spatial Network Structure Analysis

'e Kohonen network simulates the structure of neurons in
the cerebral cortex as a two-dimensional spatial lattice.
Functionally, through the interaction and competition

Figure 2: Kohonen network structure.
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between neurons in the network, the clustering function and
self-organization and self-learning functions of brain in-
formation processing are simulated. 'e Kohonen network
structure is shown in Figure 2, which consists of an input
layer and a competition layer.

'is paper makes comprehensive use of multidisci-
plinary theories and technologies such as systems science,
information science, dynamic econometrics, artificial in-
telligence, data warehouse, data mining, online analytical

processing, and intelligent decision-making analysis tools
and methods. 'rough the collection, storage, analysis,
processing, and presentation of various data and related
information, high-level information services and support are
provided for leaders, and scientific and standardized deci-
sion-making is realized. 'e overall architecture of the
system is shown in Figure 3.

'e flowchart of the macroeconomic intelligent decision
support system is shown in Figure 4.
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Figure 4: System flowchart.
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'e intelligent decision support system based on data
warehouse takes data warehouse andmodel base (MB) as the
main structure, supports online analytical processing, and
applies data mining to knowledge discovery in the database,
as shown in Figure 5:

'e data mining server extracts data from the data
warehouse and then sends the results to the front-end for
display after mining and processing. 'e interface design of
the data mining service is shown in Figure 6 below.

'e mining steps of the data mining system are as
follows: (1) 'e system selects an algorithm. (2) 'e system
selects the training set and determines whether to refresh. If
it needs to be refreshed, the system repeats step 2; otherwise,
it goes to step 3. (3) 'e system configures the algorithm
parameters. (4) 'e system checks the model information
and chooses to continue to step 5; otherwise, it goes back to
step 3. (5) 'e system uses the model to determine whether
to refresh. If it needs to be refreshed, the system repeats step
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Figure 7: Overall activity diagram of data mining module.
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Figure 6: Interface design of data mining server.
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5; otherwise, it goes to step 6. (6) 'e system checks the
result information. 'e overall activity diagram of the data
mining module is as shown in Figure 7.

Figure 8 shows the analysis model of the spatial network
structure constructed in this paper.

'is paper obtains a large amount of data from the
network to verify the effect of the model in this paper and
calculates the effect of the model constructed in this paper in

the evaluation index analysis of the economic and social
development pilot area and compares it through multiple
sets of data. Moreover, this paper obtains the results shown
in Table 1 and Figure 9.

From the above research, it can be seen that the eval-
uation index system of the economic and social development
pilot area based on the analysis of the spatial network
structure proposed in this paper has a good effect.
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Figure 8: Analysis model of spatial network structure.

Table 1: Evaluation of the evaluation effect of the economic and social development pilot area.

Number Evaluate the effect Number Evaluate the effect Number Evaluate the effect
1 85.04 20 80.86 39 71.63
2 81.19 21 87.61 40 75.90
3 86.35 22 79.78 41 73.16
4 80.73 23 71.85 42 78.66
5 71.80 24 75.74 43 81.58
6 71.07 25 84.73 44 74.08
7 76.79 26 86.22 45 73.76
8 79.12 27 77.03 46 72.41
9 76.22 28 72.53 47 74.15
10 76.56 29 71.51 48 87.06
11 85.82 30 76.00 49 80.16
12 72.76 31 78.15 50 71.73
13 86.10 32 77.13 51 86.23
14 78.13 33 81.22 52 74.45
15 82.19 34 79.27 53 71.64
16 83.32 35 82.48 54 87.36
17 84.48 36 74.20 55 75.99
18 84.74 37 78.38 56 77.32
19 84.83 38 75.16 57 84.74
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5. Conclusion

'e construction and development process of the “two first
districts” is the implementation of the five development
concepts of innovation, coordination, greenness, openness, and
sharing and is the development under the strategic guidance of
the five development concepts. 'erefore, the construction of
the evaluation index system of the economic and social de-
velopment pilot zone must be based on five development
concepts. Moreover, it needs to take the five development
concepts as the first-level indicators for evaluation and further
select the second-level indicators and the third-level indicators
according to their connotations and the actual construction. In
addition, it provides a theoretical reference for the formation of
the basic framework and the selection of specific indicators for
the evaluation index system of the economic and social de-
velopment pilot zone. At the same time, it can reveal the status
quo, characteristics, and problems of economic and social
development under the guidance of new development concepts
and has certain practical value for guiding government de-
partments to solve economic and social development problems
according to the development requirements of new concepts.
Based on the analysis method of spatial network structure, this
paper constructs the evaluation index system of the economic
and social development pilot area and obtains an intelligent
analysis system. 'e simulation test study shows that the
evaluation index system of the economic and social develop-
ment pilot area based on the analysis of the spatial network
structure proposed in this paper has a good effect.
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In order to cope with the challenges that operators face after the impact of diversi�ed social channels in the �eld of interactive
services, we actively build a new generation of intelligent interactive systems based on arti�cial intelligence technology, a semantic
understanding, and intention recognition, covering rich media content, omnichannel coverage, high-frequency knowledge
updates, consistent service response, high-quality, and low-cost intelligent interactive solutions is proposed.e solution provides
overall business modeling for scenario design and a scenario-based knowledge expression system, with the function of fragmented
knowledge processing. With complete text and voice information, combined with pictures, text, audio, video, and other
multimedia, we intelligently interact with users, allowing users to obtain required information and solve problems in a pleasant
and relaxing interaction. erefore, the research and exploration of the intelligent interactive system architecture based on
arti�cial intelligence is a useful practice and strong support for operators to rede�ne the connotation and elements of “smart
service” in the process of building “smart operation.” rough repeated tests, it can be seen that the language similarity has
reached 0.75549, which is very close to 1.0000. It can be seen that the design of this platform has been successful.

1. Introduction

Since the 21st century, with the rapid development of
computers and networks, arti�cial intelligence has become
the most popular technology term today. e development
of arti�cial intelligence a�ects the development of all walks
of life. e development of robotics, autonomous driving
technology, image recognition, and other technologies in-
dicates that arti�cial intelligence is getting more and more
attention from people, and its development has great po-
tential. Big data plays a vital role in the development of
arti�cial intelligence. rough the relationship between
arti�cial intelligence and big data, starting from their de-
velopment status, this article describes in detail the future
development trend of arti�cial intelligence in the big data
environment. e robot operating system ROS is easy to use

[1]. After determining the functional modules that the
human-machine voice interaction system should have, we
use the topics and services provided by ROS to realize the
communication between related modules in the system and
de�ne the information format during communication. ROS
originated from the cooperation between the STAIR project
of the Stanford University Arti�cial Intelligence Laboratory
in 2007 and the personal robot project of the robotics
company Willow Garage. After 2008, Willow Garage pro-
moted its development. ROS is an open-source meta-op-
erating system suitable for robots. It provides the functions
that the operating system should have, including hardware
abstraction, low-level device control, realization of common
functions, interprocess information transmission, and
software package management. In addition, it also provides
the tools and libraries needed to compile, write, and execute
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programs across multiple computers [2]. ROS is similar to
Player, YARP, Orocos, CARMEN, Orca, MOOS, and
Microsoft Robotics Studio robot frameworks in some re-
spects. .e “blueprint” of the ROS runtime is a loosely
coupled point-to-point process network based on the ROS
communication infrastructure. ROS has several different
communication methods, including a service mechanism
based on synchronous remote procedure call protocol
(Remote Procedure Call Protocol, RPC) communication, a
topic mechanism based on asynchronous streaming media
data, and a parameter server for data storage [3]. Figure 1
shows the flow chart of the intelligent interactive system
management platform. Big data uses the increasingly mature
cloud computing technology to obtain valuable information
from the vast ocean of Internet information for information
induction, retrieval, and integration, providing a software
foundation for Internet information processing. Both re-
quire the participation of artificial intelligence, which is a
commercial application after the order of the Internet in-
formation system..at is the real outlet for cloud computing
and big data.

2. Literature Review

Tekerek A. and others said that the arrival of the era of
intelligence and big data, and the social impact brought
about by the industrial revolution in history, have inherent
laws that are similar in appearance and similar in quality to
the contradictions and mutual influences between produc-
tivity and production relations [4]. Ha T. and others stated
that the era of intelligence and big data seems to have
provided greater “convenience” for “distrust, disorder, and
monopoly,” and at the same time put forward higher re-
quirements for “trust, order, and sharing [5].” Kyivska
K. and others said that in the past 20 years, with the rapid
development of artificial intelligence technology, especially
the intelligence and big data information economy char-
acterized by “Internet +,” it has almost reshaped the pro-
duction and operation models of enterprises and people’s
way of life has had a significant impact on the transfor-
mation of the paradigm of human “technology-economy-
society” and the progress of social civilization [6]. Ongena
et al. said that with the widespread application of computer
technology, the continuous increase in data accumulation,
and the continuous innovation and enhancement of algo-
rithms and computing power, the current society has en-
tered the era of intelligence [7]. .rough research, Bhargava
et al. have obtained the development of the “four major
catalysts” of massively parallel computing, big data, deep
learning algorithms, and smart chips, as well as the reduction
of computing costs, which has enabled artificial intelligence
technology to advance by leaps and bounds [8]. Fanea and
others said that artificial intelligence has become the most
exciting and most anticipated technology of this era, and it
will become the focus of the development of the IT industry
in the next 10 years and beyond [9]. Naghizade et al. found
through investigations that the current operators are also
facing the impact of the mobile Internet. Diversified service
requirements, diversified service scenarios, and fragmented

social service models are all impacting the traditions of
operators from all angles. Service interaction mode [10].
Zhang et al. said that the response speed and service sat-
isfaction of interactive services force operators to innovate
the service interaction model. .e high-frequency require-
ments for service personnel knowledge update and training
cost control have promoted the traditional interactive ser-
vice model to the network. Development in the direction of
automation, automation, and intelligence, through rich
media and multichannels to achieve intelligent interaction
with users, and effectively reducing service costs, improving
service quality, and increasing user perception are the
current urgent needs, which have been listed by operators as
building the key issue of “smart operation” [11]. Elayyan and
others said that with the development of artificial intelli-
gence, the research of robots has also made great progress.
Robots of various forms and functions have appeared one
after another, and some robots have even entered people’s
homes and becomemembers of the family [12]. Batarseh and
others stated that the most important way for humans to
interact with robots is through voice, which is more direct
and convenient than other methods such as buttons, touch
screens, and remote controls. .erefore, a human-machine
with good performance is designed in the development of
robots. .e voice interaction system is very important. .e
intelligence of the robot must first be manifested in the
smooth human-machine voice interaction function. .e
human-machine voice interaction system has become the
most basic functional design requirement [13].

.is paper combined with the requirements of infor-
mation technology service-related standards and specifica-
tions, as well as the operation and maintenance project
implementation experience and the key generic technology
for information system operation and maintenance, provide
system support for information system operation and
maintenance specification, realize the information system
operation and maintenance support system software in-
dustrialization and operational service interactive develop-
ment pattern, drive the market demand of information
system operational service, and promote the rapid formation
and healthy development of operation and maintenance
service industry chain.

3. Method

3.1. Use Bayesian Algorithm to Achieve Text Classification.
Big data has now been summarized as having the charac-
teristics of 4v: volume, velocity, variety, and value. .e total
data growth is shown in Figure 2.

Big data is a brand-new business model, life philosophy,
and ideology developed on the basis of multiple data and
cross-domain associations. .is new approach to tools will
have a huge disruptive impact on all aspects of our society.
.is is summarized on the basis of the characteristics of big
data. With the continuous development of big data, when it
reaches the advanced stage, it will generate new value and
bring a qualitative leap to all aspects of society such as
enterprises and schools [14]. .ere are many classic clas-
sification methods in machine learning, such as decision tree
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algorithms, support vector machines, Bayesian classification
algorithms, artificial neural networks, and k-nearest
neighbors. To process the text recognized by the speech
recognition function, and to deal with the text classification
problem, the naive Bayes classifier is one of themost effective
algorithms. .ere are three reasons why Bayesian algorithm
is often used to achieve text classification. First, the Bayesian
algorithm is simple; second, it is easy to get the probability
value required to train the Bayesian classifier based on the

training text; third, naive Bayes classifier is comparable to
other algorithms inmost cases, and in some cases even better
than other algorithms. .e classification problem is the
process of finding the best hypothesis from the hypothesis
space given the training data. For sentence text Q, we can
denote it as 〈a1, a2, . . . , an〉 after word segmentation, where
ai(1≤ i≤ n) represents the word in sentence Q [15]. .e
classification of Q in this article is to divide it into a certain
category of daily life frequently asked question and answer
library, professional field frequently asked question and
answer library, real-time question library, or control in-
struction library, that is, to deal with the following questions:

vMAP � argmax
vj∈V

P vj|a1, a2, . . . , an , (1)

where vMAP represents the maximum posterior value; V
represents the category set of the library composed of the
daily FAQ library, the professional field FAQ library, the
real-time question library, and the control instruction li-
brary; and the vj is the category that Q can be divided into
[16]. Using Bayesian formula, formula (1) can be rewritten as

vMAP� argmax
vj∈V

P a1, a2, . . . , an|vj P vj 

P a1, a2, . . . , an( 

� argmax
vj∈V

P a1, a2, . . . , an|vj P vj ,

(2)

where P(vj) represents the probability of each target value
vj and P(a1, a2, . . . , an|vj) represents the probability of

WeChat
channel

Web
channel

App
management

SMS channel QQ channel

Weibo
Channel

Channel management

‥‥

Scene
management

Knowledge
management

Advanced
knowledge

management

Statistical analysis
management

Material
management

System management Service monitoring Operation Management

Business
System access

Th
esaurus

M
anagem

ent

Intelligent
Interaction

engine

Customer
service scene

Outbound
scene

Marketing
scenario

Personal
assistant

scene

Sensitive
words

Use words
Error

correcting
words

Synonym

Collective
words

Knowledge Classification
Management

Import history

Ontology
management

Chat
Knowledge Base

Fragmented
Knowledge
processing

Marking
reconstruction

Access data
statistics

Question and answer
classification statistics

Question and answer survey
statistics

Session
statistics

Satisfaction statistics

Secondary development
report

voice

Picture/Video

Graphic message

Documentation

Knowledge
learningtest tools

Session
management

Message
management

Operation
log

Service
status

Set the center

Channel
management

authority
management

project
management

Intellingent interactive sysytem
 m

anagem
ent platform

Figure 1: Flow chart of the intelligent interactive system management platform.

7.5 8.0 8.5 9.0 9.5 10.0 10.5 11.0

0.4

0.6

0.8

1.0

1.2

1.4

1.6

1.8

D
at

a

Vintages

The total amount of data grows

Figure 2: Growth graph of total data.

Computational Intelligence and Neuroscience 3



5 under the condition of the target value vj. We can get P(vj)

by counting the number of frequently asked questions in
daily life, frequently asked questions in professional fields,
real-time question banks, or control instruction banks. But
to get the value of P(a1, a2, . . . , an|vj), a large training data
set is required. In order to reduce the amount of calculation,
it can be assumed that the words ai(1≤ i≤ n) in the sentence
are independent of each other, which reduces the problem to
a naive Bayes classification problem. .e corresponding
formula (2) can be simplified as follows:

vNB � argmax
vj∈V

P a1, a2, . . . , an|vj P vj 

� argmax
vj∈V

P vj  
i

P ai|vj ,
(3)

where vNB represents the target value output by the naive
Bayes classifier, P(vj) represents the probability of each
target value vj, and P(ai|vj) represents the probability of
word ai(1≤ i≤ n) under the condition of the target value vj.
To use the naive Bayes classifier to deal with the sentence text
classification problem, at this time, we only need to estimate
P(vj) and P(ai|vj) from the training data [17].

3.2. Human-MachineVoice Interaction SystemBased onROS.
.e execution process of the designed ROS-based human-
machine voice interaction system is shown in Figure 3.

.e main functions in the human-machine voice in-
teraction process are described in detail below.

3.2.1. Voice Information Collection. .e voice information is
collected through the external microphone of the robot, and
the collected voice information is stored as an audio file. .e
quality of user voice information collected in a noisy en-
vironment will be disturbed by noise. In addition, it is
impossible to know in advance when the user will speak to
the robot, whether he is talking to the robot, and the du-
ration of the speech. .erefore, the problems of noise in-
terference, when to collect the user’s voice information, and
the collection time must be solved first [18]. .ese problems
can be solved by voice activity detection (voice activity
detection, VAD) technology. Voice endpoint detection
technology is a basic link in speech recognition and speech
processing, and it is also a popular field of speech recog-
nition research. Its main purpose is to distinguish speech
and nonspeech from the input speech. .e main functions
are automatic interruption, removal of silent components in
the voice, obtaining effective voice in the input voice, and
removing noise to enhance the voice. .e open-source
project pyVAD on GitHub is used to implement endpoint
detection on the voice data read in real time.

3.2.2. Voice Recognition Node. .e voice recognition node is
responsible for recognizing the collected voice information
as text information. .is article uses the REST API provided
by Baidu voice to implement speech recognition. .e speech
recognition REST API provides developers with a universal
HTTP interface that supports the POSTmethod [19]. Based

on this interface, developers can easily implement speech
recognition functions. .e API supports the recognition of
the entire recording file; that is, the user needs to upload the
entire voice, but the original voice file must conform to the
specified format.

3.2.3. Speech Synthesis Node. .e speech synthesis node is
responsible for synthesizing the requested information into
audio. .e speech synthesis is realized by using the REST
API provided by Baidu voice. Speech synthesis REST API
supports the synthesis of a paragraph of text, but the text
must be encoded in UTF-8, and the text length must be less
than 1024 bytes [20]. Currently, the interface supports both
POST and GET methods.

3.2.4. Semantic Analysis Node. .e semantic analysis node
has the function of understanding the request information
received from the speech recognition node to determine
what operation the robot should perform. .e semantic
analysis node must not only provide services to the speech
recognition node but also must be able to request services
provided by other nodes or publish information on specific
topics [21].

3.2.5. Real-Time Information Acquisition Node. .rough
real-time information acquisition nodes, real-time changing
information content, such as time, date, weather, and news,
can be obtained. Nodes that provide time and date infor-
mation access services, and nodes that provide weather
access services in major cities are now implemented [22].

3.2.6. Robot Control Function Node. .e robot control
function nodes include nodes that control the robot to walk,
avoid obstacles, and reach designated positions. .ese nodes
need to be developed separately. On the PC side, the robot’s
walking function is tested and controlled by the turtlesim
software package officially provided by ROS, and the
function of playing music through voice control is also
realized. On the built robot platform, the Python program
that controls the movement of the motor is written through
the GPIO port to realize the control of the robot [23].

4. Results and Analysis

.rough analysis, the steps to classify sentence text Q are as
follows:

Step 1. Collect and connect the question item in the FAQ
database of daily life as a document and record it as category
1. Collect and connect the question item in the FAQ da-
tabase of each professional field as a document and record it
as category 2 (for convenience Explain that it is assumed that
there is only one frequently asked question library in the
professional field); the question item in the collection and
connection real-time question library is a document, which
is recorded as category 3; the question item in the collection
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and connection control instruction library is a document,
and is recorded as category 4 [24].

Step 2. Combine all categories of documents into a docu-
ment, use Chinese word segmentation method to segment
the Document, collect all the words in the Document, and
form a collection Vocabulary. All categories form a set V,
that is, V� {category 1, category 2, category 3, category 4}.

Step 3. For each target value vj inV, calculate the probability
term P(vj):

P vj  �
docsj





|Document|
, (4)

where docsj is the subset of documents whose target
value is in Document, |docsj| is the number of elements it

has, and |Document| is the total number of category libraries
that Document has [25].

Step 4. For each target value vj in V, connect all members in
docsj to build a document Textj, use Chinese word seg-
mentation method to segment Textj, and count the number
n of different words in Textj.

Step 5. For each word ai in Vocabulary, calculate the
probability term P(ai|vj):

P ai|vj  �
nk + 1

n +|Vocabulary|
, (5)

where nk is the number of occurrences of word ai in
Textj, and |Vocabulary| is the total number of words that
Vocabulary has [26].
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Step 6. Use the Chinese word segmentation method to
segment the sentence Q to get 〈a1, a2, . . . , an〉, where ai

represents the word that appears at the i-th position in Q.

Step 7. Get the category vNB to which Q belongs

vNB � argmax
vj∈V

P vj  
i∈positions

P ai|vj , (6)

where positions are the position where all words appear
in Q. Any words that appear in Q but not in the documents
in the training set will be simply ignored [7].

In order to verify the performance of the proposed ROS-
based human-machine voice interaction system, experi-
ments were carried out on the PC terminal and the robot
platform built in the laboratory to test the human-machine
voice question and answer function and the robot control
function [27]. PC environment: Ubuntu 12.04, 32-bit op-
erating system, the processor is Pentium(R) Dual-Core CPU
E6500 @2.93GHz 2. Install the robot operating system ROS
on the Ubuntu system and choose Hydro as the ROS version.
Sound collection device: USB microphone. Audio playback
equipment: USB stereo. .e robot platform is built on the
HCR (Home Care Robot) omnidirectional wheel develop-
ment platform. .e central processor of the robot platform
uses Raspberry Pi 2B, and the system installed on the
Raspberry Pi is Raspbian wheezy. Install ROS on the
Raspberry Pi, and the ROS version is Hydro. .e GPIO port
is used to control the rotation of the motor to make the robot
walk. .e motor drive module adopts SKU: DRI0018. Use a
USB microphone to collect voice information and use a USB
speaker to play audio.

As can be seen from Figure 4, after data smoothing, the
obtained sample data are sorted from small to large. In order
to ensure that all data are generated under nonabnormal
conditions, the smallest and largest numbers need to be
eliminated. .e obtained data are as follows: [24, 34, 38, 39,
39, 39, 41, 41, 51, 53, 54, 56, 63, 63, 66, 67, 69, 73, 78, 79, 79,
79, 81, 87, 89, 91, 94 ,99, 102, 103]. Determine the range of 5
intervals, 103/5� 21, namely, [0∼21], [21∼42], [42∼63],
[63∼84], and [84∼105]. Distribute the remaining 28 num-
bers after removing the abnormalities into these 5 intervals
(interval minimum value≤N< interval maximum value).
Interval 1� []; Interval 2� [34, 38, 39, 39, 39, 41, 41]; Interval
3� [51, 53, 54, 56]; Interval 4� [63, 63, 66, 67, 69, 73, 78, 79,
79, 79, 81]; interval 5� [87, 89, 91, 94, 99, 102]. After interval
allocation, it can be seen that the number of data in interval 4
is the largest. .erefore, the data in interval 4 and the upper
and lower adjacent intervals 3 and 5 are taken. If there are no
data in the upper and lower adjacent intervals, it is not
necessary to take them. 21 data can be obtained [28].

.e daily life frequently asked question and answer li-
brary established during the experiment contains 15 ques-
tion and answer pairs, the library frequently asked question
and answer library contains 50 question and answer pairs,
the real-time question library contains 19 questions, and the
control instruction library contains 30 instructions. .e
similarity value is a unitless real number in the interval of
[0, 1]. .e closer the value is to 1, the more similar the

meaning of the two sentences, and vice versa. Regarding the
calculation of similarity, several existing basic methods are
all based on vectors. In fact, it is to calculate the distance
between two vectors. .e closer the distance is, the greater
the similarity. In the recommended scenario, in the two-
dimensional matrix of user-item preferences, we can use a
user’s preference for all items as a vector to calculate the
similarity between users, or use all users’ preferences for an
item as a vector A vector to calculate the similarity between
items.

In order to test the performance of the similarity cal-
culation method, three question items from the daily FAQ
database were selected as “question sentences,” and the
similarity values between these three questions and each
question item in the daily FAQ database were calculated.
Table 1 lists the first three largest similarity values obtained
in each calculation. .e similarity value of each question in
the table with itself is 1.00000.

Table 2 shows the similarity values between the three
question sentences and the three question items in the li-
brary frequently asked questions and answers library.

Table 3 shows the similarity values between the question
sentences expressing the same meaning and the question
items in the library frequently asked questions. From the
results in Table 3, it can be seen that for the same subject
matter, if different questioning methods are used, it can also
be well matched to the question item in the library. .e
adopted sentence similarity calculation method has strong
adaptability to a variety of questioning methods.

.ree question items are selected from the real-time
question database as question sentences, and the similarity
values between these three question sentences and each
question item in the real-time question database are cal-
culated, respectively. Table 4 lists the first three largest
similarity values obtained in each calculation. .e similarity
value of each question in the table with itself is 1.00000.

.e question “What’s the time now?” is the same as the
question item “What time is it now” and “Do you knowwhat
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Table 1: Examples of the calculation results of sentence similarity in the FAQ database of daily life.

Question .e question item in the frequently asked questions and answers library of daily life Similarity value

What’s your name?
What’s your name? 1.00000
What’s your name? 0.74825

Do you know what my name is? 0.68549

What do you do?
What do you do? 1.00000
What can you do? 0.48597
What’s your name? 0.34859

Do you know me?
Do you know me? 1.00000

Do you know what my name is? 0.75549
Do you know who I am? 0.58165

Table 2: Example 1 of sentence similarity calculation results in the library frequently asked questions and answers database.

Question .e question item in the library frequently asked questions and
answers library

Similarity
value

What if the library does not have the books and
periodicals I need?

What if the library does not have the books and periodicals I need? 1.00000
Can I borrow books and periodicals in the reading room? How

long can I borrow? 0.32812

How to recommend a good book to the library for purchase? 0.16829

Do I need to submit a dissertation?

Do I need to submit a dissertation? 1.00000
How to submit a paper dissertation? 0.58294

How to check the electronic version of the dissertation review
results? 0.35059

How to apply for one pass?
How to apply for one pass? 1.00000
About the one pass card 0.45027

.e all-in-one card is reported to be lost or reissued 0.29153

Table 3: Example 2 of sentence similarity calculation results in the library frequently asked questions and answers database.

Question .e question item in the library frequently asked questions and
answers library

Similarity
value

What should I do if the library does not have the
book I want to borrow?

What if the library does not have the books and periodicals I need? 0.63967
My library personal information 0.54045

Why cannot the book that has just been returned be lent out again by
the person returning the book? 0.32829

What should I do if I do not find the book I need in
the library?

What if the library does not have the books and periodicals I need? 0.72000
My library personal information 0.51294

How can I collect items lost in the library? 0.42059

What should I do if the journal I want to borrow is
not in the library?

What if the library does not have the books and periodicals I need? 0.65000
My library personal information 0.49027

What is my library account password? 0.47153

Table 4: Examples of sentence similarity calculation results under the real-time question bank.

Question .e question item in the frequently asked questions and answers library of daily life Similarity value

What time is it now?
What time is it now? 1.00000
What time is it now? 0.88205

Do you know what time it is now? 0.82591

Do you know what’s the date today?
Do you know what’s the date today? 1.00000

What’s the date today? 0.62517
Tell me today’s date? 0.28405

How’s the weather today?
How is the weather today? 1.00000

How is the weather tomorrow? 0.75755
Tell me how is the weather today? 0.74058
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time it is?” .e question “Do you know today’s date?” ex-
presses the semantic content of “date query,” and the
question item “What is today’s date?” .e similarity value is
0.62517. .e question item “Tell me today’s date?” is the
same as the semantic content of the question sentence, but
the similarity value between the two is relatively small. It can
also be seen from this that only relying on the Chinese
knowledge dictionary and the number of identical words
contained in the two sentences to measure the similarity
between sentences cannot achieve very good performance,
and the similarity calculation method can be further
optimized.

5. Conclusion

From Table 1 above, it can be seen that the question “What is
your name?” and the question item “What your name is it?”
express the same semantic content, and the similarity value
calculated by the experiment is 0.74825. And “Do you know
what my name is?” is different from the semantic content of
the question sentence, “Do you know what my name is?” is
the user asking the robot his name, and “What is your
name?” the user asking the name of the robot. Although the
two sentences are intended to obtain names, the objects of
the names to be obtained are different, so the calculated
similarity value is relatively small. .e question “What do
you do?” and the question item “What can you do?” express
the same semantic content, but the calculated similarity
value is 0.48597, which shows that the sentence similarity
calculation method adopted has room for improvement..e
question “Do you know me?” and the question “Do you
know what my name is?” are both the user asking the robot
for his name. .e calculated similarity value is 0.75549,
which is very close to 1.00000.

.e combination of interactive systems and artificial
intelligence has greatly improved the accuracy and friend-
liness of interactive services. But at the same time, higher
requirements are put forward for knowledge processing and
learning, semantic intent recognition, interactive scenarios,
and multiple channels. From the perspective of “achievable
and deployable,” the construction of an intelligent inter-
active system architecture based on artificial intelligence
provides functional design and optimized solutions to
current problems and challenges, so as to further make
interactive services more intelligent and rich, humanized,
and convenient. It lays the foundation for the subsequent
formation of an intelligent interactive product system that
can be promoted, replicated, and reduced in cost and in-
creased efficiency. .e experimental results show that the
design achieves small positioning error; improves the system
accuracy; greatly facilitates the installation, debugging, and
maintenance of the positioning network; and reduces the
labor cost of the network layout.

.e implementation of the information operation and
maintenance comprehensive supervision system has un-
dergone a lot of preparations, but due to the large number
and variety of information system equipment involved in the
monitoring of the system, the realization of some functions
in the implementation process is not satisfactory, and the

system is still in application. .ere are areas that need
further improvement, and its shortcomings are summarized
as follows:

(1) .e host, network, middleware, database, informa-
tion security, and terminal equipment in the
implementation of the information operation and
maintenance comprehensive supervision system all
involve alarm content. Due to the limited display
interface, it cannot be displayed on the same in-
terface. .e real-time monitoring of information
system monitoring personnel monitoring work in-
creases the workload.

(2) Since there are many types of information system
software and hardware that enterprises need to
monitor, the display center needs to display network,
application system, and performance data on mul-
tiple interfaces, which brings a lot to the daily
monitoring work of operation and maintenance
monitoring personnel of greater pressure.
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.e data used to support the findings of this study are
available from the corresponding author upon request.
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China’s huge regional di�erences are taken into consideration to study the in�uencing factors and their di�erences in CO2
emissions of the power industry from di�erent regions. �is study aimed to improve the e�ciency of CO2 emission reduction
policies. From the production and consumption perspectives, this study analyzes the in�uencing factors of CO2 emissions and
utilizes the Logarithmic Mean Divisia Index (LMDI) to decompose CO2 emissions with consideration of the cross-regional power
dispatching in the power industry. �e results indicate that the trend of CO2 emissions in the eastern, central, and western China
seems similar during years 2005 to 2017 no matter from which perspective. From the production perspective, power consumption
is the main factor in CO2 emission increase and its a�ect extent may vary from di�erent regions over a period of time. Energy
e�ciency inhibits CO2 emission increase in all regions. �e power structure and power distribution across regions a�ect CO2
emissions signi�cantly di�erent in amount and direction from region to region. From the consumption perspective, economic
activity plays a major role in CO2 emission increase and plays a similar role in the trend of CO2 emissions in three regions, but its
a�ect extent on CO2 emissions varies in di�erent regions. Targeted policy recommendations are provided to reduce CO2
emissions more e�ectively from China’s power industry.

1. Introduction

Climate change caused by excessive carbon emissions is a
serious threat to nature. China replaced the United States in
2006 to become the world’s largest carbon emitter along with
rapid economic development. After realizing the urgency of
reducing CO2 emissions, the Chinese government has de-
cided to reduce carbon intensity by between 55% and 60%
[1]. In addition, China committed to peak carbon emissions
by 2030 at the Asia Paci�c Economic Cooperation (APEC) in
2014 [2], but it is not easy for China to ful�ll this com-
mitment [3]. �e power industry in China is high in energy
consumption and emission, which accounts for 50% of coal
consumption and 40% of CO2 emissions in China [4].
Apparently, the power industry should therefore be the
priority to reduce CO2 emissions. However, China is with
regional di�erences in natural resources, economy,

population, and technology. Taking this into account, we
aimed to study the regional di�erences in CO2 emissions in
the Chinese power industry in order to improve the carbon
emission e�ciency.

It is noteworthy that more scholars began to pay at-
tention to the in�uencing factors of regional di�erences in
CO2 emissions. Some scholars have analyzed carbon in-
equality between countries and explained the root reasons
for global inequality during the sample period [5, 6]. Malla
(2009) [7] discussed the factors in�uencing the evolution of
carbon emissions from the power industry in several
countries. Its results have shown that the in�uencing extent
of factors on CO2 emissions varied in di�erent countries.
Except for studies among countries, some research studies
have examined di�erences among regions in emissions
within a broad country such as China. Liu et al. [8] studied
GHG emission characteristics, trends, and in�uencing
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factors of four Chinese cities and concluded that emission
reduction policies should vary in different cities. Chen et al.
[9] studied regional differences in CO2 emissions generated
by coal consumption and explained that the root reason for
emission differences is the disparity in economic growth.
Moreover, some scholars have studied interregional differ-
ences in CO2 emissions in the power industry. Wen and Yan
[10] used a panel data model to study factors driving CO2
emissions from the Chinese power industry from the re-
gional and provincial perspectives. 'e results have shown
that the impacts were different across regions. Zhou et al.
[11] assessed the multiple factor impact of CO2 emissions
from power generation at the regional grid level from 2004
to 2010. 'e research found that the power grid in the
northern China performed poorly. Yan et al. [12] further
analyzed regional differences in power consumption and
predicted CO2 emissions for each region from 2013 to 2020
on the basis of Zhou et al.’s [11] paper.

Nevertheless, previous research studied the regional
differences and driving factors of CO2 emissions in the power
industry only from a single perspective of production and did
not consider the balance between producer responsibility and
consumer responsibility in emissions, which to some extent
weakens the emission reduction effect. Carbon leakage is
likely to be caused when producer responsibility is employed
to calculate CO2 emission of power industry which means
CO2 emission from the power industry in each region is equal
to direct CO2 emission from thermal power generation. 'is
method ignores the phenomenon of carbon leakage in in-
terprovincial power dispatching and characteristics of in-
terregional power dispatching.

Scholars have studied regional carbon emissions from
the consumption perspective due to power dispatching
complexity. Wang et al. (2017) [13] extended the methods of
Kang et al. (2012) [14] and Ji et al. (2016) [15] to propose a
new estimation method, which is relatively accurate to
measure CO2 emissions of regional consumer. 'ere is vast
power dispatching around China with the power grid
construction to solve the contradiction of power supply and
demand. Some scholars have proved that CO2 emissions are
significantly different under different measurement per-
spectives. It is unilateral for either producers or consumers
to undertake emission reduction obligations.'e accounting
scheme of carbon emission responsibility based on pro-
ducers and consumers should be adopted to solve the im-
balance of CO2 emissions in the regional power
industry [16].

'e paper adopts the method of Wang et al. [13], Kang
et al. [14], and Ji et al. [15] to calculate regional CO2 from
both production and consumer perspectives. 'e core idea
of “carbon accounting” schemes is to consider the spatial
transfer of emissions caused by power trading to fully reflect
consumers’ environmental responsibility. It is more con-
ducive to reveal the real situation of carbon emission transfer
among regions to study from both production and con-
sumption perspectives and provide correct suggestions for
carbon emission reduction. 'erefore, this study employs
Wang et al.’s [13] method to calculate regional CO2 emis-
sions from the production and consumption perspectives.

'e commonly used approach in previous papers to
study the impact of factors on carbon emissions from the
energy industry is the LMDI due to its adaptability, avail-
ability, and easy interpretation of results (Ang 2004) [17].
'e main driving factors at present affecting CO2 emissions
from the power industry are divided into economic and
social factors (economic activities, population, etc.), struc-
tural factors (energy structure, industrial structure, etc.), and
efficiency factors (energy efficiency, consumption efficiency,
etc.) [4, 10, 18–20]. However, seldom scholars regard power
dispatching as a factor affecting carbon emissions. With the
power dispatching increase, it should be considered as an
influencing factor of CO2 emissions caused by power gen-
eration [20]. Even if some scholars have taken power dis-
patching as a driving factor in carbon emission, research was
studied at the national level but without taking regional
differences into account. We argue that there should be
differences in the impact of power dispatching on carbon
emissions in power import and export regions.

'e current existing literature rarely considered
power dispatching as a driving factor when studying
regional differences in CO2 emissions in the power in-
dustry. 'is usually leads to deviations in the accuracy of
assessment results. On this basis, we first divide China
into three regions based on different economic and
geographic distributions and then calculate regional CO2
emissions from the power industry from the production
and consumption perspectives, respectively. Finally, we
employ the LMDI method to determine the factors
influencing the regional CO2 emissions of China’s power
industry from two perspectives. Compared with existing
research, we intend to contribute in two ways: (1) this
study analyzes the variation trend of regional carbon
emissions from both production and consumption per-
spectives under consideration of mass cross-regional
power dispatching in China’s power industry, which
makes the analysis results more systematic and com-
prehensive. (2) Moreover, this study also divided CO2
emission influencing factors from the power industry
into production factor and consumption factor, which
can determine influencing factors on CO2 emissions from
the regional power industry more accurately, and pro-
vided valuable suggestions for China to formulate more
effective policies on carbon emission reduction.

'e rest of the study is structured as follows. Section 2
introduces the main calculation method and data descrip-
tion. Section 3 presents the decomposition results and
discussion. Section 4 summarizes the paper and provides
policy recommendations.

2. Methods and Theory

2.1. Production Perspective

2.1.1. Estimate CO2 Emissions from the Production
Perspective. We apply the method provided by the In-
tergovernmental Panel on Climate Change (IPCC) to
calculate CO2 emissions from thermal power generation
in one region from the production perspective without
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considering power dispatching across regions. 'e CO2
emission formula for the given region is as follows:

C
a

� 
i

C
a
i � 

i

Fi × Ki × εi × ci ×
44
12

, (1)

where Ca is the CO2 emission amount from burning of
fossil fuels in one area. i is the fossil fuel type. Fi is the
quantity of the ith fossil fuel in this area. K is the net
heating value. εi is the oxidizer of carbon. ci is the carbon
emission coefficient. 44/12 is the molecular weight ratio.
We assume that the carbon emission coefficients of
various fuels remain constant during the study period.
Although the coefficients vary over time due to changes in
fossil fuel grade, these changes are relatively small.
'erefore, it can be ignored in the analysis of more
important coefficients in CO2 emissions [18].

2.1.2. Decomposition Method from the Production
Perspective. Decomposition from the production perspec-
tive of CO2 emission is expressed as follows:

C
a

�
C

a

E

E

QF

·
QF

QP

·
QP

QT

· QT, (2)

where E is the fossil fuel consumption for thermal power
generation in the region. QF is the thermal power generation
in the region. QP is the overall amount of power generated in
the region (including thermal power and hydroelectric
power). QT is the total power consumption in the region
(including final consumption and transmission loss).

Equation (2) is equivalent as follows:

C
a

� CC · EE · ES · IO · Q. (3)

'e function could be edited as follows according to the
LMDI additive decomposition method:

ΔCa
� C

a
t2

− C
a
t1

� ΔCCC + ΔCEE + ΔCES + ΔCIO + ΔCQ.

(4)

According to the LMDI additive decomposition
method, we decompose the overall change amount (△C)
of CO2 emission from the power industry into five
influencing factors based on the producer responsibility
in the base year and target year. CC is the carbon emission
coefficient. ΔCCC is the impact of the fossil fuel structure
change. EE is the energy efficiency of thermal power.
ΔCEE is the influence of the energy conversion efficiency
change in thermal power. ES is the power structure. ΔCES

is the change influence of power structure on CO2
emission. IO is the power dispatching across regions.
ΔCIO is the impact of changes in power distribution
across regions. Q is the power consumption. ΔCQ is the
impact of changes in power consumption on CO2. t2 and
t1 are base year and target year, respectively (t2 > t1).

We utilize the following formulas to calculate these
driving factors:

ΔCCC � L C
a
t2

− C
a
t1

  · ln
CCt2

CCt1

 , (5)
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a
t2

− C
a
t1

  · ln
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EEt1

 , (6)

ΔCES � L C
a
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  · ln
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ESt1

 , (7)

ΔCIO � L C
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− C
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  · ln
IOt2

IOt1

 , (8)

ΔCQ � L C
a
t2

− C
a
t1

  · ln
Qt2

Qt1

 . (9)

L is the logarithmic mean value:

L(x, y) �
y − x/ln y − ln x, x≠y

x, x � y
 .

2.2. Consumption Perspective

2.2.1. Decomposing CO2 Emissions from Consumption
Perspective. Local power consumption should be taken into
account when calculating the overall CO2 emissions in the
region. CO2 emissions from power utilization are estimated
as follows:

C � C
a

+ C
b
, (10)

where C is the actual CO2 emissions in the region based on
consumer responsibility. Cb is the CO2 emission allocation
due to cross-regional power dispatching, which will be
discussed in the next section. Ca is the CO2 emissions from
thermal power in the region. Cb is the CO2 emission allo-
cation in the region. We classify all provinces into two types
according to Wang et al. (2017) [13].

Δ � I − O, (11)

where Δ is the net power consumption of one province. O
is the output power from one province, while I is the input
power from other provinces. Δ> 0 means that the input
power exceeds output power, and the province will be
regarded as power import province. Δ< 0 means that the
output power exceeds input power, and then, the province
will be regarded as power export province. We assume
that each province gives priority to power production of
its own.

2.2.2. Decomposing CO2 Emissions in Power Export Provinces

C
b
m � Δ ×

QFm

Qpm

×
CFm

QFm

, (12)

where Cb
m is the power export province. m is CO2 emission

dispatching. QFm
is the thermal power produced by province

m. Qpm
is the overall power produced by province m (in-

cluding thermal power generation and hydroelectric power
generation). QFm

/Qpm
is the ratio of the thermal power
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generation to total power generation in province m. CFm
is

the CO2 emissions from thermal power generation in
province m. CFm

/QFm
is the emission factor of the thermal

power generation.

2.2.3. Decomposing CO2 Emissions in Power Import
Provinces.

C
b
n � Δ ×


m
m�1 C

b
m






m
m�1 QFm

×


m
m�1 QFm


m
m�1 QTm

, (13)

where Cb
n is the dispatch of CO2 emissions in the power

import province.


m
m�1 |Cb

m|/
m
m�1 QFm

is the power emission factor of the
total output thermal power generation, and QFm

is the
thermal power generation distributed from province m.


m
m�1 QFm

/
m
m�1 QTm

is the ratio of dispatching amount
on thermal power generation to total power dispatching.
QTm

is the total export power of the power output province
(including thermal power generation and hydroelectric
power generation).

2.2.4. Decomposition Method from the Consumption
Perspective. According to Kaya (1989) [21] and considering
the importance of industrial structure change, we decom-
pose the exponent of CO2 emissions from consumption
perspective as follows:

C �
C

QT

·
QT

GDP
·
GDP

P
· P. (14)

Its abbreviation is as follows:

C � CI · EI · EA · P. (15)

GDP is the gross domestic product of the region. P is the
resident population of the region. Similar to the above
description, the annual rate of CO2 increase can be
decomposed into the following formula:

ΔC � Ct2
− Ct1

� ΔCCI + ΔCEI + ΔCEA + ΔCP, (16)

where CI is the carbon intensity of power consumption,
reflecting the cleanliness of power consumption in the re-
gion. ΔCCI is the influence of power consumption on carbon
intensity changes. EI is the power intensity, which reflects
the industrial structure. ΔCEI is the impact of power in-
tensity changes. EA is the economic activities. ΔCEA is the
impact of economic development and change. ΔCP is the
impact of population size fluctuations.

'e right side of (15) can be computed as equations
(5)–(9), which are not listed here due to limited space.

2.3. DataDescription. Considering the data accessibility and
the impacts of COVID-19 pandemic on energy consumption
in 2020, the Chinese power industry data from 2005 to 2019
were used in this study. We employ data on energy con-
sumption caused by power generation in different provinces
from the China Energy Statistical Yearbook (2005–2019).

Besides, population data and GDP data came from China
Statistical Yearbook (2005–2019). Regional GDP from 2005
to 2019 was converted on the basis of the price level in 2005.
'e IPCC effective CO2 emission factor and net calorific
value of fuel were also considered. According to the geo-
graphical distribution and economic level, 30 provinces in
China (Tibet, Taiwan, and Hong Kong were excluded) were
divided into three parts.'e detailed classification is listed in
Table 1.

3. Results and Discussion

3.1. Outline of CO2 Emissions from the Power Industry. As
shown in Figure 1, the CO2 emissions in three regions from
2005 to 2017 mainly go through two phases, and their trends
are also similar no matter from which perspective. 'e first
phase is from years 2005 to 2011, and the CO2 emissions in
all regions increased significantly over time. 'e second
phase is after 2011, and CO2 emissions in each region are
only slightly increased and even decreased in some years.
'e trend of CO2 emissions in recent years proves that the
Chinese green and low-carbon policies in the power industry
have been effectively implemented. Although the overall
trend of CO2 emissions in three regions is almost the same, it
is obvious that CO2 emissions look higher from the con-
sumption perspective than those from the production
perspective in all tress regions.

'e growth rate of CO2 emissions in central China was
lower than the other two regions from the production
perspective. 'e CO2 emissions in western China exceeded
the central China from 2010 to 2011. 'is is mainly due to
two main reasons: economic development is positively
correlated with power consumption, so the developed
eastern China requires a large amount of power to support
its high economy. On the other hand, the economic de-
velopment of western China is mainly extensive and it has
carried on enterprise with high CO2 emissions from other
regions during industrial development and upgrading of
China’s industries.

'e growth rate of CO2 emissions in the eastern China
was apparently the highest from consumption perspective.
'e current economic development needs power support,
and the high economic aggregate in eastern China is pre-
cisely supported by large quantities of power consumption.
'is will become even more evident under the principle of
“People who consume who take the responsibility.” In
general, the eastern China is with the highest carbon
emissions from either production perspective or con-
sumption perspective. 'erefore, the eastern China should
play a leading role in carbon reduction projects in the power
industry. In addition, Figures 1(a) and 1(b) indicate that the
regional amount and growth rate of CO2 emissions are
significantly different and the consumption side is higher
than the production side in three regions from both
perspectives.

'erefore, the analysis from two perspectives can pro-
vide a more systematic and comprehensive understanding of
regional differences in CO2 emissions in the power industry.
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3.2. Results and Discussion from the Production Perspective.
We discuss the impact of driving factors of three regions on
CO2 emissions from the Chinese power industry in this
section. 'e power consumption is the most important
factor for CO2 generation in all regions, which is known
from results (as shown in Figure 2 and Table 2). 'e energy
efficiency is the major factor in restraining every region’s
CO2 emissions even though the energy efficiency im-
provements in the west were not significant at the beginning
of the study. 'e power generation structure and cross-
regional power distribution have different effects on CO2
emissions in terms of scale and direction in three regions.
'e carbon emission coefficient is not the main driving
factor compared with other factors during the study period.
We will discuss more details in the following parts.

3.2.1. Carbon Emission Coefficient and Energy Efficiency.
Changes in carbon emission coefficient have a relatively low
impact on CO2 emissions compared with other factors in all
regions. It reflects that the change in fossil fuel structure in
the thermal power generation is small. 'e ratio of coal in
total fossil fuel for the thermal power generation has always
remained above 90% and has no signs of decline as shown in
Table 3. Generally speaking, the fossil energy structure
mainly depends on the overall regional resources. In China,
the structure of fossil energy has been in a state of “more
coal, less oil, and shortage of natural gas.” 'e raw coal
occupies 70% of energy consumption and will not change
greatly in a short time [16].'e results show that the changes
in fossil fuel structure affecting CO2 emissions in the power

industry are weak. It also proves that there is still a long way
to change the mix of fossil fuels in the thermal power
generation in all regions.

'e energy efficiency of thermal power generation is the
main factor to restrain CO2 emissions from the power industry
in all regions. 'e CO2 emission reductions in the eastern,
central, and western China reached 43.25%, 39.86%, and
21.05%, respectively (Table 2). Although energy efficiency in-
creased in all regions from 2005 to 2019, it had a smaller impact
onCO2 emission reduction in thewesternChina than in the rest
of the two regions. Additionally, we can see from Table 4 that
the initial energy efficiency level is inconsistent in three regions
during the study period and decreased from the east to the west.
'ese phenomena are mainly caused by two reasons: (1) the
economy of the central and western regions is relatively
backward, which still keeps following the traditional extensive
growth model. Both the central China and western China pay
little attention to environmental protection; (2) it is also directly
related to the resource they owned. For example, the envi-
ronmental cost of hydro-rich provinces such as Sichuan and
Yunnan is lower than the cost of coal-fired power. As a result,
the production capacity of thermal power in these regions is not
fully utilized and the energy efficiency of thermal power gen-
eration is low. Based on differences in energy efficiency in
regions, the central China and western China have great po-
tential to improve technologies of energy conversion.

3.2.2. Power Generation Structure and Cross-Regional Power
Consumption. Hydropower is taken as the main compari-
son of power generation structure change. 'e power

Table 1: Detailed classification of the Chinese regional divisions.

Regions Provinces
East regions Beijing, Tianjin, Hebei, Liaoning, Shanghai, Jiangsu, Zhejiang, Fujian, Shandong, Guangdong, Hainan
Central regions Shanxi, Jilin, Heilongjiang, Anhui, Jiangxi, Henan, Hubei, Hunan
West regions Chongqing, Sichuan, Guizhou, Yunnan, Shaanxi, Gansu, Ningxia, Qinghai, Xinjiang, Guangxi, Inner Mongolia
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Figure 1: CO2 emissions from the power industry in three regions from 2005 to 2017: (a) CO2 emissions in three regions from the
production perspective. (b) CO2 emissions in three regions from the consumption perspective.
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generation structure influences CO2 emissions in three re-
gions varied in scale and direction. 'e total CO2 emission
changes in the eastern, central, and western China are 3.09%,
3.79%, and -18.79%, respectively. As Figure 2 demonstrates,
power generation structure changes slightly influence CO2
emissions in eastern China, while greatly influencing fluc-
tuations of CO2 emissions in central China and greatly
restraining CO2 emissions in western China. 'ese differ-
ences are mainly caused by uneven resource distributions in

regions. 'ere is around 70% of hydroelectric power gen-
erated from western China from a national perspective.
However, it is 40% of hydroelectric power generated from
the west and less than 10% of hydroelectric power generated
from the east from a regional perspective (Figure 3). Al-
though the eastern China takes a low ratio in hydropower
generation, it has little potential to increase this proportion
(from technology perspective). 'e exploitable hydropower
in the east coast of China only accounts for about 6% of the
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Figure 2: Contribution value of different factors on CO2 emissions in three regions from the production perspective: (a) eastern China, (b)
central China, and (c) western China.

Table 2: Changes in overall CO2 emissions by different factors from the production perspective from 2005 to 2019 (unit: in metric tons).

Effect Eastern China Percent Central China Percent Western China Percent
△CC fuel structure 143.54 17.03% 29.52 6.02% 6.73 0.85%
△EE energy efficiency −364.51 −43.25% −195.32 −39.86% −166.94 −21.05%
△ES electricity structure 26.04 3.09% 18.57 3.79% −149.06 −18.79%
△IO interregional power dispatching −320.89 −38.08% −123.83 −25.27% 35.21 4.44%
△Q power consumption 1358.57 161.21% 761.03 155.32% 1067.27 134.55%
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total power supply, while the exploitable power in the
southwest, northwest, south, and central China accounts for
92%. Hence, by the end of March 2021, there is no room for
hydropower exploitation on the east coast of China, com-
pared with more than 50% exploitable space in the western
China [22].'erefore, China should focus on optimizing the
energy structure of power generation in the central and
western China, especially in the western China, which is rich
in natural resources. Power generation structure improve-
ment is an efficient measure to reduce emissions, which can
not only ensure the power generation but also avoid envi-
ronmental pollution.

'e unbalanced distribution of regional natural re-
sources is also one of the reasons affecting power

dispatching. China has begun to implement power distri-
bution measures since the 1990s to solve the mismatch
problem of regional power supply and demand. Figure 2
illustrates that the impact on scale and direction of power
distribution on CO2 emissions is inconsistent among re-
gions. 'e power dispatching increases CO2 emission in
eastern and central China while promoting the CO2 emis-
sions in western China.

Although power dispatching plays different roles in
different regions, it is beneficial to restrain CO2 emissions
from the power industry. 'us, increased efforts will con-
tinue to make power dispatching. 'e suppression effect on
CO2 emission of power transfer in eastern China is mainly
because power import can not only solve the problem of

Table 3: Ratio of raw coal in total fossil fuel consumption of the thermal power generation (unit: percentage).

Region 2005
(%)

2006
(%)

2007
(%)

2008
(%)

2009
(%)

2010
(%)

2011
(%)

2012
(%)

2013
(%)

2014
(%)

2015
(%)

2016
(%)

2017
(%)

2018
(%)

2019
(%)

Eastern
region 93 94 94 94 94 95 95 94 95 94 94 93 94 94 93

Central
region 97 96 96 95 95 92 93 94 93 94 93 92 93 92 92

Western
region 97 98 98 97 97 97 95 95 95 95 95 93 94 94 93

Table 4: Energy efficiency of thermal power generation (unit: kJ/104 kWh).

Region 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019
Eastern region 10.22 9.75 9.42 9.38 9.14 9.03 9.14 8.9 8.68 8.47 8.17 8.3 8.07 8.21 8.17
Central region 11.6 11.45 10.89 10.98 10.46 10.42 10.42 10.19 9.75 9.64 9.35 9.27 9.33 9.31 9.58
Western region 12.12 12.11 11.7 11.91 11.49 11.11 11.47 11.21 10.42 10.16 9.91 9.79 10.2 9.83 10.06
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Figure 3: Hydropower generation ratio: (a) regional hydropower generation ratio in China and (b) hydropower generation ratio in overall
power generation.
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insufficient power supply but also has a relatively low cost
compared with power generation technology improvement.
'erefore, the ratio of power imports is increasing year by
year.

'e effect of power dispatching on CO2 emissions in
western China is by promoting to suppress, and it is because
the western China has already transferred natural resource
advantage into economic advantage through power dis-
patching. With hydropower ratio growth, the western China
benefits from providing clean energy to the east and reduces
local environmental pollution as well [23, 24]. In addition,
the import power of central China declines, indicating that
power generation pressure in the central China has shifted in
search of lower economic costs. China will continue to
vigorously promote power dispatching to address the im-
balance between supply and demand and reduce emissions
by current policies. 'us, western China should accelerate
the improvement of energy efficiency and power generation
structure with increased power dispatching.

3.2.3. Power Consumption. Power consumption is the pri-
mary factor that increases CO2 emissions of the power
industry with an impact of 158.39%, 170.12%, and 147.91%
on overall CO2 emissions in eastern, central, and western
China, respectively. According to Figure 2, the impact of
power consumption on CO2 emissions from the power
industry is almost consistent with the economic cycle. Mi
and Zhao (2012) [25] have verified the Granger causality
between power consumption and economic development.
'ey believe that economic development inevitably leads to
power consumption, and power consumption will support
economic development in turn. It is interesting to find out
that although three regions are different in initial economic
levels, the power consumption has almost the same tendency
to affect CO2 emissions from the power consumption. As a
result, we could not simply assume that the CO2 emission
growth rate caused by power consumption is lower in central
and western China because of the lower level of economic
development.

Moreover, Figure 2 indicates that the enhancement ef-
fects of power consumption on CO2 emissions in the power
industry reduce in all regions since 2011, especially in the
central China. Nevertheless, the power consumption re-
striction has its limitation in reducing CO2 emissions due to
tons of power required in regional development. High
economic development and intensive population in eastern
China lead to high power consumption demand. 'e ac-
celeration of industrialization also required huge amounts of
power in western China. Compared with western and
eastern China, the central China is a transitional zone and its
power consumption has a relatively lower impact on CO2
emissions, but its power consumption, which remains stable,
has no trend of decline.

3.3. Results and Discussion from Consumption Perspective.
Economic activity is the main factor leading to CO2 emission
increase in three regions, and affecting trends in all regions
seem similar, but CO2 emissions in 2017 from economic

activity in eastern China increased rapidly. Still, the carbon
intensity and power intensity of power consumption are two
key factors to restrain CO2 emissions and these two factors
influence CO2 emissions, which vary from region to region.
'e population density has a relatively lower effect com-
pared with other drivers.

3.3.1. Carbon Intensity of Power Consumption. 'e carbon
intensity of power consumption is an intensity index to
measure the cleanliness of regional power consumption
from the consumption perspective. It plays a positive role in
reducing CO2 emissions, which accounts for -46.82%,
-46.19%, and -61.83% of overall CO2 emission changes in
eastern, central, and western China, respectively, during the
study period (Table 5). Contrary to the above energy effi-
ciency factors, the carbon intensity of power consumption in
western China is the lowest, indicating that power con-
sumption in western China has the highest cleanliness
(Table 6).

'e western China has no responsibility to bear CO2
emissions generated by power output, and its carbon in-
tensity of power consumption can accurately measure the
power consumption cleanliness. However, the power con-
sumption cleanliness in western China decreased in 2017,
which might be affected by extensive industry migration.
Besides, the clean energy development in central and
western China is also an important reason for the highest
cleanliness of power consumption in the western China. As
Figure 4 demonstrates, the carbon intensity of power con-
sumption has a low impact on CO2 emissions in three re-
gions at the beginning of the study while increases
significantly in the later stage, which is mainly attributed to
the cleanliness improvement of power consumption due to
the rapid growth of hydropower in the central and western
China at the end of the study. 'e power consumption
cleanliness improves greatly and plays a role in restraining
CO2 emissions in the eastern China due to the imple-
mentation of power transmission project. 'e carbon in-
tensity of power consumption is an index influenced by
multiple factors, including the cleanliness of region that only
produced power and imported power. Everyone should
work together to improve the power consumption
cleanliness.

3.3.2. Power Intensity. Power intensity represents the de-
pendence of GDP on power consumption. Its change reflects
the influence of industry structure change. Although the
power intensity promotes the CO2 emissions in western
China during the study period, it is the main factor in re-
ducing CO2 emissions in all regions. Compared with eastern
and central China, the change in power intensity in western
China has less impact on CO2 emissions. 'is is mainly due
to different industrialization levels in three regions. Table 7
demonstrates that there are significant differences in power
intensity levels of three regions. 'e power intensity de-
creases progressively from east to west, which reflects the
differences in the original industry structure among regions.
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Table 5: Changes in CO2 emission caused by drivers from the consumption perspective during 2005–2019 (unit: tons).

Effect Eastern region Percent Central region Percent Western region Percent
△CI −512.7 −46.82% −213.51 −46.19% −314.76 −61.83%
△EI −565.37 −51.63% −325.69 −70.46% −122.35 −24.03%
△EA 1943.71 177.50% 966.34 209.06% 908.42 178.44%
△P 229.42 20.95% 35.08 7.59% 37.78 7.42%

Table 6: Carbon intensity of power consumption (unit: T/102 kWh).

Region 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019
Eastern region 0.092 0.091 0.089 0.088 0.086 0.084 0.086 0.082 0.081 0.076 0.073 0.072 0.071 0.074 0.070
Central region 0.093 0.094 0.091 0.087 0.083 0.084 0.085 0.082 0.079 0.076 0.073 0.071 0.072 0.073 0.072
Western region 0.080 0.085 0.083 0.077 0.076 0.070 0.072 0.065 0.064 0.058 0.055 0.054 0.054 0.055 0.053
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Figure 4: Contribution of different drives to CO2 emissions in three regions from the consumption perspective: (a) eastern China, (b)
central China, and (c) western China.

Table 7: Power intensity of the three regions (units: kW·h/yuan).

Region 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019
Eastern region 0.117 0.117 0.116 0.110 0.106 0.107 0.107 0.102 0.100 0.096 0.093 0.092 0.088 0.087 0.089
Central region 0.123 0.122 0.126 0.121 0.115 0.114 0.114 0.109 0.104 0.098 0.092 0.089 0.086 0.086 0.087
Western region 0.160 0.164 0.167 0.157 0.150 0.153 0.161 0.155 0.152 0.152 0.142 0.137 0.138 0.139 0.139
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'e greater the dependence of GDP on power consumption,
the greater the ratio of secondary industry in the region.

After a series of national strategies issued, some high-
consumption and high-polluting industries have been
moved inland and the overall economic growth disparities
among regions have been gradually reduced [26, 27]. 'e
results indicate that the reduction in secondary power
consumption in western China is not obvious, but the in-
dustry structure has gradually improved in the western
China. Actually, the Chinese government acknowledges that
the industry transfer can only eliminate regional economic
differences, but not reduce total CO2 emissions. 'us, the
backward heavy industry technologies and industries in all
regions should be eliminated to reduce total carbon
emissions.

3.3.3. Economic Activity. 'e per capita GDP is a com-
prehensive indicator reflecting economic growth and quality
of life. Figure 4 indicates that economic activity is the first
driving factor for CO2 emission increase from the power
industry in all regions. 'e overall change in three regions
increased by 177.50%, 209.06%, and 178.44%, respectively.
'is finding is in line with the results of Yang and Lin (2016)
[4] and Zhang et al. (2013) [18]. 'e power generation,
which is an essential element of productive activity, supports
economic development. 'e economic development in turn
gives rise to power demand and CO2 emission increase.
'ere are obvious economic level differences among regions
in China since the reform and opening-up [28]. However,
the influences of economic activity on driving CO2 emis-
sions in the three regions are in the same manner and
fluctuate with the economic cycle. 'is is because economic
activity (GDP/P) changes with the economy when the
fluctuation of population scope in a region is very small.
With the Chinese economy entering the new normal, the
GDP growth has been transformed from rapid growth into
medium-high-level growth since 2013. 'e economic ac-
tivity makes a lower contribution to decreasing CO2
emissions with the development of high-quality economy.

Scholars have proved that economic growth and envi-
ronmental pollution have an inverted U-shaped relation-
ship. 'ere is still a long way for eastern China to reach the
inflection point of inverted U shape of the most economi-
cally developed region in China. 'us, the economic activity
will become the major driving factor in environmental
pollution for a long time [29, 30], but economic activity can
restrain CO2 emissions from the power industry to some
extent. For instance, officials in prosperous regions have a
strong sense of environmental protection, while officials in
impoverished regions are limited to economic development.
'erefore, maintaining high-quality economic development
is an effective way to slow down CO2 emissions.

3.3.4. Population Size. 'e impact of population size on CO2
emissions can be ignored compared with other influencing
factors. 'e change in population size influences CO2
emissions more obvious in eastern China compared with the
rest of the two regions. 'e eastern China has a large

population, which is mainly because of massive influx of
people attracted by its blossom. Overall, population size has
little effect in CO2 emissions and it will not change much in
the coming years [19].

4. Conclusions

'is study aims to study regional differences in CO2
emissions from China’s power industry. Due to the uni-
versality of cross-regional power dispatching in the power
industry, different regions have different CO2 emission
responsibility from the production and consumption per-
spectives. 'is study decomposes CO2 emissions by LMDI
and determines the factors affecting CO2 emissions from
both mentioned perspectives. Based on the decomposition
results from 2005 to 2017, we observe significant differences
in factors influencing CO2 emissions from the power in-
dustry in scale and direction among regions. 'erefore,
measures to reduce CO2 emissions from the power industry
should vary from region to region.

'is research has mainly discussed the impact of energy
supply and demand distribution on carbon emissions from
perspectives of energy supply and demand and power dis-
patching, and we aim to provide a reference for planning
decision-makers and institution makers.

From the production perspective,

(1) Although power consumption has a decreased in-
fluence on CO2 emissions in recent years, it remains
the leading factor increasing CO2 emissions in all
regions. It is unrealistic in practice to control CO2
emissions by restraining power consumption, es-
pecially in the eastern and western China. However,
the Chinese government can enforce economic
regulations to avoid excessive demand, which will
contribute to reducing CO2 emissions.

(2) Energy efficiency is the main factor restraining CO2
emissions in all regions, but the initial levels of
energy efficiency in different regions are significantly
different. 'e central China and western China still
have plenty of room to improve energy efficiency
compared with the eastern China. 'us, the gov-
ernment should increase financial investment in
energy efficiency in these two regions, such as
continuing to restrict small-scale power generation
enterprises and encouraging advanced energy con-
version technologies.

(3) In addition, power structure and power distribution
affect CO2 emissions differently in scale and direc-
tion in three regions. 'erefore, measures to reduce
CO2 emissions should vary from region to region.
For example, the central and western China should
take advantage of rich resources to optimize the
power generation and thus reduce carbon emissions.
Moreover, the eastern China should increase the
dispatching of project to send power from the west to
the east with the increase in hydroelectric power
generation, so that the eastern China can fully benefit
from hydropower of other regions.

10 Computational Intelligence and Neuroscience



From the consumption perspective,

(1) Economic activity is the major factor to increase CO2
emissions in all regions, and its influences on in-
creasing CO2 emissions in all regions bear out the
similar trend. As the economy grows, the local
government should increase fiscal spending on en-
vironmental protection, especially in less developed
areas where officials lack adequate awareness of
environmental protection. In addition, China should
always pay attention to the economic growth quality
and accelerate the transformation of economic
model from extensive to intensive.

(2) 'e power intensity should keep improving despite
that the overall CO2 emissions continue to rise. 'e
carbon intensity of power consumption and power
intensity are main restraining factors to CO2 emis-
sions in all regions, and their influences vary in
different regions. It is wisdom for the Chinese
government to implement industry transformation
policies given that different regions are different in
industrialization and economic development. 'e
eastern China has transferred energy-intensive and
heavily polluting industries to the central and
western China as they have abundant natural re-
sources and favorable markets, which can reduce the
energy loss and cost during transportation.

However, the regions that industry moves into should
reject the backward industries to avoid carbon leakage and
achieve the overall goal of low CO2 emissions. To sum up,
reducing CO2 emissions is not a simple unilateral action.'e
Chinese government should recognize regional differences
and adopt targeted policies from the production and con-
sumption perspectives to create a “low-carbon environ-
ment” for the power industry.

From the perspective of cross-region power dispatching
policy:

(1) 'is study discussed the cross-region power alloca-
tion, which was viewed as an effective energy-carbon allo-
cation measure. Currently, from the perspective of practice,
the effectiveness of this allocation measure is mainly re-
flected in two aspects: (1) the cross-region power dispatching
is in accord with the reality that the energy distribution does
not match with the population and industry distribution in
China. 'e energy supply in China is mostly located in the
western region, while the major electricity demand from
production and life is located in the coastal economic belt.
Without long-distance power dispatching, most renewable
energy could not be totally consumed by the local region. (2)
In China, most of the renewable energy supply comes from
underdeveloped regions, which have low payment capacity
for energy consumption. 'e cross-region power dis-
patching could effectively improve the economy of renew-
able energy from the demand side, which would contribute
to the carbon emission reduction process in China. 'is
effectiveness could be viewed as the imbalance consideration
of natural distribution on the supply and demand side in
regional energy planning. Hence, cross-region power

dispatching is generally an irresistible choice, which is
similar in developed regions such as Europe and the United
States. In fact, although the new petrochemical power
company in the western China would generate large carbon
emissions, the cross-regional scheduling is beneficial due to
the advanced energy efficiency and its contribution to the
stability of the power system. 'is is also an episode in the
process of technological change in the power industry.

4.1. Based on4is,We Further Discuss Two Issues. When will
this trans-regional power dispatching be ineffective? Ap-
parently, it will result in an overall carbon emission increase
to relocate power supply utilities from developed regions to
underdeveloped regions simply because of carbon regula-
tion. Moreover, the trans-regional power dispatching might
result in comparative advantages of carbon permit only
because of the difference in development among regions. To
be specific, the carbon price is low in central and western
regions thanks to abundant carbon sinks, while traditional
power generation enterprises move westward because of the
shortage of carbon permit. In this vein, trans-regional power
dispatching should be assessed whether the increase in the
economic development of western underdeveloped regions
by this dispatching is worth the carbon emission generated
by it. In the context of global carbon neutrality, this com-
parative advantage will disappear with the improvement of
the balanced regional development and the diffusion of low-
carbon technologies. As a result, the extent of trans-regional
power dispatching will be suppressed.

Under what circumstances would this trans-regional
power dispatching be more effective? In addition to the
trans-regional power dispatching driven by high demand,
the difference in the development intensity and potential of
renewable energy among different regions are the natural
driving factors for trans-regional power dispatching. From
the perspective of supply side, preferential access, prefer-
ential dispatching, and preferential pricing of low-carbon
power are the institutional motivation of trans-regional
dispatching. From the demand side, the pricing system of
integrated energy price, which includes carbon price, trading
system of power system, and subsidy system of low-carbon
electricity, will make it more feasible and efficient to pro-
mote trans-regional power dispatching of renewable energy
power. Generally speaking, pricing market transactions and
priorities of supply and demand can not only directly affect
the supply and demand relationship of low-carbon power
but also affect the possibility and utility of trans-regional
power dispatching of low-carbon power.

Finally, we try to discuss the similarities and differences
between China and Europe in power dispatching and rel-
evant policies. Since the operation of ENTSO-E in 2009, the
EU has established a unified power market in the form of an
operator alliance, and the proportion of transnational ex-
change electricity is about 15%. In particular, typical
countries include Denmark (dominated by thermal and
wind power), Norway (dominated by hydropower), and
Sweden (dominated by hydropower and nuclear power).
Due to the differences in energy distribution and demand,
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electricity exchange between countries is common. 'e
unified grid connection and standard would be valuable for
Europe, and a flexible electricity price system and even
negative electricity price (encouraging users to use off-peak
electricity) and accurate power accounting ability in Europe
would be valuable for China. Besides, studies in Europe show
that carbon tax, carbon price, and the improvement of cross-
border transmission capacity could contribute to the pro-
duction of low-carbon electricity [31, 32].
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In order to accurately analyze the in�uence of electromagnetic transient signals on the jointless track circuit when the elec-
tromagnetic transient signal propagates in the rail, it is necessary to consider the frequency-variable load terminated in the ZPW-
2000A jointless track circuit and the frequency-variable loss inside the rail. A method is proposed for calculating the transient
response of transmission lines system with frequency-variable end load of jointless track circuit. Firstly, the transmission lines
model of jointless track circuit is established, based on multiconductor transmission lines theory, the model equation is deduced
and discretized by �nite di�erence time domain (FDTD).�e vector �tting method is used to express the admittance of the tuning
region in the track circuit, and the rational approximation function of the tuning region is derived from the poles, residues, and
constants. �e voltage and current at nodes in the tuning region are calculated by piecewise linear recursive convolution al-
gorithm. Combined with the discrete transmission line equation, the current and voltage expression of the transient electro-
magnetic signal at the receiving end of the track circuit in time domain is obtained. Compared with state variable method, the
error is less than 6%, which veri�es the correctness of the proposed method. Finally, this paper studies the in�uence laws of
di�erent factors on the overvoltage at the receiving end of jointless track circuit and the weak links of jointless track circuit under
the in�uence of transient electromagnetic signal. It provides theoretical reference for fault research and anti-interference analysis
of ZPW-2000A jointless track circuit.

1. Introduction

Jointless track circuit is the key equipment used to detect the
occupancy of train section, the integrity of rail, and the
transmission of running information in railway line, which
is an important basic equipment to ensure the safe operation
of high-speed railway [1]. With the increasing complexity of
railway construction environment, the rail and signal
transmission equipment laid outdoors are easily disturbed
by strong electromagnetic signals. Electromagnetic inter-
ference signals use rail as transmission medium to produce
conduction interference or radiation coupled interference
on jointless track circuits [2]. �e investigations show that
lightning strikes can cause failures of trackside tuning
matching units, signal transmission cables and lightning
protection analog network disks, transmitters and receivers,
etc. Jointless track circuit is easy to make wrong responses by

this disturbance, which will threaten the safety of train
running. �erefore, it is important to analyze the interfer-
ence of transient electromagnetic signal to track circuit.

�e theory of multiconductor transmission lines is the
theoretical basis of time-domain transient analysis of track
circuits. Kunz and Luebbers [3] �rst solved the transmission
lines equation by FDTD method, which provided a theo-
retical basis for time-domain solution of transmission lines.
With the complex changes in transmission lines termination
equipment, Wang et al. [4–6] respectively proposed a nu-
merical algorithm based on �evenin equivalent circuit
method, state variable method, etc., to solve the terminal
frequency-varying load and combined with the transmission
line equation to solve the electromagnetic impulse response
of the system. In the study of transient response of jointless
track circuits. Mazloom et al. [7] proposed a method based
on transmission line equation and ATP-EMTP simulation
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model to analyze the voltage response of track circuit at the
moment of train entering and clearing. Zhao et al. [8] ob-
tained the general solution of current and voltage of rail line
by Laplace transformation of the transmission line equation
of track circuit, which simplified the calculation model and
ignored the electrical insulation section; Yong-jian [9] used
the state variable method to analyze the receiving end of the
DC track circuit and solved equation of the track circuit by
combining the transmission line equation, but it was difficult
to write the state equation when the circuit structure was
complex. Zhichao et al. [10] analyzed the overvoltage of each
signal equipment during lightning strike catenary by
establishing lightning strike simulation model of signal
system.

ZPW-2000A jointless rack circuit includes parallel
nonlinear equipment and rail with frequency variation
characteristics. In order to accurately calculate the electro-
magnetic transient response of track circuit transmission
line system, the influence of terminating frequency variation
load and rail frequency variation loss must be considered.
Firstly, according to the transmission characteristics of
ZPW-2000A jointless track circuit, the transmission line
model of track circuit is established. &e model cannot be
calculated directly due to the presence of parallel or ter-
minated nonlinear lumped elements in the track circuit.
Based on the multiconductor transmission lines theory, the
model equation is solved by FDTD. &e vector fitting
method is a powerful tool for the modeling analysis of
frequency-dependent systems, which is used to fit the ad-
mittance of the tuning region. &e rational approximation
function of the track circuit is derived from the poles,
residues, and constants. &e relationship between voltage
and current at both ends of the admittance is derived by
piecewise linear recursive convolution, which is submitted
into the discrete equation of transmission lines. Finally, the
time-domain expression of the current and voltage at the
receiving end of the track circuit is obtained. Compared with
the state variable method, the error is less than 6%, which
verifies the correctness of the proposed method. &is
method is used to analyze the influence of lightning stroke
distance, electromagnetic signal frequency, and track bed
resistance on the overvoltage at the receiving end of track
circuit; it provides a theoretical basis for the anti-interfer-
ence analysis of track circuit.

2. Modeling of Transmission Line of Track
Circuit with Frequency-Variable
Load Terminated

&eoutdoor equipment of jointless track circuit is composed
of steel rail, tuning unit (BA), air-core coil (SVA), signal
cable, matching unit and compensation capacitor, etc. &e
tuning unit and the air-core coil part form an electrical
insulation section to prevent cross-zone signal transmission
from adjacent sections. &e compensation capacitor is used
to improve the transmission performance of the track circuit
and increase the transmission distance of the track circuit

information. According to the transmission characteristics
of track circuit, the rails are equivalent to uniform trans-
mission lines [11]; it is characterized by two asymmetrical
currents, one of which leaks into the ground, and the other
flows from one rail to the other through ballast and sleepers.
Taking a certain interval of track circuit as an example, the
MTL equivalent model of jointless track circuit is established
[12], as shown in Figure 1.

Here, r1 and r2 are the self-resistance of the rail; l11 and l22
are the self-inductance of the rail; l12 is the mutual induc-
tance between rails; g11 and g22 are the leakage conductance
between rails and Earth; g12 and g21 are the ballast resistance
parameter of track characterized by conductance; c11 and c22
are the self-capacitance of the rail; c12 is the mutual capacity
of the rails; and z1 and z2 represent the tuning region,
respectively.

Transmission line losses are reflected in the conductor
and the surrounding mediums; in general, these losses are
frequency dependent, and the increase of frequency will lead
to additional high-frequency losses. &e most important is
caused by the skin effect in the conductor and the polari-
zation in the dielectric. Dielectric loss has little influence on
transmission lines and can be ignored [12]. &erefore, the
frequency domain expression of transmission line equation
based on multiconductor transmission lines theory is

dV
⌢

(z, w)

dz
� r(w) + jwli(w) I(z, w) − jwlI(z, w)

� −z(w)I(z, w),

(1)

dI(z, w)

dz
� −g(w) V(z, w) − jwc V(z, w)

� −y(w)V(z.w),

(2)

where impedance and admittance are, respectively, z(w) � zi

(w) + jwl, z
⌢

i(w) � r(w) + jwli(w). y(w) � g(w) + jwc.
Converting the frequency domain equations of (1) and

(2) is transformed by Laplace transform into the time do-
main given the convolution equation as

zV(z, t)

zz
� −zi(t)∗ I(z, t) − l

zI(z, t)

zt
, (3)

zI(z, t)

zz
� −gV(z, t) − c

zV(z, t)

zt
. (4)

In the case of high frequency, unit length resistance,
internal inductance, and unit length conductance of con-
ductor loss parameters are functions of frequency. &e
approximate formula A + B

�
s

√
for conductor losses is based

on the transformation pair conversion; the inverse Laplace
transform of the impedance in the conductor is

zi(s) � A + B
�
s

√
� A + B

1
�
s

√ s⇔A + B
1
��
π

√
1
�
t

√
z

zt
, (5)

where A � rdc, B � rdc/
��
π

√ ���
f0


, rdc is DC resistance.

&e convolution of the calculation in (3) is expressed as
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zi(t)∗ I(z, t) � 
t

0
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� AI(z, t) + B
1
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π

√ 
t

0

1
�
τ

√
zI(z, t − τ)

z(t − τ)
dτ.

(6)

&e convolution term (6) is discrete with time step and
divided by Δt segment. Discrete convolution is approxi-
mated in the following way:
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0

1
�
τ

√ F(t − τ)dτ � 
(n+1)Δt

0

1
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(7)

where F(t) � zI(z, t)/zt, Z0(m) � 
m+1
m

1/
�
τ

√
zτ.

According to the FDTD algorithm, the position length of
the transmission line is discretized by Δz, and the time
length is discretized by Δt. &e whole transmission lines are
divided into NDZ segments, and the total solution times are
divided into NDT segments. In order to ensure the stability
of discrete calculation, the voltage of NDZ+ 1 at discrete
point V1, V2, . . . , VZ, VNDZ+1 and the discrete point current
I1,I2, . . ., INDT does interleaving calculation. &en, (3), (4),
and (7) can be discretized as
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k
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(8)

&e recursive relation of current at discrete points inside
the transmission line is
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(9)

3. Tuning Region Transient Modeling

In the ZPW-2000A jointless track circuit, the electrical
insulation section realizes the electrical isolation of adjacent
track and the stable output of local signal by forming series

and parallel resonance for different carrier frequency signals.
In the matching part, the rail impedance and cable im-
pedance are matched to realize the output of high power
signal to the rail [14]. &e structure of electrical insulation
section in jointless track circuit is shown in Figure 2.

Firstly, the transient model of tuning matching unit is
established, and the drive point admittance of the tuning
unit port is obtained by the short-circuit test method. &e
frequency domain admittance is fitted to a rational function
expression by the vector matching method, as shown in (10).
Secondly, the frequency domain rational function is
transformed into time-domain expression by inverse
Fourier transform. Finally, based on the piecewise linear
recursive convolution method, the recursive iterative rela-
tion of admittance current is derived in (14). &e admittance
can be fitted to a rational function in the complex frequency
domain by the vector matching method and the objective
function Y(s) expresses its s-domain admittance in pole and
residue form [13]:

Y(s) � 
n

i�1

ai

s − ci

+ sh + g � 
n

i�1
Yi(s) + Y0(s), (10)

where n is the order, i is an integer (i� 1,2, . . ., n); ai is the
residue, and ci is the pole, both are real numbers or conjugate
complex number pairs, sh is the coefficient of the first term,
and g is the constant term.

&e fitting order of the poles in the tuning area is 12 to
achieve appropriate fitting effect. &e amplitude charac-
teristic and phase angle characteristic function are fitted
according to the pole and residue values. Compared with the
admittance model of the tuning unit, the results are shown in
Figures 3 and 4.

&e results of admittance fitting of the tuning element
are consistent with those of the exact value and meet the
requirements of calculation. According to the admittance
rational function, the current equation of the connection
node is derived. &e voltage current relationship of the
tuning unit in time domain is expressed as Iz(t) � Y(t)∗
Vz(t). Defining two parameter variables [5],

χm � 
(m+1)Δt

mΔt
Y(τ)dτ,

ξm �
1
Δt


(m+1)Δt

mΔt
(τ − mΔt)Y(τ)dτ.

(11)

Using piecewise recursive convolution integral, we know
that if the two variables are satisfied,

ρ �
ξm

ξm−1
�

χm

χm−1
. (12)

&en, the time-domain current In
z can be written in the

recursive iterative form:

I
n+1
z � χ0 − ξ0( V

n+1
z + ξ0V

n
z + ρI

n
z. (13)

&ere are number of real numbers Nr and conjugate
pairsNg in the fitting residues of loads in residue regions and
the poles, then the total current of the connected nodes is
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In+1/2z � PVn+1z + QVnz + I
n+1
t , (14)

where P � χ0,t − ξ0,t + g/2 + h/Δt, Q � χ0,t + g/2 − h/Δt;

ξ0,t �
1
2
∑
Nr

i�1
ξ0,i + ∑

Nr+Ng

i�Nr+1
Re ξ0,i( )χ0,t

�
1
2
∑
Nr

i�1
χ0,i + ∑

Nr+Ng

i�Nr+1
Re χ0,i( ),

Int �
1
2
∑
Nr

i�1
ρi + 1( )Inz,i + ∑

Nr+Ng

i�Nr+1
Re ρi + 1( )[ Inz,i].

(15)

4. Transmission Line Voltage Equation of
Track Circuit

When the transmission line load is pure resistance load, the
current is I0 � (V0 − V1)/R.�e central di�erencemethod is
used to discretize it.

In+1/20 �
Vn+1/2

0 − Vn+1/21( )
R

�
1
2R

Vn+1
0 + Vn

0( )[ − Vn+1
1 + Vn

1( )].

(16)

According to the average value of power supply IS
current, (3) and (4) can be discretized:

1
Δz/2

In+1/21 −
In+10 + In0

2
[ ] +

1
2
g Vn+1

k + Vn
k[ ] +

c
Δt

Vn+1
k − Vn

k[ ] � 0.

(17)

�e initial voltage expression of the transmission line
equation of the track circuit is

Vn+1
1 � 1 +

Δz
Δt

cRs +
Δz
2
gRs( )

− 1 Δz
Δt

Rc −
Δz
2
Rsg − 1( )Vn

1[

− 2RsI
n+1/2
1 + 2Vn+1/2

0 ].

(18)
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�e internal point voltage iteration formula of the
equation is

Vn+1
k �
Δz
Δt

c +
Δz
2
g( )

− 1 Δz
Δt

c −
Δz
2
g( )Vn

k − In+1/2k − In+1/2k−1( )[ ].

(19)

According to the average value of load current IL at the
load at the end of the transmission line, the transmission line
equation can be discretized as follows:

1
Δz/2

In+1L + InL
2

[ −In+1/2NDZ ] +
1
2
g Vn+1

NDZ+1 + Vn
NDZ+1[ ]

+
c
Δt

Vn+1
NDZ+1 − Vn

NDZ+1[ ] � 0.

(20)

When the nonlinear lumped element of a track circuit is
terminated with a tuning unit as the terminal condition, the
terminal condition gives the relation IL between voltage and
current at the same time and position. According to (14), the
current and voltage equation IL at its endpoints is

In+1/2L � P Vn+1
k+1 − Vn+1

L( ) + Q Vn
k+1 − Vn

L( ) + In+1t . (21)

�e terminal voltage equation of the transmission line
equation of the track circuit is

Vn+1
NDZ+1 � P +

cΔz
2Δt

+
gΔz
4

( )
− 1 cΔz

2Δt
−
gΔz
4
− Q( )Vn

NDZ+1[

+ PVn+1
L + QVn

L − Int + In+1/2NDZ ].

(22)

5. Method Validation

To verify the validity of the constructed track circuit model and
the transient response formula, taking P60 rail carrier fre-
quency signal 2300Hz and 1.4 km track section as an example,
the lightning wave adopted the double exponential lightning

electromagnetic signal with wave head of T1 � 1.2 μs and
wavelength of T2 � 50 μs, recorded as 1.2/50µs standard
lightning wave [15], and the amplitude was 30 kA for simu-
lation. According to the transmission line model of track
circuit, the overvoltage of track surface at the receiving end of
track circuit is solved. �e state variable method is used to
compare the response results with the proposed method.

It can be seen from Figures 5 and 6 that the numerical
algorithm for transient response of track circuit proposed in
this paper is consistent with the calculation results of state
variable method. �e calculation error is less than 6%.

5.1. Impact Tolerance Level of Signal Equipment. When the
electromagnetic �eld induced by lightning reaches a certain
level, the signal equipment will work improperly or be
damaged. �e lightning tolerance level of signal equipment
terminals is obtained through the destructive lightning
shock tolerance experiment, which is the key factor to de-
termine the lightning resistance of signal system equipment
[10], as shown in Table 1.

6. Analysis of Influencing Factors

6.1. In�uence of Lightning Transmission Distance on Rail
Surface Voltage. When lightning strikes the rail, the change
of track surface overvoltage with distance between the
lightning point and the tuning area of the track circuit is
shown in Figure 7.

It can be seen from Figure 7 that with the increase of the
distance between the lightning point and the receiving end of
the track circuit, the rail surface overvoltage decreases
rapidly with the increase of the distance. Especially when the
transmission distance is less than 700m, the overvoltage
generated by lightning will exceed the withstand voltage
range of the tuning unit end, and there is a risk of breakdown
of trackside electronic equipment.

6.2. Considering the In�uence of Di�erent Frequencies on Rail
Surface Voltage. In ZPW-2000A jointless track circuit, the
rail is used as the transmission channel of frequency shift
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signal, and the rail parameters have the characteristics of
frequency change. In the high-frequency electromagnetic
environment, the load at the end of the transmission line
usually shows the frequency change e�ect. In order to an-
alyze the variation rules of signal overvoltage at the receiving
end of track circuit when interference signals of di�erent
frequencies act on track circuit, the calculation results are
shown in Figure 8.

In Figure 8, the simulation results show that the fre-
quency of electromagnetic interference signal has a great
in�uence on the voltage amplitude at the receiving end of the
rail surface. At the same time, the higher the frequency of the
interference signal is, the smaller the amplitude of the rail
surface voltage is at the receiving end. With the increase of
signal frequency, the rail impedance increases, the loss of
interference signal on the track circuit increases, and the rail
voltage amplitude decreases at the receiving end. �e in-
ternal frequency loss of the transmission line is very little
a�ected by the change of frequency and can be ignored in the
future research.

6.3. In�uence of Track Bed Resistance on Rail Surface Voltage.
�e primary side parameters of the jointless track circuit will
a�ect the transmission of interference signals on the rail.�e
P60 rail is selected, its impedance value is a certain value,
while the resistance of the track bed will change with the
di�erence of ambient temperature and humidity [16]. In
order to study the in�uence rule of track bed resistance on
rail surface voltage at the receiving end of track circuit, when
the resistance value of track bed is 2Ω·km, 2.5Ω·km,
4Ω·km, and 5Ω·km, the in�uence rule of di�erent track bed
resistance on rail surface overvoltage is analyzed, as shown in
Figure 9.

As shown in Figure 8, the greater the ballast resistance is,
the greater the overvoltage is. Meanwhile, the faster the rate
of rise and attenuation of overvoltage are. With the decrease
of track ballast resistance, the amplitude of rail surface
voltage decreases at the receiving end.

Table 1: Lightning resistance of signal system.

Device Port Shock withstands voltage/kV
Power box Power terminal 5∼ 8
Discrete component (Resistance, capacitance) circuit 3∼ 5
Tuning matching unit Rail side to cable side 15

Signal cable Core pair shielding layer 10
Core pair 15
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Figure 7: In�uence of distance between lightning strike point and
receiving end of track circuit on rail surface voltage.
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7. Conclusion

(1) &e transient response model of track circuit is
established. A numerical calculation method of
transient electromagnetic response of track circuit
transmission line system considering terminated
frequency-varying load and frequency-varying loss is
proposed, which is suitable for the analysis of
transmission line model with terminated frequency-
varying load. It provides theoretical reference for the
transmission performance of jointless track circuits
and the anti-interference design of track circuits.

(2) &e frequency of electromagnetic interference signal
has great influence on the amplitude of rail voltage at
the receiving end. However, the frequency has little
effect on internal loss of rail. &e overvoltage and the
time of signal attenuation to stability increase with
increasing of the ballast resistance.

(3) According to withstand voltage level of the signal
equipment, when the distance between the lightning
strike point and the receiving end of the track circuit
is small, there is a risk of insulation breakdown on
the rail side of the tuning unit, so measures need to
be taken to strengthen the protection of the signal
equipment.
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Deep neural networks are e�cient methods of recognizing image patterns and have been largely implemented in computer vision
applications. Object detection has many applications in computer vision, including face and vehicle detection, video surveillance,
and plant leaf detection. An automatic �ower identi�cation system over categories is still challenging due to similarities among
classes and intraclass variation, so the deep learning model requires more precisely labeled and high-quality data. In this proposed
work, an optimized and generalized deep convolutional neural network using Faster-Recurrent Convolutional Neural Network
(Faster-RCNN) and Single Short Detector (SSD) is used for detecting, localizing, and classifying �ower objects. We prepared 2000
images for various pretrained models, including ResNet 50, ResNet 101, and Inception V2, as well as Mobile Net V2. In this study,
70% of the images were used for training, 25% for validation, and 5% for testing. �e experiment demonstrates that the proposed
Faster-RCNN model using the transfer learning approach gives an optimum mAP score of 83.3% with 300 and 91.3% with 100
proposals on ten �ower classes. In addition, the proposed model could identify, locate, and classify �owers and provide essential
details that include �ower name, class classi�cation, and multilabeling techniques.

1. Introduction

Flower identi�cation is extremely important in agricultural
production, forest management, and other allied sectors.
Because of their enormous presence, complex structure, and
unpredictable diversity of classes in nature, automated
species identi�cation was initially presented 17 years ago [1].
In recent years, the rapid development of technology, �ower
segmentation, and identi�cation has been an interesting area
of research in the image processing and computer vision
community. Previous research mostly focused on �ower
recognition using a conventional detector and technique.
Gaston and O’Neill [1] argued that advances in arti�cial

intelligence and digital image processing might generate
automated species identi�cation a reality. �e rapid devel-
opment and growing prevalence of key information tech-
nologies, along with the widespread availability of compact
devices such as digital cameras and smartphones, have
resulted in a huge quantity of digital pictures that have been
gathered in online databases. As a result, their vision is now
almost tangible: mobile devices are utilized to photograph
specimens in the �eld and then identify their species.

With the debut of smartphones and mobile applications,
millions of plant pictures have been acquired [2]. Real-world
social-based ecological surveillance [3], invasive exotic plant
monitoring [4], environmental science popularization, and
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other applications rely on mobile-based automated plant
identification. Scholars and engineers are paying more at-
tention to improving the effectiveness of mobile-based plant
identification models [5]. On an extensive dataset, the re-
searchers used a combination of characteristics to enhance
flower classification efficiency. )e local form/texture, the
shape of the border, the overall geographical distribution of
petals, and the color are all defined by distinct character-
istics. A multiple support vector machine (SVM) classifier
was utilized for classification. Fernando [6] developed an
image classification-based approach for differentiating fea-
ture fusion, in which the color and shape characteristics are
merged by the logistic regression strategy for flower picture
classification. However, developing an automated flower
category classification system remains a difficult challenge
due to certain similarities within classes. )e textural
characteristics from the Gabor replies and the intensity co-
occurrence matrix were utilized to automatically classify
flowers using the K-nearest neighbor (KNN) classifier [7].
Color texture moments, gray-level co-occurrence matrix,
and Gabor responses were used to classify flower pictures
[8]. A classifier was built using a probabilistic neural net-
work. )e author [9] used a neural network for logistic
regression on flower picture characteristics to solve the
problem of flower classification. An aspect-basedmethod for
flower identification has been proposed in [10]. Visual
characteristics were retrieved and generalized to fresh
photographs of unidentified flowers to characterize flower
pictures. A sparse representation classifier forecasted the
characteristics of a particular flower picture. Several tech-
niques depend on human participation [11]. Following years
of research and development, smartphone applications like
LeafSnap [12], Pl@ntNet [2], and Microsoft Garage’s Flower
Recognition app [13] are used to identify flowers rapidly.

)e technique of flower identification is an essential
component of conventional plant ecology research processes.
In this research work, photos of various flowers using mobile
devices or digital cameras subsequently have been acquired.
)e name and other information about the blooms from the
horticultural expert of MNS-UAM were found uot. It would
be really useful to accelerate this work and make it more
accessible to nonexperts. Manual flower species identification
may be difficult to scale to high-throughput needs even for
specialists although it may be prohibitively time-consuming
and erroneous for nonexperts. Furthermore, existing models
only classify images, limiting the model’s ability to recognize
numerous flowers in a single image. In contrast, our proposed
framework classifies with localization, allowing it to recognize
countless flowers in a digital image by placing a boundary box
around the identified flower with the label.

2. Proposed Methods

We used an eighth Generation Core i7 Quad-Core Processor
with 8GB RAM, 8GB NVIDIA, and a 520GB SSD hard
drive for our research. )is research is divided into four
different sections. )e first section discusses dataset col-
lection. Image labeling is described in the second section.
)e third section contains the training of the model on

different hyperparameters. )e fourth and final section il-
lustrates the model’s testing and evaluation with varying
inputs from different angles.

2.1. Implementation Detail. Some key hyperparameters are
introduced to the proposed network, such as the anchor
initialization, the maximum number of bounding boxes
retained, and the learning rate decay. We initialize our
anchors on each pixel of the feature map obtained from the
base net. )is equates to placing anchors every 16 pixels on
each screen dimension. An initialized total of nine anchors
will be created for each pixel of the feature map. )ree
different scales and three different height-width ratios are
used to create the nine anchors in the image. 0.5, 1.0, and 2.0
are the scales we use. It has 0.5, 1.0, and 2.0 dimensions. We
also need to use the target bounding boxes as labels to train
our RPN. Anchors that overlap with the ground-truth box
more than RPN POSITIVE OVERLAP� 0.60 are chosen as
foreground labels. Anchors that overlap with any ground-
truth box less than RPN NEGATIVE OVERLAP� 0.40 are
chosen as negative or background labels. Table 1 shows the
training hyperparameters for four nets we trained, inception
V2, ResNet50, ResNet101, and MobileNet V2 SSD.

2.2. Image Acquisition. )is research adopted specific
techniques to collect datasets inspired by Michael Rzane and
Zhenzhen Song’s papers [1, 2]. An image-capturing scheme
was developed to collect data on different classes of flowers.
)e dataset was collected by ourselves, and therefore no web
scraping tool was used. A Canon EOS 2000D DSLR was
employed to collect data and yield high-resolution images
with 2976×1984 dimensions with a bit depth of 24. )e
ordinary lens of the Canon EOS 2000D DSLR with “Intel-
liAuto mode” was used to capture images. )e color rep-
resentation of each image is sRGB with 72dpi horizontal and
vertical resolution. Out of 10 classes, seven classes were
obtained from the university garden and 3 classes from the
local park. )e images were captured from different angles
and lens focus (Zoom In, Out).

For an entirely distinct dataset, images of each class were
taken at different periods (morning, afternoon, and evening)
with different lighting conditions, direct sunlight, shadows,
and flashlight in the evening.)e images were saved in JPEG
format. Each class comprises three images of the same flower
from predefined perspectives (entire flower, frontal, and
lateral view); (1) the whole flower: it is an image of the whole
flower from its natural position on the plant; (2) although
the side view of the flower in this group will be comparable to
the entire flower image, this study primarily focused on the
side view of the flower in this group; (3) flower top view: for
this view, we used focus mode instead of “IntelliAuto mode”
to focus on all the flower’s leaves. Most of the images are of
this type in the dataset.

)e ten summer season classes are selected for the
dataset category containing ten species of flowers as shown
in Figure 1 such as Petunia, Dianthus, Jatropha, Periwinkle,
Europhobia Milli Phlox, Ixora, Tacoma, Anthurium,
Bounganwellia.
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2.3. Data Labeling. In this study, 2000 pictures are captured.
)ere are up to 15 target flowers objects in each picture, with
a resolution of 2976×1984 pixels (ROI). To identify pictures
with localization, we categorized the flower dataset with
annotation comprising ten types of flowers, each with
roughly 200 images. When we label the 2000 images, we get
3500 total objects. To acquire the ROI (Region of Interest),
we used the GitHub application tools named tagging and
marked the area to be selected and then identified photos
one by one to offer information about the images. )e data
labeling is saved in an XML file once the image has been
tagged. )e XML file includes variables (w �width;
h� height) that form a rectangle in the picture. Since these
flowers are usually in the shape of a group, we labeled this
composite flower a single flower head (i.e., Ixora). Each
class’s dataset is split into three folders at random: training,
validation, and testing, as shown in Figure 2.

2.4. Data Augmentation. Data augmentation is a technique
used to increase data size by adding slightly modified copies
of existing data or creating new synthetic data from existing
data. )is technique is used to reduce overfitting when
training machine learning models.

We have used adding noise, cropping, flipping, scaling,
brightness, and rotation for data augmentation. In adding
noise, we added some noise like a blur for viewing the data
more accurately. In cropping, we select some parts, crop the
image, and resize the original image size. While flipping, the
images are flipped horizontally and vertically. While scaling,
we scaled the images outward and inward; this way, an image
can be more minor and more significant by its original size.

Brightness is a process in which we can change an image into
brightness and darkness. )is technique allows the model to
view an image as brightness and lighter. In rotation, the idea
is to rotate by a degree ranging from 0 to 360 degrees from its
original position. Every rotated image will have a unique
representation in the model. When we complete the data
augmentation, we have 6540 whole ideas and obtain 10080
natural objects.

2.5. Construction of SSDMobileNetV2. )e SSD (Single Shot
MultiBox Detector) is a fast flower identification detection
model based on a single deep neural network [14]. An SSD
could simultaneously eradicate multiple target detection and
forecast targeted segments and binding boxes.

)e feedforward convolutional network is being used in
the SSD model. Its backbone is VGG16, and it follows the
primary network with six layers of different characteristics.
)e size of the inserted map is decreased layer by layer,
employing six distinct feature layers to achieve a target of
varied scales: low predictive levels and high predictive levels.
To forecast the bounding box set of various sizes, the range of
objects, and associated confidence, a substantial majority of
multiple-choice selections are performed on distinct levels of
information. To address the issue of excessive parameter size
and training model efficiency, the convolution layer on the
actual SSD is substituted by a mobile net splitting layer,
which enhances the efficiency and performance of real-time
flower recognition as shown in Figure 3.

Real-time object accessibility is also available in the app
store, thanks to the MobileNetV2 developers. SSDLite, a
hybrid of SSD Object Detector and MobileNetV2, was in-
troduced. Remember how, in the CNNModel, we employed
ssd_mobilenetv2 to identify a flower object in images?
SSDLite is just the same way. )e purpose of using an SSD is
straightforward. Since the SSD lacks a whole network,
conferences are substituted by a highly fragmented con-
volution. For MobileNetV2, the very first layer of SSDLite is
attached to the extension of layer 15. )e set of parameters
required by the network to detect an item is substantially
reduced when the usual combination is supplanted by in-
tensely split convolution.

When we apply the construction of SSD MobileNetV2,
first we apply Data Augmentation, which means the images
will be trained in a different dimension; after that convo-
lution filter will be used and the output image is obtained.

Table 1: Selected hyperparameters.

Net Optimizer Decay epoch Total epoch Bach size GPU
Inception V2 Momentum 8 30k 4 2
ResNet50 SGD 8 50k 4 2
ResNet101 SGD 8 55k 4 2
MobileNet V2 SSD Momentum 8 200k 4 2

Tecoma

Anthurium

Jetropha

Perwinkle

Dianthus

Petunia

Bougainvillea

Ixora

Phlox

Euphorbia
Millie

Figure 1: Categories of flowers.
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Figure 2: Dataset splitting ratio.
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2.6. Construction of Faster R-CNN Inception V2. Faster re-
gion-based convolution neural network architecture is
shown in Figure 4. )is architecture was proposed by [15],
and it uses Inception V2 for feature extraction, as explained
in [16]. Each image was parted into subregions during the
preprocessing of the model, as shown in Figure 4, “image
division with overlay.”

After that, inception V2 [15] generates the convolutional
map feature that has been used in two stages Inception V2
[15] and Faster-RCNN [16]. In Regional Proposed Network
(RPN), a convolutional network is used at the first stage that
relays over the feature map, extracted by Inception V2, while
anchors are placed on each point. Using two similar fully
connected layers, the coordinates of the rectangular box
around the flower and its probability of accuracy to
matching class are determined. In the next step, the de-
termined regions of the image are used to draw a featuremap
and classify each and every ROI (Region of Interest) with
localization. After that, all extracted ROIs are passed through
the pooling layer and fully connected layer to determine
their probability of classification and localization [17]. )ese
ROIs define the flower’s location with a matching class in the
output image, as shown in Figure 4.

At last, all output images are transposed and joined to
show the original image as they are “divided with overlay” in
Figure 1 and they came from training or testing datasets.)e
bounding boxes were refined and decreased in number by
using the suppression algorithm [18]. All this was done by
using Tensor Flow and anaconda prompt. Final selected
hyperparameters for the next model Faster-RCNN are
shown in Table 1 after refining. We give input image to the
model Inception V2 applied on it, and feature extraction has
been applied. RPN (Region Proposal Network) has been
implemented using fully connected layers, activation

function, regression feature vector, and ROI pooling. After
the proposed region is located in the image, it converts into a
Box Classifier, in which two functions are performed: (1)
Bounding Box Coordinates and (2) Object Probabilities. )e
output shows the classification of the input image with a
boundary box around the flower.

)e output shows the classification of an input image
with a boundary box around the flower.

2.6.1. Inception V2. )e Inception V2 package was created
to decrease the intricacy of the convolution network in
flower identification. )is control system expands the
convolution network rather than making it deeper. Func-
tionalities in Inception V2 are classified into three modules:
A, B, and C. It substituted a 3× 3 convolution for the 5× 5
convolution.)is adheres to the idea that spatial aggregation
may be performed over lower-dimensional embedding with
little or no loss of representational capacity. Convolution
performance was improved by using the 3× 3 convolution.
)ey discovered that dividing convolution filter size n× n
into 1× n and n× 1 convolutions made their technique 33%
cheaper than a single 3× 3 convolution. Additionally, the
filter was enhanced to adhere to the concept that higher-
dimensional depictions are simpler to process natively inside
a network as shown in Figure 5.

2.6.2. ResNet 50. )ere are 48 Convolution layers in ResNet50
[19, 20], 1MaxPool layer, and anAverage Pool layer.)e layers
fitted a residual mapping and labeled it as H(x), and the
nonlinear layers fitted another mapping F(x)�H(x)− x, so the
original mapping became F(x) + x. )e total number of
floating-point operations is 3.8 × 10∗ 9.
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2.6.3. ResNet 101. Residual connections can be divided into
two categories:

(1) Identity shortcuts (x) may be directly used for in-
puts and outputs with the exact dimensions.

y � f x, Wi (  + X. (1)

Residual block function is with the same input and
output dimensions as Equation (1).

(2) When the dimensions change, (A) identifiability
mapping is still performed, with extra zero entries
padded with the increased dimension. (B) Using a
projection shortcut, the dimension can be matched
(for example, by using 1∗ 1 Conv) using the fol-
lowing formula:

y � f x, Wi (  + WsX. (2)
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Figure 4: Faster R-CNN flower identification using Inception V2 architecture for feature extractor.
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Equation (2) deals with residual block function, which
has different input and output dimensions.

3. Experiment Results and
Performance Analysis

A series of comparisons of different object detection models
have been conducted to evaluate the effectiveness of the
proposed integrated approach. In this research, three object
detection models are implemented. During the experiment,
we have (1) trained the SSD and Faster-RCNN over ten
flower clas images and analyzed its performance and (2)
trained the object detection models using a transfer learning
approach on different backbones that include Inception V2,
ResNet 50, ResNet 101, and Mobile Net V2.

3.1. Quantitative Analysis of Flower Detection Performance.
Furthermore, the performance of both approaches using
qualitative and quantitative measurement methods has been
compared. Several evaluation metrics were used to measure
the effectiveness of flower detection for quantitative analysis,
including the Mean Average Precision (mAP), Average
Recall (AR), and average precision (AP). It is most com-
monly used to calculate the Precision and Recall of mea-
surement systems based on the following equations:

Precision �
TP

TP + FP
, (3)

Recall �
TP

TP + FN
, (4)

F1 �
2∗Precision∗Recall
Precision + Recall

. (5)

TP stands for true positives, FP for false positives, and
FN for false negatives. Further, the correctness of a positive is
assessed through FPs and FNs evaluated by the intersection
over union (IoU) overlap with the corresponding ground-
truth bounding box [21]. It is calculated according to the
following equation:

IoU � Area
of ∩

Areaof ∪
. (6)

Detected objects that were not matched to the ground-
truth bounding box were considered false positives (FP). If
the IoU (6) exceeded the threshold, it was considered a true
positive (TP). Furthermore, a false negative (FN) is iden-
tified in the missed ground-truth bounding box. We have
chosen 0.5 and 0.75 as the threshold values for this study.
Detection performance has been determined by averaging
the mean average precision (mAP) score and AP values from
all classes [22]. As mAP increased, the overall performance
of the flower dataset improved. Tables 2 and 3 show that
these different object detection models have different de-
tection performance results [20].

A summary of the Precision (given equation (3)) and
Recall (given equation (4)) of different detection models is
presented in Tables 1 and 2. With the different AP IoU (0.5:
0.95, 0.50, and 0.75) 0.81, 0.92, and 0.91, the proposed model
Faster R CNN inception V2 with 100 proposals gives the best
performances.Moreover, the values of different AR detections
(1, 10, and 100) were 0.77, 0.91, and 0.89, respectively. We
calculate F1-score using mean precision @0.5 IoU and recall
@10 concerning 100 and 300 proposals, as shown in Table 4.

3.2. Qualitative Analysis for Different Flower Detection Ex-
perimentResults. )e intersection qualitatively evaluates the
correctness of a detected object over union (IoU) overlap
with the corresponding ground-truth bounding box [14].
)e ground-truth bounding boxes are those hand-labeled
boxes from the training set indicating where the flowers are
on the image. An example of the IoU overlap is seen in
Figure 6, and this suggests that the prediction bounding box
will be evaluated using IoU (i.e., prediction of object de-
tection model).

Across all object detection models, the flower dataset has
shown good performance. )e red box indicates the ground-
truth label, and the boxes of colored lines indicate prediction
bounding boxes [23].We compared the object detectionmodel
results to examine the effect of different pretrained CNN
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Figure 5: Inception V2 modules A, B, and C using 3× 3 convolution.
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Table 2: )e performance of Average Precision (AP) for different object detection models.

Object
detection
model

Backbone
pretrained
model

AP, IoU
@ [IoU� 0.5 : 0.95] @ [IoU� 0.5] @ [IoU� 0.75]

@ 100
proposals

@ 300
proposals

@ 100
proposals

@ 300
proposals

@ 100
proposals @ 300 proposals

Faster-RCNN
Inception V2 0.71 0.65 0.91 0.83 0.81 0.74
ResNet 50 0.69 0.61 0.76 0.79 0.73 0.66
ResNet 101 0.75 0.68 0.86 0.77 0.79 0.71

SSD MobileNet V2 0.65 0.76 0.69

Table 3: )e performance of Average Recall (AR) for different object detection models.

Object
detection
model

Backbone
pretrained
model

AR, detections
@1 AR@10 AR@100

@ 100
proposals

@ 300
proposals

@ 100
proposals

@ 300
proposals

@ 100
proposals @ 300 proposals

Faster-RCNN
Inception V2 0.81 0.77 0.83 0.79 0.84 0.80
ResNet 50 0.8 0.71 0.81 0.76 0.84 0.78
ResNet 101 0.72 0.58 0.74 0.59 0.76 0.61

SSD MobileNet V2 0.65 0.66 0.67

Table 4: )e performance of F1-score for different object detection models.

Object detection model Backbone pretrained model
F1-score

@ 100 proposals @ 300 proposals

Faster-RCNN
Inception V2 0.87 0.81
ResNet 50 0.78 0.77
ResNet 101 0.79 0.66

SSD MobileNet V2 0.71

(a) (b)

(c) (d)

Figure 6: Performance of object detection models for Faster-RCNN using (a) Inception, (b) ResNet50, (c) ResNet101, and (d) SSD using
MobileNet V2.
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architectures on flower detection performance [24]. Figure 6
shows some quantitative results for flower classes. Figure 7
shows the performance of Faster-RCNN. Figures 7(a) to 7(j)
are part of the dataset, and Figures 7(k) and 7(l) are not part of
the data used to determine the model generalization.

4. Conclusion

An efficient and generalized deep convolution neural net-
work (DCNN)-based model for flower detection, localiza-
tion, and classification has been proposed. )e proposed
model localization and recognition of flower species provide
flower names, class classification, and multilabeling tech-
niques. )is study demonstrated that some classes are very
similar in shape and color. In contrast, others can be dis-
tinguished better by their external shapes than their internal
shapes and vice versa. Faster-RCNN and other object de-
tection models have been evaluated using pretrained models
of the COCO dataset. )e proposed model provides an
optimum mAP score of 83.3% with 300 and 91.3% with 100
proposals on the flower class dataset up to 100% accuracy
confidence. However, it still has some limitations due to
color similarity between the two classes of flowers, as shown
in Figures 7(c) and 7(i). Furthermore, a multilabel classi-
fication model provides botanical information about a
flower to help farmers, horticulture, and nonbotanists un-
derstand what type of flower it is. We should jointly train the
models with visually similar classes as a future step.
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e information age of rapid development of tourism industry provides abundant travel information, but it also comes with the
problem of information overload, which makes it di�cult to meet the growing personalized needs of people. e traditional
collaborative �ltering recommendation algorithm (CFA) also su�ers from the problem of data sparsity when the user population
increases. erefore, this study optimizes the CFA through the similarity factor and correlation factor and enhances the tourism
sense of travel experience through the satisfaction balance strategy.e experimental results show that the improved CFAmethod
has the highest average accuracy on the overall dataset and the best recommendation performance of the satisfaction balance
strategy. Overall, the recommendation model in this study is useful for attraction selection of users and marketing optimization of
travel companies.

1. Introduction

With the development of information technology and the
Internet, network information is becoming an important
source of information for the public to plan travel routes,
and people are gradually entering the era of big data from the
era of lack of information [1]. In the context of massive data,
how to quickly �nd the information of the best value for
users is of great signi�cance, and various recommendation
systems have emerged with the needs of users. e rec-
ommendation systems [2] involved in the existing literature
mainly focus on a single user and have achieved good results
in TV programs, music, movies, news, and so on. In the
tourism industry, the recommendation system is still in the
initial stage of development and needs to be continuously
improved. Compared with recommendation systems such as
movies andmusic, it is di�cult to obtain the ratings of scenic
spots in the tourism �eld, and the user’s rating matrix is
relatively sparse. In addition, the selection of travel routes
usually needs to consider the preferences of multiple users,
so a recommendation system that combines all users par-
ticipating in travel is a research hotspot in the �eld of travel
recommendation [3].

In the recommendation system based on collaborative
�ltering, the rating of a single user needs to be predicted �rst.
However, when calculating the similarity between users or
items, the traditional collaborative �ltering algorithm does
not consider the impact of the number of items jointly rated
by users and the degree of correlation between ratings on the
similarity. For example, two tourists with di�erent interests
may have fewer attractions at the same time. When the users
have fewer common ratings, the traditional collaborative
�ltering algorithm cannot accurately measure the similarity
of users [4]. erefore, it is necessary to consider fusing the
prediction results of a single user. Practice shows that the
recommendation e�ect of mean value strategy and least pain
strategy is better. e average strategy takes the user’s av-
erage rating on the item as a comprehensive evaluation
result, but does not consider the dissatisfaction of a few
members. e least misery strategy selects the member’s
lowest rating on the item as the comprehensive evaluation
result, which ignores the preference of the majority of
members.

Recommendation system refers to de�ning a function F
to calculate the probability that an item i ∈ I (I am the set of
all items) is recommended to a certain user u ∈ U (U is the
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set of all users) [5]. Recommendation algorithms find the
most interesting items for users by calculating probabilities.
Algorithms are the core of recommendation systems, and
using efficient and accurate recommendation algorithms is
the key to achieving good recommendation results.
According to the different recommendation principles, it
can be divided into popularity-based, social network-based,
demographic-based, content-based, collaborative filtering-
based, model-based, and hybrid recommendation algo-
rithms. Recommendation based on popularity is to rec-
ommend hot content to users first, which can cover most of
the content needs. Recommendations based on social
networks include neighborhood-based social recommen-
dation and graph-based social recommendation algorithms
[6]. Demographic-based is to use the basic information of
users, including age, gender, and place of residence, to
calculate the degree of correlation between users and then
make recommendations to users. -e content-based rec-
ommendation algorithm recommends content like the
items that they were interested in to users based on the
attributes of the item itself [7]. -e collaborative filtering
algorithm proposed by Goldberg et al. is based on the
assumption that if users X and Y rate t items similarly or
have similar behaviors; then, users will rate or behave
similarly to other items. It collects the user’s past behavior
to obtain the user’s explicit or implicit information about
the product, obtains the relevance of the product or user,
and then recommends based on the relevance. Hybrid
recommendation algorithms can combine the advantages
of multiple algorithms to improve the performance of
recommendation systems [8]. Hybrid recommendation
algorithms include weighted type, switching type, inter-
section type, feature combination type, waterfall type,
feature incremental type, and metalevel type [9]. According
to the characteristics of travel recommendation and user
needs, the recommendation algorithm based on collabo-
rative filtering can better meet the recommendation re-
quirements without causing excessive calculation. Nilashi
et al. [10] used expectation maximization to construct a
multicriteria collaborative filtering recommendation sys-
tem for travel and tourism. Mehrbakhsh et al. [11] de-
veloped a collaborative filtering recommendation system
based on ontology and dimensionality reduction tech-
niques. Li et al. [12] proposed a combined recommendation
algorithm based on improved similarity and forgetting
curve.

In the process of travel recommendation, this study
firstly improves the user-based and item-based collaborative
filtering algorithms. -e improved CFA combines the
similarity factor and the correlation factor, which can better
solve the problem of data sparsity in travel recommendation.
Secondly, on the basis of average strategy and least misery
strategy, a new user preference fusion strategy—satisfaction
balance strategy—is defined. -e strategy comprehensively
considers the user’s local satisfaction and overall satisfaction.
Finally, through the experimental analysis based on the
relevant tourism dataset of the city of Chongqing, it is
verified that the improved method in this study can effec-
tively improve the quality of tourism recommendation.

2. Recommendation Method

Collaborative filtering algorithm (CFA) is one of the most
commonly used recommendation algorithms in the field of
e-commerce recommendation, which does not require users
to actively provide information about their personal needs,
but obtains their potential preferences based on existing
rating records. -is study is based on the key techniques of
recommendation for CFA applications, including fusion
methods and fusion strategies. -e fusion method is divided
into model fusion and recommendation fusion. Model fu-
sion generates recommendation combinations based on user
preference models. Recommendation fusion, on the con-
trary, requires fusion based on prediction scores of each user
after obtaining the prediction scores based on traditional
algorithms and can also fuse the list of recommended items.
-e commonly used fusion strategies in recommendation
key techniques include mean strategy, least pain strategy,
and happiest strategy. Masthoff et al. [13] evaluated through
a series of experiments that multiplication strategy, mean
strategy, least pain strategy, and pain avoidance mean
strategy are better. Zhang et al. [14] analyzed through lit-
erature studies and found that the most used strategies are
mean strategy, pain mean value avoidance strategy, and
minimum pain strategy, but the applicability of these
strategies varies for clusters with different characteristics.

2.1. Recent Neighborhood Recommendations. CFA is often
applied as a basic method in recommendation systems. -e
recommendation technique based on CFA includes four
stages [15], such as similarity metrics, selecting neighbors,
predicting ratings, and determining recommended items.
Firstly, the similarity between every two users is calculated
by the ratings of users in the ratingmatrix, then the ratings of
current users for unknown items are predicted based on the
K-nearest neighbor approach, and finally the recommen-
dation list is generated by combining the preferences of all
group members through a fusion strategy. -e overall
framework of the CFA-based recommendation technique is
shown in Figure 1. Among them, CFA can be divided into
user-based nearest neighbor recommendation and item-
based nearest neighbor recommendation.

User-based nearest neighbor recommendation refers to
the assumption that the current user will like the items liked
by users with similar preferences. Currently, similarity
calculation methods commonly used in practice include
Cosine similarity and Pearson correlation coefficient. In this
study, the main choice of similarity is defined as shown in
the following equation:

csim(p, q) �
i∈Ipq

Rp,i · Rq,i
�������
i∈Ip

R
2
p,i

 �������
i∈Iq

R
2
p,i

 , (1)

where csim(p, q) denotes the cosine similarity of users P and
Q, Rp,i and Rq,i denote the ratings of user P and user Q for
item i, respectively, Ip and Iq denote the set of items rated by
user P andQ, and Ipq denotes the set of items jointly rated by
user P and Q. By finding the set of users who have the
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similarity preferences to the current user P, as KQQa, then
the predicted ratings of user P for item i are as in equation
(2), where Rp and Rq denote the average ratings of user P and
Q, respectively:

Gp,i � Rp +
q∈KQQa

csim(p, q) × Rq,i − Rq 

q∈KQQa
Csim(p,q)




. (2)

-e nearest collar recommendation based on the item
uses the user’s rating of the item to calculate the similarity,
which is chosen in this study as shown in the following
equation:

gsim(i, j) �
p∈Rij

Rp,i − Ri  Rq,i − Rj 
���������������

p∈Rij
Rp,i − Ri 

2
 ���������������

p∈Rij
Rp,j − Rj 

2
 , (3)

where gsim(i, j) denotes the Pearson similarity of item i and
j, Ri and Rj denote the average scores of items i and j, and
Rij denotes the set of items that have scored both items i and
j. By finding the set of items which have the similarity
preferences to the current item i, as KQQi, then the pre-
dicted ratings of user Q for item i are as in the following
equation:

Gp,i � Ri +
j∈KQQi

gsim(i, j) × Ra,j − Rj 

j∈KQQi
|gsim(i, j)|

. (4)

2.2. Algorithm Improvement. Similarity is an important
metric in CFA that determines how well a prediction is
scored. In the travel field, the user’s own combination of
factors makes travel recommendations different from gen-
eral e-commerce. For example, the frequency of users
watching movies and online shopping in a year will be much
greater than their frequency of travel.-erefore, the problem

of data sparsity is more prominent in travel recommenda-
tion. -e traditional similarity calculation method can give
good results when the rating data are abundant, but in travel
recommendation, the traditional recommendation method
may ignore the influence of the sparsity of user rating data
on the similarity calculation result when calculating the
similarity between users or items.

Chongqing is one of the most popular tourist cities in
China. -is study takes the scoring matrix of famous scenic
spots in the city by different users as an example to discuss
this issue.

From the data in Table 1, the number of attractions rated
jointly by users A and B is more than that of users A and E.
-erefore, the similarity of users A and B should be higher.
However, the cosine similarity between users A and B is
calculated to be 0.724 and the similarity between users A and
E is 0.871. -erefore, traditional similarity calculation
methods cannot correctly account for the correlation be-
tween user ratings. To solve this problem, this study uses the
relationship between the number of common user ratings of
attractions and the total number of user ratings of attractions
to adjust the similarity between users, that is, the similarity
influence factor si, and is defined as shown in the following
equation:

si � 2

������
Ipq

Ip ∪ Iq



− 1, (5)

where Ip is the set of attractions rated by user P and Iq is the
set of attractions rated by user Q. -e larger the number of
attractions jointly rated by users P and Q in the total
number of rated attractions is, the larger the corresponding
similarity influence factor and the larger the value of
similarity may be; conversely, the smaller the value of
similarity may be.

Calculate user
similarity

Get Nearest Neighbor

Calculate project
score

Recommendation 
Algorithm Module

Data analysis

Data Storage

User behavior 
information collection

module

Removal of useless
data

Generate 
recommendation

Recommendation result
synthesis processing 

module

Figure 1: -e framework of recommendation-based CFA.
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User D and User F have a cosine similarity of 0.835,
indicating that they have similar preferences, while their
Pearson and modified cosine similarity calculations are
negative, indicating that they have opposite preferences.
Both calculations deviate from the actual situation. As the
size of users and rating matrices increases, situations like this
can also affect the accuracy of recommendation results. To
solve such problems, this study uses the correlation of user
ratings to adjust the similarity between users; the closer the
common rating vectors of users are, the larger the value of
similarity may be and vice versa, the smaller the value of
similarity may be. -e correlation factor si

′ is defined as the
following equation:

si
′ � 1 −

������������������

1 −

 2Rm,iRn,i




R2
m,i + R2

n,i 
⎡⎢⎣ ⎤⎥⎦

2



. (6)

-e calculation of similarity is themost important step in
collaborative filtering.-e data sparsity problem faced by the
travel domain makes it difficult for the original similarity
methods to accurately measure the similarity among users.
-is is because in the case of sparse user rating data, tra-
ditional methods mainly consider the similarity between
users’ common ratings, but ignore the phenomenon that
users are not necessarily similar on other items. Users’
preferences can be considered similar only when they rate
similarly on a relatively large number of items; moreover,
traditional methods cannot accurately distinguish the sim-
ilarity between some users with the same similarity but very
different preferences.

-e similarity influence factor si and correlation factor
si
′ proposed in this study comprehensively consider the
influence of common user rating items and rating cor-
relation on the similarity measure, which can effectively
alleviate the problem of inaccurate similarity calculation
due to the data sparsity problem. Improved similarity
csim(p, q)i � si[θ · csim(p, q) + (1 − θ) · si

′], and θ is a pa-
rameter of [0, 1]. -rough substituting csim(p, q)i into
equation (2), we can yield the user’s predicted score for
the scenic spot.

2.3. Modified Preference Fusion Strategy. On the basis of
individual users’ prediction and scoring of items, the fusion
strategy can fuse the user’s preferences to obtain the overall
evaluation value of each item and generate the final rec-
ommendation result according to the score. Since user
preferences may vary, individual member preferences can-
not represent overall preferences. How to obtain the

common preferences of the overall users to alleviate the
conflict is a problem that needs to be solved. Currently, the
more commonly used preference fusion strategies include
average strategy and least misery strategy. -e average
strategy selects the average of the user’s rating on the item as
the score of the item to be recommended. -e calculation
process is shown in the following equation:

Rg,i � avg Ra,i: a ∈ g . (7)

-e least misery strategy refers to taking the minimum
rating of the item among users as the score of the item to be
recommended, as shown in the following equation:

Rg,i � min Ra,i: a ∈ g . (8)

-eaverage strategy only considers the average preference
degree of users participating in the rating and may ignore the
dissatisfaction degree of a few users. -e least misery strategy
is based on the minimum rating of the user to evaluate the
project, which may be the feeling of the majority of house-
holds. To this end, this study considers the shortcomings of
the above two strategies and defines a satisfaction balance
strategy, which is used to balance the relationship between the
user’s local satisfaction and overall satisfaction.-e definition
is shown in the following equation:

Bg,i � avg Ra,i: a ∈ g  +
1
S

avg Ra,i: a ∈ g ∗min Ra,i: a ∈ g , (9)

where S denotes the number of users who evaluates the items.
Based on the above strategies, we list four users and their
evaluations of the five attractions, as shown in Table 2. -e
table shows the attractions scores under the average strategy,
the least misery strategy, and the satisfaction balance strategy.
According to the average strategy, S2 and S3 are equivalent for
the surveyed users, but for S1, the mean strategy does not
consider the feelings of U4. According to the least pain
strategy, S1 and S2 are equivalent to the surveyed users.
Compared with S3, users are more interested in S4. -e least
misery strategy only considers the minimum satisfaction of
members but ignores them, the preference of most people.
Obviously, the result calculated according to the satisfaction
balance strategy can better reflect the user’s overall interest in
the scenic spots. According to the revised fusion strategy, the
recommended list can be obtained as S4, S3, S2, and S1.

3. Experimental Design

3.1. Experimental Data. -ere are no publicly available
experimental datasets in the field of travel recommendation,
and the data used in academic studies at home and abroad

Table 1: User rating matrix.

User Hong Ya Dong Dream Ordovician Ciqikou ancient town Wulong fairy mountain
A 5 3 3 1
B 3 3 0 4
C 4 5 4 0
D 3 5 0 2
E 5 0 4 0
F 5 3 0 0
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are mainly from travel websites or questionnaires. -ere are
two problems in the data obtained by means of question-
naires in terms of data volume and subjective bias. In this
study, we have crawled 2874 travel notes related to
“Chongqing” from https://Qunar.com and use 49,318 scores
as the experimental dataset, with a score ranging from 1 to 5
points.

In order to reduce the error, this study preprocesses the
acquired data, and users with duplicate records for the same
user, attractions with unclear ratings, and users with less
than 3 rating records are removed. -e final number of valid
users is 4072, the total number of ratings is 25894, and the
sparsity level is 0.965.

3.2. Accuracy Evaluation. Mean absolute error (MAE) and
root-mean-square error (RMSE) are the two most common
metrics for continuous variables. MAE is a linear score that
represents the mean of the absolute error between the
predicted value and the observed value. RMSE represents the
sample standard deviation of the difference between the
predicted and observed values (called residuals) and is used
to indicate the degree of dispersion of the sample. In this
study, the accuracy of individual prediction results is tested
using MAE and RMSE, as shown in the following equation:

MAE(X, R) �
1
m



m

i�1
Ri − yi


;RMSE(X, R) �

�������������

1
m



m

i�1
Ri − yi( 

2




,

(10)

where R and y denote the predicted and true user ratings of
the items in the test set, respectively, and m is the number of
ratings.

-ere are many evaluation metrics commonly used in
recommendation systems. -e main idea of Discounted
Cumulative Gain (DCG) is that a user’s favorite item being
ranked in front of the recommendation list will increase the
user experience to a greater extent than being ranked at the
back, as defined in the following equation:

DCG(b, L) � 
b

i�1
ri + 

L

i�b+1

ri

logbi
, (11)

where ri indicates whether the product ranked i is preferred
by the user, ri � 1 indicates that the user likes the product, b
is a free parameter, and L is the length of the recommen-
dation list. Since DCGs are not directly comparable between

users, we normalize them by dividing the original DCG by
the ideal DCG to obtain the normalized discounted cu-
mulative gain (NDCG). NDCG is a number between 0 and 1.
-e larger the value of NDCG, themore accurate the ranking
of the items in the recommendation list and the higher the
accuracy of the recommendation.

4. Experimental Results and Analysis

We randomly select 70% of the rating records in the travel
dataset as the training set and 30% as the test set and observe
the performance of the recommendation algorithm when
the number of neighbors K increases from 5 to 30 by 5 each
time after several experiments, taking θ � 0. From Figures 2
and 3, it can be obtained that, for the traditional user
(uCFA)- and project (pCFA)-based methods, si and si

′
proposed in this study (uCFA-I; pCFA-I) are more effective
in improving the CAF on MAE and RMSE. It shows that the
improved method can provide better results in calculating
the similarity between users or projects, which in turn
improves the accuracy of prediction scores. -e problem
that traditional methods ignore the differences in users’
interests for different attractions is reasonably solved.

Nowadays, people are more inclined to travel in groups,
so it is important to fuse strategies for different users. Based
on predictive scoring of users using a modified CFA, we
compare the experimental results of the satisfaction balance
strategy (SB) proposed in this study with the commonly used
fusion strategies presented in Chapter 2.3 (AVE; LM) on a
tour dataset. As can be seen from Figure 4, the NDCG values
of the SB fusion strategy are the highest for different user
sizes. AVE only considers the overall satisfaction of all
members when recommending items to different users, but
ignores the individuality of members’ feelings; the LM
strategy uses the opinions of a few members to decide the
choice of the whole group, and the recommended items do
not have a high probability of making the highest satisfaction
of all members. And SB takes into account the relationship
between overall and local user satisfaction, allowing the
recommended projects to better reflect the preferences of the
entire group.

Besides, regardless of the fusion strategy, the number of
users at 4 makes NDCG take the highest peak. -is also
shows that, in the present social context, small groups of four
are the most popular way to travel. On this basis, user
satisfaction decreases as the number of people increases.-is
is also in line with the actual situation; as the more people
there are, the greater the difference in interests is and the
more difficult it is for the group to reach the peak of sat-
isfaction with the same attraction.

Tourism market is very necessary for the development of
cities. -e model proposed in this study can help people to
make decisions when traveling. Nowadays, there are various
methods of travel recommendation, and only the method
with outstanding accuracy and recommendation perfor-
mance can stand out. In this study, we have proposed two
improvement factors based on the common CFA, which can
make the user get a better experience. Nowadays, travel
companies should customize their marketing with full

Table 2: Different aggregation strategy examples.

Users S1 S2 S3 S4
U1 5 4 4 5
U2 4 5 5 4
U3 3 2 4 5
U4 2 5 3 4
Average 3.5 4.00 4.00 4.50
Least misery 2.00 2.00 3.00 4.00
Satisfaction balance 5.25 6.00 6.00 6.75
Note: Sn denotes the different scenic spots; Un denotes the different users.
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consideration of user preferences, so the data source for this
study’s improved CFA method is web travel data that in-
corporate user interests. As society develops and incomes
increase, marketing of tourism should adapt to the trend of
increasing personalized demand by creating a user demand
base. Also, tourism companies can use the method in this
study to obtain the user satisfaction of different attractions

so that they can identify the attractions with more com-
mercial value or business potential, improve their marketing
and achieve greater economic benefits. For example, a group
cruise or skiing program for four people can be developed at
natural landscapes such as Fairy Mountain to make the tour
small groups, reduce the probability of group members
separating, and improve the overall satisfaction of the tour.

5. Conclusion

In response to the team-based nature of tourists, this study
proposes a travel recommendation method that integrates
users’ personalized needs and maximizes team satisfaction
based on the improved-CFA method. -e method uses the
massive rating information about tourist destinations on the
web to build the basic framework of the travel recom-
mendation method. -e problem of sparsity of CFA data is
solved by two factor corrections based on users and items. In
the instance validation of https://Qunar.com, the improved
CFA method in this study has significantly lower MAE and
RMSE than the nonoptimized CFA method for different K.
-e satisfaction equalization strategy used in this study is
also due to the conventional fusion strategy for different
number of users.-is shows the superiority of the method in
this study and also greatly helps tourism companies to come
up with better marketing strategies under complex market
conditions.-e recommendation algorithm in this study has
room for improvement in accuracy, and future work will
focus on the improvement of model accuracy and relevance
of user preferences.
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In order to improve the artistic expression e�ect of photographic images, this article combines the deep learning model to conduct
multicamera photographic image art research in BERT motion. Moreover, this article analyzes the external parameter errors
caused in the calibration process and uses the checkerboard in the common �eld of view to calibrate the spatial coordinates of the
corners of the board in multiple camera coordinate systems. In addition, this article aims to match the spatial coordinates of the
corresponding points to each other and solve the rotation and translationmatrix in the transformation process. Finally, this article
uses the LM algorithm to optimize the calibration parameters of the camera and combines the deep learning algorithm to perform
image processing. �e experimental research results show that the research method of multicamera photography image art in
BERTmotion based on the deep learning mode proposed in this article can e�ectively improve the expression e�ect of image art.

1. Introduction

In people’s daily life, as one of the main tools for image
dissemination, photography has become ubiquitous to record
and discover di�erent visual possibilities. However, pho-
tography and photographic art are two completely di�erent
concepts, and photography is not related to all art. Pho-
tography is recognized as a relatively recent thing in the �eld
of culture and art. In the 1970s, a large number of art festivals,
periodicals, and galleries were launched in Western coun-
tries. Immediately afterwards, some colleges and universities
set up professional photography colleges and photography
departments. In addition, the research on the history of
photography in the academic �eld is also deepening, a large
number of photographic works have been included in the art
collection, and more and more artists have begun to create
photography. In short, the practice and dissemination of
photography are no longer con�ned to a narrow �eld of
practice but lead to the palace of art and culture. At the same
time, people’s concept of photography is constantly updated.
When photography was invented, it was used only as a service
tool. Today, however, it is increasingly being discussed and

appreciated as the artwork itself. As a result, the public’s
attitude towards the practicality of photography has changed,
attention has been drawn from the perceptual and rational
nature of images, and the production, dissemination, and
circulation of photography, as well as the form, value, and use
of photography, have also changed accordingly.

Some people simply regard the art of photography as
craftsmanship based on the principles of optics, chemistry,
and mechanics with purity. To put it more frankly, they
believe that photography is a kind of performance art of
taking pictures, which leads them to ignore the lofty status of
photography and its outstanding contribution to the de-
velopment history of human society. In addition, the im-
portance of photographic practice is generally ignored by
some people, who only pay attention to theoretical
knowledge and believe that it is enough to master the classic
theories, such as visual aesthetics, cultural studies, and image
expression in photographic art, and do not pay attention to
photographic practice. �ese understandings of photogra-
phy art are one-sided and not objective.

Photography art is a comprehensive artistic behavior. It
is inclusive and has di�erent connotations in di�erent
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situations. Sometimes it pays more attention to the con-
notation of the technical level, and sometimes it focuses
more on the expression of culture and emotion. Today’s
photographic art is specifically a type of modern plastic art.
A camera is a tool for photographic creation. Taking the
photographer’s creative concept as the basic starting point,
they use the camera to take pictures of people or things in the
real world and uses certain modern processing methods,
perform artistic processing on the photographed things, and
finally complete the creation of photographic works of art.
'rough the works showing the living conditions of human
beings in the current society, at the same time, it can express
the author’s thoughts and feelings. Aesthetic features are
more of an attribute, the presentation of their own aesthetic
features. Photography, as one of many art categories, has
aesthetic characteristics similar to other aesthetic activities,
that is, the commonality of photography aesthetics and other
aesthetic activities. In addition, photography art also has its
own characteristics; it belongs to a branch of visual plastic
art.

'is article combines the deep learning model to study
the multicamera photographic image art in BERTmotion to
improve the performance of photographic image art.

2. Related Work

From the perspective of the development process of image
text description, it can be divided into three stages: template-
based image text description method; retrieval-based image
text description method; deep learning-based image text
description method [1]. Before the deep learning method
was proposed, most of the image description methods used
template-based and retrieval-based methods. 'e template-
based image text description method is mainly to annotate
the image content, which is based on image annotation
technology [2]. Template-based methods rely on visual
perception of the relationship between image objects and
components and describe images using representations of
subject, predicate, environment, and preposition colloca-
tions [3]. Reference [4] used the method of image context
subject, object, and their relationship to describe the image,
used the neighbor similarity algorithm to calculate the
matching degree between adjacent tuples, finally calculating
the score, and the score is proportional to the matching
degree. Reference [5] proposed a Conditional RaIldom Field
(CRF) algorithm, the central idea of which is to generate text
descriptions for predicted text labels according to template
matching rules. Reference [6] improved the template in the
image text description task and used the hidden Markov
model to fill the template with sentences. Reference [7]
applied syntactic analysis to the image text description task,
used the VDR (Visual Dependency Representation) method
to represent the object relationships contained in the graph
with a dependency graph, and then represented the image as
a VDR and then traversed the VDR, fully considering the
VDR. Syntax tree relationships to fill in gaps in sentences.
Template-based image text description methods may be
grammatically correct in language descriptions, but the
output descriptions are highly template-dependent, have

poor generalization performance, and generate text sen-
tences that lack diversity. Due to the backwardness of this
method, the image text description task is no longer used [8].
Searching for the relationship between matching text and
images is the main purpose of the retrieval-based image
description generation task. Retrieval-based image de-
scription also includes vision-based retrieval and multi-
modal-based retrieval methods [9]. 'e retrieval method
based on visual space is to obtain textual information from
the features of similar parts in the image. 'e image retrieval
dataset established by the literature [10], for each image, uses
appropriate words to describe the image. Reference [11]
proposed a large dataset, which includes attribute annota-
tions of objects, which can be used to train attribute clas-
sifiers, predicted object attributes, and improved the quality
of image text descriptions. 'e retrieval method based on
multimodal space is to perform a multimodal representation
of all images and text sentences in the training corpus. For
the image to be tested, retrieval is performed in the mul-
timodal space after the image and the text are jointly
mapped. First, a set of similar images of the image to be
tested is obtained, and the text description corresponding to
the test image is obtained according to the text description of
the similar image. In [12], the authors proposed to learn
multimodal space representation, use kernel function cal-
culation method to extract high-dimensional image features,
in the multimodal space represented by image and text
jointly, use a sorting algorithm according to the high-di-
mensional features of images, and find candidate text for the
set of similar images of the target. Finally, the candidate text
is screened according to a certain sorting algorithm, and the
text description corresponding to the image is obtained.
Reference [13] applied the neural network with stronger
expressive ability in the field of image text description. It
makes the image text description generated in the multi-
modal space more accurate and of higher quality. 'e re-
trieval-based method makes full use of the dataset, but the
generated image text description largely depends on the
dataset. When the gap between the target image and the
training data set is large, the effect of the generated text
description will be poor, and only the generated text de-
scription can be generated. Human-annotated sentences are
already in the dataset. Retrieval-based image description
methods have better expressiveness, mobility, and practi-
cality. Although some excellent results have been obtained,
the retrieval-based method still has dependencies. 'e
production text description is highly dependent on the
training corpus, and there are problems such as high
complexity, which are seriously affected by human inter-
vention, which makes the generated text description sen-
tences simple and ineffective. With rich semantic
information, researchers continue to explore new text de-
scription methods [14]. With the popularization of deep
learning knowledge, researchers have proposed new
methods based on deep learning methods.'e advanced and
commonly used method is the end-to-end model. On the
one hand, deep convolutional neural networks can be used
to create models for object features in images; on the other
hand, recurrent neural networks can be used to create
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language models for text [15]. Reference [16] proposed a
deep semantic alignment model. 'e model echoes images
and text descriptions by aligning them. In terms of images, a
region-based convolutional neural network is used for
pretraining, and the features of the images are mapped to the
feature space of word vectors to match the two-part features.
Descriptions are generated using recurrent convolutional
networks in terms of language models.'eNICmodel based
on the English dataset proposed in [17] uses the advanced
Inception V3 network to extract image features and uses
LSTM to generate descriptions in the language generation
model stage. 'is method plays an important role in the
image description task. Reference [18] proposed a hard
attention mechanism and a soft attention mechanism, used
the combination of the attention mechanism and the LSTM
network to obtain the image information of each step, and
improved the expressive ability of the image description.

3. Global Calibration Optimization of
Multicamera System Based on
Levenberg–Marquardt Algorithm

Camera calibration has two important functions. One is
to construct the relationship between the image plane co-
ordinates and the camera space coordinates, which is
explained in detail in the principle of calibration and the
principle of binocular stereo imaging. 'e other is to con-
struct the rotation and translation relationship between the
camera coordinate system and other camera coordinate
systems.

As shown in Figure 1, there are two coordinate systems
in space, (o-x-y-z) and (O-X-Y-Z), and o and P are the
origins of the two coordinate systems, respectively. More-
over, there is a straight line between the two origins, and the
same straight line forms different vectors at different co-
ordinates. Among them, the o point and theP point are both
(0, 0.0) in their respective coordinates, and the vector from
the o point to the P point is (x1, y1, z1) . It can also be
interpreted as the coordinate of the point P in the (o-x-y-z)
coordinate system is (x1, y1, z1).

In the same way, the vector from point P to point o is
(x2, y2, z2), which is interpreted as the coordinate of point o
in the (O-X-Y-Z) coordinate system is (x2, y2, 2). Since the
directions of each axis corresponding to the two coordinate
systems are different, these two vectors are not two opposite
vectors, but the length of the same straight line is unchanged.
'erefore, the magnitudes of these two vectors are the same,
as shown in the following formula:

x
2
1 + y

2
1 + z

2
1 � x

2
2 + y

2
2 + z

2
2. (1)

A coordinate system with two origins that do not co-
incide cannot discuss rotation. 'erefore, we first move the
(o-x-y-z) coordinate system to the vector (x1, y1, z1) until its
origin coincides with the origin of the (O-X-Y-Z) coordinate
system.

As shown in Figure 2, in order to make the two coor-
dinate systems completely coincide, the o-x-y-z coordinates
will be rotated around the origin, and the counterclockwise

direction is the direction of the rotation angle increment.
'e process is mainly divided into the following three steps.

'e first step, which keeps the z-axis stationary, rotates
the x-axis and the y-axis counterclockwise around the z-axis
by an angle of a. At this time, x reaches the N-axis position,
and a rotation variable Rz(α) is generated, and its matrix is
shown in the following formula:

Rz(α) �

cos α −sin α 0

sin α cos α 0

0 0 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (2)

In the second step, it keeps the x-axis stationary, which is
the current N-axis, and the y-axis and the z-axis rotate
counterclockwise around the x-axis by an angle of ß. 'e z-
axis just coincides with the z-axis, and a rotation variable

X

X

Y

Y

Z

Z

O

O
(x1, y1, z1)

(x2, y2, z2)

Figure 1: Coordinate system translation.
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Z
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Figure 2: Coordinate system rotation.
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Rx(α) is generated, whose matrix is shown in the following
formula:

Rx(α) �

1 0 0

0 cos β −sin β

0 sin β cos β

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (3)

'e third step, which again keeps the z-axis stationary,
rotates the x-axis and the y-axis counterclockwise around
the z-axis by a y angle. At this time, the x-axis coincides with
the X-axis, the y-axis coincides with the axis, and a rotation

variable Rz(c) is generated, whose matrix is shown in the
following formula:

Rz(c) �

cos c −sin c 0

sin c cos c 0

0 0 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (4)

'e whole process consists of three independent rota-
tions, generating a rotation matrix R, where R is the product
of Rz(α) , Rx(α), and Rz(c), and the calculation result is
shown in the following formula:

R �

cos α cos c − cos β sin α sin c −cos β cos c sin α − cos α sin c sin α sin β

cos c sin α + cos α cos β sin c cos α cos β cos c − sin α sin c −cos α sin β

sin β sin c cos c sin β cos β

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (5)

As shown in formula (6), the two vectors (x1, y1, z1) and
(x2, y2, z2) in the above two camera coordinate systems can
be converted to each other under the action of the rotation
matrix R. It can be seen that the rotation-translation matrix
is invertible, and the inverse matrix of the rotation matrix is
its own transpose matrix, as shown in the following formula:

−x2

−y2

−z2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦R �

x1

y1

z1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦, (6)

R
− 1

� R
T
. (7)

When multiple cameras are calibrated, due to the ac-
curacy of target positioning and the minimization of the
global error of the pursuit, as shown in formula (8), there is a
very small error in the external parameters, and the same
point corresponds to different coordinates in the two camera
coordinate systems. Among them, the coordinate of this
point in a camera coordinate is (xm, ym, zm). 'e other
camera coordinate system is converted to this camera co-
ordinate system through the rotation and translation matrix
after calibration. 'e corresponding coordinate is
(xn, yn, zn). Because it is the same point in the real space, it
should coincide in the unified coordinate system. If there is
no coincidence, there must be an error in the rotation and
translationmatrix.'erefore, this error needs to be analyzed.

If the origin of the camera coordinate system coincides
after the transformation, according to the coordinate
transformation process, the relative position of the points in
the same coordinate system does not change, then the
distance between the two points and the origin should be
equal. At this time, the point coordinate can be regarded as a
vector; that is, the vector’s modulus is equal, as shown in the
following formula:

x
2
m + y

2
m + z

2
m � x

2
n + y

2
n + z

2
n. (8)

When the origins are coincident, there is no need to
retranslate the camera coordinate system, and only the

parameters in the rotation matrix need to be calculated
accurately. Finally, the translation vector is transformed
once using (6) to reduce the error. 'erefore, there is a very
small angular rotation between the two coordinates, and the
camera coordinate system that needs to be aligned is rotated
by three angles in turn according to the rotation method
shown in Figure 2.

We assume that the vectors (xm, ym, zm) and (xn, yn, zn)

form a small angle θ. 'e relationship between the included
angle θ and the two vectors is shown in the following formula:

sin
θ
2

�

������������������������������

xm − xn( 
2

+ ym − yn( 
2

+ zm − zn( 
2



2
������������

x
2
m + y

2
m + z

2
m

 . (9)

When the included angle θ is very small and approaches
0, the values of θ and sin θ are equal, and its geometric
meaning is the ratio of the distance between the two points
to the vector modulus. Because the viewing angle of the
camera is limited to a certain extent, in order to obtain a
wider field of view, the camera will be arranged in a relatively
far position, and the modulus of the camera coordinate
vector will also increase accordingly. Moreover, the common
field of view formed by binocular imaging is further com-
pressed, and the measurement area will be divided into
multiple segments, which will cause the measurement points
in other camera coordinate systems to be converted into the
global coordinate system and cause great errors. In order to
avoid great errors, further optimization of the calibration
external parameters must be carried out.

Another case is when the lengths of the two vectors
(xm, ym, zm) and (xn, yn, zn) are not equal. 'en, the re-
lationship between the included angle θ and the two vectors
is shown in the following formula:

cos θ �
xmxn + ymyn + zmzn




������������

x
2
m + y

2
m + z

2
m



+

����������

x
2
n + y

2
n + z

2
n

 . (10)

At this time, it is not only the rotation angle that causes
the camera coordinate system error but also the translation
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vector error. 'e allowable range of this error should
consider the difference between the lengths of the two
vectors and the distance between the two measurement
points. In general, the optimization of the overall parameters
of the camera during measurement will rarely cause a large
change in the translation vector; that is, the distance between
the origins of the two coordinate systems will not be very far.
'erefore, the vector length difference will not exceed the
measurement spread.

'e conversion relationship between the two coordinate
systems is calculated and obtained according to the geo-
metric relationship between the coordinate systems of each
camera in the process of constructing a large field of view in a
multicamera system. Global calibration is to calibrate the
overall measurement system to obtain the conversion re-
lationship between all camera coordinate systems and ref-
erence coordinate systems. Taking a dual-camera station
system composed of four cameras as an example, the
multicamera global calibration process is described in detail
with reference to Figure 3.

According to the definition of each coordinate system, it
can be known that the transformation relationship between
the camera coordinate systems of each camera in the entire
measurement system is as follows:

'e transformation of the A camera coordinate system
and the B camera coordinate system of the measurement
system 1 is as follows:

xA

yA

zA

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦RBA �

xB

yB

zB

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ + TBA. (11)

'e conversion of the c camera coordinate system of the
measurement system 2 to the D camera coordinate system is
as follows:

xC

yC

zC

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦RDC �

xD

yD

zD

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ + TDC. (12)

In the above, RBA and TBA, RDC and TDC can be directly
solved by the camera calibration principle. Among them, the
R matrix and the T matrix can complete the inverse
transformation of the two coordinate systems by formulas
(6) and (7). In order to realize the coordinate conversion
between the two measurement systems, the rotation matrix
RCA and translation vector TCA of the A camera coordinate
system and the C camera coordinate are directly solved by
calibration. It can be solved indirectly by C camera cali-
bration and B camera calibration rotation matrix RCB and
translation vector TCB, or by constructing D camera and A
camera calibration parameters rotation matrix RDA and
translation vector TDA.

RCA � RBARCB,

RCA � RDARCD,

TCA � RDA + TCD + TDA,

TCA � RBA + TCB + TBA.

(13)

'e same target point exists in the common field of view,
and the relationship between multiple target points
PA(xAi, yAi, zAi) in the A camera coordinate system and the
corresponding target point PC(xCi, yCi, zCi) in the C camera
coordinate system is constructed, where i� 1,2,3, .... 'e
parameters in the transformationmatrix and transformation
vector that satisfy multiple target points are solved.

xAi

yAi

zAi

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ �

r1 r2 r3

r4 r5 r6

r7 r8 r9

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

xCi

yCi

zCi

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ +

tx

ty

tz

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (14)

If it is assumed that there is a matrix A, then AT rep-
resents the transposedmatrix of A. Similarly, ‖A‖2 and ‖A‖∞
represent the spectral norm and row sum norm of matrix A,
respectively.'e singular values of matrix A are to be solved,
the largest of which is the spectral norm of the matrix A.'e
sum of the absolute values of the elements in each row of
matrix A is calculated, the largest of which is the row sum
norm of matrix A.

f is a functional relationship that maps the parameter
vector P ∈ Rm to the estimated measurement vector
x � f(p), x ∈ Rm. An initial estimated parameter p and a
measurement vector x are provided, and it is expected to find
p + the vector f that best satisfies the functional relationship,
that is, minimize the squared distance εTε , where ε � x − x.
'e basis of the LM algorithm is to solve a linear approx-
imation f in the neighborhood of δp. For a very small value of
d, the Taylor series expansion approximation is as follows:

f p + δp  ≈ f(p) + Jδp. (15)

Among them, J is the Jacobian matrix zf(p)/zp . Like all
nonlinear substitution methods, LM is iterative, starting
from a chosen starting point p0. 'is method generates a
series of vectors p1, p2, p3,.... 'ese vectors converge to the
local minima p+ with respect to the functional relation f.
'erefore, at each step, it is necessary to find a suitable value
δp to minimize the overall value
‖x − f(p + δp)‖ ≈ ‖x − f(p) − Jδp‖ � ‖ε − Jδp‖, and find-
ing δp is the solution to a linear least-squares problem.When
the column space of Jδp − ∈ and J is orthogonal, δp reaches
the minimum value z and f JT(Jδp − ε) � 0 can be obtained,
and the resulting value 6 can be used as the solution of the
normal equation.

J
T
Jδp � J

Tε. (16)

'e JTJ in the matrix on the left side of the equation is an
approximation to the Hessian matrix, that is, to the second
derivative matrix. 'e LM method actually solves for small
changes in the equation, which can be called augmented
regular equations.

Nδp � J
Tε. (17)

Among them, the off-diagonal elements of N are the
same as the corresponding elements in JTJ, and its diagonal
elements are Nii � μ + [JTJ]ii, where μ> 0. 'e process of
changing the diagonal elements of JTJ is called damping,
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and μ is the damping factor. In the iterative process, if a new
parameter vector p + δp is obtained, which reduces the error
ε, where δp can be calculated by the equation, the new
parameter vector can be made closer to the optimal solution.
Moreover, the iterative process is repeated with the aim of
reducing the damping value.

If the new parameter vector p + δp is obtained and the
error ε becomes larger or does not change, the damping value
is increased, the augmented canonical equation is solved
again, and the algorithm iterates until a value δp that reduces
the error is found. In the equation, the solution is repeated for
different damping factors μ until a parameter vector p + δp

that is closer to the approximation is found. 'is update
process corresponds to one iteration in the LM algorithm.

In the LM algorithm, the damping factor μ is adjusted
during each iteration to ensure that the error can be reduced.
If damping is set to a large value f, the matrix N in the
equation used is almost on the diagonal and the LM update
step value δp is close to the direction of the steepest descent.
Also, the value of δp decreases in this case. Damping also
handles the case of insufficient Jacobian elements, thus
making JTJ a singular matrix.

'e LM algorithm terminates when at least one of the
following conditions is met:

(1) 'e gradient size of εTε and Jε on the right side of the
equation will drop below a threshold.

(2) 'e relative change of the size of the step value δp

falls below another threshold ε2.
(3) 'e error εTε falls below another threshold ε3.
(4) 'e maximum number of iterations kmax is

completed.

J
T



−1

x

Jδp � J
T



−1

x

ε. (18)

If the covariance matrix Σx for the measurement
vector x is available, 

−1
x and the norm εT 

−1
x ε can

be incorporated into the LM algorithm by mini-
mizing squares instead of directly solving for εTε.
'erefore, a least-squares problem with minimum
weights defined by weighted canonical equations is
solved.

(4) Research on multicamera photography image art in
BERT motion is based on the deep learning model

'e image sentiment analysis model of sample selection
and image content generation based on BERT features in-
cludes four parts: “image content generation,” “text feature
extraction,” “sample selection based on BERT features,” and
“image sentiment analysis.“ 'e image is processed through
deep learning, as shown in Figure 4.

'e specific process of image content generation is
shown in Figure 5.

Figure 6 shows the flowchart of the binocular stereo
vision measurement procedure. 'e binocular cameras are
synchronously triggered to capture a frame of pictures and
then transfer them to the computer memory through the
USB 3.0 interface. 'en, it calls the image data to perform a
series of tasks such as marker point detection and image
point matching with the same name, then solves the pixel
coordinates of the center of the marker point, and then
performs 3D reconstruction to obtain the coordinates of the
marker point in physical space and output the data.

According to the actual measurement needs, a CCD
camera bracket and a fixed platform, lighting equipment, etc.
are added to the system as auxiliary.'e connection diagram
of the main part of the system is shown in Figure 7.

'e camera coordinate system and the imaging plane
coordinate system are established. As shown in Figure 8, the
world coordinate system in this section is selected on the
target plane containing low-rank textures. For the conve-
nience of description, the following two definitions are made
first. When there is no rotation of the camera imaging plane
coordinate system relative to the xw0wYw plane of the world
coordinate system, the image captured at this time is called a

Image A

Image B

Image C

Image D

Camera A Camera B
Camera C

Camera D

Stereovision System 1 Stereovision System 2
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xA

yA

OA

Figure 3: Schematic diagram of coordinate system transformation in a multicamera system.
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Figure 4: Image sentiment analysis process based on BERT feature sample selection and image content generation.
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Figure 5: Flowchart of the use of the BERT model.
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Figure 8: Front-facing images shot and oblique shot images.
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facing image. When the camera imaging plane coordinate
system and XwDwYw, the plane has some unknown rotation
and translation, the image captured at this time is called an
oblique captured image. Obviously, compared with the
original low-rank texture image, the front-facing image has
no deformation, only scaling, and still retains the low-rank
characteristic. When shooting at an angle, the image no

longer retains low-rank properties due to projection
distortion.

On the basis of the above research, the system model
proposed in this article is verified, and the expression effect
and image art of the multicamera image are evaluated, and
the results shown in Tables 1 and 2 are obtained.

Table 2: Artistic effects of images obtained by multicamera
photography.

Num Graphic arts
1 84.07
2 83.00
3 90.76
4 90.02
5 92.86
6 83.46
7 83.77
8 91.17
9 92.85
10 88.45
11 85.95
12 83.05
13 82.56
14 89.53
15 91.53
16 88.21
17 91.44
18 92.89
19 85.75
20 91.94
21 91.70
22 88.77
23 82.79
24 86.10
25 86.03
26 87.87
27 87.52
28 85.69
29 88.45
30 86.89
31 92.98
32 85.11
33 83.83
34 88.94
35 87.49
36 84.71
37 83.35
38 92.65
39 89.39
40 92.69
41 90.92
42 90.18
43 87.85
44 82.91
45 90.89
46 88.62
47 84.07
48 84.70
49 85.80
50 91.05
51 90.76

Table 1: Expression effects of images obtained by multicamera
photography.

Num Image expression
1 88.18
2 88.99
3 89.51
4 92.73
5 93.77
6 93.81
7 90.25
8 93.21
9 95.29
10 94.59
11 89.42
12 90.74
13 94.84
14 91.28
15 93.75
16 89.30
17 90.44
18 90.00
19 88.68
20 95.94
21 93.01
22 95.17
23 95.38
24 89.76
25 92.51
26 94.99
27 94.53
28 90.61
29 95.25
30 91.77
31 90.05
32 89.88
33 90.56
34 89.46
35 89.66
36 90.74
37 91.43
38 92.86
39 95.43
40 89.85
41 94.19
42 95.16
43 94.74
44 88.54
45 91.94
46 95.36
47 88.43
48 93.64
49 95.12
50 89.44
51 95.78
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From the above research, it can be seen that the research
method of multicamera photography image art in BERT
motion based on the deep learning model proposed in this
article can effectively improve the expression effect of image
art.

4. Conclusion

Photography is a kind of visual art, but its expression must
be carried out through forms, and different forms bring
completely different visual experience. 'ere are many
forms of expression, and as one of the visual arts effects,
ordering cannot be underestimated. “Ordering” as a
guideline in graphic design can make the design more or-
ganized and normative. Similarly, for photography, “or-
dering” will make the photographic work have different
formal meanings and show a strong sense of design order.
'ere are many aspects to the formal expression of order in
photography, such as symmetry and balance, repetition, and
gradual change. 'ese forms of order are often used in
graphic art design, which can make the designed picture
produce a visual experience of different orders. 'is article
combines the deep learning model to conduct multicamera
photographic image art research in BERT motion. 'e ex-
perimental research results show that the researchmethod of
multicamera photography image art in BERTmotion based
on the deep learning mode proposed in this article can
effectively improve the expression effect of image art.
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In bearing fault diagnosis, due to the insu�cient obtained supervised data and the inevitable noise contained in the vibration
signals, the problem of clustering bearing fault diagnosis with imbalanced data containing noise is caused. �anks to the ability to
quickly and fully learn boundary information in small samples, the extension neural network-type 2 algorithm (ENN-2) has the
potential in imbalanced data clustering and has been gradually applied in fault diagnosis. �erefore, in order to improve the
unstable clustering performance of ENN-2 caused by its heavy dependence on input order of samples, a novel algorithm called
linked extension neural network (LENN) is developed by redesigning the correlation function and its iterative method, which
greatly reduces the clustering iteration epochs of the algorithm. In addition, an evaluation index of clustering quality for this novel
algorithm, extension density, is also proposed. After that, a bearing fault diagnosis model of variational mode decomposition
(VMD) based denoising and LENN is proposed. Firstly, VMD is used to get intrinsic mode functions (IMFs), and the correlation
coe�cients of IMFs are calculated for signal denoising. Secondly, the features are extracted from denoised signals and selected by
PCA algorithm, and the fault diagnosis is �nally completed by LENN. Compared with ENN-2, K-means, FCM, and DBSCAN
based models, the proposed model identi�es the faults with di�erent severities more accurately and achieves superior diagnostic
ability on di�erent imbalance degrees of datasets, which can further lay a foundation for clustering fault diagnosis based on
vibration signals.

1. Introduction

Bearing is one of the most common connecting parts in
rotating machinery, which is more likely to break down
because of wear, fatigue, corrosion, or overload. �erefore,
diagnosis timely and accurately of bearing conditions is of
great signi�cance to ensure the mechanical operation steady
and reliable. Much study in recent years has focused on
bearing fault diagnosis based on vibration signals, including
signal acquisition and noise reduction, feature extraction
and selection, and fault recognition. However, in industry,
diagnostic data is often derived from monitoring signals,
bringing great di�culties to record the machinery condi-
tions by frequent downtime checking or manual labeling,
which is time-consuming and laborious and resulting in
insu�cient labeled data for fault diagnosis [1]. Moreover, the
number of obtained fault samples is always far less than that

of normal samples from monitoring signals, generating the
diagnostic problem of imbalanced data.

Clustering analysis is especially suitable for fault recog-
nition when there is no su�cient labeled data. Because of the
nonlinear and unstable characteristics of bearing vibration
signals, scholars preserve in their attempts to construct
clustering diagnosis models with stronger identi�cation
ability. For example, after processing the data by ensemble
empirical mode decomposition (EEMD) and linear dis-
criminant analysis (LDA), Hou et al. [2] used Gath-Geva
clustering algorithm (GG) to identify the faults of rolling
bearing and got a satisfactory clustering result with better
intraclass compactness. Chang et al.[3] achieved 96% accu-
racy of permanent magnet synchronous motors demagneti-
zation fault diagnosis by auto-encoder and K-means
algorithm. In addition, Li et al. [4] integrated K-means in the
neural network architecture for unsupervised learning and
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proposed a deep representation clustering-based diagnosis
model to address the data sparsity issue in data-driven ma-
chinery fault diagnosis. Also, K-means was utilized together
with K-nearest neighbor algorithm (KNN) to identify a
transformer’s fault category by cumulative votes [5]. On the
other hand, for the algorithms which are unnecessary to set
the number of fault categories before clustering, the study of
Li et al. [6] describes a method to generate clustering template
of rolling bearing so as to reduce the effect of noise on di-
agnostic accuracy using density-based spatial clustering of
applications with noise (DBSCAN). )is algorithm was also
widely used in wind turbine condition monitoring [7] and
diagnosis [8], photovoltaic power station fault detection [9],
bolts with mission pins on transmission lines detection [10],
and thermal runaway diagnosis of battery systems [11].
Moreover, Wei et al.[12] adopted affinity propagation clus-
tering algorithm (AP) and a novel adaptive feature selection
technique to identify different fault categories and severities of
bearings successfully, and another bearing fault diagnosis
model based on expectation maximization algorithm (EM)
and wavelet packet was proposed by Zhang et al. [13] for coal
cutter. Other clustering algorithms, including spectral clus-
tering [14], fuzzy C-means (FCM) [15], clustering by fast
search and find of density peaks algorithm (CFSFDP) [16],
and extension neural network-type 2 (ENN-2) algorithm
[17–19] were also applied to diagnosis. In conclusion, the
clustering algorithms represented by K-means need to know
the number of fault categories before clustering, which is
contrary to the fact that clustering analysis does not require
prior knowledge; however, the clustering algorithms repre-
sented by DBSCAN do not need to know the number of fault
categories, but suffer a complex parameter adjustment process
during training. )erefore, there remains a need for an ef-
ficient clustering method with less prior knowledge, simple
parameter tuning process, and stable performance.

At the same time, considering the vibration signals used for
fault diagnosis not only contain the running state signals of
bearings but also contain a lot of aliasing signals with noises,
signal denoising methods have generated considerable recent
research interest. )e commonly used denoising methods
mainly include wavelet threshold denoising method, empirical
mode decomposition (EMD), ensemble empirical mode de-
composition (EEMD), and local mean decomposition (LMD).
For example, Komaty et al. [20] introduced a signal-filtering
method of EMD and a similarity measure. In their studies,
white Gaussian and colored noises were almost removed from
the signals by selecting the decomposedmodes according to the
similarity between the estimation of the probability density
function (pdf) of the input signal and that of each mode, and
combined EEMD with grey theory, Jia et al. [21] removed the
noise of signals by evaluating noise levels of decomposed
components of signals by grey relational analysis and selecting
the noise-dominant components by grey model. Yang et al.
[22] proposed an adaptive signal denoising method based on
LMD. However, these decomposition methods have end-effect
and modal aliasing phenomena and are more sensitive to
sampling frequency, resulting in pretty large decomposition
error. To overcome the defects above, Dragomiretskiy and
Zosso [23] in 2014 have proposed variational mode

decomposition (VMD), which is a new time-frequency analysis
method with adaptive signal. Based on VMD, some research
combined this method with other algorithms for signal
denoising, such as singular value decomposition (SVD) [24],
data-driven time-frequency analysis (DDTFA) [25], and
wavelet threshold noise reduction [26], and there were also
many studies that selected the decomposed modes in some
evaluationmethods and reconstructed the signal after VMD for
noise reduction, such as kurtosis criterion [27], Bhattacharyya
distance [28], and a novel parameter called signal clarity
proposed by Li et al. [29]. In addition, Wang et al. [30] used
VMD innovatively to eliminate outliers and noise points in
features extracted from signals so as to achieve the purpose of
signal-filtering and denoising.

However, few researchers have addressed the problem of
bearing clustering fault diagnosis on imbalanced data with
noise at the same time. )us, in this paper, close attention is
paid to develop an effective clustering algorithm on imbalanced
data and construct a bearing fault diagnosis model dealing with
the insufficient data contained noise. In our study, an improved
clustering algorithm of ENN-2, called linked extension neural
network (LENN), is proposed firstly, and based on this al-
gorithm and VMD-based denoising method, a novel bearing
fault diagnosis model is presented and applied to analyze the
fault conditions and severities of bearings. To validate the
effectiveness of the proposed algorithm and the model, three
comparative experiments are designed and conducted on
commonly used artificial clustering datasets and real bearing
fault signals. )e results manifest that the proposed model
yields higher identification accuracy of minority fault clusters
on imbalanced data with noise comparing with the models
based on ENN-2, K-means, fuzzy C-means (FCM), and
DBSCAN. Our study provides a promising method for ma-
chinery fault diagnosis based on insufficient labeled signals
with imbalance, permitting an easier parameter adjustment
process with less prior knowledge.

)e rest of this paper starts with the novel LENN al-
gorithm in Section 2. Section 3 provides a brief description
of the proposed model, and the proposed algorithm and
model are experimentally verified in Section 4. In Section 5,
the concluding remarks are drawn.

2. Linked Extension Neural Network

Extension neural network-type 2 algorithm (ENN-2) is a
new clustering algorithm based on extension theory [31].
With no need to set the number of clusters manually in
advance, ENN-2 shows good clustering ability and fast
convergence speed in simple construction. But in fact, the
performance of ENN-2 relies heavily on the initial points
and correct input order of the samples. To overcome these
deficiencies, we develop a novel clustering algorithm called
linked extension neural network (LENN).

2.1. Network Structure. Following the form of ENN-2, the
structure of LENN contains only two layers, which is shown
in Figure 1.)e number of input layer nodes depends on the
feature dimension of data, and the number of output layer
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nodes is determined by the number of clusters. Between the
two layers, the upper and lower bounds of the clusters
connect the neurons as the connection weights, and output
neurons are successively constructed in the process of it-
eration (represented by color shades in Figure 1), with only
one node activated at a time to indicate the clustering result.

2.2. Improved Correlation Function

2.2.1. Correlation Function in ENN-2. In ENN-2, the cor-
relation function ED based on the extension distance is used
to measure the distance between a sample and a target
cluster. )e extension distance in extension theory describes
the distance between a point x and an interval V � 〈a, b〉

quantitatively, which is defined as

ρ(x, V) � x −
a + b

2




−

a − b

2
, (1)

where a and b are the lower and the upper bounds of V,
respectively.

Given the center of the kth cluster is Zk � [zk1, zk2, · · · ,

zkn], the boundary of the kth cluster can be represented by
introducing a hyperparameter to measure the distance be-
tween the center and the ideal boundary as

Wk � 〈ak1, bk1〉, 〈ak2, bk2〉, . . . , 〈akn, bkn〉 

� 〈zk1 − λ, zk1 + λ〉, 〈zk2 − λ, zk2 + λ〉, . . . , 〈zkn − λ, zkn + λ〉 ,

(2)

Also, based on the definition of extension distance, the
correlation function ED between a sample
X � [x1, x2, · · · , xn] and the boundary Wk of the kth cluster
is defined as

EDk � 
n

j�1

xij − zkj



 − bkj − akj /2

bkj − akj



/2
⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦, k � 1, 2, . . . , K.

(3)

As shown in Figure 2, ED measures the extension re-
lationship between a feature and its boundary. From

Figure 2, it can be seen that, for the jth dimension of the kth
cluster, when xj ∈ 〈akj, bkj〉, EDkj ≤ 1.

For a sample X � [x1, x2, · · · , xn] with n-dimensional
features, the sample X could be classified into the kth cluster
if

EDk ≤ n, k � 1, 2, . . . , K. (4)

)anks to this property of ED, the algorithm can esti-
mate a sample belongs to which cluster and update the
boundary and the center of the corresponding cluster to
revise its information for iteration. )erefore, ENN-2 does
not require the number of clusters K before learning and can
obtain better clustering results by only adjusting the unique
hyperparameter λ.

However, since the input order of samples determines
the updating direction of clusters’ boundaries and centers in
the iteration process, ENN-2 is greatly affected by the initial
point selection and the input order of samples and shows
unstable clustering performances. )erefore, it is necessary
to improve this algorithm.

2.2.2. Improved Correlation Function in LENN. Different
from ENN-2, each sample could be considered as a center
during iteration in LENN. Take X � [x11, x12, · · · , x1n] for
example, its boundary WX1 can be represented as (4) with
the hyperparameter λ:

WX1
� 〈ax11, bx11〉, 〈ax12, bx12〉, . . . , 〈ax1n, bx1n〉 

� 〈x1 − λ, x1 + λ〉, 〈x2 − λ, x2 + λ〉, . . . , 〈xn − λ, xn + λ〉 .
(5)

In order to measure the correlation distance between the
sample X � [x21, x22, . . . , x2n] and WX1, the new correlation
function is defined as

EDX1 ,X2
� 

n

j�1

x2j − x1j



 − bx1j − ax1j /2

bx1j − ax1j /2
+ 1⎡⎢⎢⎣ ⎤⎥⎥⎦

� 
n

j�1

x2j − x1j









λ
⎡⎢⎢⎣ ⎤⎥⎥⎦.

(6)

)e new correlation function is plotted in Figure 3. For
the jth feature of the two samples, when X2j ∈ 〈aX1j, bX1j〉,
EDX1j,X2j≤ 1, and taking all features into account, the sample
X2 could be considered to belong to the same cluster as
sample X1 if

xi1

1

The weight of upper bounds
The weight of lower bounds

m

yk

ym

y1

K

xij

xin

Input layer Output layer

...
...

...
...

Figure 1: Structure of linked extension neural network (LENN).

ED

1

x
0 akj zkj bkj

Figure 2: Image of correlation function ED in ENN-2.
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EDX1 ,X2
≤ n. (7)

2.3. Learning Algorithm of LENN. )e learning process of
LENN is an unsupervised learning. It takes a dataset X �

[x1, x2, · · · , xm] with samples as the input, and after cal-
culating the correlation distances between samples level by
level, the clustering results of the dataset are finally output in
just one epoch. )e specific learning steps are as follows:

(1) Set an optimal hyperparameter λ in (0
��������
max(xij)


].

(2) Input a sample Xi � [xi1, xi2, · · · , xim] randomly and
mark the cluster which belongs to as k� 0. Calculate
the improved correlation function ED between Xi

and all the other unmarked samples according to
equation (5) and mark the samples which meet the
requirements of ED≤ n as k � 0. (3) For all the
qualified samples in step (2), each sample is taken as
the center to traverse, and EDs between this sample
and all the remaining unmarked samples are cal-
culated. Similarly, the samples that meet the con-
dition of ED≤ n are also marked as k � 0 until no
qualified samples left. (4) A sample is randomly
generated from the remaining unmarked samples for
input to create a new cluster k � k + 1. Repeat steps
(2) and (3).

(5) )e learning process is finished until all samples are
marked.

At the end of the iteration, if a cluster contains too few
samples, it can be regarded as noise.

)e iterative approaches of ENN-2 and LENN are both
graphically presented in Figure 4. During the iteration,
ENN-2 needs to update the central coordinates each time
(represented by the orange dots), and the updating di-
rection is significantly affected by the input order of the
samples. Ideally, the input order of the samples should be
sorted according to the distance between samples from
small to large, which is pretty difficult to ensure for the
unpretreated messy datasets. As can be seen from
Figure 4(a) clearly, sample 6 is closer to the center

corresponding to sample 4 than sample 5. If sample 6 is
input for calculation first according to (3), the result meets
the requirement of (4), indicating sample 6 and samples
1∼4 belong to the same cluster, and then the final clustering
results of the whole dataset contain 2 clusters. But, if input
sample 5 first for calculation, the result of (3) does not
satisfy (4) because of the distant relationship of sample 5
and the current center, and then a new cluster is created for
iteration, resulting in the final results of 3 clusters. How-
ever, in Figure 4(b) of LENN, one specific sample is
regarded as the center each time, and all the qualified
samples which satisfy (7) with the sample are found and
marked in this iteration. Taking two-dimensional eigen-
space as an example, the learning essence of LENN is to find
the samples consecutively which fall in the square con-
structed by the initial center sample with 2λ as the side
length. All the qualified samples are classified into the same
cluster with their center. And then, the next iteration
begins with a subsample of the cluster. Finally, all qualified
samples of the same cluster are found by this iterative
linkage method. )erefore, in Figure 5, samples 1, 4, 6, 5,
and 10 are successively taken as the centers for iteration,
and the final clustering result contains only 2 clusters with
samples 1∼9 belonging to the same cluster.

According to the learning process of the algorithm,
LENN has the following remarkable advantages:

(1) Based on extension distance, LENN defines a new
approach to categorization by distance calculation.

(2) )ere is no need to preset the number of clusters as
in ENN-2; in addition, it is not necessary to initialize
clustering center.

(3) )e improved algorithm only needs one epoch to
complete the clustering process and converges faster.

(4) LENN is not sensitive to the initial center and the
input order of the samples and preserves more stable
clustering ability than ENN-2.

Nevertheless, LENN is very sensitive to the hyper-
parameter λ, so it is necessary to select the optimal λ before
learning.

2.4. Parameter Selection Method. In LENN, the selection of
the hyperparameter λ seriously affects the final number of
clusters and the accuracy of clustering results. As shown in
Figure 5, for a smaller λ (such as λ � 7.2 in Figure 5(a)), the
constructed squares will be smaller with fewer qualified
samples contained, resulting in more clusters in the end, and
for a bigger λ (such as λ � 8.7 in Figure 5(b)), the constructed
squares will be likewise bigger with more qualified samples
contained, and fewer clusters are produced finally.

For clustering algorithms, silhouette coefficient is often
used for evaluation with no real labels. However, this index is
more suitable to analyze the clustering effectiveness of
balanced data [32]. Considering this paper is primarily
concerned with imbalanced data clustering problem, a novel
evaluation index extension density EDe is developed to tune
the hyperparameter λ based on extension distance, which is
defined as

EDX1n,X2n

EDX12,X22

EDX11,X21

X1j  – λ X1j  X1j + λ

X2j  – λ X2j  X2j + λ

Xnj  – λ Xnj  Xnj + λ

0

x

x

x

....
..

.....
.

1

1

1

Figure 3: Image of new correlation function ED in LENN.
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E De � 
C

k�1


n
xi ∈Mk,j�1 xij − zkj



 − bkj − akj/2
mk

, (8)

where mk is the number of samples in the kth cluster, Zkj is
the center of the jth feature, and akj and bkj represent the
lower and upper bounds of the kth cluster respectively, akj,
bkj and can be computed by

akj � minxi∈Mk
xj ,

bkj � minxi∈Mk
xj ,

zkj �
bkj − akj

2
.

(9)

Typically, EDe declines with the increasing λ, and the
optimal λ lies in the turning point of the curve.

3. Proposed Bearing Fault Diagnosis Model

3.1. Signal Denoising. Bearing vibration signals tend to
present nonlinear and nonstationary characteristics with
noise inevitably. Without signal denoising, the outliers in
raw data will be transferred into the feature space through
feature extraction and affecting the diagnostic results of the
model. Compared with empirical mode decomposition
(EMD) and ensemble empirical mode decomposition

(EEMD), variational mode decomposition (VMD) can ef-
fectively extract each frequency component of the signal and
solve the problems of mode mixing and white noise.
)erefore, VMD-based method is used for noise reduction
in this paper.

3.1.1. 1e Principle of VMD. VMD is a variational problem
solving process based on classical Wiener filter, Hilbert
transform, andmixing, which can be written as the following
constrained optimization form:

min
uk{ }, ωk{ }


k

zt δ(t) +
j

πt
 ∗ uk(t) e

− jωkt

�������

�������

2

2

⎧⎨

⎩

⎫⎬

⎭

s.t. 
K

k�1
uk � f,

(10)

where K is the number of modes to be decomposed, δ(t)

represents Dirac function, ∗means the convolution operator,
and uk  and ωk  stand for the kth intrinsic mode function
(IMF) and center frequency after decomposition.

)e solution process of this problem is as follows:

(1) Transform the constrained variational problem to a
nonconstrained variational problem by introducing
the quadratic penalty factor α and Lagrange multi-
plier λ(t):

0 x

y
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2
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Figure 4: Iterative approaches: (a) ENN-2 and (b) LENN.
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Figure 5: )e influence of hyperparameter λ on LENN clustering process: (a) a smaller λ and (b) a bigger λ.
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L uk , ωk , λ(  � α
k

zt z(t) +
j

πt
 

∗
uk(t) 

�������

�������

2

2
+ f(t) − 

k

uk(t)

���������

���������

2

2

+〈λ(t), f(t) − 
k

uk(t)〉. (11)

(2) Solving the minimization problem of equation (12),
alternating direction method of multipliers
(ADMM) is adopted to seek the saddle point of the

augmented Lagrange expression by alternatively
updating un+1

k , ωn+1
k , and λn+1, and un+1

k can be ob-
tained by

u
n+1
k � argmin

uk∈X
α zt δ(t) +

j

πt
 

∗
uk(t) e

− jωkt

�������

�������

2

2
+ f(t) − 

i

ui(t) +
λ(t)

2

���������

���������

2

2

⎧⎨

⎩

⎫⎬

⎭, (12)

where ωk equals to ωn+1
k , and iui(t) equals to

i≠kui(t)n+1.
Next, transform to frequency domain by Parseval/

Plancherel Fourier isometric transform:

u
∧n+1

k � argmin
uk

∧
,uk∈X

α jω 1 + sgn ω + ωk( ( u
∧

k ω + ωk(  

������

������

2

2
+ f
∧

(ω) − 
i

u
∧

i(ω) +
λ
∧
(ω)

2

�����������

�����������

2

2

⎧⎪⎪⎨

⎪⎪⎩

⎫⎪⎪⎬

⎪⎪⎭
. (13)

Replace ω in (13) with ω − ωk and then we can get

u
∧n+1

k � argmin
uk

∧
,uk∈X

α j ω − ωk(  1 + sgn ω + ωk( ( u
∧

k(ω) 

������

������

2

2
+ f
∧

(ω) − 
i

u
∧

i(ω) +
λ
∧
(ω)

2

�����������

�����������

2

2

⎧⎪⎪⎨

⎪⎪⎩

⎫⎪⎪⎬

⎪⎪⎭
. (14)

(14) is then converted to the form of nonnegative fre-
quency interval integral:

u
∧n+1

k � argmin 

∞

0

4α ω − ωk( 
2

u
∧

k(ω)





2
+ 2 f
∧

(ω) − 
i

u
∧

i(ω) +
λ
∧
(ω)

2





2

dω
⎧⎪⎪⎨

⎪⎪⎩

⎫⎪⎪⎬

⎪⎪⎭
, (15)

and set the first item in (15) to zero to obtain the quadratic
optimization problem:

u
∧n+1

k (ω) �
f
∧

(ω) − i≠ku
∧

i(ω) + λ
∧
(ω)/2

1 + 2α ω − ωk( 
2 . (16)

Similarly, the minimization problem of the center fre-
quency can be obtained by converting the center frequency
updating problem to frequency domain:

ωn+1
k �


∞
0 ω u
∧n+1

k (ω)





2
dω


∞
0 u
∧n+1

k (ω)





2
dω

, (17)

where u
∧n+1

k (ω) is the Wiener filtering of f
∧

(ω) − i≠ku
∧

i(ω),
and ωn+1

k represents the center of power spectrum.

Also, the learning process of VMD is as follows:

(1) Initialize u
∧1

k , ω1
k , λ
∧1

  and n.

(2) Update uk and k
ω according to equations (16) and

(17).
(3) Update λ by

λ
∧n+1

(ω)←λ
∧n

(ω) + τ f
∧

(ω) − 
k

u
n+1
∧

(ω)⎡⎣ ⎤⎦. (18)

(4) For a given discriminant accuracy of ε> 0, if

k‖u
∧n+1

k ‖k‖u
∧n+1

k − u
∧n

k‖
2

2/‖u
∧n

k‖
2

2 < ε, stop iteration,
otherwise return to step (2).

3.1.2. VMD-Based Denoising Method. )e VMD-based
denoising method comprises two steps: (a) decompose the
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vibration signal by VMD. (b) Calculate correlation coeffi-
cients of IMFs obtained by VMD for noise filtering and
reconstruct the denoised signal. )e parameters α, λ(t),
and K of VMD should be set before decomposition, which
may affect the results noticeably.

Correlation coefficient is to describe the correlation
degree between the original signal Y and its IMFs X(i),
which is defined as

ρi �
COV(X(i), Y)
�������
D(X(i))

 �����
D(Y)

 . (19)

)e correlation coefficient also offers a means of mea-
suring the degree of noise contained in IMFs. )us, by
selecting the sensitive IMFs according to (20) below [33], we
are able to obtain the reconstructed denoised signal:

μi �
max ρi( 

10∗max ρi(  − 3
, (20)

where μi is the threshold of the ith IMF. Retain the IMFs of
ρi < μi as sensitive IMFs for signal reconstruction, and
remove the unqualified IMFs directly.

3.2. Feature Extraction and Selection

3.2.1. Bearing Fault Features. In feature extraction, to reflect
the operation conditions of bearings accurately, objectively,
and simply, statistical features are extracted from the
denoised signals in this study, including 11 time domain
statistical features F1 ∼ F11 and 12 frequency domain sta-
tistical features F12 ∼ F23 shown in Table 1 [34]. For time
domain statistical features extracted from raw signals, F1
and F3 ∼ F5 reflect the amplitude and energy of vibration in
time domain; F1 and F6 ∼ F11 present the distribution of the
signal in time series. For frequency domain statistical fea-
tures extracted from FFTspectrums, F12 shows the vibration
energy in frequency domain; F13 ∼ F15, F17, and F21 ∼ F23
stand for the dispersion and concentration degree of the
spectrum; F16 and F18 ∼ F20 represent the position variation
of the main frequency band.

Here, x(n) is a signal series in time domain, n� 1, 2, . . .,
N; N is the number of data points. s(k) is a frequency
spectrum of signal x(n), k� 1, 2, . . ., K, K is the number of
spectrum lines, and fk is the frequency value of the kth
spectrum line.

3.2.2. Feature Selection Based on PCA. Although the mul-
tidomain features obtained above better describe the signals
than using time domain or frequency domain features only,
there may be feature redundancy, which will affect the di-
agnostic performance of the model. Considering the lack of
labels of samples in clustering fault diagnosis, a commonly
used unsupervised feature reduction algorithms principal
component analysis (PCA) is adopted in the diagnosis
model. )e specific steps of PCA are as follows:

Let the multidomain characteristic matrix obtained
above be Xn×m � [X1, X2, · · · , Xm], where the number of

samples is m, and the dimension of features is n, then its
covariance matrix C can be obtained by

C �
1
m

(X − X)(X − X)
T
, (21)

where X is a n × m matrix composed of row vectors of X,
Xi � 1/m 

m
j�1 xij,i � 1, 2, · · · n.

After that, the eigenvalues and the eigenvectors of the
covariance matrix C are calculated by

C − λIn


 � 0, (22)

where λ1, λ2, · · · , λn are the eigenvalues of C, and
P1, P2, · · · , Pn are the corresponding eigenvectors of the
eigenvalues.

Arrange the eigenvectors according to the magnitude of
the corresponding eigenvalues, take the front k rows of
eigenvectors to form the matrix P, and obtain the k-di-
mensional data Y by

Y � PX. (23)

3.3. Bearing Fault Diagnosis Model of VMD-Based Denoising
and LENN. Based on the above techniques, a bearing fault
diagnosis model of VMD-based denoising and LENN is
proposed in this paper, including three stages: (a) signal

Table 1: Statistical features of time domain and frequency domain.

No. Equation
Time domain features

F1 
N
1 x(n)/N

F2
������������������


N
1 (x(n) − F1)/N − 1



F3 (
N
1

�����
|x(n)|


/N)2

F4
������������


N
1 (x(n))2/N



F5 max|x(n)|

F6 
N
1 (x(n) − F1)

3/(N − 1)F3
2

F7 
N
1 (x(n) − F1)

4/(N − 1)F4
2

F8 F5/F4

F9 F5/F3

F10 F4/1/N 
N
1 |x(n)|

F11 F5/1/N 
N
1 |x(n)|

Frequency domain features
F12 

K
1 s(k)/K

F13 
K
1 (s(k) − F12)

2/K − 1

F14 
K
1 (s(k) − F12)

4/KF2
13

F15 
K
1 (s(k) − F12)

3/K(
���
F13


)3

F16 
K
1 fks(k)/

K
1 s(k)

F17
������������������


K
1 (fk − F16)

2s(k)/K


F18
����������������


K
1 f2

ks(k)/
K
1 s(k)



F19
�������������������


K
1 f4

ks(k)/
K
1 f2

ks(k)



F20 
K
1 f2

ks(k)/
����������������


K
1 s(k) 

K
1 f4

ks(k)



F21 F17/F16

F22 
K
1 (fk − F16)

3s(k)/KF3
17

F23 
K
1 (fk − F16)

4s(k)/KF4
17
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denoising based on VMD and correlation coefficient cal-
culation of IMFs; (b) feature extraction and selection by
PCA; (c) clustering fault diagnosis on LENN. )e specific
diagnostic steps are as follows, which are shown in Figure 6.

(1) After signal acquisition, divide the raw signals into
some segments of 2048 data points.

(2) For the sake of noise reduction, decompose each
signal and calculate correlation coefficients and
thresholds of IMFs according to equations (19)∼(20).
Reconstruct the signals by retaining the sensitive
IMFs and removing the IMFs of ρi ≥ μi.

(3) Based on the denoised signals, 11 time domain
statistical features are extracted from the signals and
12 frequency domain statistical features are extracted
from their FFT spectrums according to Table 1.

(4) In order to avoid the influence of redundant features
on the diagnosis results and improve the diagnostic
speed of the model, PCA algorithm is used to obtain
low-dimensional fault features for diagnosis.

(5) Finally, the proposed LENN algorithm will identify
bearing fault conditions by clustering the obtained
low-dimensional feature matrix into different clus-
ters and achieve fault diagnosis.

4. Experimental Verification

4.1. Experiment of LENN Algorithm on Artificial Datasets.
In order to verify the clustering effectiveness and stability of
the proposed LENN algorithm on imbalanced data, LENN,
ENN-2, and three commonly used clustering algorithms,
namely, K-means, fuzzy C-means (FCM), and DBSCANwere
experimented on three artificial datasets commonly used for
clustering testing, which were Flame, Jain and Aggregation.
)ese three datasets are all in two dimensions with different
degrees of imbalance, which are summarized in Table 2. From
Figure 7 of the real distributions of the datasets, it can be seen
that Flame consists of a circle and a semiring, Jain contains
two semirings, and Aggregation is composed of many
rounded or crescent clusters with two clusters connected,
which increase the difficulty of clustering.

Adopt Rand Index to evaluate the clustering results of
the algorithms here, which is defined as

RI �
a + b

a + b + h + g
, (24)

where a denotes the number of data pairs (xi, xj) whose
clustering results and real labels are in the same category; b
represents the number of data pairs (xi, xj) whose clustering
results and real labels fall in the different categories; h de-
notes the number of data pairs (xi, xj) whose clustering
results are of the same category while real labels are of
different categories; and g represents the number of data
pairs (xi, xj) whose clustering results turn to be of different
categories while real labels turn to be of the same category.

In the experimental process of LENN, the optimal value
range of λwas narrowed in each round of the experiment based
on (0

�������
max(xij)


] to obtain the optimal λ, and the optimal λ

selection processes of LENN on three datasets are shown in
Figure 8. As can be seen from the figure, RI reaches a peak at
the inflection point of the EDe drop-down curve, and the
corresponding value of λ is just the desired λ, and for ENN-2,
the optimal λ was determined in the same way based on (0, 1].
)e parameter K of K-means was set according to the real
number of categories of each experimental dataset, and the
parameter setting of FCM was the same as above. In the
training process of DBSCAN, the optimal combination of the
radius parameter ε and the field density threshold MinPts was
searched for several times with the initial range of ε set as (0, 2]
and the initial range of MinPts set as [2, 10]. In order to
eliminate the influence of the sample input order on the ex-
perimental results, each experiment was conducted for ten
times by disrupting the sample input order randomly to obtain
RI score of the five algorithms, which are depicted in boxplots
in Figure 9 and summarized in Table 3. Figure 10 presents the
clustering performances of LENNgraphically on three datasets.

In general, LENN achieved better performances in
higher accuracy and stability on the three different datasets.
Comparing Figure 9 and Table 3, it can be observed that, in
terms of clustering accuracies, LENN and DBSCAN were
not affected by the shape of data distribution, showing
higher RI scores overall; while ENN-2, K-means, and FCM
were highly affected by the shape of data distribution, all of
them performed worse on semiorbicular clusters than
rounded clusters, among which ENN-2 scored lowest on
Flame and FCM scored lowest on Jain; in terms of clustering
stability, which was visible in Figure 9, LENN showed ex-
tremely stable clustering performances on different input
orders of samples, and there were small fluctuations in
clustering stability of DBSCAN, K-means, and FCM, while
ENN-2 showed the worst stability with the largest range of
RI reaching 0.2436 on Flame. In particular, LENN scored
highest on both Flame and Jain with nearly no impact of
imbalanced data distribution on clustering, while scored
slightly lower than that of DBSCAN on Aggregation. )at
was because, for Flame and Jain in Figure 10, all misclassified
points of LENN, which were considered as noise, were
individuals far away from their surrounding points; while for
Aggregation, two clusters were closely connected distinctly
by several data points, resulting in the algorithm which
classified the two connected clusters as one cluster because of
LENN’s iterative distinguish mechanism; in spite of this,
LENN could still fully identify the other minority clusters in
Aggregation. As for ENN-2, only a small number of cases
showed higher clustering accuracies on Aggregation, indi-
cating that ENN-2 is better at processing rounded clusters,
but still relies heavily on an appropriate sample input order.
It could be concluded that the proposed LENN algorithm
could deal with the clustering problem on imbalanced data
in terms of higher accuracy and stability, addressing the
limitations of dependency on input order of samples.

4.2. Bearing Fault Diagnosis Process of Proposed Model.
)e main purpose of this work was to establish an effective
bearing fault diagnosis model on imbalance data with noise,
so in this part, experiments were carried out based on
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bearing fault data from Case Western Reserve University
[35, 36] to test the performance of the proposed VMD-based
denoising and LENN model by comparing with the ENN-2-
based model.

4.2.1. Experimental Data. )e test rig for data acquisition is
shown in Figure 11, which consists of a motor driving a
shaft, a force meter, a torque transducer, and an electrical
control device. In this part, we selected the data of a 6205-
2RS deep-groove ball bearing from SKF Company, which
were grouped into five categories, including normal, minor
inner race fault (with the fault size of 0.1778mm), serious
inner race fault (with the fault size of 0.5334mm), minor ball
fault (with the fault size of 0.1778mm), and serious ball fault
(with the fault size of 0.5334mm). After dividing the raw

signals into segments of 2048 data points, five datasets above
comprised the whole data of this experiment with the im-
balance degree of 2 :1:1 :1:1, which are listed in Table 4.

4.2.2. Signal Denoising and Feature Extraction and Selection.
Firstly, VMD was carried out on the segmented fault
samples. Here, set α � 2000, λ(t) � 1.5, and the initial
distribution of center frequency was uniform. Considering
improper selection of the number of decomposition K will
lead to excessive or insufficient decomposition, therefore, K
was determined according to the change of the center fre-
quency of each mode in this paper. Taking VMD results of
minor inner race fault (MIF) for example, as shown in
Table 5, there were similar center frequencies appearing
when K� 5, which may be attributed to mode mixing and
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VMD and correlation coefficient calculation
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Feature extraction
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Figure 6: Flowchart of the proposed bearing fault diagnosis model.

Table 2: Description of the artificial datasets.

No. Dataset Degrees of imbalance Feature dimensions Number of categories Number of samples
1 Flame 147 : 93 2 2 240
2 Jain 276 : 97 2 2 373
3 Aggregation 272 :170 :127 :105 : 45 : 35 : 34 2 7 788

28

26

24

22

20

18

16

14
0 5 10

Cluster 1
Cluster 2

15

Attribute 1

A
ttr

ib
ut

e 2

(a)

25

20

15

10

5

0 10 20 30 40

Cluster 1
Cluster 2

Attribute 1

A
ttr

ib
ut

e 2

(b)

25

30

20

15

10

5

10 20 30

Cluster 1
Cluster 2
Cluster 3
Cluster 4
Cluster 5
Cluster 6
Cluster 7

Attribute 1

A
ttr

ib
ut

e 2

(c)

Figure 7: )e real distributions of the datasets. (a) Flame. (b) Jain. (c) Aggregation.
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excessive decomposition. )us, K was set as four. Similarly,
the number of decomposition K of other datasets was de-
termined to be four, and the VMD results of a sample of five
conditions are shown in Figure 12.

)en, the correlation coefficients and thresholds cor-
responding respectively to IMFs and the original signal were
calculated according to equations (19)∼(20). )e obtained

results of all samples are graphically presented in Figure 13.
Retain the corresponding IMFs whose correlation coefficient
is above the red line and get the reconstructed signals.

Next, after signal denoising, extract the 23-dimensional
features of each sample from both time and frequency
domain according to Table 1, and PCA was used for feature
selection and dimension reduction. By comparing the
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Figure 9: Boxplots of the results of five algorithms on three datasets. (a) Flame. (b) Jain. (c) Aggregation.

Table 3: RI scores of the five algorithms.

Algorithm Target Flame Jain Aggregation

LENN Mean 0.9284 0.9971 0.8061
Range 0 0 0

ENN-2 Mean 0.3547 0.4941 0.8033
Range 0.2436 0.0998 0.1240

K-means Mean 0.4311 0.3217 0.7663
Range 0 0.0060 0.0024

FCM Mean 0.4422 0.3004 0.7005
Range 0 0 0.1276

DBSCAN Mean 0.9028 0.9584 0.8934
Range 0.0273 0 0.0003
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dimensionality reduction results in two and three dimen-
sions in Figure 14, it is visible that, in two dimensions, the
cluster of normal is far away from others, while the other
four clusters are pretty closer; moreover, the clusters of the
same parts with different severities are very close to each
other, with connected and overlapped points appearing in
the clusters of minor and serious inner race fault, which is
not conducive to fault diagnosis. In three dimensions, all the
clusters could be well separated, and for the clusters of the
same parts with different severities, there seem to be no
overlaps among the clusters. )erefore, the feature matrix of
three dimensions was selected and finally input into the
proposed LENN and ENN-2 algorithms.

4.2.3. Fault Diagnosis Results and Analysis. At the end, the
obtained matrix was input into LENN and ENN-2 using RI
in (24) for comparison. Similarly, for the sake of eliminating
the influence of sample input order on experimental results,
each diagnosis experiment was conducted for 10 times by
randomly shuffling the input order of samples. Two of the
diagnosis results of ENN-2 and LENN-based models are
depicted in Figure 15, with the detailed results summarized
in Table 6.

It is particularly evident from the results that overall, there
was a marked increase in the performance of LENN-based
model than that of ENN-2-based model in terms of clustering
accuracy and stability. As can be seen from Figure 15, both of
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Figure 11: CWRU bearing test rig35.
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Figure 10: Clustering performances of LENN on three datasets. (a) Flame. (b) Jain. (c) Aggregation.

Table 4: Description of bearing fault data.

Fault type Motor speed (rpm) Motor load (hp) Sample frequency (kHz) Fault size (mm) Number of samples
Normal (N) 1797 0 12 - 119
Minor inner race fault (MIF) 1797 0 12 0.1778 59
Serious inner race fault (SIF) 1797 0 12 0.5334 59
Minor ball fault (MBF) 1797 0 12 0.1778 59
Serious ball fault (SBF) 1797 0 12 0.5334 59
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the two models performed well on the data of MIF, SIF, MBF,
and SBF because of the compact data distribution and good
differentiation, with only three SIF points misclassified into
MIF in ENN-2-based model. However, for the cluster in
normal condition, its distribution was relatively loose, resulting

in ENN-2-based model which could not identify the whole
cluster correctly and generated multiple clusters and noise
points in the results, while LENN-based model only marked
very few points at the edge of the cluster as noise which were far
from their near points, and fromTable 6, it can be observed that
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Figure 12: VMD results of a sample of five conditions: (a) normal, (b) minor inner race fault, (c) serious inner race fault, (d) minor ball fault,
and (e) serious ball fault.
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Figure 13: Results of correlation coefficient and threshold calculation.

Table 5: Center frequencies corresponding to different values of K of minor inner race fault.

K Center frequency (Hz)
2 693 2776
3 685 2740 3578
4 615 1301 2745 3579
5 615 1300 2729 3345 3616

12 Computational Intelligence and Neuroscience



ENN-2-basedmodel needed an average iteration of two epochs
to converge, while LENN-based model converged in only one
epoch, and a significant improvement of RI score was obtained
in LENN-based model (0.9754) than ENN-2-based model
(0.5835). In addition, the clustering results of ENN-2-based
model changed greatly with different sample input orders,
while the performances of LENN-basedmodel were very stable.
All the results strongly confirm the proposed model preserves
higher clustering accuracy and more stable performances.

4.3. Impact of Imbalance Degree of Datasets on Diagnostic
Models. As outlined in the introduction, the problem of
imbalanced data fault diagnosis in real industrial production
increases the difficulty of clustering fault diagnosis. )us, the
impact of different imbalance degrees of datasets on diag-
nostic models was investigated experimentally. )e bearing

fault data used in Section 4.2 was still adopted in this ex-
periment, and based on the signal denoising and feature
extraction and selection method proposed in this paper, four
diagnostic models commonly used in clustering diagnosis
were constructed and compared on datasets in different
imbalance degrees selected randomly by certain proportions
(shown in Table 7), which were models on LENN, K-means,
FCM, and DBSCAN. )e specific parameter settings of the
models were in line with the settings in Section 4.1. To evaluate
the performances andmeasure the ability of themodels to deal
with the clustering problem on imbalanced data, RI, macro-
recall, and macro-F score were adopted in this experiment,
and by conducting each experiment randomly for 10 times, we
were able to get the average scores of each model.

Macro-recall measures the clustering performance of
each class, especially the minority classes, which can be
computed by

macro − R �
1
n



n

i�1
Recall �

1
n



n

i�1

TPi

TPi + FNi

, (25)

where TPi and FNi represent the number of correctly and
incorrectly predicted samples of the ith class, respectively.

Macro-F score is a comprehensive evaluation of the
precision and recall of clustering results, which is defined as
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Figure 14: Dimensionality reduction results of bearing fault data: (a) in two dimensions and (b) in three dimensions.
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Figure 15: Diagnosis results of the models: (a) ENN-2-based model and (b) LENN-based model.

Table 6: Detailed results of ENN-2- and LENN-based models.

Model Average
epochs

Average
score

Max
score

Min
score Range

ENN-
2 2 0.5835 0.6833 0.4520 0.2313

LENN 1 0.9754 0.9754 0.9754 0
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macro − F1 �
1 + β2  × macro − R × macro − P

β2 ×(macro − R + macro − p)
, (26)

where β denotes the relative importance of macro-R and
macro-P, which is usually set as one, and macro-P can be
obtained by

macro − P �
1
n



n

i�1
Precision �

1
n



n

i�1

TPi

TPi + FPi

, (27)

where FPi represents the number of samples which are
misclassified into the ith class but do not belong to that class
actually.

Table 8 collects the scores of the models on four datasets
in different imbalance degrees. Two extreme cases with data
imbalance degrees of 2 :1 :1 :1 :1 and 10 :1 :1 :1 :1 are taken
to draw confusion matrices of the clustering results, which
are shown in Figure 16.

It is apparent that, with the increase of data imbalance
degrees, the clustering scores of all models showed a
downward trend to varying imbalance degrees on the
whole, among which LENN-based model performed no-
ticeably best in all cases, while the configurations of
K-means and FCM-based models were far from optimal.
Comparing Table 8 and Figure 16, it can be observed that,
the proposed model achieved considerably higher scores
than other three models on all the datasets. Even on dataset
4 of the most extreme imbalance degree of 10 : 1 : 1 : 1 : 1,
LENN-based model also recognized four minority clusters
precisely, with ten samples of minor inner race fault, nine
samples of serious inner race fault, eight samples of minor

ball fault, and nine samples of serious ball fault identified
correctly, DBSCAN-based model identified relatively few
samples of these minor clusters; while K-means-based
model regarded the samples of the same position but
different severities as one cluster, failing to further sub-
divide the severities of samples, and FCM-based model
directly identified all the four minority clusters as the same
cluster, which scored lowest among the models. In addi-
tion, in the training process of LENN-based model on
datasets with different imbalance degrees, the value of
optimal λ grew gradually with the increase of data im-
balance degree (shown in Figure 17). )is was because, as
the samples became more and more sparse, the distances
between the samples increased, which required a larger λ to
construct an extension correlation relationship between the
samples, and this also indicated that the value of optimal λ
was related to the final clustering results. In other words,
the smaller of λ, the more precise the constructed extension
relationship between samples would be, and the higher the
accuracy of the proposed model could be obtained.

In conclusion, the imbalance degree of datasets increases
the difficulty of fault diagnosis, especially for clustering
algorithms relying on the selection of initial center points,
and the appearances of minority clusters make it difficult for
these algorithms to identify the fault categories correctly by
distance calculation. At the same time, surprising outcomes
of the experiments manifest that, by expressing the infor-
mation of minority clusters more precisely through the
constructed extension correlation function, the proposed
LENN-based model shows good efficiency in identifying the
minority clusters on imbalanced data.

Table 7: Imbalance degrees of experimental data.

No. )e number of samples in each condition (N :MIF : SIF :MBF : SBF) Imbalance degree
Dataset 1 100 : 50 : 50 : 50 : 50 2 :1 :1 :1 :1
Dataset 2 100 : 30 : 30 : 30 : 30 3 :1 :1 :1 :1
Dataset 3 100 : 20 : 20 : 20 : 20 5 :1 :1 :1 :1
Dataset 4 100 :10 :10 :10 :10 10 :1 :1 :1 :1

Table 8: Average scores of models on datasets in different imbalance degrees.

No. Target LENN K-means FCM DBSCAN

Dataset 1
RI 0.9485 0.5191 0.5301 0.8278

Macro-R 0.9700 0.4960 0.4960 0.9140
Macro-F1 0.9667 0.4933 0.4933 0.9333

Dataset 2
RI 0.9314 0.4806 0.4814 0.8113

Macro-R 0.9510 0.4950 0.4950 0.8901
Macro-F1 0.9487 0.4827 0.4827 0.9052

Dataset 3
RI 0.9250 0.4522 0.4376 0.6839

Macro-R 0.9322 0.4950 0.4950 0.8130
Macro-F1 0.9367 0.4827 0.4827 0.8486

Dataset 4
RI 0.8920 0.3822 0.2024 0.4329

Macro-R 0.9100 0.4940 0.4860 0.7500
Macro-F1 0.9357 0.4786 0.4500 0.8929
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Figure 16: Confusion matrices of the results on two imbalance degrees of the datasets (2 :1 :1 :1 :1 and 10 :1 :1 :1 :1): (a) LENN on Dataset
1, (b) K-means on Dataset 1, (c) FCM on Dataset 1, (d) DBSCAN on Dataset 1, (e) LENN on Dataset 4, (f ) K-means on Dataset 4, (g) FCM
on Dataset 4, and (h) DBSCAN on Dataset 4.
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5. Conclusions

(1) A novel clustering algorithm called linked extension
neural network (LENN) is developed based on ex-
tension neural network-type 2 (ENN-2), which is far
less sensitive to initial point selection and sample
input order by improved correlation function and
new iterative method. Furthermore, to evaluate the
clustering performance, extension density is pro-
posed as an evaluation target for this algorithm.

(2) With the intention of improving the bearing fault
diagnosis ability on imbalanced data with noise, a
clustering fault diagnosis model of VMD-based
denoising and LENN is constructed. )e experi-
mental results provide compelling evidence that the
proposed model preserves powerful identification
ability of minority fault clusters and achieves better
diagnosis performance on imbalanced data with
noise.
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Knowledge sharing among teachers is one of the important ways to improve their teaching and research ability. From the
perspectives of teachers’ knowledge sharing willingness, knowledge sharing ability, knowledge sharing environment, knowledge
sharing technology support, knowledge sharing e�ect, and so forth, this paper constructs a teacher knowledge sharing behavior
evaluation model, develops a knowledge sharing behavior evaluation index system, and proposes a comprehensive teacher’s
knowledge sharing behavior evaluation method based on the improved entropy-TOPSIS method. �is is a comprehensive
evaluation method combining subjective and objective weights, which avoids the subjectivity of traditional expert evaluation
methods and other multilevel and multi-index weight determination methods and makes the evaluation results more objective,
accurate, and more realistic. Finally, by taking the example of evaluating knowledge sharing behavior of teachers in a university of
Chongqing, China, this paper veri�es the feasibility and practicability of the proposed comprehensive teachers’ knowledge sharing
behavior evaluation system and method.

1. Introduction

With the advent of the knowledge economy era, knowledge
resources and knowledge management ability have become
an important source of core competitiveness of organiza-
tions and individuals [1, 2]. As practitioners in education,
teachers are innovators and disseminators of professional
knowledge, accumulating and creating knowledge in speci�c
educational and teaching contexts through “cognition in
action” and “re�ection in action,” which play important
roles in the development of knowledge economy. With the
continuous di�erentiation and depth of knowledge, teachers
also need to constantly learn and supplement new knowl-
edge to guarantee the competitiveness and value of their
knowledge resources. Teachers’ knowledge sharing not only
helps to excavate and reveal teachers’ individual knowledge
and improve teachers’ individual ability but also helps to
realize the transformation of teachers’ individual knowledge
into group public knowledge and further enrich the practical

knowledge base of the teacher community, thus providing
important knowledge resources for the development of
school organizations, which is of great signi�cance to in-
dividual teachers, teacher groups, and school organizations
[3, 4].

With the in-depth development of specialized subject,
knowledge increasingly embodies the characteristics of
complexity, intersection, and synthesis. Meanwhile, there
are large knowledge gaps among teachers due to di�erences
in educational background, knowledge stock, learning
ability, thinking patterns, academic expertise, and person-
ality traits [5]. Knowledge sharing among teachers is an
important way to help teachers quickly understand, com-
prehend, and master knowledge, and, whether as individuals
or as teacher community, its essence is the process of
teachers transferring, communicating, and sharing knowl-
edge [6]. However, compared with the attention paid to
teachers’ knowledge sharing, teachers’ knowledge sharing
behavior has encountered dilemmas such as absence, low
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end, and ineffectiveness in real practice. Teachers are con-
strained by factors such as egoism and altruism, subjective
sharing desire and objective conditions, self-worth of
knowledge, and lack of resource facilitation, which hinder
university teachers’ willingness and action to share knowl-
edge, thus leading to a lack of effective knowledge exchange
and cooperation [7, 8].+erefore, stimulating internal drive of
teachers to participate in knowledge sharing and mobilizing
their willingness to participate in knowledge sharing behavior
can promote the effective realization of teachers’ knowledge
sharing, thus promoting their personal development and the
improvement of school knowledge management capability.
Among them, how to effectively and accurately evaluate
teachers’ knowledge sharing behavior is the key link to im-
prove the level of knowledge sharing among teachers. While
exploring various strategies to improve knowledge level of
teachers, schools must first understand the development
status of teachers’ knowledge sharing behavior and take the
current situation of teachers’ knowledge sharing behavior as
the focus of improving teachers’ knowledge level, which re-
quires clarifying the methods for monitoring and evaluating
the behavior of teachers’ knowledge sharing. +erefore, this
paper focuses on the issue of evaluation of teachers’
knowledge sharing behavior to clarify the current situation of
teachers’ professional knowledge, so as to improve the quality
of teachers’ development.

+e results of literature retrieval show that although
there are some achievements on knowledge sharing behavior
evaluation, teachers’ knowledge management performance
evaluation, and teachers’ knowledge sharing influencing
factors, there are still few achievements of in-depth research
on tacit knowledge sharing behavior evaluation of teachers.
In addition, current research on teachers’ knowledge sharing
behavior is dominated by theoretical studies and less by
quantitative empirical studies. Accordingly, based on the
systematic study of the influencing factors and evaluation
indicators of teachers’ knowledge sharing behavior, this
paper constructs an evaluation model of knowledge sharing
behavior and implements empirical analysis using the en-
tropy weight method and the TOPSIS method. +is work is
beneficial for managers to provide effective incentives and
management measures for teachers’ knowledge sharing
behavior in the school, which can provide theoretical
guidance for improving teachers’ knowledge sharing ability.

+e structure of this paper is organized as follows:
Section 2 reviews the related works about evaluation of
teachers’ knowledge sharing behavior. +en, the indicator
system of teachers’ knowledge sharing behavior evaluation is
developed in Section 3. In Section 4, the evaluation model of
teachers’ knowledge sharing behavior is proposed. Section 5
presents a real case to show the feasibility and effectiveness of
the proposed evaluation method. Finally, Section 6 presents
the conclusion and future work.

2. Literature Review

+e issue of knowledge management in education has re-
ceived increasing attention from the society and academia,
and the researches related to teachers’ knowledge sharing

have become a research hotspot. In terms of knowledge
sharing behavior and its influencing mechanisms, Cum-
mings and Teng [9] argued through empirical studies that
the degree to which knowledge can be expressed through
words or graphics determines the difficulty and ease of
knowledge sharing; that is, the easier it is to express, the
more favorable it is to share. Hu and Liu [10] used the
complete information game approach to find the subgame
perfect Nash equilibrium solution for the game between each
participant in the knowledge alliance. Tseng and Kuo [8]
found that the knowledge sharing behavior of teacher groups
in online communities was significantly influenced by social
relationships and community affiliation management. Liu
et al. [11] established a single-group and multigroup dy-
namic game model of knowledge sharing and analyzed the
evolutionary stabilization strategy of this model. Caskova
and Chudy [12] explored the effects of the school culture on
teachers’ career at the beginning of their teaching and
pedagogical knowledge sharing. Wu et al. [13] established
the sharing behavior model and shared utility function,
based on which experimental simulations of the model were
conducted to summarize and analyze the knowledge sharing
and motivation rules of organizational individuals. Molla-
zehi and Karimi [14] identified and validated the factors
affecting teacher’s knowledge sharing through information
and communication technology (ICT).

For the study on teachers’ knowledge sharing behavior
evaluation, Sun et al. [15] clarified the connotation and
composition of tacit knowledge sharing ability of university
teachers based on two levels of process and elements and
thus constructed an index system for tacit knowledge
sharing ability evaluation of university teachers. Zhang et al.
[16] conducted a specific study on the knowledge sharing
ability of teacher scientific research teams from a holistic
network perspective, including network stickiness mea-
surement, centrality measurement, core-edge measurement,
cohesive subgroups, and structural hole measurement.
McChesney and Aldridge [17] described the development
and validation of a new instrument to assess teachers’
perceptions of the impact of professional knowledge sharing.
Zhao and Wang [18] constructed a tacit knowledge sharing
model for university teachers based on their knowledge
sharing intention, sharing ability, sharing atmosphere, and
sharing effect and then used AHP method to measure and
analyze the weights of the index system. Asghar and Naveed
[19] evaluated the psychometric properties of the Knowledge
Sharing Behavior Scale (KSBS) in an academic context, and
the results indicated that KSBS is not a valid instrument for
measuring knowledge sharing behavior within an academic
environment. Li and Qin [20] provided a model framework
for teachers to promote students’ entrepreneurial motiva-
tion through knowledge sharing. Kularajasingam and
Subramaniam [21] stated that university academics’
knowledge sharing behavior and social intelligence are
significant in improving their performance through their
grasp of competencies, and they applied a mediation model
among university teachers to investigate the impact of
knowledge sharing behavior and social intelligence of uni-
versity academics on their performance. Wang et al. [22]
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examined factors explaining rural teachers’ sharing behavior
regarding digital educational resources, both within and
outside school, as posited by combining motivation theory
and the integrative model of behavior prediction.

+e above research provides a very valuable reference for
the evaluation of teachers’ knowledge sharing behavior.
However, due to the professional and tacit characteristics of
teachers’ knowledge, the evaluation of teachers’ knowledge
sharing behavior has multiobjective attribute, and it is
usually difficult to balance between different goals; that is, it
is difficult to have one evaluation scheme whose indicators
are better than others [15]. +erefore, the evaluation of
teachers’ knowledge sharing ability needs a quantitative
comprehensive evaluation method to improve the validity of
the evaluation process and reduce subjectivity. +us, this
paper constructs an evaluation indicator system of teachers’
knowledge sharing behavior and proposes a comprehensive
evaluation method based on entropy weight method and
TOPSIS method and then verifies the feasibility and effec-
tiveness of this evaluation system and evaluation method
through practical cases.

3. The Indicator SystemofTeachers’Knowledge
Sharing Behavior Evaluation

+e evaluation system of teachers’ knowledge sharing effi-
ciency is a complex evaluation system, and it is unrealistic to
describe the essence and rule of the whole process of
teachers’ knowledge sharing to control it to reach the pre-
determined goals of individual teachers and school orga-
nizations, which requires the establishment of a massive
index system [18]. One index can only reflect a certain at-
tribute of the knowledge sharing behavior evaluation system.
+erefore, a reasonable evaluation indicator system can only
be formed by selecting the main indicators in a reasonable
way to comprehensively evaluate the knowledge sharing
behavior of teachers within a reasonable cost range.

Although the performance of knowledge sharing be-
havior is related to the contribution of individual teacher,
knowledge sharing among individual teachers is more
influenced by some difficult-to-quantify factors of interac-
tions among members, and the results of knowledge sharing
are not immediately apparent, showing a certain lag phe-
nomenon [23, 24]. When evaluating knowledge sharing
behavior, it is necessary to consider the impact of difficult-
to-quantify interrelationships among teachers and their
roles in the overall knowledge sharing process.+erefore, for
teachers’ knowledge sharing, outcome-based indicators can
only reflect part of the final results of knowledge sharing
behavior but less consider the process. In fact, the more
important aspect of knowledge sharing behavior is the be-
havioral activities and the interactive coordination between
individuals, which is extremely crucial. In addition, from the
practice of teachers’ knowledge sharing behavior, the cog-
nitive gap between individual teachers and the knowledge
sharing environment are objective factors that affect
knowledge sharing behavior; thus the evaluation of teachers’
knowledge sharing behavior should consider the above
factors [25, 26].

Based on the above considerations, this paper com-
prehensively evaluates teachers’ knowledge sharing behavior
from five dimensions, namely, knowledge sharing willing-
ness, knowledge sharing ability, knowledge sharing envi-
ronment, knowledge sharing technology support, and
knowledge sharing effect. +e logical process of this index
system is as follows: First, before the beginning of knowledge
sharing, teachers’ knowledge sharing willingness is the de-
termining factor for their decision to implement knowledge
sharing behavior. Second, in the process of knowledge
sharing, teachers’ individual knowledge sharing ability,
external knowledge sharing environment, and knowledge
sharing technology support are the key subjective and ob-
jective factors affecting knowledge sharing behavior. +ird,
all these subjective and objective factors are ultimately re-
flected in the effect of knowledge sharing behavior. When
the knowledge sharing has produced certain effects, the
knowledge sharing behavior of teachers can be reflected in
its entirety. Further, through analyzing the characteristics
and connotations of the five dimensions and following the
principles of systemic, scientific, operability, and compa-
rability of the evaluation indicator system, the evaluation
indicator system of teachers’ knowledge sharing behavior is
constructed, as shown in Table 1.

4. Evaluation Model of Teachers’ Knowledge
Sharing Behavior

Teachers’ knowledge sharing behavior is a complex sys-
tematic process, and the whole process involves various
theories such as transaction cost theory, cognitive psy-
chology, and organizational behavior [27]. Teachers’
knowledge sharing behavior evaluation should realize the
promoting function of the evaluation process and results on
the knowledge exchange behavior among teachers and then
improve teachers’ individual knowledge ability and school
knowledge management level through knowledge sharing
behavior evaluation, which shows that teachers’ knowledge
sharing behavior evaluation is a multiobjective evaluation
problem. Many multiobjective evaluation methods have
been proposed [28, 29], and when teachers’ knowledge
sharing is used as the evaluation object, the evaluation
conclusions obtained by various methods often differ largely
since the rubric used is often subjective and ambiguous,
which undoubtedly brings great difficulties to the evaluation
of teachers’ knowledge sharing behavior.

After the evaluation indicator system of teachers’
knowledge sharing behavior is determined, its evaluation
results mainly depend on two factors: one is the determi-
nation of evaluation index weights, and the other is the
choice of comprehensive evaluation methods. Traditional
knowledge sharing behavior evaluation methods often rely
on the subjective judgments of organizers and experts to
determine the weights of each index, and due to the great
differences in professional personal experience and mas-
tering information, which are subjective, the weight scores
given by different individuals for the same evaluation index
often differ greatly, resulting in great distortions of evalu-
ation results and even wrong decisions [18]. Based on the
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above considerations, this paper combines the subjective
judgment of experts with the objective situation of teachers’
knowledge sharing behavior, determines the weights of the
evaluation indexes of enterprise culture implementation by
entropy weight method, and adjusts the subjective deviation
of expert judgment by scientific weight coefficients and then
adopts the improved ideal point (TOPSIS) as the compre-
hensive evaluation method to derive the final ideal evalu-
ation results.

4.1. Entropy Weight Method and TOPSIS Method. +e
concept of entropy originated from thermodynamics and
was later introduced into information theory by Shannon.
According to the definition and principle of entropy, the
entropy value can be used as a measure of the amount of
effective information provided by the system, representing
the degree of disorder of the system. Entropy weight
method is an evaluation method combining qualitative and
quantitative analysis, which is an objective weighting
method [30, 31]. +e entropy weight method determines
the indicator weights according to the amount of infor-
mation conveyed to the decision-maker by each index. For
an index, the entropy value can be used to judge the degree
of dispersion of an index. If an index’s information entropy
value is smaller, the dispersion degree of the index is
greater, and the influence of the index on the compre-
hensive evaluation is greater. If the values of an index are all
equal, the index does not work in the comprehensive
evaluation. For the evaluation problem, suppose that there
are m evaluation objects and n evaluation indicators, and
the initial evaluation matrix R � (rij)m×n is obtained, and
rij denotes the value of the j evaluation indicator of the i

evaluation object; then the entropy value ej of an indicator
rj is

ej � −
1

ln m


m

i�1
δij ln δij, (1)

where δij � rij/
m
i�1 rij and δij denotes the proportion of the

i participant to the indicator under the j indicator.
According to the definition and principle of entropy weight
method, when the entropy value of an index is larger, it
means that the less effective information provided by the
index, the smaller the role in the comprehensive evaluation,
and its weight is smaller; conversely, the larger the entropy
value, the more effective information provided by the index
and the larger the role in the comprehensive evaluation, and
its weight is larger [31]. +erefore, it is scientific and credible
to use the entropy weight method to assign index weight
during the analysis of multiple index evaluation problems.

TOPSIS method is a common method in system engi-
neering, mainly for multiobjective evaluation and decision
analysis of finite solutions, and it has many advantages, such
as no requirement for sample content, no requirement for
sample data distribution, simple calculation process, and
intuitive and easy analysis of results, which makes TOPSIS
method widely and effectively used in many fields, such as
economy, management, and engineering technology.
[28, 32, 33]. For the evaluation of teachers’ knowledge
sharing behavior, the TOPSIS method has no strict re-
strictions on data distribution and sample content indica-
tors. It is suitable for small sample data and large-scale
system data with multiple evaluation units and multiple
indicators, which has the advantage of being real, intuitive,
and reliable. +e core idea and procedure of TOPSIS are as

Table 1: +e evaluation indicator system of teachers’ knowledge sharing behavior.

Evaluation objects Level 1 indicators Level 2 indicators

Teachers’ knowledge sharing behavior
evaluation

Knowledge sharing willingness

Self-efficiency u11
Interpersonal relationships u12

Gaining respect u13
Knowledge sharing recognition u14
Position in the organization u15

Knowledge sharing ability

Knowledge recognition ability u21
Knowledge transfer ability u22
Knowledge receiving ability u23
Knowledge innovation ability u24

Knowledge sharing environment

Knowledge exchange atmosphere u31
Knowledge sharing incentive policy u32

Knowledge sharing culture u33
Trust among teachers u34

Intellectual property policy u35

Knowledge sharing technology support

Knowledge sharing platform u41
Knowledge exchange medium u42

Knowledge sharing map u43
Knowledge base u44

Knowledge sharing effect

Gaining valuable knowledge u51
Knowledge sharing satisfaction u52
Personal capability enhancement u53

Colleague’s approval u54
Organizational performance improvement

u55
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follows: Firstly, the initial data is dimensionless processed to
make the data objectively and truly reflect the gap between
the evaluation objects; then, the positive and negative ideal
values are determined according to the size of the stan-
dardized data of each index; next, the weighted Euclidean
Distance between the evaluation objects and the positive and
negative ideal values is calculated, from which the closeness
of each evaluation object to the best state is derived; finally,
the ranking of each evaluation object is measured. In this
paper, when applying TOPSIS method for comprehensive
evaluation, to address the problem of cumbersome calcu-
lation of Euclidean Distance from evaluation objects to the
positive and negative ideal point, the decision matrix of
TOPSIS method is normalized to simplify the calculation of
the positive and negative ideal solution; meanwhile, the
concept of relative closeness between the index value and
ideal solution of each evaluation object is introduced, and
each evaluation object is ranked according to the size of its
relative closeness.

4.2. Comprehensive Evaluation Process of Entropy Weight-
TOPSIS Method. +e evaluation steps of the improved
entropy weight-TOPSIS method are as follows:

For the evaluation problem with m teachers to be
evaluated and n evaluation indicators, there is the initial data
matrix R � (rij)m×n.

(1) +e normative matrix Q � (qij)m×n is obtained by
dimensionless treatment of the R matrix; that is,

qij �
rij

�������


m
i�1 rij

2
 , i � 1, 2, 3..., m, j � 1, 2, 3..., n. (2)

(2) Calculate δij, which is the weight of the j indicator
of the i participant.

δij �
qij


m
i�1 qij

. (3)

(3) Calculate the entropy value ej of the j indicator.

ej � −
1

ln m


m

i�1
δij ln δij, (j � 1, 2, 3..., n), (4)

where 0≤ ej ≤ 1.

(4) Calculate the difference coefficient ej for the j

indicator.

gj � 1 − ej. (5)

For the j indicator, the larger the difference coef-
ficient χj, the greater the role of the indicator in the
program evaluation; conversely, the smaller χj is,
the smaller the role of the indicator in the program
evaluation is.

(5) Calculate the weight wj of the j indicator.

wj �
gj


n
j�1 gj

. (6)

(6) Construct the weighted data matrix Z � (zij)m×n,
where element zij is defined as follows:

zij � wjqij. (7)

(7) Determine the positive ideal value R+ and the
negative ideal value R− of the index. +e traditional
TOPSIS method of the positive and negative ideals
is more complex due to the values, which makes it
difficult to calculate the Euclidean Distance of each
evaluation scheme to the positive and negative
ideals. For this reason, without affecting the eval-
uation problem to derive the final evaluation results,
this paper makes improvements to the TOPSIS
method to simplify the calculation. +e value of qij

in the normative matrix Q is taken as [0, 1]. Here we
specify that the highest preferred target attribute
value qij � 1 and the lowest preferred target attri-
bute value qij � 0. +us, it can be known that zj

∗ �

wj and zj
− � 0; then the positive and negative ideal

solutions are as follows:

Z−
� z1

−
, z2

−
..., zj

−
  � (0, 0..., 0),

Z∗ � z1
∗
, z2
∗
..., zj
∗

  � w1, w2..., wj .
(8)

(8) Calculate the Euclidean Distance of each evaluation
object to the positive and negative ideal points, and
the distance formula uses Euclidean formula.

Di
−

�

������������



n

j�1
zij − zj

−
 

2




�

��������������



n

j�1
wij

2
qij − 0 

2




,

Di
∗

�

������������



n

j�1
zij − zj

∗
 

2




�

��������������



n

j�1
wij

2
qij − 1 

2




, i � 1, 2, 3..., m, j � 1, 2, 3..., n.

(9)
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(9) Calculate the relative closeness between the index
value and the ideal solution of each evaluation
object ψi.

ψi �
Di

−

Di
∗

+ Di
−. (10)

(10) +e schemes are ranked by the magnitude of
relative closeness, and the greater the relative
closeness ψi, the higher the level of knowledge
sharing of the evaluated teachers; the greater ψi is,
the lower the level of knowledge sharing of the
evaluated teachers is.

5. Case Study

+is paper selects a well-known university in Chongqing,
China, as an example of teacher knowledge sharing
evaluation work and illustrates the evaluation process of
the teacher knowledge sharing evaluation model and
method. +is university is a multidisciplinary university
with distinct engineering characteristics, and it focuses
on cultivating application-oriented compound high-
quality professionals with innovative spirit and practical
ability. +is university has more than 2300 teachers and
staffs, and it strongly focuses on and supports knowledge
sharing behaviors among teachers to improve individual
teachers and the university’s overall knowledge man-
agement. In the process of evaluating the knowledge
sharing behavior of teachers in this university, the above
evaluation system is used to comprehensively evaluate the
knowledge sharing level of four teachers, A, B, C, and D,
and then give the ranking of each teacher’s knowledge
sharing behavior.

In this paper, an expert panel is formed by several experts
in higher education systems and knowledge management,
and the expert panel scores each teacher individually
according to the evaluation indicator system proposed in
this paper. +e range of scores is 1 − 5, where higher scores
indicate a higher level of knowledge sharing behavior of a
teacher on an indicator. +e final combined scores of the
expert are obtained in Table 2.

(1) Since the scores in the expert rating scale are all
dimensionless data, there is no need for dimen-
sionless processing here.

(2) According to equation (3), the weight δij of the i

participating teacher in the j indicator is calculated
to obtain Table 3.

(3) According to equations (4)–(6), the entropy value,
variation coefficient, and weight of each evaluation
index are obtained, and the results are shown in
Table 4.

(4) As shown in Table 5, the weighted normalized data
matrix is obtained from equation (7).

(5) As shown in Table 6, the relative closeness and its
ranking table can be obtained from equations
(8)–(10).

+e ranking result of the relative closeness ci shows that
the four university teachers’ knowledge sharing behavior
level is B〉D〉A〉C in turn, which is consistent with the
intuitive judgment of experts and school colleagues about
the four teachers. Meanwhile, the results are consistent with
those of the unsimplified traditional TOPSIS method, so the
evaluation process of the improved TOPSIS method is more
concise and efficient, and the evaluation results have higher
credibility and practicality.

Table 2: Original data of expert panel scoring.

u11 u12 u13 u14 u15 u21 u22 u23 u24 u31 u32 u33 u34 u35 u41 u42 u43 u44 u51 u52 u53 u54 u55
A 3 3 4 2 3 3 4 3 2 4 3 3 2 3 4 3 2 2 2 3 2 3 2
B 3 3 3 3 3 3 3 4 4 3 4 3 2 4 3 4 3 3 3 4 2 3 3
C 5 4 3 3 4 3 3 4 3 3 4 2 2 3 2 3 1 2 1 2 2 2 2
D 3 4 3 3 3 4 3 4 3 3 3 3 3 2 3 3 3 2 2 3 2 3 3

Table 3: +e weight of the i participating teacher in the j indicator.

u43 u44 u51 u52 u53 u54 u55 u43 u44 u51 u52 u53 u54 u55 u43 u44 u51 u52
A 0.214 0.214 0.307 0.181 0.231 0.231 0.307 0.202 0.168 0.307 . . .. . . 0.250 0.249 0.250 0.273 0.249 0.231 0.200
B 0.214 0.214 0.231 0.273 0.231 0.231 0.231 0.266 0.334 0.231 . . .. . . 0.375 0.334 0.250 0.273 0.334 0.231 0.300
C 0.358 0.286 0.231 0.273 0.307 0.231 0.231 0.266 0.249 0.231 . . .. . . 0.125 0.168 0.250 0.181 0.168 0.231 0.200
D 0.214 0.286 0.231 0.273 0.231 0.307 0.231 0266 0.249 0.231 . . .. . . 0.250 0.249 0.250 0.273 0.249 0.307 0.300

Table 4: Entropy values, variation coefficients, and weights of each evaluation index.

u43 u44 u51 u52 u53 u54 u55 u43 u44 u51 u52 u53 u54 u55 u43 u44 u51 u52
Ej 0.979 0.992 0.994 0.99 0.994 0.995 0.98 0.994 0.992 0.99 . . .. . . 0.953 0.98 1 0.99 0.98 0.994 0.985
Gj 0.021 0.008 0.006 0.01 0.006 0.005 0.02 0.006 0.008 0.01 . . .. . . 0.047 0.02 0 0.01 0.02 0.006 0.015
Wj 0.057 0.022 0.016 0.027 0.016 0.014 0.055 0.016 0.022 0.027 . . .. . . 0.128 0.055 0 0.027 0.055 0.016 0.041
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6. Conclusions

Knowledge sharing behavior evaluation can help schools
and teachers to understand their knowledge sharing levels
and thus provide decision-making input for better policy
formulation, environment optimization, organization con-
struction, and incentive behavior. Teachers’ knowledge
sharing behavior evaluation has become a hot focus of at-
tention in education and academia at home and abroad, yet
there is little research on the quantitative evaluation of
teachers’ knowledge sharing behavior. From a systematic
perspective of combining process and result, this paper
constructs an evaluation indicator system of teachers’
knowledge sharing behavior containing five dimensions of
knowledge sharing willingness, knowledge sharing ability,
knowledge sharing environment, knowledge sharing tech-
nology support, and knowledge sharing effect, which is
proved in practice to be able to evaluate teachers’ knowledge
sharing level scientifically, systematically, and comprehen-
sively. +e entropy weight method is used to revise experts’
experience scoring results and determine the weights of
knowledge sharing behavior evaluation index, which avoids
the subjectivity of the traditional expert evaluation method
and other multilevel and multi-index weight determination
methods and makes the evaluation results more objective,
accurate, and more in line with reality. Compared with the
traditional TOPSIS method, the improved TOPSIS method
has a more streamlined, efficient, and well-organized cal-
culation process. In summary, the evaluation system and
evaluation method of teachers’ knowledge sharing behavior
established in this paper are reasonable and practical, which
can not only judge the comprehensive level of teachers’
knowledge sharing ability but also analyze the strengths and
weaknesses factors of each teacher’s knowledge sharing, to
provide a basis for decision-making to improve teachers’
knowledge sharing level. Of course, the empirical research in
this paper still has its limitations, such as insufficient sample
sources and insufficient sample size. In the future work, the
empirical analysis is needed to further verify the advantages
of the evaluation model and method in this paper.
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Human action recognition is an important eld in computer vision that has attracted remarkable attention from researchers. �is
survey aims to provide a comprehensive overview of recent human action recognition approaches based on deep learning using
RGB video data. Our work divides recent deep learning-based methods into ve di�erent categories to provide a comprehensive
overview for researchers who are interested in this eld of computer vision. Moreover, a pure-transformer architecture
(convolution-free) has outperformed its convolutional counterparts in many elds of computer vision recently. Our work also
provides recent convolution-free-based methods which replaced convolution networks with the transformer networks that
achieved state-of-the-art results on many human action recognition datasets. Firstly, we discuss proposed methods based on a 2D
convolutional neural network. �en, methods based on a recurrent neural network which is used to capture motion information
are discussed. 3D convolutional neural network-based methods are used in many recent approaches to capture both spatial and
temporal information in videos. However, with long action videos, multistream approaches with di�erent streams to encode
di�erent features are reviewed. We also compare the performance of recently proposed methods on four popular benchmark
datasets. We review 26 benchmark datasets for human action recognition. Some potential research directions are discussed to
conclude this survey.

1. Introduction

Human action recognition is one of the most crucial tasks in
video understanding. �is eld has a wide range of appli-
cations, such as video retrieval, entertainment, human-
computer interaction, behavior analysis, security, video
surveillance, and home monitoring. In detail, we want to
nd handshake events in a movie or o�side decisions in a
football match and the results are returned automatically.
�e goal of human action recognition is to recognize au-
tomatically the nature of an action from unknown video
sequences.

�ere are some challenges in human action recognition.
�e view invariance is one of the reasons that make human
action recognition more complex. �ere are some simple
datasets having a xed viewpoint [1, 2] while most of the
recent datasets have many viewpoints. In addition, each
person has their size and shape as well as posture. �ey can

appear with various clothes and accessories. An action which
is performed in an indoor environment with a uniform or
static background is easy to recognize than an action that is
recorded in a cluttered or dynamic background. In addition,
lighting conditions or viewpoints contribute to increase or
decrease of the accuracy of recognition. �e next problem is
intraclass and interclass variations. A human action rec-
ognition method must be able to generalize an action over
variations within a class and distinguish between actions of
di�erent classes. For examples, people have di�erent speeds
when they run or walk.�e occlusion problem is a hard issue
in action recognition because some body parts of humans
are disappeared temporarily. For example, some body parts
cover other parts or a subject, or a person is hidden behind
another person. Temporal variations are also an important
challenge because actions are happening for a long time.

Deep learning methods have achieved state-of-the-art
results on various problems of computer vision, especially
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human action recognition. Convolutional neural networks
(CNNs) [3] are the neural network that uses convolutional
operator in their layers. Convolutional network is used for
computing a grid of values such as images while recurrent
neural networks (RNNs) [4] are a type of neural network for
processing sequential data, such as text and video. In this
survey, we focus on proposed methods for human action
recognition using deep learning techniques.

1.1. Review of Related Survey Articles. Since human action
recognition is an attractive problem, many surveys have
been done over the last few years.*emost popular survey of
human action recognition is the work in [5]. Firstly, the
authors discussed the local representation and global rep-
resentation-based methods. *en, three types of action
classification approaches were discussed, including direct
classification, temporal state-space models, and action de-
tection. However, this study have been conducted over ten
years ago, and this survey reviewed methods using hand-
crafted features.

Zhang et al. [6] provided an overview of human action
recognition, interaction recognition, and human action
detection methods. *e whole part of the survey discussed
human action feature representation methods. First, the
authors discussed handcrafted action features for RGB,
depth, and skeleton data. *en, they reviewed some deep
learning-based methods. However, they focused on two-
stream networks and long short-term memory methods.

A review of Singh and Vishwakarma [7] focused on
human action datasets in the past two decades. *ey clas-
sified these datasets into two classes, namely RGB (Red-
Green-Blue) and RGB-D (depth) datasets. *ey discussed 26
RGB and 22 RGB-D datasets. Two categories of existing
methods (handcrafted and learned feature representations)
were discussed; however, the main contribution of this work
is dataset analysis.

RGB-D data plays a vital role in human action recog-
nition because this data provide color, depth and skeleton
data. *e performance of human action recognition systems
is improved significantly when they exploit depth and
skeleton data. With a special focus on RGB-D data, Liu et al.
[8] reviewed human action recognition and human inter-
action recognition based on hand-crafted features. *en,
their survey discussed human activity recognition based on
deep learning in the next part.

Zhu et al. [9] reviewed over 200 papers about human
action recognition. *eir survey focused on three different
approaches for human action recognition. Firstly, two-
stream networks were reviewed. *e two-stream methods
tried to exploit the temporal relationship between frames
because motion information plays a vital role in human
action recognition in video. *e first stream encodes the
spatial information and the second one encodes the optical
flow. In this review, the authors focused on recurrent neural
networks which were used as a part of a two-stream network
while our work discusses RNNs-based methods for human
action recognition. Next, 3D CNN-based methods were
discussed. 3D CNNs exploit both spatial and temporal

information by using a 3D tensor with two spatial and one
temporal dimension. *e two-stream networks require huge
resources to compute, and the 3D CNNs are hard to train.
*erefore, they reviewed efficient video modeling which try
to reduce computational intensity.

Beddiar et al. [11] reported a survey which discussed
human activity recognition approaches in the last ten years.
*e authors classified human activity recognition ap-
proaches into various categories. *e first category is the
feature extraction process. Both hand-crafted features and
feature learning were discussed. *en, they discussed three
stages of human activity recognition approaches, including
detection, tracking, and recognition. Next, unimodel and
multimodel approaches were surveyed. *ey classify human
activity recognition methods into three classes of learning
supervision, namely supervised, unsupervised, and semi-
supervisedmethods.*e review also provided different types
of activities. However, the recent deep learning techniques
for human activities recognition were not highlighted
clearly.

In order to review many different challenges, Jegham
et al. [10] reviewed methods which aimed to solve these
challenges in human action recognition. Many challenges
were discussed such as anthropometric variation, multiview
variation, cluttered and dynamic background, interclass
similarity, intraclass variability, low-quality videos, occlu-
sion, illumination variation, shadow and scale variation,
camera motion, and poor weather conditions. In the second
part, the authors reviewed recent action classification
methods and popular datasets. *ey focused on three types
of methods, including template-based methods, generative
model-based methods, and discriminative model-based
methods.

A different survey [12] discussed human pose estimation
and the role of it in human action recognition application.
Firstly, the survey discussed various types of human pose
estimation such as single person, multiperson, 3D human
pose estimation, and human pose estimation in videos and
depth images. In the remained part, they discussed human
pose estimation for action recognition.

A review of single vision and multivision modalities was
provided by Majumder and Kehtarnavaz [13]. In the single
vision modality section, the authors discussed the ap-
proaches which used video data for action recognition. In
the next section, the methods using RGB+Depth data were
reviewed in multivision modality section. In each modality,
both conventional and deep learning approaches were
reviewed.

Table 1 provides a summary of recent related surveys.
Moreover, some main contributions of this work are
discussed.

1.2. Contributions of *is Survey Article. Human action
recognition has a wide range of applications; therefore, many
approaches have been proposed using deep learning tech-
niques. We aim to provide a comprehensive survey of recent
deep learning techniques for human action recognition. In
summary, our main contributions are listed here:
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(i) We discuss the most recent deep learning tech-
niques for human action recognition.

(ii) We provide the first review of convolution-free
approaches in the human action recognition field.

(iii) We survey the most popular benchmark datasets for
human action recognition

(iv) We provide a comprehensive analysis of proposed
methods.

1.3. Roadmap of the Survey. As in Figure 1, the rest of the
survey is organized as follows. In Section 2, we discuss the
most recent deep learning techniques for anomaly detection.
*en, we provide two accuracy comparisons of some
popular datasets in Section 3. Section 4 reviews many
popular benchmark datasets in the human action recogni-
tion field. Finally, we discuss some open research problems
and give the conclusion of this survey.

2. Recent Deep Learning-Based Methods in
Human Action Recognition

In this section, we review recent deep learning-based
methods for human action recognition. With the devel-
opment of large-scale datasets and deep learning, this leads
a remarkable growth of models based on deep learning for
human action recognition. *ere are four trends and a new
trend has attracted some researchers recently. *e first
trend is 2D Networks which uses 2D convolutional neural
networks in their models, such as TSM [14], TRN [15], and
GSM [16]. *e second trend is action recognition based on
RNN, such as in [17–19]. *e third trend is 3D Single
Stream Network which uses 3D convolutional kernels in
the networks, such as CSN [20] and TSN [21, 22]. *e
fourth trend is 3D Two-Stream Network which includes a
spatial and a temporal stream to encode both structure and
optical flow information, such as in [23–26]. Finally,
convolution-free approaches based on attention mecha-
nism are a new trend in human action recognition with
efficient computation and performance, such as in [27–29]
and TimeSformer [30].

2.1. Methods Based on 2D CNN. In this part, we will discuss
the proposed methods that are based on 2D CNNs. One of
the advantages of 2D CNNs is that the computation is cheap
[14]. However, 2D CNNs often cannot exploit well the
temporal information. *erefore, many approaches try to
capture both spatial and temporal information [16, 31, 32].
Optical flow information plays a vital role in action rec-
ognition, but the computation cost is expensive. *erefore,
in [33–35], the authors tried to compute optical flow with
low cost and efficiency.

Two-stream networks are often trained individually with
high computational cost. Jiang et al. [31] proposed an ef-
ficient method to exploit both spatiotemporal and motion
features in a 2D framework, namely STM block. *e STM
block includes a channel-wise spatiotemporal module
(CSTM) and a channel-wise motion module (CMN). *e
CSTM is used to extract spatiotemporal information. *e
input feature map F ∈ RN×T×C×H×W is reshaped into
F∗ ∈ RNHW×C×T. *en, a channel-wise 1D convolution is
applied on input feature maps. A 3D convolutional network
can encode local spatial and temporal features. However,
they cannot encode ordered temporal information of all
clips. A channel-independent directional convolution
(CIDC) [32] was introduced to solve this issue. Given input
feature map with C channels, CIDC convolve each channel
of input feature map with T′ filter. *e output feature map
including spatial and temporal information is obtained by
concatenating C × T′ feature map. Another strategy in ac-
tion recognition is frame selection. Gowda et al. [36] pro-
posed a smart frame selection method that improved over
many state-of-the-art models. *e method includes two
branches. *e first computes a score δi for each frame, and
the second computes a score ci of a pair of frames. Given n

frames, top m frames are chosen using a final score which is
multiplied both score δi and ci. Finally, a classifier is used for
the final prediction. *e authors used the Something-
Something-V2 dataset [37] for ablation study. *ey also
experienced on Kinetics [38], UCF101 [39], and HMDB51
[40].

According to the observation, movement variations at
motion boundaries are very important in human action
recognition. Zhang et al. proposed persistence of appearance

Table 1: Summary of the related survey articles.

Survey Year
Scope

Contributions
Handcrafted 2D

CNN RNN 3D single-
stream

3D
multistream

Convolution-
free Datasets

[5] 2010 ✓ ✓
(i) We categorise five aspects of deep
learning methods for human action
recognition
(ii) Convolution-free approaches are
first reviewed in our work
(iii) A detailed review of popular
benchmark datasets for action
recognition

[6] 2019 ✓ ✓ ✓ ✓ ✓ ✓
[7] 2019 ✓
[8] 2019 ✓ ✓ ✓ ✓
[9] 2020 ✓ ✓ ✓ ✓ ✓
[10] 2020 ✓
[11] 2020 ✓ ✓
[12] 2021 ✓
[13] 2021 ✓ ✓ ✓ ✓
Our 2021 ✓ ✓ ✓ ✓ ✓ ✓
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(PA) [33] to obtain a map that encodes small motion var-
iations at boundaries. *e difference between the optical
flow and PA is that PA captures the motion variation
without encoding the direction of the movement. Given two
frames, eight 7 × 7 convolutions are applied to obtain low-
level feature maps F1, F2. *e i-th PA component is
computed as PAi(p,Δt) � Fi(p, t + Δt) − Fi(p, t), where Fi

is the i-th feature map. All PAi are aggregated to a channel
PA. *e PA maps the appearance to the dynamic motion
because it maps from three-dimensional to two-dimensional
tensor. To exploit motion information, Piergiovanni and
Ryoo [34] proposed a convolutional layer to capture the flow
of any channel for action recognition without computing
optical flow. *e proposed fully differentiable convolutional
layer has learned parameters that enhance the performance
of action recognition systems. Optical flow is an expensive
method. Xu et al. [35] proposed a fast network to improve
the extraction of optical flow. *e optical flow is generated
by MotionNet [41] which is an end-to-end trainable net-
work. Moreover, OFF [42] is added to the network to get
better optical flow features. *e optical flow is computed
directly from RGB frames without precalculation or storage.
*erefore, both spatial and temporal information are
learned by one network.

One of the most popular modules in human action
recognition is temporal shift module (TSM) [14]. TSM has
the complexity of a 2D CNN but obtains the performance of
3D CNN. In addition, this module can insert into a 2D CNN
without extracomputation and parameters. Given a tensor

with C channels and T frames. A part of the channels is
shifted by −1, and another part is shifted by +1. *e rest of
the tensor is unshifted. *e TSM can be inserted before
convolutional layer or residual block, but the spatial features
may be harmed because the information is lost. To deal with
this problem, the TSM is inserted into a residual branch in a
residual block. To exploit the temporal relations between
frames in video, Zhou et al. [15] proposed a temporal re-
lation network (TRN) which predict human-object inter-
actions in the Something-Something dataset accurately.
*eir paper show that the TRN outperformed two-stream
network as well as 3D convolution networks. *e pairwise
temporal relation is computed as T2(V) � hϕ(i<jgθ
(fi, fj)), where V � f1, f2, . . . , fn  is the video with n
frames. *e functions hϕ and gθ is used to fuse the frame
features. Moreover, *e function captured frames relations
at different scale is described as MTN(V) � T2(V) + T3(V)

+ · · · + TN(V), where Td is temporal relationship of d

frames. A 2D convolution neural network (CNN) has
smaller parameters and fast computation than a 3D CNN.
However, a 2D CNN usually captures spatial information.
Sudhakaran et al. proposed a gate shift module (GSM) [16]
which is an 2D CNN to capture spatial and temporal fea-
tures. *e input is applied a spatial convolution. *en, a
grouped spatial gating is computed. *e 2D convolution
ouput is split into group-gated features and residual. *e
gated features are group-shifted and fused with the residual.
*e spatial and temporal information is exploited by a
learning spatial gating.

A Survey for Human Action Recognition

1. Introduction

Review of related survey articles

Contribution of this survey article

Roadmap of the survey

2. Recent Deep Learning Based Methods in Human Action Recognition

Methods Based on 2D CNN

Methods Based on RNN

Methods based on 3D Single-stream Network

Methods based on 3D Multi-stream Network

Convolution-free approaches

3. A Comparison of Methods

3. Benchmark Datasets

Simple Datasets

Clip-level Datasets

Video-level Datasets

4. Open Research Problems

5. Conclusions

Figure 1: *e structure of the survey.
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In a different approach to abovementioned methods,
Zhang et al. [43] applied video super-resolution to human
action recognition by introducing two video super-resolu-
tion (SR) modules, namely spatial-oriented SR (SoSR) and
temporal-oriented SR (ToSR). *e low-resolution input
video is enhanced by two proposed modules. *e input of
the recognition network includes the output of the SoSR and
the optical flow computed from the output of the ToSR
module.

2.2. Methods Based on RNN. CNNs are popular models for
image representation. *ey are also used to learn action
representation in videos [14–16]. However, they often work
well with short videos [33, 34], since only spatial features are
captured and motion information of action are not encoded.
To encode longer motion in video, some approaches have
used RNNs, and long-short term memory (LSTM), such as
in [17–19]. RNN is widely used in sequence data like video,
and text. LSTM is a special version of RNN with the ca-
pability of learning long-term information. In addition,
LSTM is combined with an attention mechanism [44] or is
used in a three-stream network [45, 46] for action
recognition.

With video data, RNNs and LSTM requires high
memory storage and computation cost. A compact LSTM
model (TR-LSTM) [17] was proposed to solve this issue. *e
TR-LSTM use the tensor ring decomposition to reconstruct
the input-to-hidden layer of the recurrent network. In the
tensor ring decomposition, the first and last tensors are
connected circularly and constructed in a ring-like structure.
A densely-connected bi-directional LSTM (DB-LSTM)
network [18] is used to represent the spatial and temporal
information of human actions. *e goal of DB-LSTM is to
capture the spatial, short-term, and long-term patterns. *e
spatial and short-term patterns are extracted by a sample
representation learner module, and the long-term patterns
are exploited by a sampling stack. Another work, named
correlational convolutional LSTM (C2 LSTM) [19] aims to
exploit both spatial and temporal information of human
action video. *e basic spatial features are extracted by two
parallel convolutional networks, and then, these features are
used as input for the C2 LSTM module. *e C2 LSTM
extracts the spatial and temporal information as well as the
time relation by using cross-correlation inside the LSTM.

A three streams network was proposed by Liu et al. [45]
for human action recognition.*e network includes a spatial
stream, a temporal stream, and a spatial-temporal saliency
stream. *ese streams are used to extract appearance in-
formation of RGB frames, motion information of optical
flow frames, and spatiotemporal foreground information of
objects from spatiotemporal saliency maps. In addition, they
proposed three attention-aware LSTMs to exploit the rela-
tionship between frames. Another three-stream network
[46] processes different frame rates for human activity
recognition. *e first stream operates at a single frame rate
and the second stream processes at low frame rates. Both
streams are used to capture spatial features. *e third stream
processes at high frame rates to capture temporal features.

*e output of the previous step is fed into two LSTM layers.
*is makes the proposed model deeper. Instead of using the
LSTM layer, the authors use an attention mechanism to
capture temporal information.

To extract the salient features of human action videos, Ge
et al. [44] introduces an attention mechanism and con-
volutional LSTM. A convolutional network is used to extract
features of the input video. *en, a combination of LSTM
and a spatial transformer network extracts salient features.
*e final classification is obtained by a convolutional LSTM.
*e proposed combination can select salient localities ef-
fectively while getting higher accuracy than soft attention
and using less calculation than hard attention.

2.3. Methods Based on 3D Single-Stream Network. In this
part, we will discuss 3D convolution-based models. *ese
methods obtain good results since 3D CNN extracts spatial
and temporal information from action video directly. Fig-
ure 2 is an example of single-stream network architecture.
*e input frames are fed into a 3D single-stream network to
extract both spatial and temporal features.

Tran et al. [20] proposed a channel separated con-
volutional network (CSN) which employs 3D group con-
volution. *e CSN is defined as 3D CNNs; however, only
1 × 1 × 1 conventional convolutions or k × k × k depthwise
convolutions are used. In detail, the conventional convo-
lutions are used for channel interaction and depthwise
convolutions are used for local spatiotemporal interactions.
In their work, a 3 × 3 × 3 convolution from the bottleneck
block by a pair of a 1 × 1 × 1 convolution and a 3 × 3 × 3
depthwise convolution to get a interaction-preserved
channel-separated bottleneck block. Moreover, the 1 × 1 × 1
convolution in the previous pair convolutions is removed to
obtain interaction-reduced channel-separated bottleneck
block.*e authors also applied group convolution to ResNet
blocks. Two 3 × 3 × 3 convolutional layers of simple ResNet
block are replaced by two 3 × 3 × 3 grouped convolutions or
a set of one 1 × 1 × 1 convolution and two depthwise con-
volutions. 3D convolutional neural networks have high
training complexity and huge memory cost. In order to
resolve this problem, Zhou et al. [47] proposed a combi-
nation of 2D and 3D convolution, namely mixed con-
volutional tube (MiCT). *e deep MiCT is an end-to-end
network which receives RGB video sequences as inputs. *e
whole network includes four MiCTs and a global pooling in
the last layer of the network.*is pooling allows the network
to accept any length videos as inputs. Each MiCT block
receives an 3D signal.*e input process by a 3D convolution
to extract spatial-temporal feature maps. *e extracted
features are passed through a 2D convolution to compute the
final feature maps. *e MiCT-Net uses fewer 3D convolu-
tion, but it obtains deeper feature maps. Instead of com-
bining 2D and 3D convolution, a new spatiotemporal
architecture fused 2D and 3D architectures to improve
spatiotemporal representation. Diba et al. proposed holistic
appearance and temporal network (HATNet) [48] which
exploits semantic information at different levels. HATNet
uses 2D convolutional blocks to encode the appearance
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information of individual frames in a video clip. In addition,
the 3D convolutions extract temporal information in a batch
of frames. ResNet18 and ResNet50 was used in HATNet for
3D and 2D modules, respectively. *e output feature maps
of each 2D and 3D block are merged; then, a 1 × 1 × 1
convolution is applied to reduce the channel of features.
With prestraining on HVU dataset [48], the HATNet ob-
tained 97.8% and 76.5% on UCF101 [39] and HMDB51
datasets [40], respectively.

*e video usually has repeating information, and the
temporal squeeze network [21] can map the movement
information from a long video into a set of few frames. Given
a video X with K frames, a frame-wize z is obtained by
applying the squeeze operation. *e output of squeeze
operation is fed into a excitation operation. Global average
pooling is used to implement the squeeze operation while
the excitation operation is implement by two fully connected
layers and two activation functions. *e shorter sequence
frames Y′ is obtained by projecting the flattened vector of X

onto the hyperplane A, where A is computed from the
output of the excitation operation. To reduce the compu-
tational cost of motion feature, a FASTER-GRU network
[49] aggregates the temporal information. *e FASTER
framework uses an expensive model and a lightweight model
to exploit the information of the action and scene, respec-
tively. *e FAST-GRU aims to learn the features from
multiple models. *is network maintains the resolution of
feature maps to exploit more spatial-temporal information.
A fully connected layer is replaced by a 3D 1 × 1 × 1 con-
volution. *e proposed method was evaluated on Kinetics
[38], UCF101 [39], and HMDB51 datasets [40]. A combi-
nation of 3D convolution neural network and long-short
term memory [50] is used to capture low-level spatial-
temporal feature and high level temporal feature. *e
proposed network used Inception 3D CNN [38] to extract
spatial features and low-level motion features from a se-
quence of frames. *en, the output of the I3D model is fed
into a LSTM network to exploit high-level spatial features.
Temporal information plays a vital role in human action
recognition; however, this information still has challenging
problems. A temporal difference network (TDN) [51] was

proposed to capture multiscale temporal information. In
addition, TDN in an end-to-end model that captures both
short-term and long-term motion information. Given T

frames I � [I1, . . . , IT], a 2D CNN is used to extract features
F � [F1, . . . , FT]. A short-term and long-term TDM is ap-
plied to exploit short-term and long-term motion. To
capture the short-term motion, a stacked RGB difference of
frame Ii is downsampled using an average pooling, then
extracted motion information with a 2D network. *e
feature is upsampled to match the size of RGB features. In
the long-term TDM, the aligned temporal difference is
computed, and then fed into a multiscale module to extract
long-range motion information. Features are enhanced by a
bidirectional cross-segment temporal difference. *e TDN
framework with ResNet backbone [52] was evaluated on
Kinetics-400 [38] and Something-Something-V1-V2 [37].
Instead of computing the optical flow frame-by-frame, the
proposed MotionSqueeze module [53] learned motion
features by a light-weight learning technique. *e module
contains three parts, namely correlation computation, dis-
placement estimation, and feature transformation. *e
correlation score is defined as s(x, p, t) � F(t)

x · F(t+1)
x+p , where

F(t) and F(t+1) are two input feature maps. *en, motion
information is estimated in the displacement estimation
module and a confidence map of correlation is obtained
from the correlation. *e concatenation of displacement
map and the confidence map is used as the input of the
feature transformation. *e feature transformation converts
the input into an effective motion feature. *e MotionS-
queeze module is inserted into ResNet and evaluated on
Something-Something-V1, Something-Something-V2 [37],
Kinetics [54], and HMDB51 datasets [40].

Kalfaoglu et al. [22] proposed a method which obtained
highest accuracy on both HMDB51 [40] and UCF101 [39]
datasets with 85.10% and 98.69%. *e most important thing
in this study is that the authors replace the conventional
temporal global average pooling (TGAP) layer by the bi-
directional encoder representations from transformers
(BERT) layer. *is replacement utilize the temporal infor-
mation with BERT’s attention mechanism. *ey declared
that TGAP ignores the order of the temporal features, and
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Figure 2: 3D single-stream network.
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BERT can focus on the important temporal features. *e
proposed network removed temporal global average pooling
at the end of the proposed 3D CNN architecture. A learned
positional encoding was added to the extracted features to
maintain the positional information.*e two last parts of the
architecture is multihead attention a classification. *en,
they also proposed some features reduction blocks. Atten-
tion is a useful tool in many fields of computer vision. A
novel W3 (what-where-when) video attention module [55]
including a channel-temporal attention Mc and a spatio-
temporal attention Ms was proposed for the action recog-
nition problem. An average-pooling and a max-pooling are
used to aggregate global spatial information. *e output is
fed into a shared MLP network to exploit the interchannel
relationship. To model the temporal dynamics of objects, a
channel temporal attention with two layers of 1D convo-
lutions is computed. With spatiotemporal attention, an
average-pooling and max-pooling are used as in channel-
temporal attention to exploit spatial feature maps. *e
features are concatenated and fed into a 2D convolution to
obtain frame-level spatial attention. To obtain the temporal
attention, two 3D convolutional layers is applied with the
frame spatial attention of previous step. *e W3 attention
module was integrated the ResNet50-based TSM [14].

*e backbone CNN network plays a vital role in many
recent action recognition systems. Martinez et al. [56]
changes the last layers of the backbone network to improve
the representation capacity. *e important information is
maintained in global feature branch. *e global feature
branch consists a global average pooling and a linear clas-
sifier. *e average pooling aggregates the spatial and tem-
poral information of the video. In the discriminative filter
bank, the filters are includes 1 × 1 or × 1 × 1 × 1 convolu-
tions and global max pooling to compute the highest acti-
vation value. *e third branch is local detail preserving
feature branch. A bilinear upsampling operation are applied
to double the resolution of the features. A skip connection is
add from the features of stage 4. Two backbone networks
(2D TSN [57] and inflated 3D [38]) were used to evaluate the
proposed module with Something-Something-V1 [58] and
Kinetics-400 [38].*e temporal modeling methods based on
3D CNN requires a large number of parameters and
computations. Lee et al. [59] proposed VoV3D which is an
3D network with an effective temporal modeling module for
temporal modeling. *e module names temporal one-shot
aggregation (T-OSA). *e T-OSA use many 3D convolu-
tions with different receptive fields. All the output features
are concatenated and reduced dimension by a 1 × 1 × 1
convolution. In addition, the authors proposed a depthwise
spatial-temporal module which decomposes a 3D depthwise
convolution into a spatial depthwise convolution and a
temporal depthwise convolution for making a more light-
weight and efficient network. Something-Something-V1,
Something-Something-V2 [58], and Kinetics-400 [38] was
used to evaluate.

Zhao and Snoek [60] proposed a single two-in-one
stream network to reduce the complex computation of two
stream network. *e network processes both RGB and
optical flow in a single stream. *e most important

contribution in this work is motion condition layer and
motion modulation layer. *e motion condition layer maps
flow inputs to motion condition Ψ. *en, the motion
condition Ψ is fed into the motion modulation to learn two
affine transformation parameters (β, c). *ese parameters
are used to influence the appearance network as below
formula M2(Frgb) � β⊙Frgb + c, where Frgb is the RGB
feature maps and ⊙ is an element-wise multiplication op-
eration. Instead of using deeply stacking convolution layers,
Huang and Bors [61] proposed region-based nonlocal (RNL)
to exploit long-range dependencies. *e RNL operation is
used to compute the relation between two positions based on
their features and the neighboring features. *e feature of
each position is computed from all neighboring positions.
*e RNL operator is embed into a residual block as
z � yWz + x. In addition, the RNL block is combined with
SE [62] block to exploit spatiotemporal attention and
channel attention. Two backbone networks are used to
implement the proposed RNL, including ResNet-50 [52] and
temporal shift modules (TSM) [14]. *e network was
evaluated on Something-Something-V1 [37] and Kinetics-
400 [38]. Furthermore, OmniSource [63] trains video rec-
ognition model using web data, such as images, short videos,
and long videos. *e methods train a 2D teacher network
and a 3D teacher network to filter the the web data that have
lo confidence scores. Hua et al. proposed a dilated silhouette
convolutional network (SCN) [64] for human action rec-
ognition in video. *e silhouette boundary curves of the
moving subject are extracted, and then, the silhouette curves
are stacked as a 3D curve volume. *e curve volume is
resampled to a 3D point cloud to represent the spatial and
temporal information of actions.

2.4. Methods Based on 3D Multistream Network.
Multistream networks can exploit different types of features
in human action recognition. Spatiotemporal and motion
information are two important features of human action
recognition. A two-branch network has two branches, in-
cluding the RGB branch and flow branch. *e RGB branch
exploits the visual structure of scenes and objects, while the
flow branch exploits the motion of objects. Many recent
proposed methods use a 3D CNN to exploit spatiotemporal
information and a flow stream to exploit motion informa-
tion [24, 26, 38]. *e two-stream network obtains state-of-
the-art accuracy by using RGB and flow images as input.
However, each stream is usually trained individually and the
optical flow requires a heavy computation. *erefore, some
approaches try to construct a two-stream network more
efficiently [23, 65]. Figure 3 shows a two-stream network
architecture that are used in many recent approaches.

To pay different types of attention, a two-stream at-
tention [26] was proposed using the visual attention
mechanism. *e network contains two streams. *e first
stream is the temporal feature stream which inputs an
optical flow image sequence. An LSTM and a temporal
attention are used to aggregate the information of the optical
flow image. *e second stream is a spatial-temporal feature
stream.*is stream uses an LSTM architecture to encode the

Computational Intelligence and Neuroscience 7



temporal relationship. *e spatial features are extracted by
some convolutions. *en, the spatial attention assigns an
important location for the next step of feature generation
and the temporal attention is used to focus the temporal
frames. *e method was evaluated on UCF11 [66], UCF
Sports [67], and jHMDB [68]. An approach convert 2D
classification networks into 3D ConvNets. *e network is
named as Two-Stream Inflated 3D ConvNets (I3D) [38].
*ey inflated all the filers and pooling kernels of the 2D
architecture by enlarging a temporal dimension. To pretrain
the 3D model on the ImageNet dataset, the authors con-
verted an image into a video by copying it many times. *e
network has two streams. *e first stream uses RGB inputs
and the second one use flow inputs. *e two networks are
trained separately and the results are averaged. A two-
pathway convolutional neural network [24] was proposed by
Huang et al., namely Fine and Coarse. In the fine branch,
motion information of raw input is extracted by a motion
band-pass module. *e extracted motion is fed into a
backbone CNN [69] to learn the fine-grained motion fea-
tures. On the other hand, the coarse branch is used to learn
coarse-grained information. *e raw frames are down-
sampled and fed into a backbone CNN to exploit coarse-
grained features. In order to merge the features from two
branches, a lateral connection module was established. *e
proposed method was evaluated on Something-Something-
V1 [37], Kinetics-400 [38], UCF101 [39], and HMDB51
dataset [40]. A combination of RGB, flow, pose, and pairwise
stream [70] was proposed to improve the performance of the
action recognition system. *e network includes two

branches. *e first branch uses CD3 [71] and I3D [38] as
backbone networks to extract spatial and temporal infor-
mation. In the second branch, a pairwise stream learns the
spatial relationship between the subject who perform the
action and the surrounding objects. In addition, a pose
stream inputs keypoint images. Keypoint images provide the
connected key body parts of a person. *e predicted results
are obtained by using the late fusion method. *e network
was evaluated on UCF101 [39] and HMDB51 datasets [40].

Optical flow requires high computing. A proposed ap-
proach [23] mimics the motion stream using a standard 3D
CNN. *ey introduced two learning strategies, namely
Motion Emulating RGB Stream (MERS) and Motion-
Augmented RGB Stream (MARS). In the first strategy, a flow
network is trained to classify actions using optical flow clips.
*en the MERS is trained to mimic the flow stream using
only RGB frames. *e last layer of MERS is trained by using
the imitative flow features. In the second strategy, a flow
stream (teacher) uses optical flow clips to train. Next, the
teacher network is frozen its weight and MARS (student) is
trained with RGB frames as input. Since only RGB frames
are used as input in the testing phase, the network avoids the
high computation of optical flow.*e optical flow requires a
high computation cost. Stroud et al. [65] introduced Dis-
tilled 3D Network (D3D) which obtained high performance
without optical flow computation during inference. *e
D3D combines motion information in the temporal stream
into the spatial stream. *is leads the spatial to behave like
the temporal stream. D3D trains two networks, including a
teacher network and a student network.*e teacher network
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Figure 3: 3D two-stream network.
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is a learned temporal stream of a two-stream network and
the student network is a spatial stream.*e knowledge of the
teacher network is distilled into the student network during
the training phase.

One of the problems of a two-stream network is to
exploit the complementary information between two
streams [25]. To solve this issue, Zhang et al. proposed a
cross-stream network [25]. Two similar backbone networks
are used to extract structure and motion features. *en, a
cross-stream connection block is used to compute the
correlation between the appearance and motion features.
*e classification scores are obtained by a classifier which
inputs the extracted features of previous blocks. *e cross-
stream network is evaluated on UCF101 [39] and HMDB51
datasets [40] and Something-Something-V2 [58]. *e most
popular multimodality method fused its stream at the last
stage of the model. A cross-modality [72] exchanges in-
formation between modalities in a more effective way. *e
proposed network has two branches. Instead of averaging
the scores of the two branches, several cross modality at-
tention (CMA) blocks are added after some stage of the
network. *e CMA matches a query of the first modality
with key-value pairs of the second modality.

A very deep network [73] uses residual learning to encode
spatial-temporal information human action recognition videos.
*e network, residual spatial-temporal attention network (R-
STAN), includes two streams. Since the computation of optical
flow has high cost, RGB Difference images are used to extract
motion information.*e RGBDifference images are computed
by applying a element-wise subtraction operation between two
frames. *e network is constructed of many residual spatial-
temporal attention blocks, including a residual block and a
temporal and a spatial attention module. A feature map is
processed as M′(x) � M⊙AT ⊙AS, where M and M′ are the
input and output feature maps and AT and AS are the temporal
and spatial attention, respectively. Two standard datasets
(UCF101 [39] and HMDB51 [40]) was used to evaluate the
proposed method. A proposed neural network [74] computed
the local and global representations parallel. *erefore, the
feature maps are processed in local path and global path. In the
first path, the local features xl are updated from xl−1 and global
vector gl−1. In the second one, the global vector is updated with
local feature xl. Next, they proposed a local and global
combination classifier to make the final prediction by
combining the local and global representations. Finally, they
proposed two different local and global diffusion networks,
namely LGD-2D and LGD-3D. *e difference between the
LGD-2D and LGD-3D is that the input of the first one is T

noncontinuous frames while the input of the second is T

consecutive frames. In addition, LGD-2D and LGD-3D use 2D
convolution and 3D convolution, respectively. *ey evaluated
on two datasets, namely Kinetics-400 [38] and Kinetics-600
[75]. *ey also experienced on two of the most popular video
action recognition datasets UCF101 [39] and HMDB51 [40].

Instead of training different networks separately, Zhou
et al. [76] constructed a probability space from which a
spatial-temporal fusion strategy can be derived. *e authors
introduced spatial-temporal fusion strategies that obtained
high performance on poplar datasets. To exploit the mutual

correlations in the video, an attention mechanism [77] is
used in the 3D convolutional network.*e authors proposed
a temporal and spatial attention submodule and then used
these attentions to construct the temporal and spatial de-
formable 3D convolutional network. Both 3D convolutional
networks can learn temporal and spatial information as well
as static appearance. A proposed model [78] used pose
information to predict actions. First, they used the PoseNet
approach with ResNet backbone to obtain estimated pose
keypoints for each human in a frame.*e backbone network
used is ResNet50 with a 3D version. *ey added a feature
gating module and did not apply temporal downsampling in
any layer of the backbone network to improve the perfor-
mance. *e authors tried to avoid training three models
separately since the input included RGB, flow, and pose data.
*ey proposed a multiteacher framework in which its input
can be RGB, flow, or pose. *ey evaluated on three
benchmark datasets, including Kinetics-600 [38], UCF101
[39], and HMDB51 [40],

2.5. Convolution-Free Approaches. *e 2D network is very
successful in capturing the spatial features. However, the
motion information is still missed. 3D convolution network
is used to encode spatial-temporal information in videos but
it requires a high computation cost. Transformer was pro-
posed for natural language processing and then adopted for
computer vision. It does not require heavily stacked con-
volutions to encode information, such as in [27–30].

A convolution-free model [27] that requires a smaller
number of frames for inference.*emodel is based on a self-
attention mechanism for capturing both spatial and tem-
poral information. *e authors separate the spatial attention
and the temporal attention to reduce the computation and
exploit temporal information better. Each input frame (H ×

W) of the network is split into nonoverlapping patches
N � HW/P2, where the size of each path is P × P.*en, each
patch representation is converted to query, key, and value
vectors. To avoid expensive computation, spatial attention is
applied between patches of the same image. *e output
representations of the spatial attention are applied to tem-
poral attention. *e proposed method was evaluated on
Kinetics-400 [38]. *ey also reported the result on UCF101
[39].

To solve the heavy memory usage of the vanilla video
transformer, a video transformer [28] was introduced to
reduce the memory cost. *e issue is solved by applying a
spatial and temporal multihead separable-attention (MSA)
sequentially MSA(S) � MSAs(MSAt(S)). Moreover, the
authors solved the redundant information problem of the
temporal dimension. Instead of using temporal average
pooling or 1D convolutions with stride 2, they proposed a
topK pooling which selects topK based highest standard
deviation. *ey evaluated on 6 different datasets (Kinetics-
400 [38], Kinetics-700 [79], Something-Something-V2
dataset [37], Charades [80], UCF101 [39], and HMDB51
[40]).

A convolution-free model is faster than 3D convolu-
tional networks, namely, TimeSformer [30]. Each input
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frame is split into N nonoverlapping patches same as in [27].
*e spatiotemporal position of each patch is encoded by a
learnable positional embedding e

pos

(s) ∈ R
D. Each patch Xp,t is

mapped into an embedding vector z
(0)
(p,t). *e TimeSformer

has L blocks and a set of query, key, and value vectors is
computed from z(l−1)

(p,t) for each block. In this study, the
authors proposed a more efficient spatiotemporal attention.
A temporal attention is applied, then, the output is fed into a
spatial attention. *e TimeSformer was evaluated on Ki-
netics-400 [38], Kinetics-600 [81], Something-Something-
V2 datasets [37], and Diving48 [82].

Akbari et al. [29] introduced a convolution-free
Transformer architecture, namely Video-Audio-Text
Transformer (VATT). *e input video clip is split into a
sequence of ⌈T/t⌉ · ⌈H/t⌉ · ⌈W/t⌉ patches. *e position of
each location (i, j, k) is encoded as ei,j,k � eTemporali
+eHorizontalj + Verticalk, and Multi-Head-Attention applies the
self attention on the input. Multilayer perceptron includes
two dense linear projections with a GeLU activation. *e
common space projection contains a linear projection, and a
two-layer projection with ReLU activation functions in
between. *e proposed method was evaluated on UCF101
[39], HMDB51 [40], Kinetics-400 [38], Kinetics-600 [75],
and Moments in Time [83].

3. A Comparison of Methods

First, we compare recent methods on two benchmark
datasets, including UCF101 [39] and HMDB51 [40]. *ese
are the two most popular human action datasets that have
been used to evaluate the performance of the proposed
methods as shown in Table 2. We group the proposed
methods by year. In 2019, the local and global diffusion
network achieved the best result with 98.20% and 80.50% on
UCF101 and HMDB51, respectively. *eir network tried to
learn local and global feature in parallel, and these features
are diffused effectively. In 2020, Kalfaoglu et al. [22] obtained
impressive results with 98.69% and 85.10% on UCF101 and
HMDB51, respectively. *e replacement of the conventional
temporal global average pooling layer with the bidirectional
encoder representations from the Transformers layer in-
crease the performance of 3D convolutional neural net-
works. In 2021, a three-stream network obtained 99.00% on
the UCF101 dataset. In this year, many approaches intro-
duced a new model for human action recognition with a
convolution-free architecture, such as VATT [29], VidTr
[28], STAM [27], and TimeSformer [30].

Table 3 compares recent approaches on Something-
Something-V1 and Something-Something-V2. TSM [84] is
one of the most effective methods which obtains both high
efficiency and high performance because it obtains the
performance of a 3D network with the complexity of a 2D
network. TSM uses a simple temporal shift module to exploit
a temporal relationship with zero extra computation and
zero extra parameters. It obtains 52.60% and 66.00% top-1
accuracy on Something-Something-V1 and Something-
Something-V2, respectively. Another method TDN [51]
obtained state of the art on the Something-Something-V1
and Something-Something-V2 with 56.80% and 68.20%.

TDN focus on capturing local and global motion for action
recognition.

4. Benchmark Datasets

Benchmark datasets play a vital role in estimating the
performance of proposedmethods.*e scope of the problem as
well as a fairly comparison are provided by the dataset. For
human action recognition, there is a wide range of benchmark
datasets in common use. We briefly review the most well-
known datasets and their information (size, average duration,
action classes, and resolution) for human action recognition.
*ese datasets are grouped into three categories such as simple,
clip-level, and video-level. Table 4 provides a summary of these
datasets.

4.1. Simple Datasets. *e two popular datasets which are
most used with traditional methods are KTH [1] and
Weizmann [2]. However, these datasets obtained absolute
accuracy [102, 103] because the background is static and
simple and one person performs an action in each video.
*en, some more realistic datasets were proposed such as
Hollywood [90] and Hollywood2 [91].

KTH [1] is a video dataset including 2391 videos. *e
dataset was performed by 25 different people in four dif-
ferent scenarios. *e whole dataset (https://www.csc.kth.se/
cvap/actions/) includes six human actions: walk, jog, run,
box, hand-wave, and hand clap.

Weizmann [2] is a video dataset which was performed
with nine people. Each participant performs 10 actions such
as run, walk, jump, skip, jack, jump-forward, jump-in-place,
side, wave-two-hand, and wave-one-hand. *is dataset
(http://www.wisdom.weizmann.ac.il/%20vision/
SpaceTimeActions.html) includes 90 videos.

Hollywood [90] is a human action dataset taken from 32
movies. *is dataset (https://www.di.ens.fr/%20laptev/
download.html) has eight action classes with 233 training
video samples and 211 testing video samples.

Hollywood2 [91] is a human action dataset with 3669
video clips. *is dataset (https://www.di.ens.fr/%20laptev/
actions/hollywood2/) includes 12 classes of actions and 10
classes of scenes with approximately 20.1 hours of video
which is taken from 69 different movies.

4.2. Clip-Level Datasets. *e number of actions of previous
datasets is small, and the actions are simple. *erefore, some
datasets such as UCF101 [39], HMDB51 [40], and J-HMDB
[68] were introduced to provide a higher variety of actions.
However, the samples are short clips, and a single action is
captured. *en, some large-scale datasets, such as Charades
[80], Something-Something [37], Kinetics [54], Kinetics-600
[75], Kinetics-700 [79], Diving48 [82], Moments in time
[83], HACS [93], HVU [48], and AViD [94], have been
introduced. *ese datasets allow to train a deep convolu-
tional neural network from scratch.

UCF101 [39] has 101 action classes and has split into five
categories: human-object interaction, body-motion only,
human-human Interaction, playing musical instruments,
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Table 3: Accuracy of different methods on Something-Something-V1 and Something-Something-V2 datasets.

Method Year Method
Something-V1 Something-V2

Top-1 Top-5 Top-1 Top-5
Zhou et al. [15] 2018 TRN (2-stream TRN) 42.01 — 55.52 83.06
Jiang et al. [31] 2019 STM (CSTM, CMM, TSN [84], ResNet50 [52]) 50.70 80.40 64.20 89.80
Lin et al. [14] 2019 TSM (TSN [84], ResNet50 [52]) 52.60 81.90 66.00 90.50
Tran et al. [20] 2019 CSN (ResNet3D [52]) 53.30 — — —
Martinez et al. [56] 2019 2D TSN [57], inflated 3D [38] 53.40 81.80 —
Li et al. [32] 2020 CIDC (ResNet50 [52]) — — 56.30 83.70
Zhou et al. [76] 2020 Probability space — — 62.90 88.00
Perez-Rua et al. [55] 2020 W3 (ResNet50-TSM [14]) 52.60 81.30 66.50 90.40
Lee et al. [59] 2020 VOV3D-L (T-OSA) 54.70 82.00 67.40 90.50
Kwon et al. [53] 2020 MSNet (ResNet50 [52]) 55.10 84.00 67.10 91.00
Sudhakaran et al. [16] 2020 GSM (InceptionV3 [85]) 55.16 — — —
Zhang et al. [33] 2020 PANet (ResNet101 [52], TSM [14]) 55.30 82.80 66.50 90.60
Wang et al. [51] 2020 TDN (short- and long-term TDM) 56.80 84.10 68.20 91.60
Huang and Bors [61] 2021 RNL (ResNet50 [52], TSM [14]) 54.10 82.20 — —
Huang and Bors [24] 2021 FineCoarse network (ResNet [52]) 57.00 83.70 — —
Bold represents the best performance.

Table 2: Accuracy of different methods on UCF101 and HMDB datasets.

Method Year Method UCF101 HMDB
Carreira and Zisserman [38] 2017 Two-stream I3D 98.00 80.90
Zhou et al. [47] 2018 Mixed 3D CNNs, 2D CNNs 94.70 70.50
Zhang et al. [43] 2019 SoSR+ToSR (TSN [84], ResNet [52]) 92.13 68.30
Ge et al. [44] 2019 Attention +ConvLSTM 92.39 66.37
Pan et al. [17] 2019 TR-LSTM (Inception-V3 [85]) 93.80 63.80
Liu et al. [73] 2019 R-STAN(ResNet101 [52], temporal and spatial attention) 94.50 68.70
Wang et al. [50] 2019 I3D, LSTM 95.10 —
Lin et al. [14] 2019 TSM (TSN [84]) 95.90 73.50
Jiang et al. [31] 2019 STM (CSTM, CMM, TSN [84], ResNet50 [52]) 96.20 72.20
Chi et al. [72] 2019 CMA (attention) 96.50 —
Zhang et al. [25] 2019 CSN (TSN [84]) 97.40 81.90
Hong et al. [70] 2019 I3D [38]/CD3 [71] (RGB, flow, pairwise and pose) 98.02 80.92
Crasto et al. [23] 2019 MARS+RGB+ Flow 98.10 80.90
Qiu et al. [74] 2019 LGD-3D two-stream 98.20 80.50
Piergiovanni and Ryoo [34] 2019 Fully-differentiable convolutional layer — 81.10
Kwon et al. [53] 2020 MSNet (ResNet50 [52]) — 77.40
Liu et al. [45] 2020 STS + attention LSTM 92.70 64.40
Majd and Safabakhsh [19] 2020 C2LSTM 92.80 61.30
Huang and Bors [21] 2020 TSN (squeeze and excitation operation) 95.20 71.50
Li et al. [77] 2020 Attention (ResNeXt-101 [86]) 95.90 72.20
Zhou et al. [76] 2020 Probability space 96.50 —
Zhu et al. [49] 2020 FAST-GRU 96.90 75.70
Diba et al. [48] 2020 HATNet (2D ResNet50, 3D ResNet18) 97.80 76.50
Zhang et al. [33] 2020 PANet (ResNet101 [52], TSM [14]) 97.20 77.30
Duan et al. [63] 2020 2D network (ResNet50 [52]), 3D network (SlowOnly [87]) 97.52 79.02
Stroud et al. [65] 2020 D3D (S3D-G [88]) 97.60 80.50
Li et al. [32] 2020 CIDC (ResNet50 [52]) 97.90 75.20
Li et al. [78] 2020 PoseNet, ResNet50 (3D), multiteacher network 98.20 82.00
Gowda et al. [36] 2020 MobileNet, MLP, LSTM 98.60 84.30
Kalfaoglu et al. [22] 2020 BERT, 3D convolution architecture 98.69 85.10
Akbari et al. [29] 2021 VATT 89.60 65.20
Xu et al. [35] 2021 MotionNet [41] +OFF [42] 91.50 67.90
Li et al. [28] 2021 VidTr (MSA, topK-based pooling) 96.70 74.40
Sharir et al. [27] 2021 STAM (spatial and temporal attention) 97.00 —
He et al. [18] 2021 DB-LSTM (ID3 [38]) 97.30 81.20
Huang and Bors [24] 2021 FineCoarse (TSM R50 [69]) 97.60 77.60
Hua et al. [64] 2021 SCN (Mask R-CNN [89]) 98.30 85.10
Sheth [46] 2021 *ree-stream network + LSTM/Attention 99.00 —
Bold represents the best performance.
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and sports. It includes 13320 clips and 1600 minutes of video
data. All videos (https://www.crcv.ucf.edu/data/UCF101.
php) are downloaded from YouTube and have a fixed res-
olution of 320 × 240.

HMDB51 [40] has 51 action categories with 6,766 video
clips (https://serre-lab.clps.brown.edu/resource/hmdb-a-
large-human-motion-database/) which are extracted from
different sources. *ere are five types of action, including
general facial actions, facial actions with object manipula-
tion, general body movements, body movements with object
interaction, and body movements for human interaction.
*e height of all the frames is 240 pixels. To maintain the
original aspect ratio of the video, the width was scaled ac-
cordingly to the height.

J-HMDB [68] is extracted from the HMD51 dataset [40].
Not only a dataset for human action recognition but also the
J-HMDB is provided for pose estimation and human de-
tection. *e dataset (http://jhmdb.is.tue.mpg.de/) contains
21 classes with 31,838 annotated frames. Each action has
36–55 video clips, and each clip includes 15–40 frames.

MPII Cooking [92] is a dataset of cooking activities. *e
dataset (https://www.mpi-inf.mpg.de/departments/computer-
vision-and-machine-learning/research/human-activity-
recognition/mpii-cooking-2-dataset) contains 65 different
cooking activities which are performed by 12 participants. In
total, the dataset has 44 videos with 9 hours in length.

Charades [80] is a dataset of casual everyday activities of
267 people in their homes. *e dataset has 9,848 videos with
an average length of 30 seconds. It includes 157 action

classes and is split into 7,985 videos for training and 1,863
videos for testing (https://prior.allenai.org/projects/
charades).

Something-Something [37] includes 108,499 videos
(https://20bn.com/datasets/something-something/v1) in V1
and 220,847 videos (https://20bn.com/datasets/something-
something) in V2. Both versions have 170 action classes.*e
duration of a video is from 2 to 6 seconds. *e dataset is
divided into three parts, including training, validation, and
testing set.

Kinetics [54] (Kinetics-400 [38]) has 400 human action
classes, and each class has at least 400 video clips. All clips
were taken from YouTube. *e actions in the dataset are the
human-object interactions or human-human interactions.
*e dataset (https://deepmind.com/research/open-source/
kinetics) has 306,245 videos and is split into three parts
for training, validation, and testing.

Kinetics-600 [75] is a large-scale, high-quality dataset.
*e dataset (https://deepmind.com/research/open-source/
kinetics) was taken from YouTube with 500K video clips.
It has 600 human action classes with at least 600 video clips
for each class. *e length of each clip is about 10 seconds.

Diving48 [82] has 48 classes of 48 different diving
actions. *e dataset (http://www.svcl.ucsd.edu/projects/
resound/dataset.html) has 18,404 video clips which
contain 16,067 clips for training and 2,337 clips for
testing. All clips were taken without background objects
and the scenes contain a board, a pool, and a spectator in
the background.

Table 4: Some benchmark datasets for human action recognition.

Dataset Year Samples Mean length Actions Resolution

Simple

KTH [1] 2004 2391 4 sec 6 160×120
Weizmann [2] 2005 90 Len 10 180×144
Hollywood [90] 2008 430 Len 8 —
Hollywood2 [91] 2009 3669 Len 12 —

Clip-level dataset

UCF101 [39] 2012 13,320 7.21 sec 101 320× 240
HMDB51 [40] 2013 6,766 — 51 —–× 240
J-HMDB [68] 2013 31,838 1.4 sec 21 320× 240

MPII cooking [92] 2012 881,755 Len 65 1624×1224
Charades [80] 2016 9,848 30 sec 157 671× 857

Something-Something-V1 [37] 2017 108,499 4.03 sec 174 —–× 100
Something-Something-V2 [37] 2018 220,847 4.03 sec 174 —–× 240

Kinetics-400 [38] 2017 306,245 10 sec 400 Variable resolution
Kinetics-600 [75] 2018 495,547 10 sec 600 Variable resolution
Kinetics-700 [79] 2019 650,317 10 sec 700 Variable resolution
Diving48 [82] 2018 18,404 Len 48 —

Moments in time [83] 2019 1,000,000 3 sec 339 340× 256
HACS [93] 2019 1.55M 2 sec 200 —
HVU [48] 2020 572K 10 sec 739 —
AViD [94] 2020 450K 3–15 sec 887 —

Video-level dataset

Sport1M [95] 2014 1,133,158 5 min 36 sec 487 —
ActivityNet [96] 2015 28,108 (5–10) min 200 1280× 720

DALY [97] 2016 8133 3 min 45 sec 10 1290× 790
YouTube-8M [98] 2016 1.9B 226.6 sec 4,800 —
EPIC-kitchens [99] 2018 11.5M 1.7 hrs 149 1920×1080

AVA [100] 2018 392,426 15min 60 451× 808
AVA-kinetics [101] 2020 624,430 — 60 —
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Kinetics-700 [79] is an extension of the human action
dataset Kinetics-600 [75]. *e extended dataset (https://
deepmind.com/research/open-source/kinetics) has 700
classes and was taken from YouTube. Each class of dataset
has at least 600 video clips which have a variable resolution
as well as frame rate.

Moments in time [83] is a human-annotated dataset with
339 different classes. *is is a large-scale dataset with one
million videos, and each video corresponds with an event
occurring in three seconds. *e dataset (http://moments.
csail.mit.edu/) is split into 802,264, 33,900 and 67,800 videos
for training, validation, and testing, respectively.

HACS [93] is a large-scale dataset for human action
recognition. It contains 1.5M clips which are sampled from
504K untrimmed videos. All clips (http://hacs.csail.mit.edu/
) in this dataset have a two-second duration with 200 action
categories.

HVU [48] is a multilabel and multitask video dataset
which aims to describe the whole content of a video. *e
dataset includes approximately 572K videos with real-world
scenarios. *is dataset (https://holistic-video-
understanding.github.io/) is split into 481K videos for
training, 31K for validation, and 65M for testing.

AViD [94] is a video dataset for human action recog-
nition. *e main difference of this dataset is that it is col-
lected from many different countries. *is dataset (https://
github.com/piergiaj/AViD) contains 410K training clips and
40K test clips. *e duration of each clip is from 3 to 15
seconds.

4.3. Video-Level Datasets. With the development of deep
models, some large-scale datasets were introduced such as
Sport1M [95]. However, this dataset only focuses on Sports
actions. Recently, other action datasets have been introduced
with larger samples and temporal duration such as Activi-
tyNet [96], AVA [100], AVA-Kinetics [101], DALY [97],
EPIC-Kitchens [99], MPII Cooking [92], and YouTube-8M
[98].

Sport1M [95] includes 1 million YouTube videos. *e
dataset (https://cs.stanford.edu/people/karpathy/deepvideo/
) contains 487 classes of sports. *ere are 1000–3000 videos
in each class.

ActivityNet [96] is a benchmark dataset for human activity
understanding. *e dataset (http://activity-net.org/index.html)
contains human activities in their daily living. With 849 video
hours, ActivityNet provides 200 activity classes. Each class has
an average of 137 untrimmed videos. Most of the videos have a
duration between 5 and 10minutes and a half of the video has a
resolution of 1280× 720.

DALY [97] is a dataset for action localization in space
and time. *e dataset (http://thoth.inrialpes.fr/daly/) lasts
about 31 hours of YouTube videos with 10 everyday human
actions.

YouTube-8M [98] is a multilabel video classification
dataset. *e dataset (http://research.google.com/
youtube8m/) includes 8,264,650 videos. With 500,000
hours of video, YouTube-8M contains over 1.9 billion video
frames and 4,800 classes.

EPIC-Kitchens [99] was recorded by 32 participants in
their kitchens. *e participants comes from 10 different
countries. *e dataset (https://epic-kitchens.github.io/2020-
55.html) has 55 hours of videos which include 11.5M frames.
*e videos have a resolution of 1920×1080; however, there
are 1% of the dataset was recorded at 1280× 720 and 0.5% at
1920×1440.

AVA [100] is a video dataset in which theactions are
assigned in space and time. In addition, each person in the
video is annotated with multiple labels. *is dataset
(https://research.google.com/ava/) contains 437 different
videos of realistic scenes and action complexities. Each
video is taken from the 15th to 30th minute time and has
900 frames. It is divided into 239 videos for training, 64
videos for validation, and 134 videos for testing, roughly a
55 : 15 : 30 split.

AVA-Kinetics [101] is an extension of the AVA dataset
[100] with new videos from the Kinetics-700 [79] annotated
with the AVA action classes. *e AVA-Kinetics (https://
research.google.com/ava/) has 238,906 videos which is split
into 142,475 videos for training, 32,529 videos for validation,
and 64,902 videos for testing.

5. Open Research Problems

In the previous sections, we discuss the recent proposed
methods and benchmark datasets for human action rec-
ognition with RGB data video. In this section, we will
introduce some of the potential research problems in this
field.

Data for human action recognitionRGB videos are widely
used in most methods for action recognition because
these data are very popular and acquired with a low
cost. However, other types of data provide more in-
formation for action recognition, such as skeleton,
depth, infrared sequence, and point cloud. Skeleton
data provide the trajectories of human body joints.
Depth and point cloud data capture 3D structure and
distance information. Infrared data provide data in a
dark environment. *erefore, we cannot exploit color
or texture in infrared data.
Pose estimation detects the location of human body joints
in images. *e skeleton data provide the body structure
and pose of the object; therefore, we have more infor-
mation for human action recognition. *e skeleton data
are obtained by using pose estimation on RGB videos or
depth data.
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Combination of different data types, such as RGBdatawith
depth data or skeleton data with depth data, provides rich
information for learning models. *e RGB video data
provide spatiotemporal features while depth data provide
the 3D structure and depth information.We also combine
different features of different models to get better
performance.

6. Conclusions

In this survey, we provided a review of recent deep learning-
based methods for human action recognition with RGB
video data. We categorized recent approaches into five
different groups, including 2D CNN-based methods, RNN-
based methods, 3D single-stream network-based methods,
3D multistream network-based methods and convolution-
free-based methods. More recently, a pure vision trans-
former with a convolution-free network has shown to be
effective for human action recognition and various fields of
computer vision. *erefore, we discussed recent trans-
former-based methods. We compared the accuracy of recent
methods on four popular datasets, including UCF101,
HDMB51, Something-Something-V1, and Something-
Something-V2. We also discussed a wide range of bench-
mark datasets for human action recognition that are used in
recently proposed methods. Lastly, we provide some po-
tential research directions for human action recognition.
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As a market means to control nongreen behaviors of firms, the most expected incentive effect of the carbon emission trading
system (CETS) is to achieve the dual economic and environmental effects. As a typical developing country, whether China’s CETS
has a positive incentive effect is significant to controlling greenhouse gas. Based on the quasinatural experiment of China’s pilot
policy on CETS in 2013, this study investigates its emission reduction and economic benefits using the difference-in-difference
(DID) method.'en, the realization mechanism of CETS’s incentive benefits is reversely studied with the idea that goals generate
behavior. 'e results show that the following: (a) China’s CETS has produced positive incentive effects of promoting both
economic and emission reduction benefits. Furthermore, the results are still valid after using the instrumental variable to
overcome the endogenous problem, placebo tests to eliminate sampling bias, and a series of robustness tests. (b) Further analysis
shows that firms can choose to improve technology innovation and energy efficiency to get the positive incentive effects of CETS.
(c) 'e incentive effects of CETS also have regional heterogeneity. 'e emission reduction and economic benefits are greater in
provinces with deficient resource endowments and strict environmental law enforcement.

1. Introduction

Since the 21st century, climate warming has become a major
obstacle to global sustainable development. 'erefore, the
United Nations proposed the carbon emission trading
system (CETS) to regulate greenhouse gas emissions and
alleviate the contradiction between ecological protection and
economic development. According to “Kyoto Protocol,” this
market-oriented environmental regulation (ER) was first
applied in developed countries. Since European Union (EU)
launched the world’s largest CETS in 2005, CETS has been
widely recognized for its role in curbing greenhouse gas
emissions and promoting economic development [1–3].
However, some scholars argued that CETS could fail to bring
out its best incentive benefits due to the imperfect trading
and management systems [4–6]. 'erefore, current research
still focuses on whether CETS can produce positive incentive

effects, especially how to produce and get the best incentive
effects. Apart from developed countries, developing coun-
tries like China and India also need to reduce greenhouse gas
emissions. After four decades of rapid economic growth,
China became the world’s second-largest economy in 2010.
However, the rapid economic growth has also caused serious
environmental problems. According to Carbon Brief, China
emitted 10. 1 bn tons of CO2 in 2018, the highest in the
world, and 1.2 bn tons more than the sum of the US (5.4 bn
tons) and the EU (3.5 bn tons). It can be seen that China
plays a vital role in the world’s economic and environmental
problems. Studying the incentive benefits of China’s CETS
can provide substantial evidence for carbon reduction.

'e research ideas of this article are as follows: Firstly,
this study verifies whether China’s CETS have positive in-
centive effects under the guidance of the new behavior
theory. Secondly, the realization path is explored to obtain
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positive incentive effects. Finally, the heterogeneity of in-
centive effects is analyzed to provide more accurate infor-
mation for the effective implementation of CETS. 'e
specific methods are as follows: Firstly, China’s pilot policy
on CETS in 2013 is used as a quasinatural experiment to
analyze its emission reduction and economic benefits using
the DID method. CO2 emissions and total factor produc-
tivity (TFP) are used to represent the emission reduction
benefits and economic benefits, respectively. Dynamic
benefits analysis, instrumental variables, counterfactual test,
placebo test, and other methods are used to test the ro-
bustness of the constructed econometric model. 'at is, to
test whether the emission reduction benefits and economic
benefits of the pilot policy on CETS are still significant after
overcoming endogeneity, policy implementation time, and
selection bias of pilot areas. Secondly, the mediationmodel is
used to examine whether CETS’s positive incentive effects
can be achieved through technological innovation and en-
ergy efficiency. Finally, grouping regression is adopted to
investigate CETS’s incentive effects heterogeneity.

'e marginal contributions of this study are as follows:
(a) 'is study applies behavior theory to the research of ER.
'e role of China’s market regulation is investigated from
the perspective of the incentive effect.'e realization path of
incentive effect is discussed with the idea that goals generate
behavior. 'is study provides a new vision for the formu-
lation and implementation of ER. (b) 'is study includes
emission reduction and economic benefits in a unified re-
search framework. In the context of China, a more com-
prehensive evaluation of CETS’s policy benefits is made. 'e
ability of CETS to balance the environment and economy in
developing regions is tested, which provides evidence for the
decrease of greenhouse gas. (c) 'e empirical analysis based
on the quasinatural experiment and DID avoid endogenous
problems such as missing variables to a certain extent.
However, it still could not eliminate the interference of
regional characteristics that changed over time. 'erefore,
this paper further tests the robustness of the empirical results
through instrumental variables, counterfactual test, and
placebo test. It provides scientific evidence for studying
emission reduction benefits and economic benefits of CETS.

'e article is organized as follows. Section 2 presents the
literature review. Section 3 analyzes the institutional back-
ground and theory. Section 4 discusses the results of the
empirical research. Section 5 presents the results of the
mechanism analysis. Section 6 presents highlights conclu-
sions and the scope of future work.

2. Literature Review

2.1. Research on the Benefits of ER. 'e relationship between
ER and economics is controversial in academia. 'e neo-
classical economic theory supports the view that ER inter-
nalizes pollution as cost and transfers resources from
production to environmental protection [7, 8]. 'erefore,
the firms’ production efficiency may regress in the short
term [9]. However, economists represented by Porter raised
objections. Porter and van der Linder [10] proposed the
Porter hypothesis, which elaborates that strict and

appropriate ER can generate higher productivity through
innovation. 'e hypothesis has been widely discussed.
Lanoie et al. [11] and Peuckert [12] believed that the positive
effects of ER through environmental technology could offset
the short-term cost and ultimately benefit production effi-
ciency. Testa et al. [13] found that more flexible ER sig-
nificantly increased R&D investment and eventually
improved firms’ production efficiency. Using the steel in-
dustry data, Liu et al. [14] proved that economic incentives
significantly boosted firms’ profitability. Using panel data of
17 manufacturing industries, Rubashkina et al. [15] found
that productivity increased only in industries under ER.
With the increasing international status of China, scholars
pay more attention to the environmental and economic
benefits of ER in the context of China. Li et al. [16] found that
the promotion effects of China’s ER on production efficiency
is only significant in the eastern provinces. Li and Chen [17]
studied the promotion effects of China’s air pollution pre-
vention and control law on TFP by DID model. Wang and
Liu [18] proved an inverted N relationship between China’s
ER and TFP.

2.2. Research on CETS. Research on CETS focus on policy
effects. 'ey generally use developed countries as data
sources. Scholars believed that CETS has positive policy
effects. Anderson et al. [19] confirmed the emission re-
duction effects of EU’s CETS in the manufacturing industry
and firms participating in CETS are more likely to imple-
ment green technology innovation. However, some scholars
believe that the policy effects of CETS are limited. Hoffmann
[20] compared the emission reduction effects of the 2008
economic crisis and the CETS, and the results showed the
former were far greater than the latter. Borghesi et al. [21]
conducted an empirical study based on Italy’s
manufacturing industry and found that overly loose allo-
cation of carbon quota limited the policy effects of the EU
CETS. While China’s CETS has a short running time, its
emission reduction and economic benefits are unclear.
Findings of the emission reduction benefits are inconsistent.
Li and Zhang [22] proved that China’s pilot policy on CETS
significantly suppressed carbon emissions using industrial
data. However, affected by the heterogeneity of objects,
carbon quota, carbon price, and regional policies, the
emission reduction benefits of CETS are not always sig-
nificant [23, 24]. Findings of the economic benefits are also
controversial. 'e empirical results from Liao et al. [25]
suggested that the CETS generated green economic benefits
by stimulating green innovation. Wang and Wang [26]
found that China’s CETS did not significantly affect the
economic benefits measured by per capita GDP.

3. Institutional Background and
Theoretical Analysis

3.1. Institutional Background. CETS can be traced back to
the “Kyoto Protocol” in December 1997. 'e protocol pro-
posed a market-based approach to greenhouse gases, known
as CETS. It also advocated that all signatories should reduce
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emissions, but developed countries are greater than devel-
oping countries. Since then, developed countries, such as the
UK, Germany, the EU, and Australia, have successively
launched CETS, which means that CETS has changed from
concept to practice. 'e EU CETS is the largest CETS in the
world, who completed 80% of the global carbon trading
volume. Furthermore, California and Tokyo have also
established regional CETS. 'e existing CETS control local
greenhouse gases and provide experience for the global
CETS.

China needs to reduce emissions without harming the
economy as a developing country. 'erefore, the Chinese
government has been committed to CETS in recent years. In
October 2011, the Chinese government announced that
CETS would pilot in seven regions, including Guangdong
Province, Hubei Province, Beijing, Shanghai, Tianjin,
Shenzhen, and Chongqing. From June 2013 to April 2014,
the CETS was launched in seven pilot regions. Since then,
the regional governments have continuously improved the
supporting facilities of CETS, such as incentives and pun-
ishment system, cross-regional trading system, and offset
system. At the same time, policies such as carbon mortgage,
carbon finance, carbon funds, and carbon bonds have
continuously strengthened the capital attributes of carbon
emission rights. In December 2017, China began planning
the national CETS. On July 16, 2021, the national CETS
officially launched online trading. On the first day, the
trading volume reached 4.1 million tons, with a turnover of
210.2 million yuan. So far, China’s CETS has completed the
spread from pilots to the entire nation. Although the na-
tional CETS only covers the power industry, it will radiate to
electrolytic aluminum, cement, steel, petrochemical,
chemical, papermaking, aviation, and other sectors in the
future. At that time, the national CETS is expected to be-
come the largest CETS in the world.

3.2..eoreticalAnalysis. CETS is a market-based ER used to
control nongreen behaviors of firms. New behaviorism
theory holds that behavior depends not only on the per-
ception of stimuli but also on behavior results. Similarly,
whether firms can participate in CETS more actively de-
pends on whether CETS has positive incentive effects. 'e
Coase theorem emphasizes the property and market rules.
'e former makes public resources commodities, and the
latter restrains participants’ economic behavior [27]. CETS
exerts incentive effects through the financial means of
carbon emission trading. High-carbon firms can purchase
carbon quotas to waive penalties for nonviolations. Low-
carbon firms can sell carbon quotas to get additional eco-
nomic benefits. In the end, a high level of emission reduction
benefits can be achieved at a low economic cost. Moreover,
Porter hypothesis argues that strict and flexible ER can
promote economic growth while controlling pollution [10].
As an essential market-based regulatory tool, CETS uses
market prices as a signal to enable firms to have higher
flexibility [28]. Firms with more flexibility are more likely to
increase productivity to alleviate and offset the additional
costs of ER. 'erefore, this article believes that CETS

ultimately produces positive incentive effects. 'at is, CETS
has significant emission reduction benefits and economic
benefits.

According to behaviorism theory, to achieve the dual
effects of economy and emission reduction, the behavior
adopted by firms must be conducive to both economy and
environment, namely, green behaviors. 'is article analyzes
the path of CETS to achieve positive incentive effects from
two common green behaviors, as shown in Figure 1.

(1) CETS achieves economic and emission reduction
benefits by promoting technological innovation.
Because innovation has the characteristics of a long
cycle, considerable investment, and high risk [29],
whether a firm innovates depends on the external
incentives it receives [21]. 'e analysis of CETS’s
policy benefits through technological innovation is
as follows. (a) 'e surplus carbon quotas can be sold
or used to offset the cost of violations. At this time,
CETS provides firms with continuous and dynamic
economic incentives. (b) CETS provides firms with
market information about technological improve-
ment, thereby reducing the uncertainty of techno-
logical innovation [30]. (c) CETS could increase
firms’ environmental and production costs as a legal
pressure. As the pursuer of profit, firms’ motivation
to reduce cost by improving production technology
will increase. 'erefore, CETS can promote tech-
nological innovation and ultimately achieve eco-
nomic and emission reduction benefits.

(2) CETS achieves emission reduction and economic
benefits by improving energy efficiency. China’s pilot
policy on CETS adopts means of total control. First,
the total quotas of national carbon emissions are
determined, and then, certain carbon quotas are
allocated to specific firms. If firms emit more than
their quotas, they need to buy quotas from the
carbon market or face default penalties. (a) Carbon
emissions mainly come from the combustion of
energy.'emost direct means of emission reduction
is to reduce energy consumption [31]. Nevertheless,
this crude means greatly damage the economy [32].
Improving energy efficiency means using less energy
with the same output, reducing carbon emissions
without sacrificing the economy. (b) CETS make
carbon quotas rare commodities. It makes capital
flow to energy-saving industries, conducive to im-
proving energy utilization efficiency [33]. 'erefore,
CETS is conducive to energy efficiency and ulti-
mately to reduce CO2 emissions and improve TFP.

4. Variables and Models

4.1. Variables

(1) CETS. China’s pilot policy on CETS is an inde-
pendent variable, represented by the dummy variable
TIME×TREAT. TIME is a time dummy variable
bounded by 2013 when the pilot policy started. 'e
value is 0 from 2008 to 2012 and 1 from 2013 to 2017.
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Treat is a grouped dummy variable assigned to 1 if
the province belongs to the pilot area and 0 other-
wise. Among the seven pilot areas of CETS
(Guangdong, Hubei, Beijing, Shanghai, Tianjin,
Chongqing, and Shenzhen), Shenzhen is a city in
Guangdong Province with a different administrative
level from the other pilot areas, and its various data
are a part of the Guangdong data. In addition, this
article takes 30 provinces as samples for research.
'erefore, the pilot areas mentioned in the subse-
quent study are Guangdong, Hubei, Beijing,
Shanghai, Tianjin, and Chongqing.

(2) Emission reduction benefits. 'e emission reduction
benefits measured by CO2 emissions is a dependent
variable, and the data come from the author’s cal-
culation. CO2 mainly comes from the combustion of
fossil energy. 'erefore, the calculation of CO2
emissions usually uses energy consumption data, as
shown in formula (1). Carbon emission factor pro-
vided by IPCC (as shown in Table 1).

CO2 � 
7

j�1
Ej × NCVj × CEFj, (1)

where, CO2 represents CO2 emissions, and j rep-
resents seven kinds of energy: coal, coke, gasoline,
kerosene, diesel, fuel oil, and natural gas. E is energy
consumption, NCV represents net calorific value,
CEF represents carbon emission factor.

(3) Economic benefits. Economic efficiency
measured by TFP is another dependent variable.
DEA-Malmquist calculates this index based on
provincial data. (a) Capital input. “Permanent in-
ventory” is used to estimate capital stock. Firstly,
according to Zhang et al. [34], the total fixed capital
formation is selected as the investment indicator for
the current year. 'en, the actual investment with

the constant price in 2000 is calculated through the
investment product price index. Finally, the capital
stock in 2008 is calculated according to Wang and
Yan [35]. It can be referred to Wang et al. [36] to
select the depreciation rate of each province. (b)
Labor input.'e number of employees is adopted as
the labor input. (c) Energy input. Energy con-
sumption is used to measure energy input. (d)
Output. 'e real GDP with 2000 as the base period
is selected as output.

(4) Control variables. Referring to Timothy et al. [2] and
Akhmat et al. [31], the following variables are se-
lected as control variables: the level of the service
industry, optimization of industrial structure, level of
foreign capital utilization, level of opening up, and
level of education. 'e specific content is shown in
Table 2.

4.2. Econometric Model. In order to test the emission re-
duction and economic effects of CETS, this paper constructs
the DID model shown in formula (2).

Yit � α0 + α1 TIMEt × TREATi(  + βX + ct + μi + εit, (2)

where, i is the province, and t is the year. Y represents
dependent variables, i.e., CO2 emissions and TFP.
TIME×TREAT is the dummy variable representing China’s
pilot policy on CETS. 'e coefficient α1 is the emission
reduction and economic benefits of CETS concerned in this
article. X is the vector of control variables. c is the time fixed
effects, which controls the common time factors of all
samples, such as business cycle, monetary policy, macro-
economic shock, and fiscal policy. μ is the individual fixed
effects that control the characteristics of each sample that do
not change with time, such as geographical characteristics,
climate, and resource endowment. ε is the random error
term.
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Figure 1: 'eory frame.
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5. Results and Discussions

5.1. Parallel Trend Analysis. 'e trends diagram of CO2
emissions and TFP in pilot and nonpilot provinces are
plotted in Figure 2. 'e emission reduction and economic
benefits of pilot policy on CETS can be elementarily judged
from the diagram. (a) CO2 emissions in nonpilot provinces
are higher than that in pilot provinces. In 2008–2012, CO2
emissions in pilot and nonpilot areas showed an upward
trend. After 2012, CO2 emissions in nonpilot areas changed
slightly but remained on the rise, while CO2 emissions in
pilot provinces showed a clear downward trend. (b) TFP in
pilot provinces is higher than that in nonpilot areas. Before
2013, TPF in pilot and nonpilot provinces showed an up-
ward trend. After 2013, the TFP growth of pilot provinces
has increased, while nonpilot areas have shown a downward
trend. 'erefore, this article preliminarily speculated that
compared with nonpilot areas, the decrease of CO2 emis-
sions, and the increase of TFP in pilot provinces might be
caused by the pilot policy on CETS in 2013.

5.2. Results of Benchmark Regression. 'e results of CETS’s
emission reduction and economic benefits are shown in
Table 3. 'e coefficients of CETS’s emission reduction and
economic benefits are −0.189 and 0.346, respectively, sig-
nificant at 1%. After adding control variables, columns (3)
and (4) are the results.'e regression results change slightly,
but the sign and significance remain the same, which shows
that the regression results are stable. 'e above results in-
dicate that China’s pilot policy on CETS has produced
significant emission reduction and economic benefits. 'is
study refutes the view of foreign scholars such as Allen et al.
[37] that all marketization mechanisms in China are invalid.

It is conducive to dispel the skepticism about China’s
marketization reform. As the central government’s envi-
ronmental and economic reform, CETS has political ad-
vantages in government guidance and market leadership.
CETS provides an important direction for China to achieve
green development through market-oriented means, under
the dual pressure of environmental and economic.

5.3. Analysis of Dynamic Effects. 'e results of the bench-
mark regression only reflect the average emission reduction
and average economic benefits of the pilot policy. In order to
achieve the dynamic effects in CETS’s emission reduction
and economic benefits, a measurement model with reference
to Jacobson et al. [38] is shown in formula (3), where φ
represents a series of estimates for 2013–2017. TIME2013 is
assigned as 1 in 2013 and 0 in other years. Similarly,
TIME2014, TIME2015, TIME2016, and TIME2017 take 1 in 2014,
2015, 2016, and 2017, respectively, and 0 in other years.
Other variables are defined following formula (2).

Yit � φ0 + 
2017

t�2013
φt TIMEt × TREATi(  + ϕX + ct + μi + εit.

(3)

Table 4 reports the results of dynamic analysis. It can be
found that the absolute value and significance of
TIME×TREAT gradually increase after the implementation
of the pilot policy. It shows that the emission reduction and
economic benefits of China’s pilot policy on CETS increase
with time. 'e possible reasons are as follows. CETS con-
verts firms’ emission reduction achievements into economic
benefits through the carbon market. 'e longer the policy is

Table 2: Variable design and description.

Variable types Variable name Code Measure index
Independent
variable CETS TIME×TREAT China’s pilot policy on CETS since 2013

Dependent variable Emission reduction benefits CO2 CO2 emissions
Economic benefits TFP Total factor productivity

Control variable

Level of service industry SI Value-added service industry/GDP
Optimization of industrial

structure OIS Value-added tertiary industry/value-added secondary industry

Level of foreign capital
utilization FDI Actual utilization of FDI/GDP

Level of opening up OPEN Total export/GDP

Level of education EDU Total population of high school and above/total population at
year end

Mediator variable Technology innovation TI Turnover in the technology market
Energy efficiency EE Total energy consumption/GDP

Note: the original data came from China Statistical Yearbook and China Environmental Statistical Yearbook. 'e data of TFP and EE were calculated by the
authors.

Table 1: Carbon emission factors of IPCC.

Energy types Coal Coke Gasoline Kerosene Diesel Fuel oil Natural gas
NCV (kj/kg) 20908 28435 43070 43070 42652 43070 38931
CEF (kg/tj) 95333 107000 70000 71500 74100 77400 56100
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implemented, the more complete the market construction
will be, and the more emission reduction and economic
benefits will be produced.

5.4. Results of Instrumental Variable. DID can subtly
overcome the endogeneity by comparing treat and control
groups, but this requires that the pilot areas be chosen
randomly. However, this is not the case.'e pilot work is not
easy because the pilot policy is of great significance, and
there are specific requirements for carbon trading tech-
nology and supporting measures. It is not completely ran-
dom when the government determines pilot areas. 'at is to
say, the estimation results of the DID may be disturbed by
potential factors. 'erefore, drawing on Hering and Poncet
[39], the instrumental variable is used to overcome the
endogeneity as much as possible.

Instrumental variables need to be related to endogenous
variables and not associated with the stochastic disturbance
team. CETS aims to stabilize temperature by reducing
carbon emissions. Temperature is affected by region and
climate and is an exogenous factor. 'erefore, referring to
the practice of Hu and Ding [40], the annual average
temperature is taken as an instrumental variable of the pilot
policy on CETS. Temperature data comes from each
province’s statistical yearbook and China meteorological
yearbook. 'e two-stage least square is used for regression.
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Figure 2: Means of CO2 emissions and TFP in pilot and nonpilot areas.

Table 3: Results of benchmark regression.

VAR (1) (2) (3) (4)
CO2 TFP CO2 TFP

TIME×TREAT −0.189∗∗∗ 0.346∗∗∗ −0.151∗∗∗ 0.213∗∗∗
(0.028) (0.051) (0.028) (0.050)

OIS −0.003∗∗∗ 0.003∗∗∗
(0.001) (0.001)

SI 0.009∗∗∗ −0.020∗∗∗
(0.004) (0.006)

FDI −0.045∗∗∗ 0.057∗∗
(0.015) (0.026)

OPEN −0.003∗∗ −0.016∗∗∗
(0.002) (0.003)

EDU 0.050∗∗∗ −0.063∗∗∗
(0.013) (0.023)

CONS 7.790∗∗∗ 2.164∗∗∗ 8.063∗∗∗ 2.945∗∗∗
(0.037) (0.066) (0.184) (0.325)

PROV YES YES YES YES
YEAR YES YES YES YES
N 300 300 300 300
R2 0.985 0.783 0.988 0.826

Table 4: Results of dynamic effects.

VAR (1) (2) (3) (4)
CO2 TFP CO2 TFP

TIME2013 ×TREAT −0.137∗∗∗ 0.233∗∗∗ −0.104∗∗ 0.187∗∗
(0.049) (0.088) (0.045) (0.081)

TIME2014 ×TREAT −0.164∗∗∗ 0.289∗∗∗ −0.141∗∗∗ 0.233∗∗∗
(0.049) (0.088) (0.045) (0.081)

TIME2015 ×TREAT −0.176∗∗∗ 0.356∗∗∗ −0.130∗∗∗ 0.207∗∗
(0.049) (0.088) (0.047) (0.083)

TIME2016 ×TREAT −0.223∗∗∗ 0.412∗∗∗ −0.192∗∗∗ 0.215∗∗
(0.049) (0.088) (0.048) (0.085)

TIME2017 ×TREAT −0.243∗∗∗ 0.441∗∗∗ −0.214∗∗∗ 0.227∗∗∗
(0.049) (0.088) (0.048) (0.086)

OIS −0.003∗∗∗ 0.003∗∗∗
(0.001) (0.001)

SI 0.008∗∗ −0.020∗∗∗
(0.004) (0.006)

FDI −0.046∗∗∗ 0.057∗∗
(0.015) (0.026)

OPEN −0.004∗∗ −0.015∗∗∗
(0.002) (0.003)

EDU 0.050∗∗∗ −0.064∗∗∗
(0.013) (0.023)

CONS 7.790∗∗∗ 2.164∗∗∗ 8.110∗∗∗ 2.942∗∗∗
(0.037) (0.066) (0.186) (0.331)

PROV YES YES YES YES
YEAR YES YES YES YES
N 300 300 300 300
R2 0.986 0.787 0.988 0.826
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After adding the instrumental variable, the results are
shown in Table 5, where IV represents the instrumental
variables. In the regression results of the first stage, the
coefficient of TIME× IV, the cross product of the instru-
mental variable and the time grouping variable, is signifi-
cantly positive. It shows that the higher the temperature, the
stricter the CETS is. 'e results of the weak instrumental
variable show that the F value is 24.110, much higher than
10, rejecting the hypothesis of weak instrumental variables.
In the regression results of the second stage, TIME×TREAT,
the pilot policy on CETS, still has significant inhibition
effects on CO2 emissions and significant promotion effects
on TFP. 'e results indicate that the pilot policy on CETS
still shows significant emission reduction and economic
benefits after eliminating endogenous problems. 'at is, the
results of the DIDmodel are not caused by the bias in sample
selection.

5.5. Results of Robustness Tests

(1) To replace the dependent variable, CO2 emissions
and TFP are replaced by pollutant emissions (PE)
and GDP per capita (PGDP), respectively. Pollutant
emissions are represented by the normalized indexes
of total wastewater, exhaust gas, and general in-
dustrial solid waste production. Formula (2) is used
for regression, and the results are shown in Table 6.
'e coefficient of pollutant emissions is still signif-
icantly negative, and the coefficient of economic
benefit is still significantly positive. It suggests that
the emission reduction and economic benefits of
CETS do not depend on measures of dependent
variables.

(2) To change the regression method, tobit method is
adopted to conduct regression analysis on formula
(2) again, and the results are shown in Table 7. 'e
pilot policy on CETS has a significantly negative
impact on CO2 emissions and a significantly positive
impact on TFP, consistent with the research results
above. It shows that the regression method will not
affect the estimation results. 'is result supports the
robustness of the econometric model.

(3) Dynamic window test.'e dynamic effects of CTES’s
emission reduction and economic benefits have been
analyzed above. However, it only focused on changes
after policy implementation and could not compare
the differences before and after implementation.
'erefore, dynamic window tests are carried out
based on Shi and Li [41]. In addition to dynamically
analyzing benefits gaps, this test can also test whether
the DID model is affected by time horizons. Spe-
cifically, with 2013 as the time node of the policy
introduction. One year, two years, three years, and
four years are selected as the time window width to
re-regress formula (2). 'e test results are shown in
Table 8. 'e effects direction of CETS on CO2
emissions and TFP does not change with the change
of time window width. As the width of the time

window increases, the significance of the coefficients
of emission reduction and economic benefits keeps
improving. It is consistent with the results of dy-
namic effects analysis.

(4) Counterfactual test. 'e premise of DID is that the
treatment and control groups are comparable. A year
before the implementation of CTES is taken as the
assumed impact point. If the assumed impact point
coefficient is significant, there are significant dif-
ferences between the experimental and control
groups before implementing CETS. 'at is, the
empirical model constructed in this article is not
robust. On the contrary, if the coefficient is not
significant, there is no significant difference between
the experimental and control groups before imple-
menting CETS.'e difference between the two in the
benchmark regression is caused by implementing
CETS. 'e DID model constructed in this article is
robust. In order to test this premise, referring to
Hung et al. [42], the policy starting time of 2009,
2010, and 2011 is assumed as respectively, and for-
mula (2) is used for regression.'e results are shown
in Table 9. 'e coefficient of TIME×TREAT is not
significant when the start time is advanced to 2009,
2010, and 2011, respectively. It indicates that before
the base year, the pilot policy of CETS cannot
produce emission reduction and economic benefits.
In other words, the actual policy year can indeed
significantly reduce CO2 emissions and improve
TFP. 'erefore, the previous conclusion has strong
robustness.

(5) Placebo test. To further exclude the influence of
unknown factors on the selection of pilot provinces
and to ensure that the conclusions in this study are
caused by the pilot policy on CETS, a placebo test is
performed by randomly assigning pilot provinces
[43]. In this article, 6 provinces are randomly se-
lected as pilot areas of CETS from 30 provinces, and
the other provinces are nonpilot areas. 'e placebo
test should ensure that TIME×TREAT, the inde-
pendent variable, has no impact on CO2 emissions
and TFP. In other words, any significant findings will
show that the results of this article are biased. 1000
random samples are taken using formula (2). 'e
distribution of 1000 coefficients, and their P values
are plotted in Figure 3. It can be seen that the dis-
tribution is mostly concentrated near the zero point,
and the P value of most coefficients is bigger than 0.1.
'erefore, the conclusions obtained in this article
can pass the placebo test.'e emission reduction and
economic benefits of the pilot policy on CETS have
no relationship with other unknown factors.

(6) To exclude the impact of other policies. In 2007, the
Chinese government launched a pilot policy on
emissions trading systems in 11 provinces, including
Tianjin, Hebei, Shanxi, Inner Mongolia, Jiangsu,
Zhejiang, Henan, Hubei, Hunan, Chongqing, and
Shaanxi. Studies have shown that the policy also
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contributes to the reduction of pollutant emissions
and the improvement of TFP. In order to identify the
effects of CETS accurately, it is necessary to exclude
the interference of similar policies. In addition, re-
ward and punishment policies related to energy-
saving technologies are also important factors af-
fecting economic and environmental benefits.
China’s Ministry of Finance stated in document No.7
in 2016 that the central finance would continue to
allocate funds to reward new energy technology-
related issues from 2016 to 2020. 'erefore, formula
(2) is used for re-regression after removing policy
cross-region and cross-time samples. 'e results in

Table 10 show that the coefficients of the two in-
teraction terms are significant at the 1% level, and the
influence direction of the CETS on these two de-
pendent variables does not change. It indicates that
the results are still robust after excluding the in-
terference of other policies.

6. Further Analysis

6.1. Analysis of Mechanism. 'e above results show that
China’s pilot policy on CETS has positive incentive benefits.
However, what behaviors should firms take under the
stimulation of CETS to get positive incentive results? In

Table 5: Results of the instrumental variable.

VAR
First stage Second stage

(1) (2) (3) (4)
TIME×TREAT TIME×TREAT CO2 TFP

TIME× IV 0.028∗∗∗ 0.028∗∗∗
(0.006) (0.006)

TIME×TREAT −0.210∗∗ 0.525∗∗∗
(0.089) (0.167)

OIS 0.005∗∗∗ 0.005∗∗∗ −0.002∗∗∗ 0.002
(0.001) (0.001) (0.001) (0.001)

SI −0.014∗ −0.014∗ 0.008∗∗ −0.015∗∗
(0.007) (0.007) (0.004) (0.007)

FDI −0.027 −0.027 −0.045∗∗∗ 0.054∗∗
(0.032) (0.032) (0.014) (0.026)

OPEN −0.010∗∗∗ −0.010∗∗∗ −0.004∗∗ −0.012∗∗∗
(0.003) (0.003) (0.002) (0.003)

EDU −0.050∗ −0.050∗ 0.046∗∗∗ −0.039
(0.028) (0.028) (0.014) (0.026)

CONS 0.002 0.002 8.088∗∗∗ 2.816∗∗∗
(0.401) (0.401) (0.174) (0.329)

PROV YES YES YES YES
YEAR YES YES YES YES
N 300 300 300 300
R2 0.652 0.652 0.988 0.799

Table 6: Results of replacing dependent variables.

VAR (1) (2) (3) (4)
PE PGDP PE PGDP

TIME × TREAT −0.305∗∗∗ 1.027∗∗∗ −0.178∗∗ 0.754∗∗∗
(0.071) (0.134) (0.070) (0.122)

OIS −0.006∗∗∗ −0.003
(0.002) (0.003)

SI 0.023∗∗ −0.034∗∗
(0.009) (0.015)

FDI −0.175∗∗∗ 0.053
(0.036) (0.064)

OPEN 0.003 −0.064∗∗∗
(0.004) (0.007)

EDU 0.086∗∗∗ −0.035
(0.033) (0.057)

CONS −1.236∗∗∗ 7.017∗∗∗ −0.823∗ 11.598∗∗∗
(0.093) (0.175) (0.461) (0.803)

PROV YES YES YES YES
YEAR YES YES YES YES
N 300 300 300 300
R2 0.949 0.967 0.957 0.977

Table 7: Results of changing econometric model.

VAR (1) (2) (3) (4)
CO2 TFP CO2 TFP

TIME×TREAT −0.189∗∗∗ 0.346∗∗∗ −0.151∗∗∗ 0.213∗∗∗
(0.026) (0.047) (0.026) (0.046)

OIS −0.003∗∗∗ 0.003∗∗∗
(0.001) (0.001)

SI 0.009∗∗∗ −0.020∗∗∗
(0.003) (0.006)

FDI −0.045∗∗∗ 0.057∗∗
(0.013) (0.024)

OPEN −0.003∗∗ −0.016∗∗∗
(0.001) (0.003)

EDU 0.050∗∗∗ −0.063∗∗∗
(0.012) (0.021)

CONS 7.790∗∗∗ 2.164∗∗∗ 8.063∗∗∗ 2.945∗∗∗
(0.034) (0.062) (0.169) (0.300)

PROV YES YES YES YES
YEAR YES YES YES YES
N 300 300 300 300
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Table 9: Results of the counterfactual test.

VAR
2009 2010 2011

(1) (2) (3) (4) (5) (6)
CO2 TFP CO2 TFP CO2 TFP

TIME×TREAT −0.046 0.092 −0.029 0.094 −0.038 0.100
(0.032) (0.033) (0.026) (0.067) (0.026) (0.067)

OIS −0.008∗∗∗ 0.005 −0.007∗∗∗ 0.000 −0.007∗∗∗ −0.000
(0.002) (0.001) (0.002) (0.001) (0.002) (0.001)

SI 0.021∗∗∗ 0.009 0.020∗∗∗ 0.009∗ 0.020∗∗∗ 0.010∗
(0.006) (0.005) (0.006) (0.005) (0.006) (0.005)

FDI −0.076∗∗∗ 0.025∗ −0.078∗∗∗ 0.026∗ −0.078∗∗∗ 0.026∗
(0.024) (0.014) (0.024) (0.014) (0.024) (0.014)

OPEN −0.005∗∗ 0.004∗∗∗ −0.005∗∗ 0.004∗∗∗ −0.005∗∗ 0.004∗∗∗
(0.002) (0.001) (0.002) (0.001) (0.002) (0.001)

EDU 0.038∗∗∗ 0.005 0.037∗∗∗ 0.005 0.033∗∗ 0.009
(0.014) (0.020) (0.014) (0.020) (0.014) (0.020)

CONS 8.966∗∗∗ 0.986∗∗∗ 8.924∗∗∗ 0.971∗∗∗ 8.892∗∗∗ 0.957∗∗∗
(0.276) (0.134) (0.277) (0.129) (0.278) (0.128)

PROV YES YES YES YES YES YES
YEAR YES YES YES YES YES YES
N 150 150 150 150 150 150
R2 0.995 0.940 0.995 0.943 0.995 0.943

Table 8: Results of dynamic window tests.

VAR
One year Two years 'ree years Four years

(1) (2) (3) (4) (5) (6) (7) (8)
CO2 TFP CO2 TFP CO2 TFP CO2 TFP

TIME×TREAT −0.087∗∗∗ 0.107∗∗ −0.117∗∗∗ 0.153∗∗∗ −0.137∗∗∗ 0.170∗∗∗ −0.150∗∗∗ 0.198∗∗∗
(0.028) (0.047) (0.027) (0.048) (0.027) (0.051) (0.028) (0.052)

OIS −0.001 0.005 −0.000 0.003∗ −0.002∗∗ 0.003∗∗ −0.002∗∗∗ 0.002∗∗
(0.002) (0.003) (0.001) (0.002) (0.001) (0.001) (0.001) (0.001)

SI 0.007 −0.033∗∗ 0.004 −0.031∗∗∗ 0.006 −0.025∗∗∗ 0.006 −0.017∗∗
(0.010) (0.016) (0.005) (0.009) (0.004) (0.008) (0.004) (0.007)

FDI −0.005 0.122∗∗ −0.015 0.131∗∗∗ −0.028∗ 0.069∗∗ −0.040∗∗∗ 0.066∗∗
(0.033) (0.055) (0.027) (0.049) (0.017) (0.031) (0.015) (0.027)

OPEN −0.003 −0.012 −0.002 −0.012∗∗ −0.002 −0.015∗∗∗ −0.002 −0.017∗∗∗
(0.005) (0.008) (0.003) (0.005) (0.002) (0.004) (0.002) (0.003)

EDU 0.031 0.006 0.033∗∗ −0.020 0.037∗∗∗ −0.045∗ 0.040∗∗∗ −0.055∗∗
(0.020) (0.033) (0.016) (0.028) (0.013) (0.024) (0.014) (0.025)

CONS 7.642∗∗∗ 3.138∗∗∗ 7.813∗∗∗ 3.494∗∗∗ 7.994∗∗∗ 3.281∗∗∗ 8.069∗∗∗ 2.875∗∗∗
(0.479) (0.796) (0.265) (0.473) (0.213) (0.397) (0.208) (0.380)

PROV YES YES YES YES YES YES YES YES
YEAR YES YES YES YES YES YES YES YES
N 90 90 150 150 210 210 270 270
R2 0.998 0.969 0.995 0.928 0.992 0.885 0.989 0.848
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Figure 3: Results of placebo test.
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order to verify the role of technological innovation and
energy efficiency, the mediation model as shown in formulas
(4) and (5) is constructed. 'e significance of the interaction
terms’ coefficient in formula (4) and the mediating variables’
coefficient in formula (5) are the focus, where, MEDIATOR
represents the mediating variable, namely, energy efficiency
(EE) and technological innovation (TI). Other variables are
defined as formula (2).

MEDIATORit �θ0 + θ1 TIMEt × TREATi(  + λX

+ ct + μi + εit,
(4)

Yit � δ0 + δ1 TIMEt × TREATi( 

+ δ2 MEDIATORit + ηX + ct + μi + εit.

(5)

'e three-step method is used to test whether the me-
diating effects are significant. Firstly, the impact of CETS on
CO2 emissions is significantly negative, and the impact on
TFP is significantly positive (Table 3). Secondly, the effects of
CETS on the mediating variable are tested. 'e results are
significantly positive, as shown in columns (1) and (4) of
Table 11. Finally, the effects of mediating variables on CO2
emissions and TFP are tested, respectively. As shown in
Table 11, technological innovation and energy efficiency
have a significantly negative impact on CO2 emissions and a
significantly positive impact on TFP. 'erefore, it can be
concluded that CETS can stimulate firms to improve
technological innovation and energy efficiency to obtain
positive incentive effects.

6.2. Analysis of Heterogeneity

(1) Resource endowment. According to the resource curse
hypothesis, regions with abundant resources have
greater cost advantages. 'erefore, they are not sen-
sitive to the compliance cost pressure and the economic

incentives of CETS. Conversely, firms in poor resource
endowment areas face higher illegal costs. 'ey are
more likely to gain additional economic benefits
through carbon trading to cover environmental costs.
A comprehensive index of the stock of 16 mineral
resources, such as oil, natural gas, and coal, is used to
measure the resource endowments of each province.
'e sample is divided according to the resource stock
in 2012, one year before implementing the pilot policy
on CETS. 'e provinces with resource stock higher
than the average are defined as resource-rich provinces.
'e provinces with resource stock lower than or equal
to the average are defined as resource-deficient prov-
inces. In order to test the heterogeneity of the incentive
effects of CETS under different resource endowments,
formula (2) is used to regress the two samples sepa-
rately. As shown in Table 12, CETS’s emission re-
duction and economic benefits are greater in resource-
deficient provinces than in resource-rich provinces. It
suggests that the policy effects of CETS are also affected
by the resource curse.

(2) Environmental law enforcement. 'e implementa-
tion of CETS needs a solid legal system, such as
collecting carbon emission information and the
punishment of noncompliance with trading rules. In
order to protect local interests, some local officials
allow polluters to discharge carbon emissions ille-
gally, which leads to the failure of carbon emission
trading. Tu and Chen [44] argued that strict envi-
ronmental enforcement is necessary for China’s
market-oriented ER to achieve Porter’s benefits. In
theory, the greater the intensity of environmental law
enforcement is, the higher the illegal cost is. 'ere
will be fewer violations, such as leakage and non-
performance. Also, firms are more likely to follow
CETS. 'e sample was divided by the number of
environmental administrative penalty cases in each

Table 10: Results after excluding other policies.

VAR (1) (2) (3) (4)
CO2 TFP CO2 TFP

TIME×TREAT −0.196∗∗∗ 0.389∗∗∗ −0.134∗∗∗ 0.187∗∗∗
(0.040) (0.059) (0.044) (0.064)

OIS −0.003∗∗∗ 0.005∗∗∗
(0.001) (0.001)

SI 0.010∗∗ −0.031∗∗∗
(0.005) (0.007)

FDI −0.068∗∗∗ 0.033
(0.020) (0.030)

OPEN −0.003 −0.013∗∗∗
(0.002) (0.003)

EDU 0.056∗∗∗ −0.043∗∗
(0.014) (0.020)

CONS 7.865∗∗∗ 2.031∗∗∗ 8.156∗∗∗ 2.971∗∗∗
(0.038) (0.056) (0.236) (0.346)

PROV YES YES YES YES
YEAR YES YES YES YES
N 216 216 216 216
R2 0.989 0.828 0.991 0.860

10 Computational Intelligence and Neuroscience



province in 2012 (the year before the policy was
implemented). Provinces with lower than the mean are
defined as lax provinces, while those with higher or
equal to the mean are defined as strict provinces. In
order to test the heterogeneity of the incentive benefits
of CETS under different environmental law enforce-
ment, formula (2) is used to regress the two samples
separately.'e results in Table 13 show that the positive
incentive effects of CETS are greater in provinces with

strict environmental law enforcement. It indicates that
the effective enforcement of China’s CETS needs the
support of local governments, especially environmental
law enforcement departments.

7. Conclusion

Taking China’s pilot policy on CETS in 2013 as a natural
experiment, a DID model was constructed to control the
potential endogenous problems. Under the guidance of

Table 11: Results of mechanism test.

(1) (2) (3) (4) (5) (6)
TI CO2 TFP EE CO2 TFP

TIME×TREAT 4.018∗∗∗ −0.090∗∗∗ 0.103∗ 0.331∗∗∗ −0.022∗ 0.062∗
(0.528) (0.030) (0.053) (0.039) (0.027) (0.048)

EE −0.390∗∗∗ 0.704∗∗∗
(0.038) (0.066)

TI −0.015∗∗∗ 0.027∗∗∗
(0.003) (0.006)

OIS 0.095∗∗∗ −0.001∗∗ 0.000 0.002∗∗∗ −0.002∗∗∗ 0.001
(0.011) (0.001) (0.001) (0.001) (0.001) (0.001)

SI −0.506∗∗∗ 0.002 −0.006 −0.031∗∗∗ −0.003 0.002
(0.066) (0.004) (0.007) (0.005) (0.003) (0.006)

FDI 0.538∗ −0.037∗∗∗ 0.042∗ 0.090∗∗∗ −0.010 −0.006
(0.274) (0.014) (0.025) (0.020) (0.013) (0.022)

OPEN −0.004 −0.003∗∗ −0.015∗∗∗ −0.004∗ −0.005∗∗∗ −0.013∗∗∗
(0.029) (0.001) (0.003) (0.002) (0.001) (0.002)

EDU 0.598∗∗ 0.059∗∗∗ −0.079∗∗∗ −0.049∗∗∗ 0.031∗∗∗ −0.029
(0.246) (0.013) (0.022) (0.018) (0.011) (0.020)

CONS 25.549∗∗∗ 8.454∗∗∗ 2.248∗∗∗ 3.611∗∗∗ 9.472∗∗∗ 0.403
(3.461) (0.194) (0.343) (0.256) (0.206) (0.361)

PROV YES YES YES YES YES YES
YEAR YES YES YES YES YES YES
N 300 300 300 300 300 300
R2 0.912 0.989 0.840 0.964 0.991 0.879

Table 12: Results of heterogeneity in resource endowment.

VAR

Resource-deficient
provinces

Resource-rich
provinces

(1) (2) (3) (4)
CO2 TFP CO2 TFP

TIME×TREAT −0.140∗∗∗ 0.271∗∗∗ −0.195∗∗∗ −0.078
(0.031) (0.064) (0.063) (0.062)

OIS −0.002∗∗∗ 0.002∗ −0.006∗∗ −0.006∗∗
(0.001) (0.001) (0.003) (0.003)

SI 0.008∗ −0.027∗∗∗ 0.020∗ 0.024∗∗
(0.004) (0.009) (0.012) (0.011)

FDI −0.052∗∗∗ 0.101∗∗∗ −0.041 −0.021
(0.018) (0.037) (0.025) (0.025)

OPEN −0.002 −0.016∗∗∗ −0.014∗∗∗ 0.006
(0.002) (0.003) (0.005) (0.005)

EDU 0.007 −0.041 0.071∗∗∗ −0.036∗
(0.018) (0.037) (0.022) (0.021)

CONS 8.062∗∗∗ 3.556∗∗∗ 8.817∗∗∗ 1.135∗∗∗
(0.255) (0.520) (0.228) (0.222)

PROV YES YES YES YES
YEAR YES YES YES YES
N 180 180 120 120
R2 0.992 0.841 0.975 0.773

Table 13: Results of heterogeneity in environmental enforcement.

VAR
Lax provinces Strict provinces
(1) (2) (3) (4)
CO2 TFP CO2 TFP

TIME×TREAT −0.026 0.037 −0.150∗∗∗ 0.127∗∗
(0.037) (0.087) (0.036) (0.060)

OIS −0.005∗∗∗ 0.008∗∗∗ −0.000 −0.001
(0.001) (0.001) (0.001) (0.002)

SI 0.038∗∗∗ −0.083∗∗∗ −0.001 0.003
(0.006) (0.014) (0.005) (0.008)

FDI 0.043 −0.148∗∗ −0.047∗∗∗ 0.065∗∗
(0.026) (0.062) (0.016) (0.027)

OPEN −0.003 −0.021∗∗∗ −0.003∗ −0.017∗∗∗
(0.002) (0.005) (0.002) (0.003)

EDU 0.001 0.035 0.068∗∗∗ −0.136∗∗∗
(0.016) (0.037) (0.017) (0.028)

CONS 6.722∗∗∗ 6.100∗∗∗ 9.013∗∗∗ 1.627∗∗∗
(0.338) (0.797) (0.125) (0.209)

PROV YES YES YES YES
YEAR YES YES YES YES
N 220 220 80 80
R2 0.995 0.913 0.985 0.786
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behavioral theory, a comprehensive study was conducted on
the emission reduction benefits and economic benefits of
China’s CETS. 'e conclusions are as follows. (a) China’s
pilot CETS has produced significant emission reduction
benefits and economic benefits. 'e results persisted after a
series of robustness tests, including instrumental variable
test, dynamic window test, counterfactual test, and placebo
test of random sampling. (b) China’s CETS can reduce CO2
emissions and improve TFP through technological inno-
vation and energy efficiency. (c) 'e results of heterogeneity
analysis show that resource-deficient provinces and prov-
inces with strict environmental law enforcement are more
sensitive to CETS and have greater emission reduction and
economic benefits.

Future research could focus on the following aspects. (a)
Future research can investigate the impact of CETS on
energy efficiency, industrial structure, and firm strategy to
explore the firm’s other responding behaviors to CETS. (b)
Consumers are part of greenhouse gas emitters, and the
following researchers can include them when formulating a
more comprehensive carbon reduction policy system.

Data Availability

'e data of this paper can be accessed by contacting the
authors.

Conflicts of Interest

'e authors declare that they have no conflicts of interest.

Acknowledgments

'is work was supported by the National Social Science
Fund of China (18BGL189) and the Key R&D and Pro-
motion Projects in Henan Province (192400410379).

References

[1] N. O. Keohane, “Cap and trade, rehabilitated: using tradable
permits to control U.S. greenhouse gases,” Review of Envi-
ronmental Economics and Policy, vol. 3, no. 1, pp. 42–62, 2009.

[2] L. Timothy, S. Misato, G. Michael, and C. Claudia, “'e effects
and side-effects of the EU emissions trading scheme,” Wiley
Interdisciplinary Reviews: Climate Change, vol. 5, no. 4,
pp. 1–23, 2014.

[3] B. Cheng, H. Dai, P. Wang, D. Zhao, and T. Masui, “Impacts
of carbon trading scheme on air pollutant emissions in
Guangdong province of China,” Energy for Sustainable De-
velopment, vol. 27, pp. 174–185, 2015.

[4] S. Fujimori, T. Masui, and Y. Matsuoka, “Gains from emission
trading under multiple stabilization targets and technological
constraints,” Energy Economics, vol. 48, pp. 306–315, 2015.

[5] R. Calel and A. Dechezeprêtre, “Environmental policy and
directed technological change: evidence from the European
carbon market,” .e Review of Economics and Statistics,
vol. 98, no. 1, pp. 551–574, 2012.

[6] G. Bel and S. Joseph, “Policy stringency under the European
Union emission trading system and its impact on techno-
logical change in the energy sector,” Energy Policy, vol. 117,
pp. 434–444, 2018.

[7] W. B. Gray, “'e cost of regulation: OSHA, EPA and the
productivity slowdown,” .e American Economic Review,
vol. 77, no. 5, pp. 998–1006, 1987.

[8] W. J. Baumol and W. E. Oates, .e .eory of Environmental
Policy, Cambridge University Press, Cambridge, 1988.

[9] D. W. Jorgenson and P. J. Wilcoxen, “Environmental regu-
lation and U.S. Economic growth,” .e RAND Journal of
Economics, vol. 21, no. 2, pp. 314–340, 1990.

[10] M. E. Porter and van der Linde, “Toward a new conception of
the environment-competitiveness relationship,” .e Journal
of Economic Perspectives, vol. 9, no. 1, pp. 97–118, 1995.

[11] P. Lanoie, M. Patry, and R. Lajeunesse, “Environmental
regulation and productivity: testing the porter hypothesis,”
Journal of Productivity Analysis, vol. 30, no. 2, pp. 121–128,
2008.

[12] J. Peuckert, “What shapes the impact of environmental
regulation on competitiveness? Evidence from executive
opinion surveys,” Environmental Innovation and Societal
Transitions, vol. 10, pp. 77–94, 2014.

[13] F. Testa, F. Iraldo, and M. Frey, “'e effect of environmental
regulation on firms’ competitive performance: the case of the
building & construction sector in some EU regions,” Journal
of Environmental Management, vol. 92, no. 1, pp. 2136–2144,
2011.

[14] Z. Liu, X. Mao, J. Tu, and M. Jaccard, “A comparative as-
sessment of economic-incentive and command-and-control
instruments for air pollution and CO2 control in China’s iron
and steel sector,” Journal of Environmental Management,
vol. 144, no. 3, pp. 135–142, 2014.

[15] Y. Rubashkina, M. Galeotti, and E. Verdolini, “Environmental
regulation and competitiveness: empirical evidence on the
porter hypothesis from European manufacturing sectors,”
Energy Policy, vol. 83, no. 4, pp. 288–300, 2015.

[16] S. Li, X. Li, and X. Yang, “Environmental efficiency and
environmental regulation in China based on the provincial
data from 1986 to 2007,” Economic Research Journal, vol. 36,
no. 2, pp. 59–68, 2010.

[17] S. Li and G. Chen, “Environmental regulation and the growth
of productivity in China: evidence from the revision of air
pollution prevention and control law in 2000,” Economic
Research Journal, vol. 48, no. 1, pp. 17–31, 2013.

[18] J. W and B. Liu, “Environmental regulation and enterprises’
TFP: an empirical analysis based on China’s industrial en-
terprises data,” China Industrial Economics, vol. 3, pp. 44–56,
2014.

[19] B. Anderson, T. C, and C. D. Maria, “Technological change
and the EU ETS: the case of Ireland,” SSRN Electronic Journal,
vol. 216, no. 1, pp. 233–238, 2010.

[20] V. H. Hoffmann, “EU ETS and investment decisions:,” Eu-
ropeanManagement Journal, vol. 25, no. 6, pp. 464–474, 2007.

[21] S. Borghesi, G. Cainelli, and M. Mazzanti, “Linking emissions
trading to environmental innovation: evidence from the
Italian manufacturing industry,” Research Policy, vol. 11,
no. 4, pp. 669–683, 2015.

[22] G. Li andW. Zhang, “Research on industrial carbon emissions
and emissions reduction mechanism in China’s ETS,” China
Population, Resources and Environment, vol. 27, no. 10,
pp. 141–148, 2017.

[23] W. Wang, P. Xie, C. Li, Z. Luo, and D. Zhao, “'e key ele-
ments analysis from the mitigation effectiveness assessment of
Chinese pilots carbon emission trading system,” China
Population, Resources and Environment, vol. 28, no. 4,
pp. 26–34, 2018.

12 Computational Intelligence and Neuroscience



[24] L. Xue, X. Zhang, X. Hu, and H. Liu, “Spatial distribution of
heterogeneous firms under the impact of carbon emissions
trading market integration,” China Population, Resources and
Environment, vol. 28, no. 8, pp. 1–11, 2018.

[25] W. Liao, X. Dong, M.Weng, and X. Chen, “Economic effect of
market-oriented environmental regulation: carbon emission
trading, green innovation and green economic growth,”
China Soft Science, vol. 6, pp. 159–173, 2020.

[26] H. W and Z. Wang, “Research on the effects and influencing
mechanism of carbon emission trading policy in Chinese pilot
cities,” Urban Development Studies, vol. 28, no. 06, pp. 133–
140, 2021.

[27] J. H. Dales, Pollution, Property & Prices: An Essay in Policy-
Making and Economics, University of Toronto Press, Toronto,
1968.

[28] S. Albrizio, T. Kozluk, and V. Zipperer, “Environmental
policies and productivity growth: evidence across industries
and firms,” Journal of Environmental Economics and Man-
agement, vol. 81, no. 3, pp. 209–226, 2017.

[29] P. B and T. Hunter, “Strategic explanations for the early
adoption of ISO 14001,” Journal of Business Ethics, vol. 46,
no. 3, pp. 289–299, 2003.

[30] L. H. Goulder and I. W. H. Parry, “Instrument choice in
environmental policy,” Review of Environmental Economics
and Policy, vol. 2, no. 2, pp. 152–174, 2008.

[31] G. Akhmat, K. Zaman, T. Shukui, D. Irfan, and M. M. Khan,
“Does energy consumption contribute to environmental
pollutants? evidence from SAARC countries,” Environmental
Science and Pollution Research, vol. 21, no. 9, pp. 5940–5951,
2014.

[32] X. Zhang, L. Wu, R. Zhang et al., “Evaluating the relationships
among economic growth, energy consumption, air emissions
and air environmental protection investment in China,”
Renewable and Sustainable Energy Reviews, vol. 18, pp. 259–
270, 2013.

[33] P. I. Hancevic, “Environmental regulation and productivity:
the case of electricity generation under the CAAA-1990,”
Energy Economics, vol. 60, pp. 131–143, 2016.

[34] J. Zhang, G. Wu, and J. Zhang, “'e estimation of China’s
provincial capital stock: 1952-2000,” Economic Research
Journal, vol. 10, pp. 35–44, 2004.

[35] B. W and P. Yan, “Technical efficiency, technical progress and
East-Asian economic growth: empirical analysis based on
APEC’s view,” Economic Research Journal, vol. 5, pp. 91–103,
2007.

[36] B. Wang, Y. Wu, and P. Yan, “Environmental efficiency and
environmental total factor productivity growth in China’s
regional economies,” Economic Research Journal, vol. 45,
no. 5, pp. 95–109, 2010.

[37] F. Allen, J. Qian, and M. Qian, “Law, finance, and economic
growth in China,” Journal of Financial Economics, vol. 77,
no. 1, pp. 57–116, 2005.

[38] L. S. Jacobson, R. J. Lalonde, and D. G. Sullivan, “Earnings
losses of displaced workers,” .e American Economic Review,
vol. 83, no. 4, pp. 685–709, 1993.

[39] L. Hering and S. Poncet, “Environmental policy and trade
performance: evidence from China,” Journal of Environ-
mental Economics and Management, vol. 68, no. 4, pp. 296–
318, 2014.

[40] Y. Hu and Y. Ding, “Can carbon emission permit trade
mechanism bring both business benefits and green effi-
ciency?” China Population, Resources and Environment,
vol. 30, no. 3, pp. 56–64, 2020.

[41] S. D. and L. Li, “Emission trading system and energy use
efficiency: measurements and empirical evidence for cities at
above the prefecture level,” China Industrial Economics, no. 9,
pp. 5–23, 2020.

[42] M Hung, J. S, and Y. Wang, “'e effect of mandatory CSR
disclosure on information asymmetry: evidence from a quasi-
natural experiment in China,” Social Science Electronic
Publishing, vol. 33, no. 5, pp. 1–17, 2013.

[43] X. Cai, Y. Lu, M. Wu, and L. Yu, “Does environmental
regulation drive away inbound foreign direct investment?
Evidence from a quasi-natural experiment in China,” Journal
of Development Economics, vol. 123, no. 1, pp. 73–85, 2016.

[44] Z. Tu and R. Chen, “Can emissions trading scheme achieve the
porter effect in China?” Economic Research Journal, vol. 50,
no. 7, pp. 160–173, 2015.

Computational Intelligence and Neuroscience 13



Research Article
Study on the Rural Revitalization and Urban-Rural Integration
Efficiency in Anhui Province Based on Game Cross-Efficiency
DEA Model

Shanhui Sun ,1 Ni-Ni Zhang ,2 and Jia-Bao Liu 3

1College of Mathematics and Statistics, Suzhou University, Suzhou, Anhui 234000, China
2School of Management, Suzhou University, Suzhou, Anhui 234000, China
3School of Mathematics and Physics, Anhui Jianzhu University, Hefei 230601, China

Correspondence should be addressed to Ni-Ni Zhang; ninizhang@ahszu.edu.cn

Received 15 December 2021; Accepted 6 March 2022; Published 13 April 2022

Academic Editor: Zhangpeng Tian

Copyright © 2022 Shanhui Sun et al. *is is an open access article distributed under the Creative Commons Attribution
License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is
properly cited.

By taking the 16 cities in Anhui Province for evaluation, the main influencing factors and indicator system for integrated urban-
rural development in the new era were explored, to build the BCCmodel, cross-efficiency model, and game cross-efficiency model
of DEA. *e above models were applied for empirical analysis and comparative study on the rural revitalization and urban-rural
integration efficiency in Anhui Province, to summarize the conclusions efficiency and give suggestions based on the
above calculations.

1. Introduction

City and countryside serve as two important constituents in
social life, and the whole society’s prosperity and develop-
ment rest upon the sustainable development of these two
parts. Rural revitalization and urban-rural integration
supplement each other, so the study on their intrinsic logical
relation shall be aimed at the complexity and dynamics of
urban-rural regional system and exploring the construction
plan, mode, and scientific method for eliminating urban-
rural gap [1].

In September 2018, the issuance of the Plan for the
Rural Revitalization Strategy (2018–2022) marked that
rural revitalization stepped into the specific imple-
mentation stage and became the focus of attention of
domestic scholars. Chinese government provides its
scholars with the research direction of rural revitalization
through land reform, socialism market system reform,
and development of the beautiful village and modern
agriculture [2]. Rural revitalization aims at establishing
the system and mechanism for integrated urban-rural

development and constructing the comprehensive de-
velopment system for rural area, including the reforma-
tion, reconstruction, and innovation according to the
requirements of thriving enterprises, pleasant living en-
vironment, convenance, civilized and effective gover-
nance, and prosperity.

*erefore, the urgent problem for rural revitalization
is to objectively recognize the differences between urban
living quality and rural living quality and identify the
urban-rural integration degree, which is of important
guiding significance to improving the living quality in
urban and rural areas and promoting the formulation of
the policies for integrated urban-rural development [3].

2. Current Situations of Domestic and
Overseas Research

Along with the development of globalization and ur-
banization, different countries and regions are all faced
with various problems and conflicts. Foreign countries
mainly took the following policies for rural revitalization:
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New Countryside Movement in South Korea, Compre-
hensive Village and Town Construction Demonstration
Project in Japan, European Common Agricultural Policy
(2014–2020), Japan’s agricultural support policy and the
study on rural economic development in Italy.

Rural-urban fringe zone refers to the transitional area
combining the factors. As the border of urban expansion and
the reserved land in rural area, rural-urban fringe zone has to
solve the problem of urban-rural land use, which results in
traffic jam, environmental pollution, and living quality
degradation. *erefore, in order to effectively present the
microdynamic development of the marginal area between
city and countryside, it is necessary to guide the effective use
of land. In Herberholz’s opinion, urban-rural relationship is
fundamental in the social development of human beings and
also important to be solved in regional development [4].
Lysgard believes that theoretically, there are three main
trends in the development of rural-urban relations: urban
orientation, urban-rural interaction, and rural orientation
[5]. Schmidt and Piloyan considered that the land element in
the transitional area is one of the key points of the research
by foreign scholars [6, 7]. Hachem successively proposed the
concept of mixed community, which was strongly recom-
mended and applied in the construction of modern inte-
grated urban-rural development. It is used to promote the
local economy by encouraging unity, supporting network,
enhancing safety, and creating job opportunities [8].

*e urban-rural dual structure gives priority to urban
development, and labor force, resources, and capital are
input for urban construction, resulting in a series of
problems, such as village hollowing, environmental pollu-
tion, weakening of agriculture. Urban and rural areas are an
interactive organism, and they are contradictory, coordi-
nated, integrated, and equivalent, so rural revitalization is
the only road for urban-rural integration.

Zheng et al. believe that pluralities of fields are covered
for implementing rural revitalization strategy, including
social governance, industrial development, and rural
civilization, and all stakeholders shall develop top-level
policy design for the rural revitalization strategy. We can
really promote the integrated urban-rural development
only by changing the development concept, allocating
production factors efficiently, and optimizing the eco-
nomic structure [9]. Li and Bo consider that it is necessary
to put forward the overall plan for “development in five
areas,” seeking the inherent thought train for realizing the
urban-rural integration [10]. Zhang and Zhao elaborate
the basic frame of urban-rural integration from the
consistency among objectives, essence, and space of rural
revitalization strategy and integrated urban-rural devel-
opment and put forth the result-based common devel-
opment [11]. Li believes that the key to rural revitalization
lies in urban-rural integration which is the objective law
and also the effect form coping with risks and crises.
Either-or thinking is not applicable to rural revitalization
and urbanization; overall planning must be made for
development in the process of promoting the rural re-
vitalization strategy to realize integrated urban-rural
development [12].

3. Research Methods, Data Source, and
Index Construction

3.1. Research Methods. It analyzes the process and effect of
rural revitalization and integrated urban-rural development
by comprehensively applying the theory and method of
system science and management. It analyzes indexes sys-
temically with methods of statistics and operational research
and builds scientific evaluation models and path selection
models with data mining and mathematical modeling to
provide a theoretical basis for path selection of rural revi-
talization and integrated urban-rural development.

3.2. Data Source and Index Construction. In this paper, the
data are mainly from Anhui Statistical Yearbook, and the
urban-rural integration is comprehensive and analyzed from
the spatial arrangement, industry configuration, income gap,
public service, and ecological environment. It makes
crossover analysis on rural revitalization and urban-rural
integration and finds their intersection combining with the
statistical index of Anhui Statistical Yearbook.*e analysis is
detailed in the following Table 1.

In the table, X1 indicates the ratio between nonagri-
cultural workers and agricultural workers, X2 refers to the
ratio between nonagricultural production value and agri-
cultural production value, X3 means the ratio of hospital
bed, X4 refers to the ratio of the number of days with the air
quality of and above Level II between urban and rural areas,
X5 refers to the ratio of subsistence allowances amount per
capita, X6 indicates the ratio of the number of students
enrolled in middle schools, X7 means the green coverage
ratio in built-up areas,X8 refers to the sewage treatment rate,
and X9 refers to the ratio of disposable income. Moreover,
Y1 is the variable and is expressed by the urbanization rate of
residents [13].

4. Construction of Game Cross-
Efficiency Model

First, it finds out the major influencing factors by factor
analysis and carries out factor analysis for the original
variables by data mining [14]. Second, it evaluates the ef-
ficiency by inputting three kinds of models of data envel-
opment analysis.

4.1. Principal Component Analysis. It means to classify
variables based on the relevance of variables in systems and
take the classified variables as the principal component to
show the main system information with less principal
component. n decision bodies and p evaluation indexes are
provided, and the original data are

X �

x11 x12 ... x1p

x21 x22 ... x2p

... ... ... ...

xn1 xn2 ... xnp

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (1)

*e correlation factor matrix is calculated as
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R �

r11 r12 ... r1p

r21 r22 ... r2p

... ... ... ...

rn1 rn2 ... rnp

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (2)

where rij (i, j � 1, 2, . . . , p) is the correlation factor between
the i th and the j th evaluation indexes.

rij �


n
k�1 xki − xi(  xkj − xj 

����������������������������


n
k�1 xki − xi( 

2


n
k�1 xkj − xj 

2
 , (3)

where

xi �
1
n



n

k�1
xki,

xj �
1
n



n

k�1
xkj. (4)

*e eigenvalue and eigenvector of R are calculated. *e
equation |λI − R| � 0 is solved to work out the eigenvalue λi,
the eigenvalue λi in order of size λ1 ≥ λ2 ≥ . . . ≥ λp ≥ 0 is
arranged, the corresponding eigenvector ei

→
(i � 1, 2, . . . , p) is

calculated; p

j�1 eij
2 � 1, eij is the j th component of vector ei

→.
*e contribution rate is

λi


p

k�1 λp

(i � 1, 2, . . . , p). (5)

*e accumulative contribution rate is


i
k�1 λk


p

k�1 λp

(i � 1, 2, . . . , p). (6)

Generally, the eigenvalue of the principal component
with the accumulative contribution rate of 85%–95% is used;
λ1, λ2,. . ., λm are, respectively, the 1st, 2nd, and . . ., the
m(m≤p)th principal component.

*e principal component load is calculated as follows:

lkij � p zk, xij  �

��

λi



ekij, (7)

where k � 1, 2, . . . , n; i, j � 1, 2, . . . , p.

Principle component is extracted, the load lkij, (k � 1, 2,

. . . , n; i, j � 1, 2, . . . , p) of original variables xkj (k �

1, 2, . . . , n; i, j � 1, 2, . . . , p) on principle component zk (k �

1, 2, . . . , n) is determined, and the representation of prin-
ciple component of original data is

Z �

z11 z12 ... z1m

r21 r22 ... r2m

... ... ... ...

xn1 xn2 ... xnm

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (8)

where

zi1 � l1i1
xi1

+ l1i2
xi2

+ . . . + l1ip
xip

zi2 � l2i1
xi1

+ l2i2
xi2

+ . . . + l2ip
xip

. . .

zim � lmi1
xi1

+ lmi2
xi2

+ . . . + lmip
xip

.

(9)

4.2. Envelopment Analysis Model. When the scale benefit is
changeable, Banker, Charnes, and Cooper propose to
evaluate the BCC model for decision-making unit U0, and
the oriented model is input in the type of

min θ − ε e
T
s

−
+ e

T
s

+
  

s.t. 
n

i�1
xijλi  + s

−
� θx0j, j � 1, 2, . . . , m,



n

i�1
yirλj  + s

+
� θy0r, r � 1, 2, . . . , s,



n

i�1
λi � 1,

λj ≥ 0, s
+ ≥ 0, s

− ≥ 0.

(10)

xij and yir are the input and output factors, respectively,
and θ is the effective value of U0.

If θ � 1, s+ � s− � 1, U0 means DEA is effective; if θ � 1,
s+ ≠ 1 or s− ≠ 1, U0 means weak DEA is effective; if θ< 1, U0
refers to non-DEA is effective.

Table 1: Index system of crossover analysis.

*riving business Pleasant living environment Rural civilization Effective governance Living in abundance
Spatial layout X1 — — — —
Industry configuration X2 — — X3 —
Public service X4 X5 X6 X7 —
Ecological environment — X7 — X8 —
Income gap — — — — X9
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4.3. Cross-Efficiency Evaluation. *e linear programing (LP)
type is as follows:

max
s

r�1
uryrd � θd

s.t. 
m

i�1
ωixij − 

s

r�1
uryrd ≥ 0, j � 1, 2, . . . , n,



m

i�1
ωixid � 1.

ωi ≥ 0, i � 1, 2, . . . , m,

ur ≥ 0, r � 1, 2, . . . , s,

(11)

We get a group of optimal weight value (multiplier)
ω∗1 d, . . . ,ω∗m d, μ∗1 d, . . . , μ∗s d for each DM Ud(d �

1, 2, . . . , n) evaluation. *e cross-efficiency of any
DM Uj(j � 1, 2, . . . , n) can be expressed and calculated
below with the weight chosen by DMU.

Edj �


s
r�1 u
∗
rdyrj


m
i�1 ω
∗
idxij

, d, j � 1, 2, . . . , n. (12)

As shown in Table 2, when we move along the line d in
the cross-efficiency matrix E, each factor Edj is the cross-
efficiency of DM Ud and DM Uj, and the main diagonal
thereof is a special case for DMU self-evaluation [15].

*en, everyone averages the column of the cross-effi-
ciency matrix in Table 1. *e average value of all Edj(j �

1, 2, . . . , n) for DM Uj(j � 1, 2, . . . , n), is Edj, namely,
Edj � 1/n(E1j + E2j + . . . + Enj).

4.4. Game Cross-Efficiency. During the calculation of game
cross-efficiency, the efficiency of Ud is set as αd; the optimal
weight on the premise of ensuring no reduced αd to max-
imize the self-efficiency [16] is obtained. *e game cross-
efficiency is

αdj �


s
r�1 urjdyrj


m
i�1 vijdxij

. d � 1, 2, . . . , n (13)

*e corresponding model is

max
s

r�1
urjdyrj,

s.t. 
s

r�1
urjdyrj − 

m

i�1
vijdxij ≤ 0,



m

i�1
vijdxij � 1,

αd 

m

i�1
vijdxid  − 

s

r�1
urjdyrd ≤ 0,

urjd, vijd ≥ 0.

(14)

5. Empirical Analysis on Game Cross-Efficiency

5.1. Principal Component Analysis (PCA) of Influencing
Factors of Rural Revitalization and Urban-Rural Integration.

*e influencing factors were analyzed with SPSS software.
*e results of the corresponding total variance explained are
shown in Table 3.

*e analysis results of the component scoring system
matrix for the influencing factors are shown in the following
Table 4.

*erefore, its corresponding regression equation is

Z1� 0.174 ∗ X1 + 0.228 ∗ X2 + 0.200 ∗ X3− 0.105 ∗
X4− 0.170∗X5− 0.115∗ X6 + 0.200∗X7 + 0.084 ∗
X8− 80.131∗X9
Z2� −0.303∗ X1− 0.096 ∗X2− 0.029 ∗X3− 0.343∗
X4− 0.256∗ X5 + 0.080∗X6 + 0.114 ∗X7 + 0.501 ∗
X8 + 0.421∗X9
Z3� 0.345 ∗X1 + 0.077∗X2 + 0.115 ∗X3 + 0.579 ∗
X4 + 0.236 ∗X5− 0.187 ∗X6− 0.010∗X7 + 0.429∗
X8 + 0.417∗X9.

By the regression variance, we can calculate the results of
three principal components of the influencing factors in 16
cities of Anhui Province. *e specific condition is shown in
Table 5.

5.2. Data Envelopment Model Analysis of Influencing Factors
of Rural Revitalization and Urban-Rural Integration. *e
MaxDEA software is used to calculate the above three ef-
ficiency values, and the calculation results are shown in
Table 6.

By the above calculation results, we can derive a trend
chart of efficiency indicators, as shown in Figure 1.

5.3. Result Analysis

5.3.1. Regional Development Is Unbalanced, and Echelon
Distribution Is Significant. From the efficiency results of 16
cities in Anhui Province, it can be seen that Hefei and
Tongling belong to the first echelon; Ma’anshan, Huaibei,
Huainan, and Wuhu belong to the second echelon; Bengbu,
Xuancheng, Chuzhou, Chizhou, Anqing, and Huangshan
belong to the third echelon; and Fuyang, Lu’an, Suzhou, and
Bozhou belong to the fourth echelon.

5.3.2. =e Results of BCC Efficiency and Cross-Efficiency Are
Similar, but =ere Are Slight Differences. From the com-
parison of the BCC efficiency and cross-efficiency results of
16 cities in Anhui Province, it can be seen that the ranking of
efficiency values that are calculated by the two calculation
methods has not almost changed. However, there are slight
differences between the two groups of cities: Ma’anshan and
Huaibei, and Anqing and Huangshan.

We can learn from the analysis that one of the main
reasons for the above situation is that BCC efficiency and
cross-efficiency are similar. *e BCC efficiency in data
envelopment analysis is mainly determined by the way that
is most beneficial to the evaluated DMUs, while the cross-
efficiency model evaluates all DMUs with each group of
weights. In addition, the input and output indexes of
Ma’anshan andHuaibei, Anqing andHuangshan are similar,
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Table 3: Total variance explained of influencing factors of rural revitalization and urban-rural integration.

Component
Initial eigenvalue Loading of quadratic sum extracted

Total Variance Accumulation Total Variance Accumulation
1 4.175 46.386 46.386 4.175 46.386 46.386
2 1.365 15.164 61.550 1.365 15.164 61.550
3 1.084 12.047 73.597 1.084 12.047 73.597
4 0.876 9.730 83.327
5 0.631 7.007 90.335
6 0.406 4.515 94.850
7 0.219 2.428 97.278
8 0.202 2.247 99.524
9 0.043 0.476 100.000

Table 4: Component scoring system matrix for influencing factors.

Component
1 2 3

X1 ratio of nonagricultural workers to agricultural workers 0.174 −0.303 0.345
X2 ratio of nonagricultural output value to agricultural output value 0.228 −0.096 0.077
X3 ratio of hospital bed in city and hospital bed in country (%) 0.200 −0.029 0.115
X4 air quality reaching or better than grade II (%) −0.105 −0.343 0.579
X5 green coverage ratio of built-up area (%) −0.170 −0.256 0.236
X6 ratio of urban subsistence allowance per capita and rural subsistence allowance per capita (%) −0.115 0.080 −0.187
X7 ratio of urban middle school enrollment to rural middle school enrollment (%) 0.200 0.114 −0.010
X8 ratio of urban sewage treatment to rural sewage treatment (%) 0.084 0.501 0.429
X9 ratio of disposable income in rural towns −0.131 0.421 0.417

Table 5: Calculation of the three principal components of influencing factors.

No. City
Input variable

Output variable
Principal component 1 Principal component 2 Principal component 3

1 Hefei 2.92 35.55 102.66 76.33
2 Huaibei 15.00 24.41 107.22 65.88
3 Bozhou 27.96 26.91 113.56 42.22
4 Suzhou 25.73 22.45 112.68 43.96
5 Bengbu 23.10 16.24 124.91 58.58
6 Fuyang 22.88 26.29 107.68 44.62
7 Huainan 16.26 25.31 106.35 65.04
8 Chuzhou 16.38 21.00 117.36 54.54
9 Lu’an 25.64 15.55 125.85 47.09
10 Ma’anshan 6.64 30.74 106.02 69.12
11 Wuhu 8.24 32.36 113.30 66.41
12 Xuancheng 11.98 16.20 125.09 56.33
13 Tongling 5.91 2.06 101.12 57.16
14 Chizhou 15.69 18.58 125.60 54.92
15 Anqing 18.59 20.37 117.78 49.98
16 Huangshan 11.04 12.10 133.12 52.49

Table 2: General cross-efficiency matrix.

Evaluated units 1 2 3 . . . n

1 E11 E12 E13 . . . E1n

2 E21 E22 E23 . . . E2n

3 E31 E32 E33 . . . E3n

. . . . . . . . . . . . . . . . . .

n En1 En2 En3 . . . Enn

Average value E1 E2 E3 . . . En

Computational Intelligence and Neuroscience 5



so this is how the above analysis results are similar but
slightly different.

5.3.3. Combined with the Analysis of Game Cross-Efficiency,
the Differences among Cities in Anhui Province Are Obvious.
By combining with the analysis, it is found that the game
cross-efficiency of Hefei, Xuancheng, and Huangshan
fluctuates with BCC efficiency and cross-efficiency. From
the comparison results of 16 cities in Anhui Province, it is
found that the efficiency of urban-rural integration in Hefei
in the first echelon declines significantly, while that in
Huangshan and Xuancheng, the third echelon sees a rising
trend, and especially, the rising extent of Huangshan is
significant.

It is found from the above analysis that Hefei’s attraction
to the country is relatively insufficient. Tongling has done a
good job in the urban-rural integration, because it is small,
with little difference between city and country, and it has
fewer difficulties than other cities [17]. Huangshan and
Xuancheng have relatively strong competitiveness in po-
tential and attractiveness in the future.

6. Conclusion and Suggestions

6.1. Strategic Direction of Building an Urban-Rural
Integration System. In order to implement the rural revi-
talization strategy, we should, by taking cities and countries
as organic systems, build a coupling model and innovation
system that integrates “human,” “land” with “industry” in
rural areas to promote gather of capital, talents, and other
elements in rural areas, gradually break the urban-rural
functional division pattern, and realize urban and rural areas
support each other, integrate with each other and make
progress simultaneously.

6.2. Overall Design of Urban and Rural Functional Planning.
A convenient and smooth transportation network system
from the market to the field can be formed through the
implementation of construction projects. *e consolidation
and upgrading project of urban and rural basic infrastruc-
ture can be implemented to improve and build an efficient
network [18]. We should implement the overall design of
functional planning, implement informatization construc-
tion projects, develop a safe and efficient information and
communication network with reasonable urban and rural
layout, balanced development and perfect functions, im-
plement the digital rural strategy, and comprehensively
promote the “Internet+.”

6.3. Promote Cobuilding and Sharing of Urban and Rural
Infrastructure. *e government should vigorously promote
the network infrastructure construction that fits the de-
mands of agriculture, rural areas, and farmers, adhere to
overall planning, urban-rural integration, focus on weakness
and break major problems, accelerate the upgrading of
urban and rural infrastructure, and build a safe, efficient, and
connective infrastructure network system [19]. According to
local conditions, the government should implement a
demonstration pilot project of integrated urban-rural de-
velopment, promote upgrading and transformation of urban
and rural infrastructure to realize joint construction and

Table 6: Calculation and ranking of efficiency of rural revitalization and urban-rural integration.

No. City BCC model Ranking Cross-efficiency model Ranking Game cross-efficiency model Ranking
1 Hefei 1.00 1 0.94 1 0.20 5
2 Tongling 1.00 1 0.96 2 0.49 1
3 Ma’anshan 0.91 3 0.83 3 0.20 5
4 Huaibei 0.91 3 0.81 4 0.21 4
5 Huainan 0.89 5 0.80 5 0.20 5
6 Wuhu 0.83 6 0.75 6 0.18 9
7 Bengbu 0.75 7 0.67 7 0.17 11
8 Xuancheng 0.72 8 0.65 8 0.23 3
9 Chuzhou 0.71 9 0.64 9 0.18 9
10 Chizhou 0.69 10 0.62 10 0.19 8
11 Anqing 0.65 11 0.58 11 0.16 12
12 Huangshan 0.65 11 0.59 12 0.25 2
13 Fuyang 0.60 13 0.54 13 0.12 14
14 Lu’an 0.60 13 0.54 13 0.13 13
15 Suzhou 0.59 15 0.52 15 0.12 14
16 Bozhou 0.54 16 0.48 16 0.11 16
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Figure 1: Trend chart of efficiency indicators.

6 Computational Intelligence and Neuroscience



sharing, and calmly realize the overall goal of building space
that is suitable for both living and industry development and
picturesque ecological scenery.
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In order to improve the effect of animal husbandry economic analysis, this article studies the animal husbandry economy based on
system dynamics and studies how to define total factor productivity and its measurement method.Moreover, this article compares
and analyzes the production function method, data envelopment analysis, and index method for measuring total factor pro-
ductivity, selects decision-making units, and determines and processes input-output data. In addition, this article combines the
system dynamics model to explore the causal relationship of the animal husbandry economy and builds an intelligent model to
intelligently analyze the animal husbandry economy. Finally, this article analyzes the economy and performance of animal
husbandry based on simulation experiments. +e simulation test results show that the system dynamics model proposed in this
article has a good performance in the economic analysis of animal husbandry.

1. Introduction

+e living standards of residents are constantly improving, the
consumption structure is constantly improving, and health
awareness is also increasing. +erefore, people’s demand for all
kinds of healthy and nutritious animal products is growing
rapidly, especially the demand for high-quality meat, eggs, and
milk products. +ese shifts in food demand are also adding
impetus to the development of animal husbandry. +e national
economy is a general term for various social production sectors
and other labor sectors, including material production sectors
such as industry and agriculture and nonmaterial production
sectors such as transportation, finance, and commerce. +ese
departments are both interrelated and independent, and to-
gether they form an organic whole of the national economy.
However, the status of each sector in the national economy is
not the same. Among them, agriculture, as the primary in-
dustry, plays a fundamental role in the national economy.

In human history, animal husbandry came into being
before planting, and the emergence of nomadism separated

animal husbandry from agriculture, realizing the first great
division of labor in human history, which is a sign of the
progress of human civilization. With the development of the
times, animal husbandry is showing its important status and
significance more and more. Planting and animal husbandry
are two extremely important parts of agriculture, and they
are interrelated and mutually reinforcing. On the one hand,
planting provides essential fodder for the development of
animal husbandry. Without the development of animal
husbandry, planting is the basis for the development of
animal husbandry; on the other hand, the development of
animal husbandry provides the fertilizer, power, and funds
needed for production, which in turn will promote the
development of the planting industry. It can be seen that
agriculture is the foundation of the national economy,
embodied by both planting and animal husbandry. Both
planting and animal husbandry are the basis for human
survival and social development.

With the development of society and economy, the status
of animal husbandry has become increasingly important, and
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it is more closely related to the lives of the people. In the food
consumption structure of many developed countries, animal
products have become the theme of improving people’s food
structure and nutrition.+e proportion of agricultural output
value has exceeded that of the traditional planting industry,
accounting for about 60%–80%. Driven by consumer de-
mand, the labor force produced by the planting industry has
begun to transfer to animal husbandry, which has promoted
the industrialization and urbanization of rural areas. +e
development of animal husbandry has also greatly increased
the demand for feed, changed the traditional planting
structure, and transformed the traditional dual planting
structure based on “grain-economic crops” into “grain-eco-
nomic crops-feed crops” ternary planting structure has op-
timized the agricultural industry structure. It is undeniable
that animal husbandry has many irreplaceable characteristics
of other sectors, such as planting, and its correlation with
other industries within agriculture is particularly high.
+erefore, the development level of modern animal hus-
bandry has become a measure of whether a country or a
region’s agricultural industry structure is reasonable. An
important sign is the development of agricultural moderni-
zation that increasingly requires the support of strong animal
husbandry.

+is article studies the animal husbandry economy based
on system dynamics and constructs an intelligent model to
intelligently analyze the animal husbandry economy so as to
improve the subsequent development effect of the animal
husbandry economy.

2. Related Work

Literature [1] believed that due to the development of
economic level and the continuous improvement of science
and technology, the development of animal husbandry has
been greatly impacted, and the traditional development
mode of animal husbandry will face the elimination of the
market. +e application of science and technology to animal
husbandry production can improve productivity and reduce
costs, improve the ability of animal husbandry to respond to
natural disasters or market changes, and promote the sus-
tainable development of animal husbandry. Literature [2]
pointed out that animal husbandry is a pillar industry of
agriculture, which plays an important role in promoting the
level of economic development and improving the com-
prehensive national strength. Developers should pay at-
tention to the development of animal husbandry, which has
an irreplaceable role in the development of the country.
+erefore, the production and development of animal
husbandrymust be rationally arranged, and the construction
of animal husbandry infrastructure must be strengthened.
Attention must also be paid to fund support and policy
guarantees. +e sustainable development of animal hus-
bandry is a challenge and an opportunity. Literature [3]
found that poultry farms have been affected by the large-
scale development of animal husbandry and suggested
changing the development model of animal husbandry in
order to realize the development of animal husbandry. +e
scale, standardization, and industrialization of the

development model need to meet the needs of the national
residents for livestock products and to promote the devel-
opment of agriculture and rural areas. Literature [4] pointed
out that with the adjustment of the production structure of
animal husbandry in the early days of the United Kingdom,
the production of animal husbandry in the United Kingdom
had undergone great changes and analyzed the importance
of adjusting the production structure of animal husbandry.
Literature [5] pointed out that the education level of the
practitioners plays a very important role in the development
of animal husbandry.

Literature [6] analyzed the output value and location
quotient of modern grassland animal husbandry, studied the
industrial advantages and scale, and proposed that the de-
velopment of animal husbandry should follow the ecological
priority, scientific ethics concept, modern pasture system,
product differentiation design, synchronization, and the
road to related industries. Literature [7] put forward sug-
gestions for improving the development of animal hus-
bandry by studying the coordination of grain production
and animal husbandry development, aiming at different
problems that arise, such as changing the development
model, increasing grain output, and improving feed utili-
zation. Reference [8] used the grey relational method to
analyze the relevant data, and concluded that the factor with
the highest correlation is the number of Internet users, and
finally put forward countermeasures and suggestions to
promote the development of animal husbandry. Literature
[9] analyzed the output of animal husbandry, the output of
animal products, and the number of slaughters and in-
ventories, summarized the problems existing in the devel-
opment of animal husbandry, and put forward development
suggestions such as improving the efficiency of livestock and
poultry breeding, improving the breeding system, and
strengthening the control of livestock and poultry pollution.
Literature [10], based on the analysis of animal husbandry
market share, resource endowment coefficient, and product
cost, summed up the road of combining agriculture and
animal husbandry and industrial clusters, improving the
competitiveness of animal husbandry, and promoting the
development of animal husbandry. Reference [11] described
the specific status of animal husbandry, analyzed the
problems that restrict the development of animal husbandry,
and put forward suggestions for sustainable development,
including sustainable recycling mechanisms, the transfor-
mation of development models, and utilization of manure
resources. For the development route, in [12], four sug-
gestions for the sustainable development of the animal
husbandry economy have been proposed, which are to in-
crease the ideological emphasis on sustainable development
of the ecological economy, improve the relevant policy
support system for development, and expand the animal
product market.

Reference [13] used the production layout index to il-
lustrate the layout of the main production areas of raw milk
and used empirical analysis to conclude that the factors
affecting the layout change are resources, economy, non-
agricultural employment, and the market. Reference [14] put
forward suggestions for increasing or decreasing the
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aquaculture scale in different regions. Reference [15] used
the resource endowment index method and the compre-
hensive comparative advantage index method and used the
principle of comparative advantage to research and analyze
animal products. Literature [16] compiled and analyzed the
relevant data on animal husbandry in the past 30 years,
established the livestock and poultry breed structure index,
and obtained the evolution process and characteristics of the
breed structure index at different stages in the six major
production areas of animal husbandry. +e dominant va-
rieties in the region are put forward, and countermeasures
and suggestions for optimizing the production layout are put
forward. Reference [17] used PIL to analyze the evolution
process of changes in animal husbandry areas, combined
with the principle of comparative advantage, and obtained
the direction of layout changes and the advantageous
breeding areas. Reference [18] used different indicators to
calculate the industrial concentration based on the relevant
production data of three years and finally identified the
advantageous production areas.

3. Economic Calculation Model

DEA method is the most commonly used method in
nonparametric frontier efficiency analysis. Farrell first
proposed the DEA method, and then Charns further im-
proved the CCR model. With the development of time,
many scholars have improved the DEA method to make it
more scientific and rational. Now, the DEAmethod has been
relatively mature, and it has become a research method to
study input-output efficiency with equal emphasis on tra-
ditional econometric methods.

+e DEA method is used to scientifically evaluate the
decision-making unit and measure the relative efficiency
of the measurement unit according to the model. Deci-
sion-making unit (DMU) is a specific title; it can be the
army, police station, prosecutor’s office, or the same
entity unit as a supermarket or coffee shop. Moreover,
each decision-making unit has the same input and output
indicators. DEA calculates input-output data to obtain
quantitative indicators of decision-making units and
comprehensive efficiency. According to this result, the
decision-making units are sorted, the decision-making
unit with the largest relative efficiency value is deter-
mined, and then the reasons and levels of the ineffec-
tiveness of other decision-making units are analyzed.
Finally, it provides suggestions for improvement and
development direction of the decision-making unit sys-
tem. +e DEA method can also judge the scale return of
each decision-making unit and put forward a scientific
suggestion for a decision-making unit to adjust the in-
dustrial scale. Compared with other research methods,
the DEA method has huge advantages in the research and
analysis of multi-input-output systems, which are mainly
manifested in the following:

(1) It is not necessary to determine the choice of the
mathematical form of the production function

before the research so as to avoid getting the wrong
conclusion because of the wrong function selection;

(2) DEA research method does not have to collect price
information of input products;

(3) In the study of complex systems, the DEA method
does not need to sort out the relationship of each
subsystem and also does not need to establish the
comparability between the indicators;

(4) +e DEA method does not need to determine the
weight of the system and its input and output in
advance, excludes the influence of subjective fac-
tors, and has the characteristics of simple and
objective;

(5) DEA sorts out the data from an overall macro
perspective to avoid the one-sidedness of the
treatment of scattered indicators.

DEA has two models: the CCR model with constant
returns to scale and the VRS model with variable returns to
scale. CCR is used to calculate comprehensive technical
efficiency (STE), including scale efficiency, and VRS is used
to calculate technical efficiency (TE) without the effect of
scale efficiency.

+e CCR model assumes that there are N DMUn
(1≤ n≤N), and each DMU has a kind of input and b kind of
output, then the DMUn vector is expressed as follows:

Xj � x1j, x2j, . . . , xaj 
T
> 0, j � 1, 2, . . . , N,

Yj � y1j, y2j, . . . , ybj 
T
> 0, j � 1, 2, .. . . . N.

(1)

According to the above assumptions, the CCR model
formula is as follows:

s.t. 

a

j�1
Xjλj ≤ θx, 

a

j�1
Yjλj ≤Yn, λj ≥ 0, j � 1, 2, . . . , a.

⎧⎪⎨

⎪⎩
(2)

In this system of equations, the economic meaning of DEA
is that DMUn is valid for DEA if and only if θ � 1 and all
inequalities have equal signs.+at is, in this system composed of
N decision-making units, the output obtained by the current
input level has reached the optimum. When θ � 1 and the
inequalities of formula (2) are all inequality signs, DMUn is
weakly effective; that is, reducing the current input in this
system can keep the output level unchanged or increase the
output level under the current input level. When θ< 1, DEA is
invalid; that is, in this system composed of N decision-making
units, the current output level can be maintained when the
current input is reduced by θ times.

+e CCR model calculates the overall efficiency under
the premise that the scale benefit remains unchanged. +is
assumes that the decision-making unit can increase the
output proportionally by increasing the input ratio. +is
situation is difficult to achieve in actual production, so
scholars further study it. By adding a convexity assumption
nλj � 1 to the CCR model, it becomes the aforementioned
BBC model for calculating the removal of returns to scale, as
shown in the following formula:
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s.t. 

a

j�1
Xjλj ≤ θxn, 

a

j�1
Yjλj ≥Yn, λj ≥ 0, j � 1, 2, . . . , a, λj ≥ 0, j � 1, 2, . . . , a.

⎧⎪⎨

⎪⎩
(3)

By solving the BEC model, we can also obtain the
technical efficiency θ of each decision-making unit. When
θ � 1, the decision-making unit technology is effective, and
formula (3) is used to solve each decision-making unit, and
the technical efficiency values of all DMUs are obtained.

+rough the CCR and BCC models, we obtained the
scale efficiency and technical efficiency of the object under
investigation. Next, we will briefly introduce how to cal-
culate pure technical efficiency (PTE). +is calculation
mainly uses the DEA model with crowded elements:

s.t. 

a

j�1
Xjλj ≤ θxj0, 

a

j�1
Yjλj ≥

1
θ
Yj0, 

a

j�1
λj � 1(0≤ θ≤ 1).

⎧⎪⎨

⎪⎩
(4)

θ obtained in formula (4) is the pure technical efficiency
we require. With regard to the introduction of the DEA
model, we obtain the technical efficiency, pure technical
efficiency, and scale efficiency of the decision-making unit.
Lei Ming (1996) stated that management efficiency (ME) can
be expressed by the following formula:

ME � PTE · CE · SE · AE. (5)

If TP is technological progress, then total factor pro-
ductivity can be derived from the following formula :

ΔTEP
TFP

�
ΔTP

TP
+
ΔME

ME
. (6)

In traditional economics research, it is usually assumed
that the cost is minimized to study the change of total input
or that the profit is maximized to study the change of total
output. Behind these assumptions, there is a perfectly
competitivemarket, which is very demanding and difficult to
achieve in empirical research. +e emergence of the distance
function perfectly solves the above problems. +e distance
function is a tool to study multiple input and output without
making any assumptions about the production activities of
the observer. How Farr et al. utilized the distance function
will be described in detail below.

We assume that the vector Xj is the input vector of the
DMU and Yj is the output of the DMU. Because the min-
imum value of the distance function cannot be determined
in the context of multiple outputs, the “inferior bound” is
taken as the research object, and the distance function of the
output angle is defined as
Do(X, Y) � inf θ: (X, Y|θ) ∈ P(X){ }. P(X) represents all
feasible production combinations; that is, input X″ can

produce Y, and θ ∈ [0, 1] represents production efficiency.
When θ � 1, the resource allocation is reasonable, and when
θ< 1, it means that the research object is in a state of input
redundancy. Under the premise of constant returns to scale,
the distance function is single output (Figure 1(a)) or dual-
output (Figure 1(b)), as shown in the figure below.

We assume that there is no efficiency loss in production,
and the output point should be located at two points AC, but
the actual situation may be located at two points BD. Under
the premise of constant input, the object at BD two points
can increase the output to AC two points; that is to say, from
the perspective of output, the distance function represents
the limit expansion of output to the production frontier.

+e functions mentioned above do not take the time
factor into account, so we consider the time factor as an
independent variable. We assume that the input-output
vectors in period t and period t+ 1 are (Xt, Yt) and
(Xt+1, Yt+1), and the distance function diagram of single
input and single output is shown in Figure 2. +en the
Malmquist exponent with reference to time t is as follows:

Mt �
Dt Xt+1, Yt+1( 

Dt Xt, Yt( 

�
lod/loe
loa/lob

.

(7)

+e Manquist exponent expressed with reference to
period t+ 1 is as follows:

Mt+1 �
Dt+1 Xt+1, Yt+1( 

Dt+1 Xt, Yt( 

�
lod/lof
loa/loc

.

(8)

By borrowing Fisher’s method of constructing the ideal
index, we take the average of the above two formulas, and we
get the Manquist productivity index as follows:

Mt,t+1 �
Dt Xt+1, Yt+1( 

Dt Xt, Yt( 
×

Dt+1 Xt+1, Yt+1( 

Dt+1 Xt+1, Yt+1( 
 

1/2

. (9)

By deforming formula (9), it can be seen that the total
factor productivity change is composed of two parts, the
technical efficiency change (EC) and the technical change
(TC), that is, the following formula.

Mt,t+1 �
Dt Xt+1, Yt+1( 

Dt Xt, Yt( 
×

Dt+1 Xt+1, Yt+1( 

Dt+1 Xt+1, Yt+1( 
 

1/2

√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√
BC

·
Dt+1 Xt+1, Yt+1( 

Dt Xt, Yt( 
√√√√√√√√√√√√√√

TC

.
(10)
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When TC> 1, it means technological progress; when
TC< 1, it means technological regression; when EC> 1, it
means that technical efficiency has improved, and when
EC< 1, it means that technical efficiency has declined. +e
technical efficiency change is composed of pure technical ef-
ficiency change (PC) and scale efficiency change (SC); namely,
EC�PC× SC, so that TFPch�TC×PC× Sc can be obtained.

4. Economic Analysis of Animal Husbandry
Based on System Dynamics

System management is divided into classification manage-
ment, membership management, and basic information
management. Its main function is to set up the basic in-
formation, membership level, and different resource data
categories of the entire platform in advance. At the same
time, it has the functions of adding, modifying, and deleting,
which is convenient for the future function expansion of the
platform and the docking with other systems. Data man-
agement is mainly divided into animal husbandry economic
statistical data management, scientific and technological
achievements and literature resource management, and

member authority review management. +e specific struc-
ture of the platform is shown in Figure 3.

+e ecological economic system of animal husbandry
cannot escape the influence of human beings. It is a
complex system composed of customers, manufacturers,
government, and other stakeholders, and it is reflected in
the interrelationship of different subjects. In the era of a
self-sufficient natural economy, the production mode of
animal husbandry is mainly characterized by the natural
regrowth of animals, and it drives the continuation and
development of life according to the basic characteristics
of the food chain and relies more on natural ecological
laws for regulation.+e conceptual structure of the animal
husbandry ecological economic system is shown in
Figure 4.

Residents’ consumption behavior of livestock and
poultry products constitutes the consumption subsystem of
the animal husbandry ecological economic system, as shown
in Figure 5(a). Residents’ demand for livestock products
depends on the population and per capita disposable in-
come. +e larger the population, the greater the demand for
livestock products, and the higher the per capita disposable
income, the higher the residents’ demand for livestock
products. When the supply is in short supply, the price of
livestock products will rise, which will in turn affect resi-
dents’ purchases of livestock products.

Under the current economic conditions, consumers
cannot fully accept ecological livestock products but make a
balanced choice between general livestock products and
ecological livestock products. +erefore, in the consumption
subsystem of the animal husbandry ecological economic
development system, it includes both the consumption of
general livestock products and the consumption of eco-
logical livestock products (as shown in Figure 5(b)), and the
two are substitute products for each other.

From an economic point of view (as shown in
Figure 5(c)), residents’ demand for animal husbandry
products prompts animal husbandry enterprises to produce
more animal husbandry products to meet the needs of
customers. Animal husbandry enterprises can obtain more
profits and require more raw materials for production, thus
driving the development of raw material enterprises, thereby
driving the development of the entire animal husbandry and
other related industries, and promoting the GDP of the

0

Y

B(X,Y)

A(TIC,S)

X

(a)

0 y1

y2

D(Y)

C(TIC,S)

(b)

Figure 1: Distance function output. (a) Distance function for a single output. (b) Distance function for double output.
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Figure 2: Manquist productivity index from an output perspective.
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entire country. At the same time, due to the increase in
corporate assets, reinvestment is made to expand
production.

With the development of the industry, the pressure from
the natural environment continues to increase. +e pressure
from the natural environment is mainly manifested in the
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Figure 3: Platform structure diagram.
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overuse and waste of raw materials and the pollution of the
environment by excrement. In order to alleviate the pressure
on the environment, it is necessary to invest more balancing
funds, which causes the cost to rise, product prices to rise,
and consequently the decline of the funds available for the
industry to expand and reproduce, thus inhibiting the de-
velopment of the industry (Figure 5(d)).

As shown in Figure 6(a), the ecological economic tech-
nology subsystem of animal husbandry is mainly reflected in
three aspects of the consumption subsystem and economic
subsystem of animal husbandry ecological economy. First,
scientific and technological progress improves the spiritual and
material life of human beings, and the increased disposable
income of human beings can lead to more consumption of
ecological animal husbandry products, which forms positive
feedback. +e second is the improvement of educational
technology and the improvement of residents’ educational level
brought about by investment in science and technology.
Humans realize the significance of ecological animal husbandry
products for their own development, which can change con-
sumption awareness and behavior, increase the consumption of
ecological animal husbandry products, and form positive
feedback. +ird, the investment in science and technology has
greatly improved the production technology of existing en-
terprises, improved the production efficiency of enterprises and
the utilization rate of resources, and can produce ecological
animal husbandry products at a lower cost, forming positive
feedback. Conversely, if the technical orientation iswrong, it will
exacerbate the negative feedback effect (as shown in
Figure 6(b)). For example, the concentration of science and
technology on the production and consumption of

nonecological products will inevitably increase the capital load
and environmental degradation and make the system continue
to deteriorate.

As shown in Figure 7(a), for nonecological economic be-
haviors, the government sets a higher threshold for customers
and producers through economic penalties and direct super-
vision by regulatory authorities and turns to the production and
consumption of ecological livestock products. For example, the
government environmental monitoring department sets pu-
nitive consumption policies or thresholds according to envi-
ronmental conditions, which increases the cost of general
livestock products and reduces per capita disposable income.

Under the ecological economic behavior (as shown in
Figure 7(b)), the government adopts more incentive policies
to attract producers, consumers, and technology developers
to switch from general animal husbandry products to
ecological animal husbandry products, thereby promoting
ecological animal husbandry products for nonprofit re-
placement of ecological livestock products and promoting a
virtuous circle of positive feedback.

In order to further understand the operation law of the
animal husbandry ecosystem, we combine nonecological eco-
nomic products and ecological economic products together.
Moreover, this article uses the proportion of ecological animal
husbandry products in total animal husbandry products (the
ratio of ecological animal husbandry products) to specifically
express the choice of consumers, producers, and other subjects
for ecological animal husbandry products and ecological be-
haviors.+e SD causal relationship diagramof thewhole animal
husbandry ecological and economic development system is
obtained as shown in Figure 8(a).
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Figure 5: +e causal relationship diagram of the animal husbandry economic system. (a) +e causal relationship diagram of the demand
subsystem from the economic point of view. (b) +e causal relationship diagram of the ecological and economic demand subsystem of
animal husbandry. (c) +e causal relationship diagram of the production subsystem from the economic point of view. (d) +e causal
relationship diagram of the ecological and economic production subsystem of animal husbandry.
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Figure 8(b) shows the causal relationship diagram of the
coordinated development of the ecological economic system of
livestock and forestry. On the one hand, the development of
animal husbandry requires forestry to provide more raw ma-
terials, so forestry enterprises increase the supply and can obtain
more for their own expansion and reproduction. However, due
to the constraints of the natural environment, the supply of
forestry has a certain load limit, and if the load exceeds the load,
it will have a negative impact on human beings and the en-
vironment. On the other hand, the development of forestry
requires more organic fertilizers, which drives the development

of ecological animal husbandry enterprises, while investing in
and expanding reproduction. +erefore, the development of
forestry also drives the development of the ecological economy
of animal husbandry.

Figure 8(c) shows the causal relationship diagram of
the coordinated development of the ecological economic
system of animal husbandry and crop farming. +e re-
lationship between the animal husbandry ecosystem and
agriculture basically includes two aspects of coordinated
development with forestry. However, unlike forestry, the
products of planting not only meet the needs of ecological

Ecological animal
husbandry products

supply

Corporate
reinvestment

Industrial
development

GDP

Per capita
GDP

Demand for animal
husbandry products

Per capita
disposable

income

+

+

+

+

+

++

+

+

+

Scientific and
technological advance

Educational
level

Technology 

Technology input

+
+

+

Animal husbandry
enterprise assets

+

+

(a)

Supply of animal
husbandry products

Corporate
reinvestment

Industrial
development

GDP

Per capita
GDP

Ecological factor

Per capita
disposable

income

+

+

+

+

+

++

+

+

+

Raw material
cost

Resource
load

Animal husbandry
enterprise assets

+

+

+

+

General livestock
product demand

science and
technology input

+

+

+

(b)

Figure 6: Causal diagram of technical subsystems. (a) +e causal relationship diagram of the ecological economic technology subsystem of
animal husbandry. (b) Negative feedback relationship diagram of technical subsystem.
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animal husbandry for raw materials but also meet the
needs of people for food. +erefore, human needs ag-
gravate the resource load of the planting industry, so that
the ecological and economical operation of animal
husbandry is more necessary to balance the needs of
human and animal husbandry for the planting industry so
as to alleviate and solve the resource load of the planting
industry.

On the basis of the above research, the system dynamics
model proposed in this article is simulated by the simulation
software, and the analysis effect of the system dynamics
model on the development of the animal husbandry
economy is calculated. +e effects in the ecological analysis
of animal husbandry economy and the analysis of economic
development effects are verified, and the results shown in
Tables 1 and 2 are obtained.
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Figure 7: Relationship diagram of the management subsystem. (a)+e causal relationship diagram of management subsystems under non-
ecological economic behavior. (b) Relationship diagram of management subsystems under ecological economic behavior.
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Figure 8: +e relationship diagram between the coordinated economic development of animal husbandry. (a) +e causal relationship
diagram of the ecological and economic development system of animal husbandry. (b) +e relationship diagram between the ecological
economic development system of animal husbandry and the coordinated development of forestry. (c)+e relationship diagram between the
ecological and economic development system of animal husbandry and the coordinated development of planting.
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It can be seen from the above research that the system
dynamics model proposed in this article has a good per-
formance in the economic analysis of animal husbandry and
can provide a reference for the development of the animal
husbandry economy.

5. Conclusion

+ere are many industries associated with animal hus-
bandry, which influence each other to promote

development, and animal husbandry integrates supply,
production, and marketing. Among them, the planting in-
dustry is responsible for providing raw material feed, live-
stock and poultry use the feed for growth, and the produced
manure is processed into organic fertilizer, which is recycled
to the fields for use in the planting industry. +e processing
industry plays a key role in ensuring the quality of animal
products and is an indispensable intermediate link in the
output of animal husbandry. +e logistics industry ensures
the normal transportation and circulation of animal

Table 1: Evaluation of the effect of the system dynamics model in the economic and ecological analysis of animal husbandry.

Num Ecological economic evaluation Num Ecological economic evaluation Num Ecological economic evaluation
1 81.51 23 84.57 45 89.92
2 88.18 24 81.88 46 80.16
3 87.69 25 86.58 47 81.01
4 79.07 26 83.75 48 81.21
5 91.45 27 86.56 49 80.95
6 85.30 28 83.66 50 83.49
7 79.55 29 88.37 51 91.37
8 90.74 30 87.66 52 90.22
9 86.98 31 88.34 53 83.76
10 86.44 32 81.35 54 86.13
11 90.42 33 82.38 55 82.03
12 88.07 34 83.03 56 91.79
13 79.89 35 89.97 57 83.04
14 82.71 36 80.46 58 81.62
15 80.73 37 91.15 59 79.22
16 85.29 38 81.65 60 82.57
17 89.71 39 91.59 61 91.07
18 85.28 40 89.22 62 87.26
19 84.68 41 81.25 63 80.71
20 83.35 42 82.16 64 79.54
21 83.67 43 84.09 65 89.17
22 89.09 44 82.62 66 86.21

Table 2: Evaluation of the effect of system dynamics model in the analysis of animal husbandry economic development.

Num Economic development evaluation Num Economic development evaluation Num Economic development evaluation
1 76.95 23 87.23 45 78.95
2 79.59 24 88.89 46 84.70
3 83.53 25 76.70 47 80.84
4 74.96 26 75.61 48 84.62
5 75.21 27 81.21 49 76.94
6 79.91 28 80.08 50 85.93
7 87.83 29 88.23 51 77.91
8 83.53 30 79.68 52 75.02
9 78.10 31 84.34 53 84.48
10 86.27 32 82.07 54 82.79
11 85.28 33 87.96 55 79.88
12 76.13 34 80.86 56 87.02
13 80.30 35 87.14 57 88.51
14 88.45 36 81.38 58 81.47
15 74.82 37 77.26 59 88.62
16 83.34 38 81.58 60 81.51
17 83.22 39 86.58 61 87.24
18 74.85 40 76.20 62 75.06
19 75.23 41 83.29 63 82.17
20 83.85 42 79.43 64 74.73
21 76.51 43 78.32 65 79.22
22 80.37 44 85.29 66 85.52
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products, and the service industry is indispensable in the
process of animal product sales. +is article studies the
animal husbandry economy based on system dynamics and
conducts an intelligent analysis of the animal husbandry
economy by constructing an intelligent model. +e simu-
lation test study shows that the system dynamics model
proposed in this article has a good performance in the
economic analysis of animal husbandry and can provide a
reference for the development of animal husbandry
economy.
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With China’s attention to the requirements of brand illustration innovative design, under the background of Industry 4.0, the
advantages of applying 3Dmodelingmethod in the field of traditional illustration design are becomingmore andmore prominent.
Based on this, this paper studies the modeling method of brand illustration innovative design based on Industry 4.0 and constructs
a 3D analysis model of illustration design based on cattle cooperative hybrid algorithm.)is paper innovates the innovative design
method of brand illustration under the background of Industry 4.0 from the three aspects of illustration structure, illustration
style, and illustration creation method, uses the cattle cooperative hybrid algorithm to quantify its innovation, and realizes the
intelligent evaluation of its innovation and the quantitative representation of modeling method based on the illustration database.
)e experimental results show that the illustration innovative design analysis model based on cattle collaborative hybrid algorithm
can effectively combine the industrial 4.0 background, realize the modeling innovation at the three-dimensional level, and
significantly improve its innovative design efficiency and modeling success rate.

1. Introduction

Industry 4.0 is a division based on different stages of in-
dustrial development. According to the consensus, Industry
1.0 is the era of steam engine, Industry 2.0 is the era of
electrification, Industry 3.0 is the era of information, and
Industry 4.0 is the era of using information technology to
promote industrial change, that is, the era of intelligence. In
order to improve the core competitiveness of Germany’s
industrial revolution, the new concept of occupation ma-
chine appeared in Germany’s Industrial Expo in 2013. In
recent years, most illustration design masters have made
many achievements in modeling the innovative design of
brand illustration. Among them, the illustration design of
traditional cultural style is the main, supplemented by the
illustration design style of local and national characteristics
[1]. Under the background of industry 4.0, new designers
gradually began to combine illustration innovative design
with industrial elements, such as illustration and advanced
manufacturing technology, intelligent manufacturing

technology, robot technology, micro nano sensing tech-
nology, and other elements, so as to realize the innovative
expression of their illustration [2]. On the other hand, with
the emergence of a variety of modern 3Dmodeling methods,
different types of brand illustration innovative design
methods have gradually developed in a blowout way. )e
emergence of modern illustration design styles such as
online illustration design scheme, multidimensional col-
laborative design, and two-dimensional and three-dimen-
sional collaborative design provides a new direction for
promoting “brand illustration innovative design” on a large
scale [3]. )erefore, how to create more and better brand
illustration works under the background of industry 4.0 has
become an important feature of illustration design in China
[4]. At present, although the existing illustration graphic
design modeling method group provides a large number of
reference design schemes, in terms of practical application, it
is difficult to create more and more aesthetic illustration
works in combination with the existing business charac-
teristics of the actual brand company [5]. Under this
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background, combined with the background of Industry 4.0,
this paper proposes a modeling method of brand illustration
innovative design based on cattle collaborative hybrid al-
gorithm and studies the application of different types of 3D
modeling and data analysis methods in the field of intelligent
illustration 3D design.

)is paper studies the modeling method of brand il-
lustration innovative design based on Industry 4.0 and
constructs an intelligent illustration design modeling
strategy analysis model based on cattle cooperative hybrid
algorithm. Compared with the traditional illustration design
method with cultural elements as the main creative style, the
innovation of this paper is to apply the cattle cooperative
hybrid algorithm to the innovative design of brand illus-
tration. On this basis, make full use of different types of 3D
modeling data and collaborative multidimensional data
analysis methods. Taking industry 4.0 as the background,
combined with brand characteristics, realize the optimal and
innovative design of illustrations, and use a variety of 3D
modeling methods to represent different types of illustration
works. Combined with the current illustration innovation
analysis system, intelligent design and performance of dif-
ferent types of brand illustration works are carried out.

)is paper studies the application of industrial 4.0
background in brand illustration innovation design mod-
eling, which is mainly divided into four chapters. Chapter 1
briefly describes the background and necessity of this study.
Chapter 2 discusses the brand illustration design method
and existing research results on the application of cattle
cooperative hybrid algorithm (domestic and foreign) anal-
ysis and summary. Chapter 3 constructs the analysis model
of brand illustration innovative design based on cattle
collaborative hybrid algorithm and uses the Laplace factor
analysis method to create a 3D structure design method
based on collaborative innovation and multidimensional
analysis. Chapter 4 evaluates the optimization analysis
model of brand illustration innovative design and the in-
novation of illustration constructed in this paper. Test the
price index, analyze the test data, and draw a conclusion.

2. Related Work

At present, there are many problems in promoting the in-
novation of modeling methods in the field of intelligent
illustration 3D design, especially in the brand elements of
illustration design scheme, intelligent digital combination
method, and collaborative design [6]. Chang and other
scholars found that the current process of brand illustration
design mainly takes the cultural value of the brand as the
core and rarely reflects the industrial 4.0 background as the
characteristic elements. )erefore, they proposed a free
design method of illustration design based on the brand
value communication method [7]. Hummel and other
scholars proposed that attention should be paid to the de-
velopment of three-dimensional illustration design
methods. )rough the use of 3D animation table technique
based on modern style, it reflects the more affinity and
appeal in the process of illustration design. By combining
virtual and real works, it reflects the value circle

communication effect reflected by the brand through il-
lustration [8]. According to the collaborative innovative
design theory in illustration design, Qarariyah and other
scholars put forward a new brand illustration innovative
design system and intelligent integrated design scheme,
analyzed the relationship between the traditional illustration
design field and the integrated scheme of intelligent modern
picture design, and realized its innovative and prominent
design in the main features [9]. Aiming at the problem of
slow modeling speed in illustration design, Ekman and Feng
proposed an efficient illustration modeling method com-
bined with intelligent collaborative hybrid algorithm based
on illustration design theory. )rough the analysis of il-
lustration design effect, aesthetic requirements, and brand
communication in different illustration design field
schemes, multidimensional design is carried out according
to its internal relevance. It realizes the efficient design of
illustration at different levels [10]. Wang and other scholars
put forward an illustration design module analysis method
based on cloud comprehensive and unified distribution by
analyzing the advertising illustration contents of multiple
brands, combined with the actual illustration design
methods, and aiming at the design commonalities of their
internal correlation schemes. )is method can effectively
solve the low efficiency of illustration design, but it has
limited-application scope and low data utilization [11]. Xu
and other scholars combined with the illustration design
culture and experience of local brands and used the de-
formed illustration design method to comprehensively an-
alyze the traditional intelligent illustration design method.
)e results show that the illustration design field system has
a good overall coordination effect and can be applied to
different brand illustration designs and unconventional
brand illustration innovative designs. It can effectively solve
the problem of poor universality of illustration design
methods [12]. Based on the traditional illustration design
theory and illustration aesthetic structure design method, Li
and other scholars proposed a panoramic brand illustration
innovative design strategy.)e results show that the strategy
based on intelligent distribution of data flow can effectively
reduce its comprehensive errors in the illustration design
system and improve the overall illustration design effect.
Later, it is optimized by combining Fourier function algo-
rithm. )e results show that the optimized method effec-
tively reduces the differentiation problem in the process of
illustration design [13]. In order to solve the problems of low
efficiency of multi-illustration design cooperation and slow
speed of multivariate analysis in the brand illustration in-
novation design system, Zhao and other scholars proposed
an automatic design method of illustration design scheme
based on genetic algorithm and particle swarm optimization
algorithm. Experiments show that the automatic design
method can effectively improve the innovative effect in the
process of intelligent illustration design [14]. Aiming at the
problem of low efficiency in traditional brand design
methods, Deng and other scholars proposed a 3D modeling
illustration design method combined with massive data
information. )is method can realize the innovative eval-
uation basis of brand illustration innovative design system
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by simulating the three-dimensional structure diagram in
illustration design, but it has the problem of low efficiency
[15].

To sum up, it can be seen that the current research on
brand illustration innovative design still focuses on the
traditional illustration style design and the method based on
low-dimensional data analysis strategy, mainly on the brand
elements, intelligent digital combination method, and col-
laborative design of illustration design scheme, and rarely on
the effective combination of intelligent algorithm and in-
dustrial 4.0 background [16–18]. On the other hand, in the
modeling and optimization of illustration design style, most
illustration design modeling and analysis models need to
summarize the modeling data in different ranges first and
then conduct unified analysis and processing, which leads to
the overall illustration design efficiency becoming very low.
And there is no research on optimization design and con-
struction of relevant models for illustration design modeling
[19–22]. )erefore, the research on the modeling method of
brand illustration innovative design based on industry 4.0
has important practical significance.

3. Methodology

3.1. Application of Cattle Cooperative Hybrid Algorithm in
Brand Illustration Innovative Design Analysis Model. In this
study, in order to better quantify the data level of the in-
telligent illustration design process, a cattle cooperative
hybrid algorithm based on color recognition strategy is
adopted [23]. When studying the laws of different types of
multidimensional information data, cattle collaborative
mixing algorithm is a more commonly used one. Cattle
collaborative mixing, also known as multilinear collabora-
tive regression analysis, is a dynamic research model for
comprehensive analysis based on the correlation between
data and data, which is often used in big data analysis, cloud
model verification, and so on [24]. In essence, collaborative
hybrid algorithm belongs to two classification problems.
Generally speaking, it is to carry out different degrees of
classification process according to different types of prob-
lems, take the minimum error as the solution standard, and
finally realize the optimal solution of the results [25].
Collaborative hybrid operation is also a basic method of self-
learning and updating at the data level. In the process of data
updating and analysis, through the accumulation of the
characteristics of different types of data, it can realize the
high relevance and coupling verification so as to solve the
unknown complex multidimensional operation problem.

In this study, in order to build the brand illustration
innovation design modeling and analysis model, the cattle
cooperative hybrid algorithm is the core key point for the
data information required for processing, and its corre-
sponding data processing type is also obtained by multi-
dimensional analysis and corresponding matrix operation.
)e data analysis and three-dimensional simulation oper-
ation process of its intelligent illustration innovative design
is shown in Figure 1.

3.2. Establishment Process of Performance Analysis Model of
Intelligent Illustration 3DDesign Based on Cattle Cooperative
Hybrid Algorithm. )is intelligent illustration 3D design
model based on cattle collaborative innovation algorithm
combines the industrial 4.0 background and brand influence
analysis mechanism to simplify the processing of complex
data in intelligent illustration 3D information.)erefore, the
intelligent 3D design performance analysis model needs to
analyze many factors of illustration innovation so as to judge
whether there are closely related factors in a variety of data.
)erefore, this method can not only use the three-dimen-
sional data required in the process of illustration design as
the reference standard, but also use these comprehensive
average indicators with closely related factors for data
analysis or represent the modeling and analysis factors
existing in intelligent illustration design through one of
them. In addition, the information carried by these multi-
data (three-dimensional images) to be processed cannot be
seriously distorted. )e data analysis process of the intel-
ligent three-dimensional description model of brand illus-
tration is shown in Figure 2.

In the process of brand design of illustration, there is a
data object to be processed (illustration innovative design
modeling feature information). )is process is called
modeling the illustrationmodel. In three-dimensional space,
the position sequence expression in the illustration inno-
vative design model is
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2n
2

+ 3n − 1
,

X1 �
x1(1), x1(2), . . . , x1(n)( 

n
2

+ n − 1
.

(1)

In the above formula, x, y, z refer to the three-dimen-
sional coordinate information, X, Y, Z in the process of
brand illustration innovative design refers to the design
change position of brand illustration in the three-dimen-
sional space, and n refers to the stacking product of feature
points of different brand illustration innovative design. In
this stage, in the processing of data groups with different
dimensions, the simulation results of the three-dimensional
space design change position with the cattle cooperative
hybrid algorithm and the three-dimensional space change
position without the cattle cooperative hybrid algorithm are
shown in Figures 3 and 4, respectively.
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It can be seen from Figures 3 and 4 that under the cattle
cooperative hybrid algorithm, with the increase of data op-
eration speed, the difference between the data operation ef-
ficiency corresponding to the illustration design style and the
internal correlation of the illustration three-dimensional

spatial design position information is very obvious, because
with the increase of the number of cattle cooperative oper-
ations, different types of illustration modeling impact graph
indicators also show the same change law, which gradually
decreases, and when the threshold is smaller, the impact
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Figure 2: )e data analysis process of the intelligent 3D description model of the brand illustration.
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Figure 1: Data analysis and 3D simulation operation process of intelligent illustration creative design.
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indicator is smaller, because the smaller the threshold is, the
weaker the impact degree is, and the better the corresponding
stability is. )erefore, this means that the cattle collaborative
hybrid method proposed in this study can effectively improve
the modeling efficiency of illustration innovative design.

After combining the cattle cooperative mixed variable
function K(x, y, z) and the reinforcement machine learning
mechanism rule function L(x, y, z), the position expression
of the corresponding illustration background 3D design
modeling is
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Figure 4: )e spatial position change of the illustration design at different speeds using the herd collaborative hybrid algorithm.
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)e expressions of cattle cooperative mixed variable
function K(x, y, z) and reinforcement machine learning
mechanism rule function L(x, y, z) are, respectively,
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X, Y, Z are the motion position function of brand il-
lustration in three-dimensional space, n is the total number
of feature points of different brand illustration innovative
design schemes, and x, y, z are the spatial trajectory coor-
dinate information of illustration three-dimensional design.
When the set signal is different from the coordinate signal in
the innovative design of illustration, combined with the
analysis of signals by the function of reinforcement machine
learning algorithm, the integral expression Q(t) of the
correlation comparison results between different types of
data is as follows:

Q(t) �
kp e(t) + 1/T1 

t

0 e(t)dt + TDde(t)/dt 

x
2

+ y
2

+ z
3 , (4)

where x, y, z are the three-dimensional coordinate infor-
mation in the process of brand illustration innovative de-
sign, e(t) represents the deviation, kp represents the error
increase of illustration three-dimensional design, and T

represents the conventional modeling constant.

3.3. Application of Brand Illustration Innovation Analysis
Model in Intelligent Illustration 3D Design. Before com-
pleting the first draft of different types of brand illustration
schemes, in the process of illustration design for different
types of brands, after optimizing the innovative design
methods of illustration, it is necessary to select different
innovative countermeasures and methods of illustration

design in combination with the characteristics of innovative
design of brand illustration. In this process, by adopting the
technical methods involved in different types of industrial
4.0 brands, taking the design brand illustration innovative
design scheme and illustration design field as the core
modeling goal, the process of the involved illustration design
field will be comprehensively evaluated and analyzed to
obtain the optimal illustration modeling design scheme. In
this process, the internal relevance of different types of data
will be analyzed through the 3D modeling method of the
brand illustration innovation design system.

Secondly, the intelligent illustration 3D design method
is to mine the collected illustration data types. For un-
known cattle cooperative mixed data target (innovative
design styles of different types of brand illustration), carry
out fuzzy search and screening to realize data mining and
feature analysis of the overall process of illustration design
modeling, and transform the information of different types
of intelligent illustration design schemes into data infor-
mation that can be recognized by the system through a
certain pattern. Data mining of different brands will
produce different effects. )e speed simulation results of
the modeling method of innovative illustration design in
the traditional illustration 3D design method and intelli-
gent illustration 3D design method are shown in Figures 5
and 6, respectively.

Finally, after completing the above links, it is necessary
to accumulate and stack the data generated by modeling
under the cattle cooperative hybrid algorithm; that is, it is
also necessary to estimate the error degree through the
computer database information and the preset automatic
innovative judgment program of illustration and then deeply
mine and analyze some information in the field of illus-
tration design so as to realize the secondary analysis and
error analysis of the data after the initial linear analysis. )e
results of the illustration modeling simulation analysis
method under different disturbing factors in this process are
shown in Figure 7.

As can be seen from Figures 5–7, with the increase of
illustration modeling and simulation times, its internal
relevance is very obvious, especially in the aspects of
modeling efficiency and illustration innovation. Moreover,
under different thresholds, the change trends in modeling
spatiotemporal differences are relatively similar, which are
gradually increasing or decreasing, but the increase ranges
are different, which shows that the cattle collaborative in-
novation method can well reduce the differences in illus-
tration designmethods.)is is because the cattle cooperative
hybrid algorithm has an inevitable correlation between data
decision-making and state transition in illustration design,
so its difference will be very small.

4. Result Analysis and Discussion

4.1. Experimental Results of Intelligent Illustration Modeling
and Design Method Based on Cattle Collaborative Hybrid
Innovation Model. After constructing the performance
analysis model of brand illustration innovative design, we
need to evaluate its practical application effect in intelligent

6 Computational Intelligence and Neuroscience



illustration 3D design. When evaluating the data acquisition
and analysis model of illustration innovative design based on
Industry 4.0, it needs to be evaluated from many aspects.
According to the needs of innovative illustration design of
different brands, this study proposes several indicators to
evaluate micro nano flexible sensors. )is paper analyzes the
application effect and quality of intelligent illustration in
three-dimensional design in the process of illustration de-
sign. )erefore, it is necessary to analyze the data corre-
sponding to multiple indicators of the three groups of
experiments. )e preliminary analysis results are shown in
Figure 8, in which the horizontal axis is the number of
multidimensional data. )e vertical axis is the innovative
and beautiful effect of illustration.

As can be seen from Figure 8, in the process of this
experiment, in the verification process of intelligent illus-
tration 3D modeling design experiment, in this study, the

above indicators can be properly classified, linear analysis
and logistic regression through the observation results of
known experimental object data. By deleting some unnec-
essary (i.e., less influential) impact indicators in the illus-
tration design field. With the increase of the number of
cycles of the conductionmechanism in the experiment, there
are also great differences in the spatiotemporal delay ac-
curacy of the illustration design structure under the cor-
responding collaborative innovation hybrid strategy, and the
accuracy of the spatiotemporal difference of the experi-
mental data of the three-dimensional financial structure will
be higher. )is is because the brand illustration innovation
design analysis model of degree learning algorithm is op-
timized and classified according to the individual differences
between different modeling 3D structures and technological
innovation. )rough the use of big data analysis and
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Figure 7: )e results of illustration modeling simulation analysis
under different disturbance factor values.
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Figure 6: Simulation results of intelligent illustration 3D design
method.
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intelligent fusion technology, the whole process monitoring
of illustration innovation models of different brands in the
illustration design process is realized, and the process is
represented by data. )rough the big data analysis system,
the source data is transmitted to the system terminal, and
then through the intelligent data depth mining technology
and optimal analysis scheme based on cattle cooperative
hybrid algorithm, a one-to-one analysis scheme is provided
for the heterogeneity influence link of illustration innovative
design modeling method. )e above is the construction idea
of brand illustration innovative design intelligent model.

4.2. Experimental Results and Analysis. Among the multiple
data indicators used in this experiment to evaluate the three-
dimensional design of intelligent illustration, some or sev-
eral indicators do have correlation or mixed relationship. In
order to analyze the experimental data more conveniently,
the six comprehensive evaluation indexes involved in the
experimental process and the correlation coefficient between
the indexes are analyzed.)rough the impact evaluation and
application of the results of the experimental analysis of the
known 9 different types of intelligent illustration design
methods and the corresponding indicators in the illustration
design, the performance optimization design and fiber
flexibility effect of intelligent illustration modeling are re-
alized. )e corresponding image analysis is shown in Fig-
ure 9. )e horizontal axis is the number of experiments and
the vertical axis is the impact evaluation factor.

According to the result analysis in Figure 9, the corre-
lation degree between the first index and the second index is
0.97; that is, the coupling relationship between the illus-
tration design effect and the illustration style selected by the
modeling method in the illustration design is very high
because there is also a positive correlation between the
design style and the 3D modeling method in the corre-
sponding brand illustration innovation design system.)ere
is also a positive correlation between design style and 3D
modeling method. )e relevant test results of six different
types of evaluation indicators are passed in the corre-
sponding brand illustration innovation design system. It can
well reflect the effectiveness and timeliness of illustration
design modeling and analysis model based on cattle coop-
erative hybrid algorithm. On the other hand, the experi-
mental results show that the correlation degree between the
second index and the third index is 0.96, which is very close
to 0.9, which also shows that the aesthetics and symmetry in
the field of illustration design are also very relevant, and its
correlation value is more in line with the current practical
experience, which also shows that there is a strong corre-
lation between the two. It can be explained that the inno-
vative modeling of illustration design and brand is also a
strong correlation of positive synergy.

)erefore, the results of this study show that the intel-
ligent illustration 3D design method based on big data
analysis strategy and cattle collaborative hybrid algorithm
can realize the efficient analysis of the internal information
and external correlation degree between the data generated
by different brands in the illustration design process. In

addition, the relationship between brand illustration inno-
vative design effect and external aesthetics can also be
quantified and compared through the design modeling
analysis model proposed in this study, and the degree of
correlation is very small or even negligible, which is also in
line with our life experience—under the background of
Industry 4.0, the relationship between brand illustration
design effect and external aesthetics is not large. )is also
shows the accuracy and objectivity of the results of this study
in the application of brand illustration innovative design
Industry 4.0 based on cattle collaborative innovation algo-
rithm in innovative design.

5. Conclusion

In recent years, with the vigorous promotion of Industrial
4.0 technology, the application prospect of traditional il-
lustration design in brand 3D modeling is becoming more
and more obvious. Based on this, this paper studies the
modeling method of brand illustration innovative design
based on Industry 4.0 and constructs an intelligent illus-
tration design and modeling strategy analysis model based
on cattle cooperative hybrid algorithm. )e collection of
data and information in the process of brand illustration
innovative design is realized from six aspects. )e cattle
cooperative hybrid algorithm is used to realize its data fu-
sion. Combined with the quantitative evaluation method of
multidimensional data, the illustration intelligent analysis
model can comprehensively analyze and evaluate the data of
different types of models. According to the relevant re-
quirements in the field of illustration design and the general
rules of modeling design method, the efficient modeling
method in the process of brand illustration design is im-
proved. Finally, relevant experiments are designed for
verification. )e experimental results show that the
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intelligent illustration design modeling model based on
cattle cooperative hybrid algorithm has the advantages of
quantifiable evaluation and good stability. It can improve the
efficiency of illustration three-dimensional design and
strengthen the intelligence of brand illustration innovation
design system. However, this study only analyzes the impact
and relevance of modeling methods in intelligent illustration
design and does not take other potential influencing factors
in the implementation of intelligent illustration design
methods into account. )erefore, the impact of other factors
on the modeling effect of brand illustration innovative
design needs to be further studied.
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In order to realize accurate marketing by analyzing customer individual demand, a new quantitative Kano model method is put
forward, and it is helpful to provide customized products for heterogeneous customer classification groups. By improving the
traditional Kano model, the customer satisfaction and the importance degree of products are defined, and the quantitative Kano
demand model is established. Customers are classified as the price preference group, the brand preference group, and the service
priority group, and decision-making of product attribute quality improvement for customer classification is realized. Lastly,
electric vehicles (EVs) are selected as a study case, and their various demands for different classifications of customers are
discussed by questionnaire survey and calculation of satisfaction and the importance degree. Furthermore, different customer
group demands are classified as attractive demands, expected demands, nondifferential demands, or essential demands, and the
important product attribute acquisition process for various customers is discussed to improve enterprise market competitiveness.

1. Introduction

With the continuous improvement of people’s consumption
levels and the diversification of product forms, more and
more consumers no longer simply pay for the premium of
the product brand but expect to achieve consumption
upgrading on the basis of the price, which also brings huge
opportunities and challenges for enterprises to design and
customization of products and services. Many
manufacturing enterprises have also been user-centered,
driven by the demand side, and depicted the user portrait on
the basis of big data mining and analysis, so as to realize
personalized customized services to users. As early as 1998,
Yeh and Pearlson proposed the concept of customer cus-
tomization, providing the corresponding personalized de-
sign, production, and delivery of customer products or
services according to their personalized needs [1, 2]. Foreign
IKEA and BMW-Mini have launched user customization in
product customization, while Amazon, Haier, and other
websites have made personalized recommendations for use

[3]. Domestic red collar and WeiShang fully reflect the
personalized personalization in the product application [4].
Enterprises can segment the market, regard the same type of
users as a market segment, and provide them with the
corresponding customized services to meet the personalized
needs of users [5]. Personalized needs are to let products or
services reflect their own unique needs and personality, not
different needs from others. (erefore, while all users have
common needs, the types of users can be distinguished
through the personalized needs of users, and the products
and services can be customized for different users’ needs,
which is of great significance to improving the competi-
tiveness of enterprises in the same industry and the for-
mation of precise marketing for customers.

At present, there is a certain vague uncertainty in the
expression of user demand for products and services. How to
maximize the personalized needs of users is the key to
enterprise customization.(ere are two main ways to obtain
information about users’ needs: one is the data collection
based on the Internet with the help of marketers. In [6], they
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proposed a method of product personalized customization
with a case-based reasoning theory to solve the problem of
low matching between user requirements and product
modules in the process of product personalized custom-
ization. A new method for KANO model classification was
created in [7]. By collecting customer reviews and rating
scores, the author builds a regression model between the
score and the degree to which product attributes meet user
needs according to their text expression. However, the cost
of one-to-one communication with customers is high, and
the expression of product demands in the process of in-
dependent selection is vague. Besides, the existing options
and parameters are difficult to meet the needs of customers.
In [8], they researched the user’s personalized needs of smart
health preserving pot based on the Kano model to guide the
interaction design and make the interaction of smart health
preserving pot more fit the user’s real needs. In [9], they
focused on investigating traditional garment enterprises’
transformation from mass production to mass custom-
ization, and it probed deeply into the ways for the garment
manufacturing industry to realize Internet-based mass
customization and key problems to be solved. An approach
of integration of the Kano model into QFD to examine
customer satisfaction based on aesthetic sentiments was
proposed in [10], and a sport utility vehicle has been selected
for the study.(e aesthetic attributes have been selected with
the help of QFD and their importance and classification have
been calculated using both the fuzzy Kano and the tradi-
tional Kano models. [11]aimed to examine consumer per-
spectives about service satisfaction in the domestic medical
industry using Kano’s two-dimensional model and
employed the importance-satisfaction model to determine
service items that need improvement. In [12], they estimated
customer preference based on conjoint analysis and cate-
gorized service quality elements by the IPA-Kano model. A
methodology that integrates the Kano model (KM), analytic
hierarchy process (AHP), and quality function deployment
(QFD) methods with intuitionistic fuzzy set (IFS) to solve
decision-making problems in new product development and
design was proposed in [13]. By the new method, the web
crawler technology was first applied to e-commerce web sites
to collect raw data, and the representative CRs were
extracted through combining the LDA model with the
Apriori algorithm. Second, the intuitionistic fuzzy Kano
model (IFKM) is proposed to evaluate the adjustment co-
efficient of CRs and Kano categories via customer preference
membership functions. In [14], they proposed the product
feature KANO analysis method based on the emotional
distribution of product features, and Kano analysis of
product characteristics by using product review data can
provide valuable reference information for companies to
improve their products. Literature [15] classified the product
functions mentioned in social media. In [16], they divided
the design demands information of personal protective mask
into several attributes initially and obtained the final Kano
required attributes by the better-worse coefficient analysis
method. In [17], they used the Kano model to identify and
screen demand and built the quality demand hierarchy
model of high-quality housing to calculate the importance

degree of each demand item. In the study [18], they defined
the user requirements in the Kano model and classified user
requirement hierarchies using the rough analysis hierarchy
process method to calculate requirement weight. In [19], a
hybrid Kano model with tools of SII and DDI was proposed.

Most of the existing customer demand determination
methods are to calculate the importance degree of a cus-
tomer’s personalized demands and then determine the
priority of the customer’s demands, ignoring the existence of
product satisfaction. Product satisfaction is an important
and influencing factor of product upgrading, and it can
realize product accuracy in marketing if the demands of
customers are quantified with feedback on product im-
portance and satisfaction. (erefore, this paper acquires the
customer preferences for different types of demands by
through a quantified Kano model classification according to
the importance degree of customer demands. Furthermore,
the satisfaction and importance evaluation of customer
demands are combined to determine which types of demand
items should be emphasized in the later update and
upgrading of products so as to provide user groups with
products that meet customer scenarios and actual demands
in the future.

2. Related Work

(e Kano model was formally proposed by Japanese scholar
Yoshino. According to the subjective performance of the
product and the customer subjective perception [11], the
quality characteristics of the product were classified and
screened. Among them, the customer’s demand for products
is divided into five categories, namely, necessity, expectation,
charm, no difference, and reverse [20]. Must-be requirement
refers to the basic requirements that the product should
have. If the attribute is sufficient, the user will not be de-
lighted, but if the point is absent, the user will be very
dissatisfied. Attractive requirement, also known as excited
demand, is a characteristic that can surprise or surprise
customers. When it is sufficient, it can improve customer
satisfaction to a large extent, but it will not cause dissatis-
faction when it is insufficient. One-dimensional requirement
is an essential factor for enterprises to evaluate competi-
tiveness, which makes customers satisfied when the product
has enough characteristics and causes dissatisfaction when it
is not sufficient. Indifferent requirement, customers ignore
factors, and whether it is satisfied does affect users’ satis-
faction with products. Reverse requirement, when product
attributes are satisfied, customers are not satisfied, and when
product attributes are not satisfied, customers are more
satisfied. According to the objective performance of the
product and customer satisfaction, the Kano model diagram
is shown in Figure 1.

(e Kano model requirement classification evaluation
table designs the product attributes as positive and negative
aspects and obtains the demand classification of product
attributes by analyzing the Kano questionnaire filled by
users. Among them, M represents the necessary demand, O
represents the expected demand, A represents the charming
demand, I represents the nondifference demand, R
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represents the reverse demand, and Q represents the
problem demand (Table 1).

(e traditional Kano model is essentially a qualitative
analysis method, and its classification method is subjective.
(e preference of product characteristics is classified by the
degree of selection of positive and negative problems in the
Kano model demand classification evaluation table, which
lacks quantitative standards. (erefore, it is of great sig-
nificance to quantitatively improve the traditional Kano
model and divide the user’s demand preference after
quantification, so as to realize the precise marketing of users.

3. Quantitative Kano Model Method

Different people have different demand expectations for the
same product. (e type of demand item can be determined
according to the user’s satisfaction degree and the impor-
tance degree of product services. Unlike the traditional Kano
demand acquisition model, the quantitative Kanomodel will
measure the user’s expectation of the product through
quantitative indicators, which can more objectively obtain
the user’s personalized demands.

(e initial personalized hierarchical model is con-
structed. (e quantitative Kano model is used to divide the
initial demand according to the satisfaction index to de-
termine the personalized demand category. Due to the
heterogeneity of users, users are divided into different types.
Users’ evaluation of the importance of product services is
added to improve the quality of personalized demands
further and finally obtain the personalized priority demands
of heterogeneous users. Getting personalized orders of
heterogeneous users can be summarized in Figure 2.

(e basic idea of quantifying users’ satisfaction degrees
and the importance degree of product service is as follows:

Step 1. Identify the initial personalized demand level.
(e product specification is checked, and the relevant

literature is read to understand the product characteristics
that may be customized. At the same time, through face-to-
face interviews with the sales staff, technicians, and cus-
tomers, the requirements are obtained that the customer in

the purchase process may mention the product. (e original
requirements are analyzed, deleted, and modified. (e
concept scope of the product is broad in the product in-
structions and interviews. (e concept can be hierarchically
sorted and summarized according to the affinity graph
method, and Figure 3 of the initial personalized demand
hierarchy model of the product is constructed (PR� {PR1,
PR2, PRi,...,PRn}, PRi � {PRi1, PRi2, PRik,...,PRis}).

Step 2. Design of a quantitative Kano questionnaire.
Combined with Matzler’s research, numerical indicators

are set up in the user’s product service satisfaction degree
and importance degree. (e user’s demand options are
quantified and counted when analyzing the questionnaire.
At the same time, the quantitative Kano model is applied to
different user groups, and the Kano demand types corre-
sponding to different kinds of user groups are analyzed.

Because the positive answer is stronger than the negative
answer, the index scale of satisfaction degree asymmetry can
be set in the questionnaire to reduce the influence of negative
evaluation and obtain the corresponding quantitative values
for different personalized demands [12]. In addition, the
importance degree of product services is divided into four
degrees, the value is divided according to different levels, and
the corresponding quantitative range is formulated. (e
Kano model requirements for classification evaluation table
quantification criteria are shown in Tables 2 and 3.

Step 3. Calculation of customer satisfaction with product
services.

Step 3.1. Assume variables.
According to the quantitative Kano model designed by

the questionnaire data analysis,
Assume V represents a set of users, and vj represents the

jth user.

V � vj|j � 1, 2, . . . , n . (1)

Assume F represents a collection with product service
attributes, and fi represents the ith product service attribute.

F � fi|i � 1, 2, . . . , m . (2)

Assume that xij is the reverse product service satisfaction
evaluation of jth users when the product service attribute fi is
not provided. yij is the positive product service satisfaction
evaluation of user j when providing product service fi. ωij is
the importance evaluation of user j on product service

Table 1: Kano model demand classification evaluation table.

Positive
problem

Reverse problem

Like Naturally Never
mind Passable Dislike

Like Q A A A O
Naturally R I I I M
Never mind R I I I M
Passable R I I I M
Dislike R R R R Q

Satisfied
Very

satisfactory

Attractive
Requirement

Dissatisfied

Must-be
Requirement

Fully
implemented

Not
implemented

One-dimensional
Requirement

Indifferent
Requirement

Reverse
Requirement

Objective
Performance
of Products

Figure 1: Kano model schematic.
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attribute fi. For each user vj, the evaluation of fi can be
expressed as follows:

eij � xij, yij,ωij . (3)

Step 3.2. Calculate the average value of users’ positive and
negative problems.

By designing a quantitative Kano questionnaire, the
values of xij, yij, and ωij can be obtained by questionnaire
analysis. Xi denotes the average level of user satisfaction with
negative problems without providing fi product service at-
tributes; Yij represents the average level of user satisfaction
with a forward problem when providing fi product service
attributes, which are as follows:

Identify initial product service requirements for research objects

Building the initial personalized hierarchical model

Confirming quantitative Kano questionnaire design

Computing users' perception of product service satisfaction

Confirming the initial personalized demands of users

User type product service satisfaction evaluation

Quality improvement of user product service personalized demand

Final priority personalized needs of heterogeneous users

Kano
model 

User
satisfaction 

Importance
of demand 

questionnaire survey Research on related
methods 

Quantitative
setting 

User
classification 

Figure 2: Process of obtaining personalized requirements for heterogeneous users.

Personalized demands, PR

Demands, PRnDemands, PRiDemands, PR1

PR11 PR1j PR1m PRi1 PRik PRis PRn1 PRnl PRnt

… …

… … … … … …

Figure 3: Initial hierarchy model of personalized requirements.

Table 2: Provision/nonprovision of satisfaction values for product and service attributes.

Like Naturally Never mind Passable Dislike

Product attributes Provides this attribute 1 0.5 0 −0.25 −0.5
(is attribute is not provided −0.5 −0.25 0 0.5 1

Table 3: Importance degree of products and services.

Unimportant Some important Important Very important
0–0.25 0.25–0.5 0.5–0.75 0.75–1
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Xi �
1
n



n

j�1
ωijxij,

Yi �
1
m



m

i�1
ωijyij.

(4)

(e value of (Xi, Yi) can be marked in the two-di-
mensional coordinate diagram. (e abscissa is the user’s
dissatisfaction with the product service attribute fi, and the
ordinate indicates the satisfaction level. Most (Xi, Yi) values
fall within the range of [0, 1] in the two-dimensional graph,
and the negative value is reverse demand or problem de-
mand, which is not included in the average value, as shown
in Figure 4.

Step 3.3. Calculate the user product service importance
degree and satisfaction degree index.

Product service attributes can be described as fi ∼ r
→

i �

(ri, ai) in vector form, where ri is the moment of vector ri

⇀ ,
which represents the importance of the product service
attribute fi to the user and is the Kano importance degree
index.

ri � r
→

i


 �

������

x
2
i + y

2
i



, 0≤ r≤
�
2

√
, (5)

where ai is the angle between the vector ri

⇀ and the horizontal
coordinate axis, which determines the relative level of user
satisfaction or dissatisfaction with the product service at-
tributes and becomes the Kano satisfaction index.

αi � arctg
Yi

Xi

 , 0≤ αi ≤
π
2

. (6)

Step 4. Decision on quality improvement of product service.
According to the quantitative Kano questionnaire, the

user demands are divided into attractive demands, essential
demands, expected demands, and nondifference demands,
and the user groups filled in the questionnaire are classified.
At the same time, the importance of product services filled
out by users in the questionnaire is used to further improve
the quality of personalized demand for product services.
Taking Kano satisfaction degree and Kano importance de-
gree as two dimensions, product service attributes are di-
vided into four quadrants. As shown in Figure 5, r is the
average value of product service attributes importance de-
gree, and z is the average value of product service satis-
faction degree.

According to the analysis of Figure 5, quadrant I can be
summarized as an irrelevant region. (e product service
attributes of the region have little effect on customer satis-
faction and importance degree. Enterprises do not need to
spend too many resources to improve these attributes.
Quadrant II is the oversatisfaction area. Customers have high
satisfaction with the product service in the region, but the
importance of this attribute is not high. Investment in the
region’s attributes can be moderated if companies demand to
reduce costs. Quadrant III can be regarded as a performance

improvement area, which has high satisfaction and an im-
portant degree of product and service attributes. Increasing
investment in this regional details can improve customer
satisfaction. Quadrant IV can be classified as a key promotion
area, and it has a low satisfaction degree and a high im-
portance degree. It shows that the product service attributes in
the region play a significant role in user demands. If customer
satisfaction with these attributes can be improved, the quality
requirements of product services can be improved as a whole.

Essential demands

0

1

1

Yi ri

Xi

ia

Attractive demands Expected demands

non-differential
demands

0.5

0.5

Figure 4: Quantitative standards for product and service
requirements.

Ka
no

 im
po

rt
an

ce
 d

eg
re

e i
nd

ic
at

or

Kano satisfaction degree indicator0

r

a

IV III

I II

Figure 5: Decision on quality improvement of product service
attributes.
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4. Case Study

Taking electric vehicles as an example, this paper establishes
the initial demand item model of the electric vehicle, sub-
divides the customizable part of the electric vehicle, and
determines the demand item problem of the quantitative
Kano questionnaire. (e personalized customization needs
of different types of user groups for electric vehicles are
obtained through a questionnaire. (e quantitative Kano
analysis method is used to quantify the satisfaction and
importance of users to products and services. (en, the
demand items are divided into corresponding types so that
enterprises can carry out precision marketing for different
demand types of heterogeneous users.

4.1. Construction of Initial Requirements Model for Electric
Vehicle. (e collected electric vehicle demand items are
divided into four categories: internal appearance demand,
software and hardware demand, functional demand, and
service demand. Among them, the internal and external
demand refers to the internal and external decoration, in-
cluding the vehicle’s external characteristics and internal
design. (e design of this part reflects the user’s demand for
the overall beauty and comfort of the vehicle. (e software
and hardware requirements involve the vehicle’s software
and hardware systems, which can ensure the safety of vehicle
performance and the intellectualization of the system.
Functional requirements include entertainment, transmis-
sion, and additional functions. (ese functions can satisfy
users and meet users’ expectations for the vehicle. (e
service demand can be used as the value-added service of the
product. While providing users with product functions, the
existence of these functions will make users more satisfied
and enhance the value of the product. (erefore, the con-
struction of the initial demand model of electric vehicles is
shown in Figure 6.

4.2. Design of the Quantitative Kano Questionnaire. (e
questionnaire is designed based on the initial personalized
demand hierarchy model of electric vehicles. (e ques-
tionnaire is divided into two parts. (e first part is to in-
vestigate the characteristics of customers and establish the
relevant preferences of customers. (e second part is
designed in the form of selection (positive and negative
problems) and filling (importance degree). (e customers’
EV demand items are shown in Table 4.

4.3. Analysis of Electric Vehicle Demand Items of Users.
Combined with the Kano demand questionnaire of EV and
Equations 1–4, the negative and positive satisfaction degree
distribution is shown in Figure 7 and Figure 8. (ere are
three customer groups and 25 demand items, and the sat-
isfaction degrees of various preference customers and de-
mand items are different. (e results in Figures 7 and 8
demonstrate that the negative satisfaction degree of demand
item f14 (wheel hub) is the highest, and the positive

satisfaction degree of demand item f11 (connection of vehicle
networking data) is the highest.

In terms of the statistical results in the previous table, the
satisfaction threshold is set to 0.5 for the product service
attribute xi< 0.5, yi< 0.5 is divided into no difference. If
xi≥ 0.5, yi< 0.5 is classified as an essential requirement.
When xi≥ 0.5, yi≥ 0.5, it is considered an expected demand.
Similarly, when xi≤ 0.5, yi≥ 0.5 can be divided into char-
ismatic needs. Based on the abovementioned settings, by
depicting the data in Figures 7 and 8, we can get the average
satisfaction to scatter diagram of all users and different user
groups on product service attributes. Different user groups
are price advantage users, brand affects users, and service
users before and after sales.

According to the scatter diagram in Figure 9, for the
samples of all users, the size of trunk space, the setting of
the speech recognition system, and the additional products
of the vehicle are divided into charm requirements. (e
four attributes of battery life function, data connection of
the Internet of vehicles, exclusive manual customer service,
and remote charging are divided into expected require-
ments. Eight choices, including the choice of seat config-
uration, car suspension choice, and GPS positioning and
navigation system, can be divided into necessary re-
quirements. (e other ten attributes, such as the cus-
tomization of the vehicle color, the selection of sunroof
type, and the type of key, can be classified as indifference
requirements.

According to the heterogeneity characteristics of users,
the perception of the same product service attributes is also
different. Users can be subdivided into heterogeneous user
groups. According to the description of the scatter diagram,
the demand types of users can be classified and summarized
according to different groups, and the following product
service attributes (Table 5) of heterogeneous user groups
about electric vehicles can be obtained.

It can be found from Table 5 that different user groups
have heterogeneity on product and service attributes, and
user stickiness and market influence can be enhanced by
providing users with differentiated, personalized product
and service attributes. For user groups that prefer price
advantage, their user groups pay more attention to the cost
performance of products and expect to use the least money
to obtain higher quality products and services. (ey do not
have too much expectation for products and services and
can meet their basic needs. For the user groups that prefer
brand effect, their users pay more attention to the product
and service guarantees brought by the product brand and
think that the greater the brand influence, the better the
effectiveness of their products and services. Such sub-
divided users have higher standards for the attributes of
products and services and expect the attributes of the
products and services they use to pass the high-quality
screening. (is is consistent with the characteristics of the
user preference brand effect. User groups who prefer sales
services pay attention to the services provided in pur-
chasing products and the sense of the experience of process
services. (e humanized services of user enterprises often
move such users.
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To sum up, users have heterogeneous characteristics for
user groups with different purchase preferences. Consid-
ering the different needs of heterogeneous users, the clas-
sification of the same product and service attributes will also
belong to different demand types. Enterprises can pay at-
tention to the expected needs of heterogeneous user groups.
Everyday needs are the key for enterprises to improve their
competitiveness. Providing personalized, customized ser-
vices for different users can effectively improve user satis-
faction and stickiness to enterprise products and services.

4.4. User Demand Promotion Decision. According to the
personalized needs of heterogeneous users, the quality of
their product service attributes can be improved accord-
ingly. (e | r

→
i| and αi values of all users and heterogeneous

user groups are calculated. Electric vehicles product and
service attributes are classified into four quadrants com-
posed of demand, satisfaction, and importance. (e dis-
tribution of various demands of overall customers is shown
in Figure 10, and the quantitative Kano model decision
matrix of customers who prefer price is illustrated in

Table 4: Description of product/service attributes of electric vehicles.

Product/service attribute number Product/service attribute number Benefits for users
f1 Custom vehicle colors Personality and pleasure
f2 (e type of sunroof can be selected Comfortable and safe
f3 Selection of seat configuration Comfortable and safe
f4 Size adjustment of trunk space Convenient and comfortable
f5 Battery life function Value-added and convenient
f6 Type of key Personality and convenience
f7 Selection of onboard purification equipment Safe and comfortable
f8 Choice of automobile suspension Personality and safety
f9 Customization of entertainment functions Personality and pleasure
f10 (e setting of the speech recognition system Fast and convenient
f11 Connection of vehicle networking data Safe and fast
f12 Selection of GPS positioning and navigation system Personality and convenience
f13 Vehicle additional products Personality and value-added
f14 Wheel hub Personality and safety
f15 Exclusive manual customer service Added value and pleasure
f16 Maintenance service Fast and safe
f17 Remote charging Fast and value-added
f18 Copilot emergency system Safe and convenient
f19 Intelligent parking Fast and convenient
f20 Automatic driving Fast and convenient
f21 Rear seat TV Comfortable and pleasant
f22 Hi-Fi equipment Comfortable and pleasant
f23 Lamp type Personality and safety
f24 Vehicle shape Personality and value-added
f25 Car refrigerator Comfortable and pleasant

Personalized demands for electric vehicles, PR

Function demands, PR2

Music
Video
Radio

Blue tooth
Wi-Fi connection
Automatic driving

Driving mode
Smart parking

Copilot
emergency system

Appearance
interior demands,

PR1

Vehicle color
Skylight type

Seat configuration
Trunk space

Vehicle shape

Software and
hardware demands,

PR3

Battery duration power
Key type

Purification equipment
Vehicle suspension type

USB interface
Vehicle refrigerator

Speech recognition system

Vehicle networking data
GPS system

Service demands,
PR4

Breakdown repair
Remote charging

Vehicle maintenance
Rapid charging

Whole car insurance
Additional products

Backup battery
Special service

Door-to-door service

Figure 6: Construction of initial demand model of electric vehicle.
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Figure 7: Negative satisfaction degree x�i statistical analysis of electric vehicle individual demand.
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Figure 8: Positive satisfaction degree y�i statistical analysis of electric vehicle individual demand.
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Figures 11. Figure 12 describes the demand distribution of
customers who prefer brand, and the quantitative Kano
model decision matrix of customers who prefer service is
shown in Figure 13.

According to the importance of demand attributes, the
third quadrant and the fourth quadrant can be divided into
performance improvement areas and critical improvement
areas. (e abovementioned figure shows that whether all
users or different types of users, the demand attributes of the

third and fourth quadrants are mostly necessary needs and
expected needs. On the one hand, it expresses that good
products can not only meet the most basic needs of users but
also pay attention to the expected needs, that is, pay at-
tention to the core competitiveness of enterprises, which is
consistent with the classification of the quantitative Kano
model mentioned above, which verifies the necessity of user
demand classification. (e product service attributes can be
improved according to the quality decision matrix obtained

Table 5: Classification and summary of product/service requirements of heterogeneous users.

Product/service
attributes

Users who prefer price advantage
(73)

Users who prefer brand effect
(66)

Users who prefer sales services
(53)

All users
(192)

f1 I A I I
f2 I I I I
f3 M M M M
f4 A A A A
f5 O O O O
f6 I I I I
f7 I I I I
f8 M M M M
f9 M M M M
f10 A A A A
f11 O O A O
f12 M O M M
f13 A O A A
f14 M M M M
f15 O O O O
f16 M M O M
f17 O A O O
f18 I I I I
f19 I I O I
f20 I I I I
f21 I I R I
f22 M O M M
f23 M M M M
f24 I A I I
f25 I I I I

a
80.0060.0040.0020.000.00

r

1.20

1.00

0.80

0.60

0.40

0.20

0.00

f14
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f17

f15

f11

f5

f13

f10

f23
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f16
f12

f9

Non-difference demands
Expected demands

Attractive demands
Essential demands
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Figure 10: Quantitative Kano model decision matrix of overall customers.
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Figure 12: Quantitative Kano model decision matrix of customers who prefer brand.
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Figure 11: Quantitative Kano model decision matrix of customer who prefer price.
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from the product service satisfaction and importance, and
precise marketing can be carried out according to the user’s
pain points.

5. Conclusion

In the traditional Kano model, customer demand items are
determined according to statistics of positive and negative
problems that customers had with product attributes, and it
ignores various customer demand classifications. Further-
more, the traditional Kano model leads to subjective de-
mand classification results for its qualitative selection.
Satisfaction and importance degree of customers are put
forward to judge different demand preferences of different
customers for the same product by the quantitative Kano
model, and it is helpful to realize precise marketing of the
product. (e paper takes electric vehicles as an example. An
initial demand model of product is first constructed, and
then customer demand items are determined. It can get a
quantitative perception evaluation of electric vehicle satis-
faction and importance degree by the Kano demand
questionnaire and Equations 1–5, and the result shows that it
can improve demand matching quality. For heterogeneous
customers, each product attribute may belong to various
demand types. In the process of customer purchase, en-
terprises should focus on customer’s expected demands and
essential demands, which will change with different types of
customers. (e quality of those demands will affect the
customer’s purchase choice. At the same time, the research
results can be applied to the process of customer demand
type determination and demand quality decision-making in
various industries, which is helpful to the enterprise demand
management and upgrading for the corresponding cus-
tomer. (e focus of the further research in the paper is to
transmit customer demands into EV product functions
based on ontology technology.
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In China, driven by the national “3060” double carbon targets (i.e., reaching peak carbon emissions by 2030 and carbon neutrality
by 2060), green housing has become one of the major fields to reduce carbon emissions, facilitating the achievement of the double
carbon targets. Promoting the growth of green housing is an important way for the real estate industry to achieve low-carbon
transformation and improve the quality of housing. Meanwhile, the construction industry also can benefit from green housing to
achieve its energy conservation and emission reduction targets. )erefore, it is critical to boost and maintain the sustainable
growth of the green housing market in China. However, the literature has not focused attention on the market behavior of the
green housing market in China.)is study proposes a tripartite evolutionary gamemodel to investigate the subject behavior of the
green housingmarket in China.)ismodel consists of threemajor subjects in a green housingmarket: developers, consumers, and
governments. Based on this model, this study analyzes the stability of the strategy options for each stakeholder and identifies the
stable conditions of strategy portfolios to reach the equilibrium points of the game system. )e validity of the proposed tripartite
evolutionary game model is tested through the simulation of the impacts from various factors on system evolution. According to
the impacts of factors and the stable conditions of strategies, this paper puts forward relevant policy suggestions for the healthy
and sustainable growth of China’s green housing market.

1. Introduction

Natural resources are being consumed enormously as a
result of human uncontrolled exploitation, the resulting
series of environmental problems such as greenhouse effect
and extreme climate disasters has become increasingly se-
rious [1]. )e construction industry is an important area of
final energy consumption and carbon dioxide emissions.
According to the report released by the United Nations
Environment Programme (UNEP), the construction in-
dustry accounted for 36% of the global final energy con-
sumption and 37% of the energy-related carbon dioxide
emissions in 2020 [2]. )erefore, energy conservation and

emission reduction in the construction industry is crucial to
curb global climate change and achieve carbon neutrality
goals. )e high consumption brought about by traditional
buildings has a serious negative impact on the sustainable
development of society. In order to reduce the environ-
mental load and achieve the development strategy of
buildings adapting to the ecological environment, the green
building comes into being. Green buildings have the
characteristics of energy conservation, environmental pro-
tection, and resource conservation, as well as high economic
benefits [3–6], which have a broad market prospect in ad-
vocating sustainable development today. Green housing is
an important branch of green building. It emphasizes the
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harmonious coexistence of residential area and environ-
ment. )erefore, the impact on the natural environment is
taken into account in all activities such as design, con-
struction, and operation, and the negative impact is con-
trolled to the minimum as far as possible [7]. It can be said
that green housing is the key to promote the high-quality
development of housing construction and promote the
green and sustainable development of cities. However, in the
context of the country’s vigorous development of green
buildings, the market development of green housing still
faces many problems. First, the low level of technological
innovation and high development cost fundamentally hin-
der the development process [8, 9]; Second, for consumers,
they often do not understand the benefits and health value of
green housing but are unwilling to buy it because of its
incremental cost [10]. Moreover, for developers, the de-
velopment of green housing faces the dilemma of mismatch
between income and expenditure, which hinders the pro-
motion of green housing to a large extent [11]. )erefore,
although green housing has the advantages of environment,
society, and economy, they will only be considered for the
development and adoption of green housing if the interests
of major market players are guaranteed.

At this time, using incentive as a driving tool can en-
courage the adoption of green building and green housing to
a certain extent [12, 13]. In general, incentives can be divided
into external incentives and internal incentives. External
incentives mainly come from the forced promotion of the
government, which requires beneficiaries to meet specific
conditions or requirements before benefiting, while internal
incentives refer to attracting beneficiaries to be incentivized
out of volition due to the value of green buildings [14].
Despite their differences, the vast majority of scholars rec-
ognize the positive role of the two. Guo et al. [15] affirmed
the importance of government incentives and pointed out
that legislation is the most effective way to promote the
development of green buildings in Hong Kong, while ex-
pedited permits and density bonus can encourage market
players to adopt green environmental protection voluntarily.
He and Chen [16] found that the government subsidy policy
has a positive incentive effect for the development of green
buildings. Simultaneously subsidizing both developers and
consumers obtain the highest social welfare. )erefore, in
order to improve the popularity of green buildings, incen-
tives should be provided to both developers and consumers.
Bond [17] argued that the government sees the benefits of
sustainable construction more through social and envi-
ronmental benefits, while the private sector is driven more
by economic returns. Moreover, when some investors pay
more and more attention to corporate social responsibility
and social responsibility investment, they will be more
willing to promote the construction of green buildings. Love
et al. [18] confirmed the catalytic role of clients in driving the
sustainability agenda through a specific green building case,
where building performance can be significantly improved
when the client have a sustained drive and commitment to
innovation.

)e abovementioned research supports the effectiveness
of green building incentive, but mainly focuses on specific

incentive measures and policies. In the green building
market, the key stakeholders have complex relationships and
different needs; it is thus necessary to study the behavior
strategies among them. Meng et al. [19] studied the behavior
evolution process of the two main stakeholders of green
building (contractors and government departments) under
different reward and punishment policy combinations, so as
to provide useful suggestions for the government to for-
mulate reasonable incentive policies. Cohen et al. [20] used
the prisoner’s dilemma model to point out that developers
and consumers do not adopt green houses, which belong to a
suboptimal equilibrium. )e government should provide
incentives to developers and consumers, so as to make the
green housing market move toward the optimal balance.
Feng et al. [21] found the interest equilibrium point among
green building stakeholders (government, construction
units and consumers) by building a game model, so as to
provide reference for the development of green building led
by the government. Chen [22] analyzed the economic
benefits of green building by building a bilateral game model
between green building developers, consumers, and the
government. )e research found that the incremental profit
of developers is the primary factor affecting enterprise de-
cision-making, followed by the government’s incentive
policy, and the final strategic choice will be stabilized to
higher economic benefits. Most literature analyzed the be-
havior strategies and interest conflicts of various subjects in
the green building market, where the game relationship
between government and developers; government and
consumers; developers and consumers; government, de-
velopers, and consumers are key topics [23–25].

)roughout the existing literature, it is either limited to a
single perspective, such as the incremental costs or payoffs of a
tripartite subject and the equilibrium points of interests of
subjects in a market, which fails to comprehensively look into
the evolutionary path of the subject behavior of a green housing
market or it focuses on how to formulate incentive policies to
promote the growth of a green housing market; however, the
benefits brought by incentive policies and consequently, the
impacts of these benefits on the decision-making of govern-
ments are overlooked. For instance, how will a government
make decisions and other subjects behave if incentive policies
fail to delivermore benefits?Meanwhile, some researchers have
built relevant models to analyze the behavioral evolution of
green housing market subjects, but there is still little theoretical
understanding of these models. Furthermore, the dynamic
simulation and validation of these models are lacking.

)erefore, in order to bridge this knowledge gap, this
study proposes a tripartite evolutionary game model, which
considers developers, consumers, and governments, to in-
vestigate the subject behavior of the green housing market in
China. )is study also simulates the evolutionary path of the
green housing market to validate the proposed model. )e
paper consists of the following parts: Section 1 introduces
the background and summarizes the relevant literature.
Section 2 puts forwardmodel assumption and establishes the
game model. Section 3 analyzes the model formulation.
Section 4 carries on the numerical simulation. Section 5
draws the conclusion and implication. )is study will
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provide some reference value to the healthy and sustainable
development of the green housing market in China.

2. Model Assumption and Formulation

2.1. Model Assumption. It is well known that the develop-
ment of green housing market involves multistage decision-
making by multiple stakeholders, among which the devel-
opers①, consumers②, and government③ are the core sub-
jects.)e evolutionary game with them has the following five
assumptions.

Assumption 1. In view of the fact that green housing market
subjects are not completely rational and accurate in the
process of acquiring knowledge and information, all three
subjects are participants of bounded rationality who con-
stantly adjust their strategies in the process of interaction
and stabilize to optimal strategies over a period of evolution.

Assumption 2. )e developers’ strategic space α � (α1,
α2)� (developing green housing, developing ordinary
housing); Developers have a probability of x to choose α1
and a probability of (1 − x) to choose α2. )e consumers’
strategic space β� (β1, β2)� (purchasing green housing,
purchasing ordinary housing); Consumers have a proba-
bility of y to choose β1 and a probability of (1 − y) to choose
β2. )e governments’ strategic space c � (c1, c2)� (providing
incentive policies, providing no incentive policies); Gov-
ernments have a probability of z to select c1 and a probability
of 1 − z to select c2. x, y and z all belong to [0, 1].

Assumption 3. AP is the sales payoff of developers from or-
dinary housing, while CP is the development cost of ordinary
housing. Meanwhile, AP is also the spending of consumers
purchasing ordinary housing. In the case of green housing, the
incremental sales payoff from green housing is AZ, the in-
cremental development cost on green housing is Cz, and the
potential payoff brought by green housing for developers isAQ.
)e potential payoff has several streams, including the in-
creased brand value, social image, and reputation resulted from
developing green housing, the preferential treatments of tax-
ation and mortgage, and the savings of land use and building
materials in the process of development. In addition, when
governments provide subsidies as incentive polices, developers
get a subsidy of θD2 from developing green housing, where θ is
the proportion of governments’ subsidy D2.

Assumption 4. )e payoffs of consumers is SP when they
purchase ordinary housing, with a spending of AP. When
purchasing green housing, the incremental residential utility

payoffs obtained by consumers is φSZ1, which includes the
financial benefits from the savings of energy and water in the
use of green housing. )e incremental perception gains
obtained by consumers is ηSZ2, which includes the satis-
faction and comfort brought by green housing to consumers.
)e incremental spending paid by consumers on green
housing is AZ. In addition, when governments provide
subsidies as incentive polices, consumers who purchase
green housing get subsidies (1 − θ) D2, where θ is the pro-
portion of governments’ subsidy D2 received by developers.

Assumption 5. Governments have two strategies: either
providing incentive polices or not. In the case of providing
incentive polices, a management cost D1 will occur as
governments have to spend on the propaganda for envi-
ronmental protection and the regulation and monitoring on
environment to facilitate the social promotion of green
housing. Consequently, the utility of the use of D1 is G1.
Meanwhile, the social and environmental benefits brought
by green housing are G2. When both developers and con-
sumers choose green housing, the total amount of subsidies
given by governments as incentive polices is D2. When
developers choose green housing and consumers purchase
ordinary housing, governments bear social environmental
risk costs, which are D3.

2.2.Model Formulation. According to the previous literature
[21–25], combining with the abovementioned relative as-
sumption, the tripartite evolutionary game model of a green
housing market has been constructed. Moreover, the logical
relationship between each subject in the evolutionary game is
shown in Figure 1. Whether or not government incentives,
developers have two choices: to develop green housing or to
develop ordinary housing; consumers similarly have two
choices: to purchase green housing or to purchase ordinary
housing, the strategies are marked with arrows. Meanwhile,
the mixed strategy payoff matrix of developers, consumers,
and governments is constructed with the assumptions stated
in Section 2.1, as shown in Table 1.

3. Derivation and Analysis of the
Model Formula

3.1. Replicator Dynamics Equations and Phase Diagrams of
Each Game Subject’s Decision-Making

3.1.1. Developers. )e expected payoff E11 of developers
developing green housing, E12 of developing ordinary
housing, and the average expected payoff E1 are given below:

E11 � yz Ap + AZ  − CP + CZ(  + θD2 + AQ  + y(1 − z) Ap + AZ  − CP + CZ(  + AQ  +(1 − y)z − CP + CZ(  + θD2 + AQ 

+(1 − y)(1 − z) − CP + CZ(  + AQ ,

E12 � yz − CP(  + y(1 − z) − CP(  +(1 − y)z AP − CP(  +(1 − y)(1 − z) AP − CP( ,

E1 � xE11 +(1 − x)E12,

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(1)
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)e replicator dynamics equation of residential devel-
opers’ decisions is as follows:

F(x) �
d(x)

dt
� x E11 − E1(  � x(1 − x) y 2AP + AZ(  + zθD2 + AQ − AP − CZ . (2)

)e first derivatives with respect to x and the set G (y)
are, respectively, as shown below:

d(F(x))

dx
� (1 − 2x) y 2AP + AZ(  + zθD2 + AQ − AP − CZ ,

G(y) � y 2AP + AZ(  + zθD2 + AQ − AP − CZ .

(3)

Based on the stability principle of differential equations,
the probability of developers choosing developing green
housing in a stable state must be satisfied by F(x) � 0, where
d(F(x))/dx < 0. Because zG(y)/zy > 0, G(y) is the in-
creasing function of y. )erefore, when
y � [(AP + CZ) − AQ − zθD2]/(2AP + AZ) � y∗, G(y) � 0;
at this point, d(F(x))/dx ≡ 0, F(x) ≡ 0, whichmeans that in
a group of developers, any proportion of individuals
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developing ordinary housing
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providing
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providing
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Figure 1: Logical relationship between each subject in the evolutionary game of a green housing market.

Table 1: Mixed strategy payoff matrix of developers, consumers, and governments.

)e game party Consumers②
Governments③

Providing incentive polices z Providing no incentive
polices(1 − z)

Developers①

Developing green
housing x

Purchasing green
housing y

①: AP+AZ − (CP+Cz) + θD2 +AQ ①: AP+AZ − (CP+Cz)+AQ
②:
SP+φSZ1 + ηSZ2 − AP − AZ+ (1 − θ)D2

②: SP+φSZ1 + ηSZ2 − AP − AZ

③: G1 +G2 − D1 − D2 ③: G2

Purchasing ordinary
housing (1 − y)

①: –(CP+Cz) + θD2 +AQ ①: –(CP +Cz) +AQ
②: SP − AP ②: SP − AP
③: G1 +G2 − D1 − θD2 − D3 ③: G2 − D3

Developing ordinary
housing (1 − x)

Purchasing green
housing y

①: –CP ①: –CP
②:
SP+φSZ1 + ηSZ2 − AP − AZ+ (1 − θ)D2;

②: SP+φSZ1 + ηSZ2 − AP − AZ

③: G1 − D1 − (1 − θ)D2 ③: 0

Purchasing ordinary
housing (1 − y)

①: AP − CP ①: AP − CP
②: SP − AP ②: SP − AP
③: G1 − D1 ③: 0
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choosing developing green housing is a stable strategy.
When y<y∗, G(y)< 0, F′(x)|x�0 < 0, F′(x)|x�1 > 0; at this
point, x� 0 is the stable evolution point of developers, which
means that when the proportion of consumers choosing
purchasing green housing is less than
[(AP + CZ) − AQ − zθD2]/(2AP + AZ), developers will turn
to ordinary housing. On the contrary, x� 1 is the stable
evolution point of developers; in other words, developers
will choose developing green housing. )e decision-making

evolution phase diagrams of developers are shown in
Figure 2.

3.1.2. Consumers. )e expected payoff E21 of consumers for
purchasing green housing, E22 for purchasing ordinary
housing, and their average expected payoff E2 are, respec-
tively, as follows:

E21 � xz Sp + ϕSZ1 + ηSZ2  − AP + AZ(  +(1 − θ)D2  + x(1 − z) Sp + ϕSZ1 + ηSZ2  − AP + AZ(  

+(1 − x)z Sp + ϕSZ1 + ηSZ2  − AP + AZ(  +(1 − θ)D2  +(1 − x)(1 − z) Sp + ϕSZ1 + ηSZ2  − AP + AZ(  ,

E22 � xz Sp − AP  + x(1 − z) Sp − AP  +(1 − x)z Sp − AP  +(1 − x)(1 − z) Sp − AP ,

E2 � yE21 +(1 − y)E22.

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(4)

)e replicator dynamics equation of consumers’ deci-
sions is as follows:

F(y) �
d(y)

dt
� y E21 − E2(  � y(1 − y) z(1 − θ)D2 + ϕSZ1 + ηSZ2 − AZ . (5)

)e first derivatives with respect to y and the set G (z)
are, respectively, as follows:

d(F(y))

dy
� (1 − 2y) z(1 − θ)D2 + ϕSZ1 + ηSZ2 − AZ ,

G(z) � z(1 − θ)D2 + ϕSZ1 + ηSZ2 − AZ .

(6)

Based on the stability principle of differential equations,
the probability of consumers choosing purchasing green
housing in a stable state must be satisfied by F(y) � 0, where
d(F(y))/dy< 0. Because zG(z)/zz > 0, G(z) is the increas-
ing function of z. )erefore, when
z � (AZ − ϕSZ1 − ηSZ2)/(1 − θ)D2 � z∗, G(y) � 0; at this
point, d(F(y))/dy ≡ 0, F(y) ≡ 0, which means that in a
group of consumers, any proportion of individuals choosing
purchasing green housing is a stable strategy. When z< z∗,

G(z)< 0, F′(y)|x�0 < 0, F′(y)|x�1 > 0; at this point, y� 0 is the
stable evolution point of consumers, which means that when
the probability of governments chooses providing incentive
polices is less than (AZ − ϕSZ1 − ηSZ2)/(1 − θ)D2, con-
sumers will choose purchasing ordinary housing. On the
contrary, y� 1 is the stable evolution point of consumers; in
other words, consumers will choose purchasing green
housing. )e decision-making evolution phase diagrams of
consumers are shown in Figure 3.

3.1.3. Governments. )e expected payoff E31 of governments
choosing incentive polices, E32 of governments choosing no
incentive polices, and their average expected payoff E3 are,
respectively, as shown below:

E31 � xy G1 + G2 − D1 − D2(  + x(1 − y) G1 + G2 − D1 − θD2 − D3( 

+(1 − x)y G1 − D1 − (1 − θ)D2  +(1 − x)(1 − y) G1 − D1( ,

E32 � xyG2 + x(1 − y) G2 − D3( ,

E3 � zE31 +(1 − z)E32.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(7)

)e replicator dynamics equation of governments’ de-
cisions is as follows:
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F(z) �
d(z)

dt
� z E31 − E3(  � z(1 − z) G1 − D1 − xθD2 − y(1 − θ)D2 . (8)

)e first derivatives with respect to z and the set G (x)
are, respectively, as shown below:

d(F(z))

dz
� (1 − 2z) G1 − D1 − xθD2 − y(1 − θ)D2 ,

G(x) � G1 − D1 − xθD2 − y(1 − θ)D2 .

(9)

Based on the stability principle of differential equations,
the probability of governments choosing incentive polices in
a stable state must be satisfied by F(z) � 0, where
d(F(z))/dz< 0. Because zG(x)/zy < 0, G(x) is the de-
creasing function of x. )erefore, when
x � [G1 − D1 − y(1 − θ)D2]/θD2 � x∗, G(x) � 0; at this
point, d(F(z))/dz ≡ 0, F(z) ≡ 0, which means that in
governments, any proportion of individuals choosing in-
centive polices is a stable strategy. When x<x∗, G(x)> 0,
F′(z)|z�0 > 0, F′(z)|z�1 < 0; at this point, z� 1 is the stable
evolution point of governments, which means that when the
proportion of developers choosing developing green
housing is less than [G1 − D1 − y(1 − θ)D2]/θD2, govern-
ments will provide incentive polices to encourage the de-
velopment of green housing. On the contrary, z� 0 is the
stable evolution point of governments; in other words,

governments will not choose incentive polices.)e decision-
making evolution phase diagram of governments is shown in
Figure 4.

3.2. Stability Analysis of Each Game Subject’s Decision-
Making. )e simultaneous game of the replicator dynamics
equations of three game subjects forms up a three-dimen-
sional discrete dynamical system.

F(x) � x(1 − x) y 2AP + AZ(  + zθD2 + AQ − AP − CZ  � 0,

F(y) � y(1 − y) z(1 − θ)D2 + ϕSZ1 + ηSZ2 − AZ  � 0,

F(z) � z(1 − z) G1 − D1 − xθD
2 − y(1 − θ)D2  � 0.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(10)

)irteen strategic equilibrium points are obtained by
solving the equilibrium points of the discrete dynamical
system: E1[0, 0, 0], E2[0, 0, 1], E3[1, 0, 0], E4[0, 1, 0], E5[1, 1,
0], E6[0, 1, 1], E7[1, 0, 1], E8[1, 1, 1], E9[0, y0, z0], E10[1, y′, z′],
E11[x1, 0, z1], E12[x2, 1, z2], and E13[x3, y1, z3]. Among them,
E1–E8 are the pure strategic equilibrium points for the three
subjects of a green housing market; E9–E12 are the pure
strategic equilibrium points for a single subject of a green
housing market; and E13 is the mixed strategic equilibrium
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Figure 2: Evolution phase diagrams of developers’ decisions in the case of develop green housing. (a) y � y∗, y is equal to the stable point.
(b) y<y∗, y is less than the stable point. (c) y>y∗, y is greater than the stable point.
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Figure 3: Evolution phase diagrams of consumers’ decisions in the case of purchasing green housing. (a) z � z∗, z is equal to the stable point.
(b) z> z∗, z is greater than the stable point. (c) z< z∗, z is less than the stable point.
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point. Some scholars have pointed out that the stable so-
lution of the replicator dynamics system in a multigroup
evolutionary game is a strict Nash equilibrium solution.
)erefore, except for the eight equilibrium points (E1–E8),
the remaining states are not asymptotically stable.

Based on the Lyapunov stability theory, the stability of a
system at an equilibrium point is determined by the ei-
genvalues of a Jacobian matrix. When all the eigenvalues
have negative real parts, an equilibrium point is

asymptotically stable. When at least one of the eigenvalues
has a positive real part, an equilibrium point is unstable.
When all eigenvalues except those with zero real parts have
negative real parts, an equilibrium point is in a critical state
and the stability cannot be determined by the sign of an
eigenvalue. )erefore, the Jacobian matrix of the discrete
dynamical system can be obtained by integrating formula
(10) as follows:

J �

zF(x)

z(x)

zF(x)

z(y)

zF(x)

z(z)

zF(y)

z(x)

zF(y)

z(y)

zF(y)

z(z)

zF(z)

z(x)

zF(z)

z(y)

zF(z)

z(z)





�

J11 x(1 − x) 2AP + AZ(  x(1 − x)θD2

0 J22 y(1 − y)(1 − θ)D2

z(z − 1)θD2 z(z − 1)(1 − θ)D2 J33





, (11)

where

J11 � (1 − 2x) y 2AP + AZ(  + zθD2 + AQ − AP − CZ ,

J22 � (1 − 2y) z(1 − θ)D2 + ϕSZ1 + ηSZ2 − AZ ,

J33 � (1 − 2z) G1 − D1 − xθD2 − y(1 − θ)D2 .

(12)

E1–E8 were substituted into the Jacobianmatrix to obtain
their eigenvalues and analyze the stability of equilibrium
points. )e detailed results are shown in Table 2.

Corollary 1. When AQ − AP − Cz< 0 and G1 − d1< 0, the
replicator dynamical system has a unique stable equilibrium
point E1[0, 0, 0].

Proof. According to Chart 2, at this point, condition ① is
met, E1[0, 0, 0] is the stable equilibrium point, and
CZ +AP − AQ> 0, D2 +D1 − G1> 0. )erefore, E3[1, 0, 0] and

E8[1, 1, 1] are also instable points. It is concluded that E1[0, 0,
0] is unique.

Corollary 1 shows that when the potential payoff of
developers developing green housing is less than the sum of
incremental payoffs and incremental costs, and the payoff of
governments promoting green housing is less than the sum
of incremental payoffs and incremental costs, both devel-
opers and governments will not choose developing and
promoting green housing. Consequently, a green housing
market will disappear. □

Corollary 2. When AQ − AP − CZ> 0 and G1 − D1 − θD2< 0,
the replicator dynamical system has a unique stable equi-
librium point E3[1, 0, 0]. Corollary 2 can be proved following
the same way to proof Corollary 1. Corollary 2 shows that
when the potential payoff of developers developing green
housing is greater than the sum of incremental payoffs and
incremental costs, and the payoff of governments promoting
green housing is less than the one without incentive policies,

x
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C2
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x
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Figure 4: Evolution phase diagrams of governments in the case of choosing incentive polices. (a) x � x∗, x is equal to the stable point. (b)
x<x∗, x is less than the stable point. (c) x>x∗, x is greater than the stable point.
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developers will still be willing to develop green housing. Ae
reason is that developers think highly of huge potential payoffs
in the future. However, this strategy is only theoretically
stable. When consumers choose purchasing ordinary housing,
a green housing market does not grow.

Corollary 3. When D2 +D1 − G1< 0, the replicator dynam-
ical system has a unique stable equilibrium point E8[1, 1, 1].
Corollary 3 can be proved following the same way to prove
Corollary 1. Corollary 3 shows that when the payoffs of in-
centive polices adopted by governments greater than their
costs, developers will choose developing green housing, con-
sumers will choose purchasing green housing, and govern-
ments will actively encourage them. Ae subjects of a green
housing market jointly promote the sustainable and healthy
growth of the market.

4. Numerical Simulation

In order to validate the stability of the evolution of green
housing market subject behavior, the replicator dynamical
system was assigned with numerical values for numerical
simulation analysis.)e determination method of numerical
value is similar to the method of numerical selection in
references [20–22], which is to obtain first-hand data by
investigating consumers, developers, and leaders of gov-
ernment departments, and comparing the dimensions of the
data to obtain the relative value [26]. Due to the limited
length, this study selected numerical values, where AP � 50,
AZ � 40, θ� 0.5, D2 � 40, AQ � 30, CZ � 50, φ� 0.5, SZ1 � 30,
η� 0.5, SZ2 � 30, G1 � 160, and D1 � 90. )e impacts of AZ,
AQ, θ, η, and D2 on the process and results of the system
evolutionary game were analyzed when the conditions of
CZ − AZ − AP − θD2 − AQ< 0, AZ − φSZ1 − ηSZ2 − (1 − θ)
D2< 0, and D2 +D1 − G1< 0 were satisfied.

4.1. Impacts of Incremental andPotential Payoffs ofDevelopers
Choosing Developing Green Housing on the System Evolu-
tionaryGame. According to Figure 5, when a green housing
market is approaching a state of stability, the incremental
payoff of developing green housing for developers is

increasing, and the evolutionary speed of green housing
development is accelerating. With the increase of AZ, the
probability of developing green housing for developers is
increasing. When AZ reaches over 80, however, the system
enters a state of instability. At this time, the increase of green
housing incremental payoffs brings the increase of incre-
mental costs for consumers purchasing green housing.
When incremental costs reach a certain extent, consumers
turn to ordinary housing, leading to a state of instability for a
green housing market. )is shows as a profitable enterprise,
the developers excessively pass on the cost of green housing
to consumers, thereby result in green housing market in-
stability, which is in accord with Jiang and Payne [27].

As can be seen from Figure 6, when a green housing
market is approaching a state of stability, the increase of
potential income of green housing obtained by developers
will accelerate the evolution speed of green housing de-
velopment by developers. )e application of green strategies
such as the solar system and water saving technology can
help contribute to building up developers’ competitive ad-
vantages and bring a potential income for developers [28]. In

Table 2: Eigenvalues of the Jacobian matrix and local stability judgment of equilibrium point.

Equant
equation

Eigenvalues of the Jacobian matrix
Stability

conclusion Condition
λ1, λ2, λ3

Real component
symbol

E1[0, 0, 0] AQ − AP − CZ, φSZ1 + ηSZ2 − AZ, G1 − D1 (×, − , ×) Stable point ①
E2[0, 0, 1] θD2 +AQ − AP − CZ, (1 − θ)D2 +φSZ1 + ηSZ2 − AZ, D1 − G1 (×, +, ×) Instable point —
E3[1, 0, 0] CZ+AP − AQ, φSZ1 + ηSZ2 − AZ, G1 − D1 − θD2 (×, − , ×) Stable point ②
E4[0, 1, 0] AQ+AP+AZ − CZ, AZ − φSZ1 − ηSZ2, G1 − D1 − (1 − θ)D2 (+, +, − ) Instable point —
E5[1, 1, 0] CZ − AP − AZ − AQ, AZ − φSZ1 − ηSZ2, G1 − D1 − D2 (− , − , +) Instable point —

E6[0, 1, 1]
θD2+AQ+AP+AZ − CZ, AZ − φSZ1 − ηSZ2 − (1 − θ)D2, (1 − θ)

D2 +D1 − G1
(+, − , − ) Instable point —

E7[1, 0, 1] CZ+AP − θD2 − AQ, (1 − θ)D1 +φSZ1 + ηSZ2 − AZ, θD2+D1 − G1 (+, +, − ) Instable point —

E8[1, 1, 1]
CZ − AZ − AP − θD2 − AQ, AZ − φSZ1 − ηSZ2 − (1 − θ)D2,

D2 +D1 − G1
(− , − , ×) Stable point ③

Note. x means the symbol is uncertain, ① AQ − AP − CZ< 0, G1 − D1< 0; ② CZ+AP − AQ< 0, G1 − D1 − θD2< 0; ③ D2 +D1 − G1< 0.

1

0.8

0.6

1
0.8

0.6
0.4

0.2
0 0

0.2
0.4

0.6
x

x

y

y
z

0.8
1

AZ=80
AZ=120

AZ=10
AZ=20
AZ=40

Figure 5: Influence of incremental income AZ on the system
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other words, with the increase of AQ, the probability of
developing green housing for developers is increasing. In the
case where governments provide incentive polices, the
greater potential payoffs are the earlier a green housing
market enters a stable state.

4.2. Impacts ofConsumers’GreenHousingSubsidiesandGreen
Perception on the System Evolutionary Game. According to
Figure 7, when the total subsidy D2 for green housing re-
mains unchanged and 1 − θ does not exceed 0.1 (i.e., the
proportion of subsidies for consumers is low), the pro-
portion of consumers choosing purchasing green housing
drops from 0.3 to 0. However, when the proportion of
subsidies 1 − θ increases gradually, the proportion of con-
sumers choosing purchasing green housing increases, and
the evolutionary speed of consumers choosing green
housing increases as well. He et al. [29] support the idea that
the government encourages potential buyers of green houses
to purchase through financial subsidies.

Green perception refers to consumers’ satisfaction and
comfort brought by green housing and essentially represents
consumers’ cognitive level of environmental protection,
thereby determines the willingness to purchase, which is
consistent with Guo et al. [30]. As shown in Figure 8, when
green perception is low (i.e., η is less than 0.1), even if
subsidies from governments for purchasing green housing
are in place, the proportion of consumers choosing pur-
chasing green housing drops from 0.3 to 0 at the beginning
of system evolution. )is means consumers only purchase
ordinary housing. However, with the increase of green
perception η, the proportion of consumers choosing pur-
chasing green housing increases and the evolutionary speed
of consumers choosing green housing increases as well.

4.3. Impacts of the Total Amount of Subsidies and Social
Promotion for Green Housing on the System Evolutionary
Game. As shown in Figure 9, when the incremental payoff θ

is constant, the total amount of subsidies D2 provided by
governments as incentive polices has a significant impact on
developers’ decisions. When the total amount of subsidies
D2 is less than 10, the proportion of developers choosing
developing green housing decreases from 0.3 to 0. When the
total amount of subsidies D2 is gradually increasing, the
proportion of developers choosing developing green
housing is gradually increasing from the initial value 0.3, and
the evolutionary speed of developers choosing developing
green housing is increasing as well, which is in line with the
studies by He and Chen [16].

According to Figure 10, when governments use pro-
paganda of environmental protection and deploy regulation
and monitoring on environment, the social promotion effect
of green housing is limited. In other words, when G1 � 100,
the proportion of developers choosing green housing
gradually decreases from the initial value 0.3. When
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Figure 6: Influence of potential returns AQ on the system evo-
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intensive propaganda of environmental protection and
strong environmental monitoring and regulation are in
place, the social promotion of green housing becomes ef-
fective. With the increase of the proportion of government
incentive policies, the proportion of developers choosing
green housing increases and the evolutionary speed of the
system increases.

5. Conclusion and Implications

)e purpose of this research was to examine that how the
behavioral decisions of developers, consumers, and gov-
ernments among green housing market subjects affect the
growth of green housing. First, this study builds a tripartite
evolutionary game model to investigate a green housing

marketing, which includes developers, consumers, and
governments. Second, this study obtains a three-dimen-
sional discrete dynamic system and identifies the stable
conditions of strategy portfolios to reach the equilibrium
points of the game system based on the Lyapunov stability
theory. Finally, this study assigns real-world values to the
proposed tripartite evolutionary game model and conducts
numerical simulation to test the influence and relationship
of each factor on system evolution, validating the proposed
model. Moreover, the results of this study reveal that de-
velopers should not blindly pursue the incremental payoffs
brought by green housing; otherwise, consumers may turn
to ordinary housing. Similarly, the potential earnings from
green housing will make green housing more favorable to
developers. Moreover, regarding consumers, the perception
of green housing determines the demand intensity from
consumers. Meanwhile, the more subsidies provided by
governments, the more enthusiastic consumers will be in
purchasing green housing. Furthermore, when governments
do not provide or provide mild subsidies, both developers
and consumers will embrace ordinary housing. In addition,
governments can effectively increase the initiatives of de-
velopers and improve the awareness of consumers toward
green housing through intensive propaganda of greenness
and environmental protection and strong regulation of
environment.

In addition, this study generates the following impli-
cations to the sustainable and healthy growth of green
housing markets in China.

First, developers are the suppliers in a green housing
market, who undertake the development task of green housing.
In the process of green housing development, it is not feasible
for developers to blindly pursue incremental payoffs brought
by green housing. )e increase of incremental payoffs for
developers will result in the increase of incremental costs for
consumers, where consumers may turn to ordinary housing as
they cannot afford green housing. )is is evident in our
simulation when AZ climbs over 80, the system of a green
housing market enters a state of instability. Similarly, the in-
crease of potential payoffs for developers will promote the
development of green housing.)ere are various approaches to
increase the potential payoffs for developers, such as taxation
deductions and mortgage discounts. By applying these ap-
proaches, more developers will be encouraged to enter a green
housing market.

Second, consumers are the demand side in a green
housing market. )eir perceptions toward green housing
determines their demand intensity.)erefore, strengthening
the publicity of green housing, improving consumers’ un-
derstanding of green housing, and enhancing consumers’
awareness of green housing are necessary measures to ini-
tiate the motivation of consumers to purchase green
housing. At the same time, subsidies provided by govern-
ments to purchase green housing have a strong effect on the
will of consumers to purchase green housing. )is is
demonstrated in our simulation where the increase of the
subsidy 1 − θ for consumers will lead to the increase of the
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proportions of consumers who purchase green housing.
)erefore, high subsidies can boost the demand side in a
green housing market, facilitating the healthy and sustain-
able growth of green housing markets in China.

Lastly, governments are the facilitators and regulators in a
green housing market. Governments formulate and implement
relevant incentive polices to promote the growth of a green
housing market. )e incentives and subsidies provided by
governments play a key role in cultivating and promoting a
green housingmarket. If governments do not provide or provide
little subsidies, both developers and consumers will turn to
ordinary housing due to the large incremental costs of devel-
oping andpurchasing green housing.Our simulation generates a
similar result. When the total amount of the subsidy for green
housing is less than ten units, developers will choose developing
ordinary housing. In addition to subsidies, governments have
other measures to stimulate the growth of a green housing
market, such as intensive propaganda of environmental pro-
tection and strong regulations on built environment. By doing
this, governments can boost the initiative of developers to de-
velop green housing and the understanding of green housing for
consumers. )is is supported in our simulation where a higher
effect of green housing promotion can result in a higher supply
and demand of green housing.)erefore, intense incentives can
accelerate the growth of green housing markets in China. While
this study has two limitations such as considering merely the
mainlandChinese greenhousemarket, ignoring the difference of
consumers’ educational background and capital, which need to
be further researched in the future.

Data Availability

)e simulation part of this paper involves data, which are
relative data and represent the degree of correlation. )e
data come from two parts: one is based on the research data
of previous scholars and the other is obtained through in-
terviews with relevant personnel of developers, consumers,
and governments involved in the real estate market.
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With the advancement of urbanisation, the inflow of population in China’s large cities has been increasing and the demand for
rental housing of “new citizens” with insufficient housing affordability has become increasingly strong. +erefore, the Chinese
government proposes to provide government-subsidized rental housing (GSRH) different from public rental housing. At present,
the supply mode of public rental housing in China is mainly government construction and operation, which has the problems of
low supply efficiency and low service level. It is critical to explore an efficient supply model in the construction of the GSRH
system. +erefore, this study, starting from the three supply subjects of government, market, and society, constructs an evo-
lutionary game model and uses agent-based modelling simulation to explore how multisubjects achieve optimal collaboration in
the supply process of GSRH.+e results are as follows: First, the development of a collaborative supply system includes four stages:
noncooperative behaviour, collaborative exploration, collaborative game, and three-subject collaborative supply. Second, the
government is the core of realising multisubject coordination. Increasing government supervision will boost market participation,
while increasing government subsidies can fully mobilise the enthusiasm of social subjects but cannot continuously improve the
market’s enthusiasm.+ird, increasing the participation ratio of social subjects will help mobilise the enthusiasm of other subjects
to participate, while the excessive participation ratio of market subjects may cause an imbalance in the collaborative supply system.
+is study provides theoretical support for the efficient supply of GSRH.

1. Introduction

China is currently experiencing the largest scale of urban-
isation ever known in human history, with its ratio expected
to reach 69 percent in 2030 [1]. +e seventh census results
show that the national floating population was 376million in
2020, an increase of nearly 70 percent in 10 years [2]. +e
acceleration of China’s urbanisation process has led to
strong demand for housing rentals among “new citizens” in
the net inflow of population of big cities such as Beijing and
Shanghai. +e concept of “new citizens” refers to the
population that flows from other places and lives stably in
cities, including groups of migrant workers, newly employed
college students, and other groups. Owing to the lack of

housing affordability, the housing needs of this group are
mainly concentrated in rental housing. However, for a long
time, China’s real estate market and housing security system
have emphasised sales over rent, the housing rental market
has not been fully developed, the structure of supply and
demand is unbalanced, and the large-scale rental market has
not been supported by special policies. +erefore, the new
citizen group has become a “sandwich layer” group that
neither is within the coverage of public rental housing (PRH)
nor can afford commercial housing, bearing the housing
pressure and crowding-out effect caused by high housing
prices [3]; thus, it is a prominent problem that they cannot
afford to buy a house or rent a good house at the present
stage [4, 5]. To compensate for the obvious shortcomings of
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the housing security system and break the housing dilemma
of the new citizens, in July 2021, the General Office of the
State Council issued the “Opinions on Accelerating the
Development of Government-subsidized Rental Housing
(GSRH),” which clearly proposed the concept of GSRH in
the top-level design of the housing security system [6].
However, the current policy only proposes the basic concept
of GSRH, and scholars and policymakers still need in-depth
discussions on supply subjects and supply models.

GSRH is an institutional innovation to alleviate the
housing difficulties of new citizens [7]. At present, China has
established a housing security system with PRH, GSRH, and
coownership housing as the main body. Among them, PRH
has two standard lines of low income and housing difficulties
and is mainly aimed at urban low-income families in dif-
ficulty. +e supply mode of PRH is directly led by the
government and built on the platform of state-owned en-
terprises, and the government undertakes the responsibility
of the bottom guarantee. GSRH is mainly used to solve the
housing difficulties of the new citizen group to make up for
the institutional innovation of China’s previous imperfect
housing security system for the same group. In terms of
supply mode, GSRH reconstructs a market-oriented and
policy-supported security system and guides multisubject
investment and multichannel financing of “small-sized, low-
rent” rental housing. GSRH is an important measure with
Chinese characteristics that promotes the steady develop-
ment of the real estate market and stabilises the position of
“housing not for speculation.”

+e single supply of the government subject has prob-
lems such as the obvious funding gap, the prominent
contradiction between supply and demand, and weak
construction enthusiasm caused by a one-sided view of
political achievements. At present, the group of new citizens
is large, and the shortage of rental housing is obvious. It is
necessary for the housing security subject to change from
government-based participation to the joint participation of
the government, enterprises, and social forces to improve the
efficiency and quality of supply. According to the policy
background of GSRH, the supply subjects can be divided
into government and nongovernmental institutions, in
which the former refers to the public sector of local housing
management institutions, while the latter are further divided
into profit-oriented market subjects (including housing
rental franchise enterprises, real estate development enter-
prises, and property service companies) and nonprofit social
subjects (including large private enterprises, state-owned
enterprises and institutions, industrial parks, research in-
stitutes, and rural collectives). +e supply subject can be
further abstracted as government, market, and society.

+erefore, this study focuses on how to cooperate with
the government, market, and social subjects to participate in
the rapid and effective supply of GSRH in large cities.
Previous studies on PRH supply havemainly focused on four
aspects as follows.

First, regarding the sustainability of PRH supply, [8] has
enriched the knowledge of sustainable construction by
proposing a building information modelling and life cycle
assessment integration approach to comprehensively

evaluate the life cycle-embodied environmental impacts of
buildings at the design stage. Reference [2] constructs a
sustainable development system of public housing project
from the perspective of a complex eco-system, exploring the
internal operation mechanism and the coupling mechanism
among the ecological, economic, and social subsystems.
Reference [9] assesses the financial viability of PRH projects
in China from a private sector perspective. References
[10, 11] propose the application of “green leasing” and
“integrated design process” in low-cost housing. Reference
[12] studies how to make affordable housing more sus-
tainable from the perspective of stakeholders.

Regarding the relationship between central and local
governments, some scholars have suggested that the central
government delegates the responsibility of PRH supply to
local governments, allowing these to obtain a set of ad-
ministrative power in public engineering planning, main-
tenance, and commercial management [13]. Reference [14]
believes that this decentralisation process shifts the burden
of PRH supply from the state to local governments, with a
view to creating new incentives at the microlevel to increase
efficiency and productivity. Reference [15] studied the
contradictions in China’s PRH policy and found that the
division of power, incentives, responsibilities, and income
sources between the central and local governments runs
counter to the national goal of affordable housing. Reference
[16] researched campaign-style implementation and af-
fordable housing provision in China, and the findings point
to the defects of campaign-style implementation and China’s
need for more institutionalised mechanisms to implement
policies prioritised by the national government.

With regard to local government supply problems,
specific political and economic incentives for local gov-
ernments played an important role in realising the scheme
[17]. Many scholars have proposed that PRH brings negative
effects such as a difficult integration into mainstream urban
life, residential segregation, and job-housing balance
[18, 19]. Reference [20] proposes that, driven by economic
interests, local governments often construct high-capacity
PRH communities in remote areas, thus potentially dis-
torting the ambitious aims and principles of China’s af-
fordable housing scheme and negatively affecting the social
interaction and life opportunities of the security objects.
Reference [15] argues that, based on the interests of land, the
spatial distribution of PRH development in China is biased
towards the urban fringe to provide an institutional ex-
planation. In view of China’s intergovernmental relations,
they believe that this discriminatory location approach is the
result of urban government efforts to balance top-down
political pressure and local fiscal interests.

Regarding changes in the supply mode of public housing,
it is difficult for the government as a single subject to achieve
the supply of PRH. Some scholars hold that the private sector
has financial and professional advantages and can share risks
with the public sector, reduce operating costs, introduce
competition, increase options, and improve service quality
[21, 22]. Using nongovernmental resources can create a
more flexible structure to quickly adapt to rapidly changing
environments [23]. Public-private partnerships (PPP) are
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widely seen as a way to involve the private sector with rich
capital and management experience in sharing the financial
burden of governments and improving the efficiency and
sustainability of the public housing supply [24, 25]. In
Austria, the UK, and Italy, innovative mixed arrangements
for the development, financing, and management of
indemnificatory housing jointly developed by the state, the
third sector, market, and community participants show that
they can benefit from the participation of market partici-
pants and communities [26]. Around 2011, the central
government launched an initiative to encourage local gov-
ernments to cooperate with nongovernmental organisations
in providing public housing [27]. Reference [28] evaluated
the feasibility of PPP in social housing. Reference [23]
studied the structure and mechanism of the role played by
nongovernmental actors in public housing governance.

Previous research on PRH supply has mainly focused on
its sustainability, clarifying the relationship between central
and local governments in the supply process as well as the
problems existing in the supply of local governments and
exploring the feasibility of public-private cooperation.
However, a research gap exists with regard to how a col-
laborative government, market, and society can supply PRH.
In the complex, self-adaptive system of multisubject supply
of GSRH, the plan chosen by any subject of the government,
market, and society affects the interests of other subjects, and
the relationship between different subjects may lead to
different supply results. Behaviour is also influenced, to
some extent, by the surrounding environment [29, 30];
therefore, it is not enough to only observe the participants in
the research on the multisubject supply of GSRH and, more
importantly, the research on the relationship between the
participants and the interaction with the system environ-
ment [31].

+e supply of GSRH by the government, market, and
society is a science about collaboration. German scholar
Haken proposed the synergy concept in system theory,
which meant a subsystem’s collaboration, cooperation,
synchronous combined effect, and collective behaviour in
the system, that the whole realised the effect via nonlinearity
complex interaction among the subsystem which the indi-
vidual cannot realise to produce the 1 + 1> 2 collaborative
effect [32]. In the supply process, this synergy system is
dynamic; that is, various factors influence each other
through a relationship that is not only collaborative but also
evolutionary [33]. +erefore, the supply of GSRH by gov-
ernment, market, and society is based on the coevolution
theory. +e coevolution theory follows the general analytical
framework of Darwinism, which specifies the replicators and
interactors in detail, and uses the “variation,” “replication,”
and “selection” to describe the process of coevolution [34].
Evolutionary game theory (EGT) provides a useful method
for Darwin’s competition by defining a framework of
competition, strategy, and analysis model [35].

EGT is based on the assumption of bounded rationality,
taking the group as the research subjects, analysing its dy-
namic evolution process, and explaining why and how the
group reaches the current evolutionary state [36, 37]. In the
field of housing research, [38] built an evolutionary game

model of the government and real estate operators in the
housing rental market in the context of financial institutions
and public participation in supervision and analysed the
impact of different levels of supervision by financial insti-
tutions and the public on evolution. Reference [39] estab-
lished an evolutionary gamemodel between social forces and
government to solve the problem of excessive participation
of the former in housing rental projects leading to rising
rents. Reference [40] constructed the interest game model
between the central government and local governments in
the process of developing rental housing, analysed the logic
and dilemma of land reserve strategy and illegal land reserve
problem, and determined the replication dynamic mecha-
nism and evolutionary stability strategy of participants
under various conditions. +erefore, this study explores the
deep mechanism of supply system dynamic collaboration
through a multisubject evolutionary game method based on
coevolution theory.

In social systems, understanding a political or economic
system requires more than an understanding of the indi-
viduals that comprise the system [41, 42]. It also requires
understanding how the individuals interact with each other
and how the results can be more than the sum of parts [43].
For this highly complex, nonlinear, and self-organising
multiagent cooperative supply system based on an evolu-
tionary game, agent-based modelling (ABM) can provide
insights into dynamic interactions among real-world phe-
nomena by capturing nonlinear interactions and feedback
loops, thereby predicting outcomes that emerge out of
complex dynamics in the real world [44–46]. ABM tools
provide support for researchers and practitioners to study
how the macrobehaviour of the system depends on the
attributes, constraints, and rules at the microlevel and is
increasingly recognised in ecology, economics, biology,
sociology, social sciences, and many other STEM disciplines
in simulating dynamic large-scale complicated systems and
observing emergent behaviours [40, 47–49].

In summary, this study attempts to use EGT to explore
the collaborative relationship of the three government-
market-society subjects in the supply process, and it links the
behaviour of agents with different information and decision
rules with the macrobehaviour of the whole collaborative
supply system with the help of the NetLogo multiagent
simulation platform. +rough large-scale policy experi-
ments, it realises a bottom-up policy simulation of the game
results and the collaborative supply mechanism of the three
subjects; further, it explores the micromechanism of the
evolution of the collaborative supply decision of GSRH
under the condition of bounded rationality. +e remainder
of the paper is structured as follows. Section 2 analyses the
evolutionary game model and ABM of GSRH. Section 3
establishes an asymmetric evolutionary game model of
government, market, and society. Section 4 establishes an
agent-based model based on the EGT model through the
NetLogo simulation platform and conducts large-scale
policy experiments to determine the evolution stage and
collaborative supply mechanism of the three subjects. +is
study provides theoretical support for the formulation of a
coordinated supply policy of GSRH in the pilot cities.
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2. Materials and Methods

2.1. EvolutionaryGame+eory. +is study adopts a dynamic
replication evolutionary game method to establish a three-
group, two-strategy, asymmetric evolutionary game model
to study the dynamic process of government-market-society
in the collaborative supply of GSRH.

2.1.1. Game Agent Analysis. +e supply subjects of GSRH
can be abstracted into three categories: government, market,
and society.

+e government subject refers to the public sector of the
local housing management institutions, including local
government housing construction departments at all levels,
housing security centres, and others. As quasipublic good,
the supply of GSRH cannot and does not need to be fully
borne by the government; however, as the executive de-
partment of state power, the government is fully responsible
for guiding the supply of GSRH and has always been one of
the main suppliers. Government participants rely on hier-
archical guidance, mainly acting as nonprofit entities [23].
For the supply of GSRH, the state is at the top of the hi-
erarchy, with the central government setting national supply
policies and tasks and local governments acting as
intermediaries responsible for establishing specific methods
for local policy, project development and implementation,
and negotiating with other actors to achieve housing con-
struction and distribution [17, 50]. +e authority and sys-
tematic organisation of government subjects can successfully
promote the construction of GSRH, strengthen public ser-
vices, ensure fair supply, and stabilise economic develop-
ment. Moreover, the government subject is a key
intermediary connecting other subjects [51].

+e market subject refers to profit-making organisations
that raise funds by themselves, including housing rental
franchise enterprises, real estate development enterprises,
property service companies, and others capable of directly or
indirectly participating in the supply of GSRH. Market
players use commercial principles to achieve efficiency, ef-
fectiveness, and innovation in providing public goods and
social services [52]. +e participation of market players
reduces government costs and improves supply efficiency
and supply effect. Moreover, it can avoid the psychological
label effect of the centralised construction of GSRH on the
security objects and achieve the goal of coordinating the
layout of GSRH and ordinary commodity housing. +e
market subject is a key participant in effective supply;
however, it is usually subject to the profit trend [19].
Compared with commercial projects, participation in GSRH
projects has fewer returns and is not attractive to the market,
and market subjects thus need certain incentives from the
government. +e incentive policies and measures are many,
including reducing loan interest rates and providing tax
relief and cheap or free land [2].

+e social subject refers to nonprofit organisations that
participate in supply on the principle of voluntary and
mutual assistance. In China, these are large private enter-
prises, state-owned enterprises and institutions, industrial

parks and rural collectives, and others. +ey build or re-
construct GSRH through self-construction, joint ventures,
and shares or in other ways, using collectively operated
construction land, idle land owned by enterprises and in-
stitutions, supporting land for industrial parks, and stock of
idle houses. +e social subject connects governments, col-
lectives, and individuals and plays a complementary and
balanced role in the multiagent collaborative supply system.
Compared with government departments, social organisa-
tions are independent of the government system, which can
get rid of the fixed pattern of the bureaucratic structure of
government organisations and form their own unique di-
versity and flexibility, thus bringing low cost and high ef-
ficiency of supply. At the same time, it can effectively
compensate for the lack of efficiency caused by the gov-
ernment’s single supply or privatisation production mode.
Compared with the private sector, the nonprofit goal of
social organisations to participate in GSRH supply deter-
mines its more public welfare, the pursuit of high quality,
and the efficiency of affordable rental housing supply.

2.1.2. Model Hypothesis. Many factors affect the collabo-
rative supply of GSRH by the government, market, and
society. +is study draws upon several relevant studies and
empirical research works. To simplify the problem, the
model is constructed and analysed based on satisfying the
following assumptions.

Assumption 1. +e increased delegation of government
tasks to other nongovernmental actors has made the GSRH
provision a “governance” model [26]. +erefore, the gov-
ernment has two strategic choices in the process of GSRH
supply; the strategy space is {intervention, no intervention}
({I, NI}), in which intervention is divided into subsidies and
supervision. Subsidy refers to the use of land policy support,
fiscal and taxation relief, financial support, and other policy
means by the government subject, guiding the market and
social subjects through new reconstruction, idle transfor-
mation, and other modes to participate in the supply of
GSRH [52]. Supervision means that the government should
supervise and correct the relevant behaviours of the market
subject and social subject in the planning, construction, and
operation of GSRH, establish and improve the housing
rental management service platform, strengthen the su-
pervision of the whole process of construction, rental, and
operation management of GSRH, and enhance the super-
vision of engineering quality and safety, especially the
problems of unqualified construction quality and indoor
decoration health. Nonintervention refers to the free de-
velopment of the supply system of GSRH without formu-
lating or implementing any subsidy and supervision policies.

Assumption 2. If the government adopts the intervention
strategy, the cost of policy subsidies is CM for the market
subject and CS for social players. Compared with the market
subject, social players are more willing to participate in
supply because the provision of GSRH is conducive to
attracting talents and improving productivity. In addition,
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they generally maintain idle houses or land, and the con-
struction costs are also small. +erefore, it is believed that
CM >CS. +e supervision cost generated in the process of
government intervention is SM as the market subject and SS

as the social subject. Considering that the supply object of
the social subject is unit workers, the supply quality directly
affects the unit’s operation efficiency through residential
satisfaction, the self-discipline level of high-quality supply is
high, and the difficulty and cost of government regulation
are low; thus, it is assumed that SM > SS.

Assumption 3. If the government takes a nonintervention
strategy, local governments may obtain the leisure and
governance resources, effective disposition, and so on, which
bring extra gains to government subject as R0. Economic
growth used to be and still is the main criterion for the
central government to assess the promotion of local officials
[53]; in other words, local officials are more willing to al-
locate land resources to infrastructure and real estate con-
struction projects that generate significant fiscal revenues to
improve promotion opportunities [54]. To realise virtuous
interactions between the central government and local
governments in the field of housing construction and
management, it is proposed that the central government
should change the single evaluation system for local officials
and establish a multiangle and comprehensive performance
evaluation system for local officials [55]. +is study abstracts
the central government’s overall control of the supply of
GSRH such that when the government subjects choose the
nonintervention strategy, they are punished by the higher
authorities as P.

Assumption 4. According to the social contract theory, in
addition to the need to fulfil the economic contract, the
market and social subjects are obliged to fulfil the social
contract. +eir behaviour must conform to society’s ex-
pectations; they must do their duty for social and economic
improvement and adjust to the changes in social environ-
ment to respond to the stakeholders’ interests [33]. +ere-
fore, the strategic space of market and social subject is set as
{participation, nonparticipation} ({P, NP}). For market
subjects, participation refers to the development and op-
eration of affordable rental housing projects, and the supply
target refers to the whole society meeting the population’s
guarantee conditions. “Nonparticipation” refers to not
participating in the GSRH supply and instead investing in
the construction of commercial housing and other real estate
development projects. For social subjects, participation re-
fers to the use of their own land or idle houses to build or
rebuild leased houses nearby, and the supply objects are
generally employees and families of the unit. “Nonpartici-
pation” refers to not participating in the supply of GSRH and
using investment within social organisations.

Assumption 5. For market players, adopting a participation
strategy allows obtaining government subsidy CM and direct
rental housing operating income such as rent; value-added
service charges are set as RM0, and indirect reputation gains
such as corporate social responsibility are set as RM1.

Investing in other projects, instead of participating in the
supply of GSRH, yields RNM. For the social subjects, the
government subsidy CS is obtained by taking the partici-
pation strategy. +e GSRH supplied by the social subjects
mainly uses the stock of land and housing to build in the
industrial park and around the company to effectively solve
the problem of job-housing balance, improve the enthusi-
asm of employees, generate a positive income RS0, and bring
a certain social reputation income RS1. Social reputation is
the higher satisfaction of staff and the social influence of
suppliers brought by the physical supply of rental housing.
Given the nonprofitability of the social subjects supplying
GSRH, the operating income of rental housing is not
considered here. Not participating in the supply of GSRH
and instead using other investments within social organi-
sations enable receiving RNS, but for social subjects who do
not participate, restraint measures shall be taken; that is, they
need to pay a certain housing subsidy F to the unit’s
employees.

Assumption 6. GSRH belongs to the housing security sys-
tem, which is essentially a certain degree of social welfare
provided by the government. +e main responsibility of it
lies with the government, market, and social subjects
through a collaborative supply. If market and social subjects
participate in supply, government financial pressure is re-
duced, and the project’s operation efficiency and quality, as
well as are the government’s reputation, are improved so that
the contribution of the market subject participating in
supply is GBM and that of the social subject is GBS.

Assumption 7. Game participants are bounded rational.
Without considering other constraints, government, market,
and society all have the bounded rationality characteristic; in
other words, each subject cannot accurately calculate its own
cost and the income, but it usually tries and imitates un-
ceasingly over time and eventually tends to a stable strategy.
Suppose that the proportion of the government choosing the
intervention strategy is x, the proportion of the market
choosing the participation strategy is y, and the proportion
of society choosing the participation strategy is z (0≤ x, y,
z≤ 1). +e specific dynamic game flow of collaborative
supply among government, market, and society is shown in
Figure 1.

It is worth noting that the impact of the policy envi-
ronment is complex, and no unified housing policy is ap-
plicable to the housing market of each city [56]. +e supply
of GSRH implements the strategy of “one city, one policy.”
+e key point of this strategy is to let the central government
determine the basic principles and then allow local gov-
ernments to determine the implementation details, which
can make the real estate regulation of each city innovative
and flexible and can, to a large extent, avoid the systemic
risks arising from the unified regulation of the central
government [55]. +erefore, this study does not make
specific policy and institutional assumptions on the col-
laborative supply of government, market, and society, but it
abstracts this supply as subsidies, benefits, and penalties to
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discuss the synergy system.+e summary and description of
all model parameters are shown in Table 1.

2.1.3. Payoff Model. In the course of the evolutionary game,
according to individual bounded rationality and limited
information principle and based on the above model

assumptions, the payoff matrix of the government-market-
society asymmetric cooperative game is shown in Table 2.

According to the benefits of the strategy combination in
Table 2, the expected revenue of the intervention strategy
(G(1)), nonintervention strategy (G(2)), and average benefits
(UG) adopted by the government subject is, respectively,

UG(1) � yz GBM + GBS − CM − SM − CS − SS(  + y(1 − z) GBM − CM − SM( 

+(1 − y)z GBS − CS − SS( ,

UG(2) � yz GBM + GBS + R0 − P(  + y(1 − z) GBM + R0 − P( 

+(1 − y)z GBS + R0 − P(  +(1 − y)(1 − z) R0 − P( ,

UG � xUG(1) +(1 − x)UG(2) .

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(1)

+e replication dynamics equation of the government
subject is therefore

F(x) �
dx

dt

� x UG(1) − UG( 

� x(1 − x) P − R0 − y CM + SM(  − z CS + SS(  ,

(2)

where F(x) indicates the rate of change in government in-
tervention strategies, F(x)> 0 means that the government

tends to adopt an intervention strategy, and F(x)< 0 means
that the government tends to adopt a nonintervention
strategy.

Similarly, the expected revenue of the participation
strategy (M(1)), nonparticipation strategy (M(v)), and av-
erage benefits (UM) adopted by the market subject is,
respectively,

UM(1) � xz CM + RM(  + x(1 − z) CM + RM(  +(1 − x)zRM +(1 − x)(1 − z)RM,

UM(2) � xzRN + x(1 − z)RN +(1 − x)zRN +(1 − x)(1 − z)RN,

UM � yUM(1) +(1 − y)UM(2) .

⎧⎪⎪⎨

⎪⎪⎩
(3)
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Figure 1: Dynamic flow of evolutional game among government, market, and social subject in GSRH supply.
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+e replication dynamics equation of the market subject
is therefore

F(y) �
dy
dt

� y UM(1) − UM( 

� y(1 − y) xCM + RM0 + RM1 − RNM( .

(4)

+e expected revenue of the participation strategy (S(1)),
nonparticipation strategy (S(2)), and average benefits (US)
adopted by the social subject is, respectively,

US(1) � xy CS + RS(  + x(1 − y) CS + RS(  +(1 − x)yRS +(1 − x)(1 − y)RS,

US(2) � RNS − F,

US � zUS(1) +(1 − z)US(2) .

⎧⎪⎪⎨

⎪⎪⎩
(5)

+e replication dynamics equation of the social subject is
therefore

F(z) �
dz
dt

� z US(1) − US( 

� z(1 − z) xCS + RS0 + RS1 − RNS + F( .

(6)

Based on the nature of evolutionary stability strategy, the
necessary condition for government subject to achieve
evolutionary stability is dF(x)/dx < 0.

For the replication dynamic equation (2), when
z � (P − R0 − y(CM + SM))/(CS + SS), x is a steady state.

When z< (P − R0 − y(CM + SM))/(CS + SS), x � 1 is the
evolutionarily stable strategy. When z> (P − R0 − y(CM +

SM))/(CS + SS), x � 0 is the evolutionarily stable strategy.
According to z � (P − R0 − y(CM + SM))/(CS + SS), a sur-
faceM can be drawn, as shown in Figure 2(a). +e points on
surfaceM are stable in the x-axis direction, the points above
it evolve to x � 1, and the points below it evolve to x � 0.
Similarly, for the point of market subject in surface V to
stabilise in the y-axis direction, the point on the left side of
surface V evolves towards y � 0, and the point on the right
side of the surface tends to y � 1, as shown in Figure 2(b).
For the stability of the social subject in the z-axis direction of

Table 1: Evolutionary game model parameters and variable descriptions.

Parameter Description
GBM Benefits of market subject’s participation in supply to government subject
GBS Benefits of social subject’s participation in supply to government subject
CM +e cost of policy subsidies for market subject by government intervention strategies
CS +e cost of policy subsidies for social subject by government intervention strategies
SM Supervision cost of government intervention strategy for market subjects
SS Supervision cost of government intervention strategy for social subjects
RM0 Direct operating income from market participation strategy
RM1 Indirect reputation gains from market participation strategy
RNM Returns from market nonparticipation strategy to investment in other projects
RS0 Positive benefits of social participation strategy
RS1 Reputation gains of social participation strategy
RNS Benefits from social nonparticipation strategies to other projects in investment organisations

R0
Government gains from the additional benefits of leisure and the efficient allocation of government resources when it takes

nonintervention strategy
P Governments that adopt nonintervention strategy will be punished by higher authorities
F Housing subsidy paid by the society to employees of the unit without participation

Table 2: +e payoff matrix of the evolutionary game among the government, market, and society.

Strategy combination (Government, market, society)
(I, P, P) (GBM + GBS − CM − SM − CS − SS, CM + RM0 + RM1, CS + RS0 + RS1)

(I, P, NP) (GBM − CM − SM, CM + RM0 + RM1, RNS − F)

(I, NP, P) (GBS − CS − SS, RNM, CS + RS0 + RS1)

(I, NP, NP) (0, RNM, RNS − F)

(NI, P, P) (GBM + GBS + R0 − P, RM0 + RM1, RS0 + RS1)

(NI, P, NP) (GBM + R0 − P, RM0 + RM1, RNS − F)

(NI, NP, P) (GBS + R0 − P, RNM, RS0 + RS1)

(NI, NP, NP) (R0 − P, RNM, RNS − F)
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the point in plane W, the point on the left side of plane W
evolves to z � 0, and the point on the right side of it evolves
to z � 1, as shown in Figure 2(c).

2.2. Agent-Based Modelling. Based on the above evolu-
tionary game model and ABM simulation method, with a
bottom-up, this part simulates the evolution process of
multiagent supply of GSRH under the collaborative back-
ground from the perspective of microinteraction to mac-
roemergence, and it attempts to reveal the micromechanism
of collaborative supply of GSRH in the form of policy ex-
periments in view of the advantages of the NetLogo 6.0.3
simulation platform, which can meet the simultaneous
operation of multiple agents, set system variables, and pa-
rameters easily and quickly and provide a visual evolution
interface. With the help of this platform, this study estab-
lishes the attributes of each subject, the number of agents in
each subject, the selection mechanism of game objects, and
the strategy update mechanism, and it compiles the gov-
ernment-market-society, three-agent game simulation
programme. +rough NetLogo, large-scale numerical ex-
periments are conducted to show the dynamic game process
of different subjects under different parameter conditions,
verify the evolutionary gamemodel of multiagent synergistic
supply of GSRH, realise the simulation and effect evaluation

of relevant parameter and subject strategy selection changes,
and provide verification for the effectiveness of policy
recommendations.

2.2.1. Basic Variable Settings of the NetLogo Simulation
Platform. +is study constructs a three-group, asymmetric
evolutionary game model composed of agents and game
environment and generates a two-dimensional network
space with periodic boundary. In a two-dimensional net-
work space, the three-party game subjects are generated as
government, market, and social subjects, respectively.

+e parameter settings of each subject attribute are
shown in Table 3.

+e strategy of the government subject is SG(t) � 0, 1{ },
where 0 means adopting a nonintervention strategy, and 1
means adopting an intervention strategy. +e strategy of the
market subject is SM(t) � 0, 1{ }, where 0 means adopting a
nonparticipation strategy, and 1 means adopting a partici-
pation strategy. +e strategy of the social subject is
SS(t) � 0, 1{ }, where 0 means adopting a nonparticipation
strategy, and 1 means adopting a participation strategy.

+e expected return functions of the three subjects of
government, market, and society to adopt their respective
strategies are as follows:

IRG(t) � yt GBM − CM − SM(  + zt GBS − CS − SS( ,

NIRG(t) � ytGBM + ztGBS + R0 − P,

PRM(t) � xtCM + RM0 + RM1,

NPRM(t) � RNM,

PRS(t) � xtCS + RS0 + RS1,

NPRS(t) � RNS − F.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(7)

2.2.2. Simulation Mechanism Design. Agent game and
movement mechanism: agents can move randomly in the
network space, assuming that the game range of each agent
in the interaction process is in a neighbouring position.
Initially, each agent selects the corresponding strategy with a
random probability. In the simulation period t, according to

the agent’s behaviour rules, the agent observes whether there
are other agents around its eight neighbour positions. If
there are no other agents, the agent moves to any neigh-
bouring position randomly. If there are, it judges whether
there are agents of other two types of subjects at the same
time, and if this is the case, the game is randomly matched,

M

x

y

z

(a)

V

x

y

z

(b)

W

x

y

z

(c)

Figure 2: Replicated dynamic diagram of each subject. (a) Government. (b) Market. (c) Society.
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and the strategy adopted at t+ 1 is determined by learning
the algorithm according to the benefits of the game.

Strategy learning mechanisms: since the agent is and
asymmetrical information, it is not strictly based on the
principle of maximum utility to make decisions in the game.
According to the view of biological evolution and replication
dynamics, the subject with lower returns continues to learn,
imitate, and compare different strategies, then chooses a
strategy higher than the expected return of this strategy,
always replaces the unsatisfied strategy with a satisfied one,
and finally tends to a stable state [38, 57]. +e agent takes the
result of each game as the actual benefit of its strategic
interaction and then compares it with the expected benefit of

the two strategies at the same time to judge whether the
strategy of the t-period is optimal and whether to update it.

For the government subject, when the strategy of in-
dividual i in AgentG at period t is StrG(i)(t) � 1, if
NIRG(i)(t)> IRG(i)(t)>FRG(i)(t) or NIRG(i)(t)>
FRG(i)(t)> IRG(i)(t), then the strategy of AgentG(i) at period
t + 1 is StrG(i)(t + 1) � 0.When the strategy of individual i in
AgentG at period t is StrG(i)(t) � 0, if IRG(i)(t)>
NIRG(i)(t)>FRG(i)(t) or IRG(i)(t)>FRG(i)(t)>NIRG(i)(t),
then the strategy of AgentG(i) at period t+ 1 is
StrG(i)(t + 1) � 1, the other cases keep the original strategy
unchanged, and the formula is as follows:

StrG(i)(t + 1) �

1 − StrG(i)(t), StrG(i)(t) � 1 andNIRG(i)(v)> IRG(i)(t)>FRG(i)(t)

orNIRG(i)(t)>FRG(i)(t)> IRG(i)(t),

StrG(i)(t) � 0 andIRG(i)(t)>NIRG(i)(t)>FRG(i)(t)

orIRG(i)(t)>FRG(i)(t)>NIRG(i)(t),

StrG(i)(t), othersituation.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(8)

Similarly, for the market subject, the strategy learning
rules are as follows:

Table 3: Agent-based model parameters and variable descriptions.

Parameter Description
SG(t) +e strategic space of government subject
SM(t) +e strategic space of market subject
SS(t) +e strategic space of social subject
NG Number of government agents
NM Number of market agents
NS Number of social agents
NSG�1t Number of government agents who choose intervention strategy in period t
NSM�1t Number of market agents who choose participation strategy in period t
NSS�1t Number of social agents who choose participation strategy in period t
x(t) Probability of government intervention strategy at period t, x(t) ∈ [0, 1]

y(t) Probability of market participation strategy at period t, y(t) ∈ [0, 1]

z(t) Probability of social participation strategy at period t, z(t) ∈ [0, 1]

FRG(i)(t) +e Agenti in the government subject benefits from the actual combination of strategies in the t-period game
FRM(j)(t) +e Agentj in the market subject benefits from the actual combination of strategies in the t-period game
FRS(k)(t) +e Agentk in the social subject benefits from the actual combination of strategies in the t-period game
IRG(t) Expected benefits of government intervention strategy
NIRG(t) Expected benefits of government nonintervention strategy
PRM(t) Expected benefits of market participation strategy
NPRM(t) Expected benefits of market nonparticipation strategy
PRS(t) Expected benefits of social participation strategy
NPRS(t) Expected benefits of social nonparticipation strategy
Note. +e total number of agents in each agent remains unchanged.

Computational Intelligence and Neuroscience 9



StrM(i)(t + 1) �

1 − StrM(j)(t), StrM(j)(t) � 1 andNPRM(j)(t)>PRM(j)(t)>FRM(j)(t)

orNPRM(j)(t)>FRM(j)(t)>PRM(j)(t),

StrM(j)(t) � 0 andPRM(j)(t)>NPRM(j)(t)>FRM(j)(t)

orPRM(j)(v)>FRM(j)(t)>NPRM(j)(t),

StrM(j)(t), othersituation.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(9)

For the market, the strategy learning rules are as follows:

StrS(i)(t + 1) �

1 − StrS(k)(t), StrS(k)(t) � 1 andNPRS(k)(v)>PRS(k)(t)>FRS(k)(t)

orNPRS(k)(t)>FRS(k)(v)>PRS(k)(t),

StrS(k)(t) � 0 andPRS(k)(t)>NPRS(k)(t)>FRS(k)(t)

orPRS(k)(t)>FRS(k)(t)>NPRS(k)(t),

StrS(k)(t), othersituation.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(10)

Evolutionary stable result output mechanism: the
three types of agents go through a certain number of
games in the simulation period (t) until the evolutionary
equilibrium state of collaborative supply is finally
reached. +e output results of the final evolutionary
stability of the government-market-society collaborative
supply process are expressed as x(t), y(t), z(t) through
the estimation of different strategy proportions of each
game party. Based on the complexity of the real world,
the NetLogo simulation model established in this study
introduces the consideration of uncertainty to deepen
the simulation results of the three-subject evolutionary
game.

Assuming that the simulation results based on NetLogo
have ±10% error compared with the real world, the error
terms of the government, market, and social agents are set as
α, ß, and c, respectively, where (α, β, c) ∈ (− 0.1, 0.1) and
x(t), y(t), z(t) are calculated as follows:

x(t) �
NSG�1t

NG

×(0.9 + α),

y(t) �
NSM�1t

NM

×(0.9 + β),

z(t) �
NSS�1t

NS

×(0.9 + c).

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(11)

3. Results

3.1. +e Equilibrium Analysis of the Model

3.1.1. Stability Analysis of the Evolutionary Game. By further
solving the replicative dynamic equations composed of
dx/dt � dy/dt � dz/dt � 0, 12 equilibrium points can be
found in the cooperative game system of the government,
market, and social subjects, which are E1 (0, 0, 0), E2(1, 0, 0),
E3 (0, 1, 0), E4 (0, 0, 1), E5 (1, 1, 0), E6 (1, 0, 1), E7 (0, 1, 1), E8
(1, 1, 1), E9 ((F + RNS − RS0 − RS1)/(CS), 1, (CM + P −

R0 − SM)/(CS + SS)), E10 ((RM0 − RM1+ RNM)/(CM),
(P − R0)/(CM + SM), 0), E11 ((F + RNS− RS0 − RS1)/(CS), 0,
(P − R0)/(CS + SS)), E12 ((RM0 − RM1+ RNM)/ (CM), (CS +

P − R0 − SS)/(CM + SM), 1). According to the above as-
sumptions, all initial points and evolution points must
satisfy 0≤x, y, z≤ 1 to have practical significance. +e
region surrounded by E1-E8 is the equilibrium solution of
the evolutionary game. When condition 0< (F + RNS −

RS0 − RS1)/(CS)< 1 is satisfied, it leads to (F + RNS −

RS0 − RS1)/(CS)> 1, abandoning E9 and E11. When condi-
tion P − R0 < 0 is satisfied, it leads to
(P − R0)/(CM + SM)< 0, abandoning E10. When condition
CM + SM + CS + SS <P − R0 is satisfied, it leads to
(CS + P − R0 − SS)/(CM + SM)> 1, abandoning E12. +ere-
fore, the equilibrium point of the dynamic system is E1-E8,
and these eight equilibrium points constitute the boundary
of the evolutionary game domain. +e stability of these
equilibrium points in the evolutionary system can be
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obtained by the local stability analysis of the Jacobian matrix
[58].

+e Jacobian matrix of the evolutionary game system is
as follows:

J �

dx/dt

dx

dx/dt

dy

dx/dt

dz

dy/dt

dx

dy/dt

dy

dy/dt

dz

dz/dt

dx

dz/dt

dy

dz/dt

dz

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

�

1 − 2x P − R0 − y CM + SM(  − z CS + SS(   − x(1 − x) CM + SM(  − x(1 − x) CS + SS( 

y(1 − y)CM (1 − 2y) xCM + RM0 + RM1 − RNM(  0

z(1 − z)CS 0 (1 − 2z) xCS + RS0 + RS1 − RNS + F( 

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.

(12)

Table 4 shows the eigenvalues of the Jacobi matrix
corresponding to each equilibrium point.

3.1.2. Multiscenario Evolutionary Game Analysis.
According to Lyapunov’s stability theory, the asymptotic
stability at the equilibrium point can be judged by the ei-
genvalues of the Jacobi matrix; that is, when all eigenvalues
are negative, the equilibrium point is the stable point of the
evolutionary game. It can be clearly judged from the ei-
genvalue results of the above equilibrium points that the
stability of the synergic supply system of GSRH is affected by
the value of the parameters; therefore, the evolutionary
stable points of the system are discussed in eight cases as
follows:

Scenario 1: P − R0 < 0 and − CM <RM0 + RM1−

RNM < 0 or RM0 + RM1 − RNM < − CM and − CS <RS0 +

RS1 − RNS + F< 0 or RS0 + RS1 − RNS + F< − CS; that
is, the additional benefit of the government subject in
adopting a nonintervention strategy to transfer re-
sources is greater than that of the higher-level pun-
ishment, and the benefit of the market and social
subjects in adopting a participation strategy is less than
that of the nonparticipation strategy regardless of
whether there is an intervention subsidy of government

subjects. +erefore, the government tends to adopt a
nonintervention strategy, and the market and social
subjects adopt a nonparticipation strategy. +e corre-
sponding strategy stability point is E1(0, 0, 0). In this
case, the three subjects cannot form a cooperative
relationship.
Scenario 2: P − R0 < 0 and RM0 + RM1 − RNM < − CM

and RS0 + RS1 − RNS + F> 0; that is, the extra benefits
of government subject transferring resources by
adopting a nonintervention strategy are greater than
the punishment of superior departments.When there is
no government subsidy, the market subject’s nonpar-
ticipation strategy benefits more than the participation
strategy, while the social subject’s participation in
supply benefits more than nonparticipation. +erefore,
the government tends to adopt the nonintervention
strategy, the market adopts the nonparticipation
strategy, and society adopts the participation strategy.
+e corresponding strategic stability point is
E4(0, 0, 1).
Scenario 3: P − R0 < 0 and RM0 + RM1 − RNM > 0 and
− CS <RS0 + RS1 − RNS + F< 0 or
RS0 + RS1 − RNS + F< − CS; that is, the additional
benefits of the transfer of resources by the government
subject adopting the nonintervention strategy are

Table 4: Eigenvalues of Jacobi matrix corresponding to each equilibrium point.

Equilibrium point Eigenvalue λ1 Eigenvalue λ2 Eigenvalue λ3
E1(0, 0, 0) P − R0 RM0 + RM1 − RNM RS0 + RS1 − RNS + F

E2(1, 0, 0) R0 − P CM + RM0 + RM1 − RNM CS + RS0 + RS1 − RNS + F

E3(0, 1, 0) P − R0 − CM − SM − RM0 − RM1 + RNM RS0 + RS1 − RNS + F

E4(0, 0, 1) P − R0 − CS − SS CM + RM0 + RM1 − RNM − (RS0 + RS1 − RNS + F)

E5(1, 1, 0) − (P − R0 − CM − SM) − (CM + RM0 + RM1 − RNM) CS + RS0 + RS1 − RNS + F

E6(1, 0, 1) − (P − R0 − CS − SS) CM + RM0 + RM1 − RNM − (CS + RS0 + RS1 − RNS + F)

E7(0, 1, 1) P − R0 − CM − SM − CS − SS − (RM0 + RM1 − RNM) − (RS0 + RS1 − RNS + F)

E8(1, 1, 1) − (P − R0 − CM − SM − CS − SS) − (CM + RM0 + RM1 − RNM) − (CS + RS0 + RS1 − RNS + F)
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greater than the penalties of the higher authorities, and
without government subsidies, the benefits of the
market subject adopting the participation strategy are
greater than those of the nonparticipation strategy,
while the benefits of the social subject participating are
less than those of the subject not participating.
+erefore, the government tends to adopt the nonin-
tervention strategy, the market adopts the participation
strategy, society adopts the nonparticipation strategy,
and the corresponding strategy stability point is
E3(0, 1, 0).
Scenario 4: CM + SM <P − R0 <CM + SM + CS + SS or
P − R0 < 0 and RM0 + RM1 − RNM > 0 and
RS0 + RS1 − RNS + F> 0; that is, when the government
subject chooses the nonintervention strategy, the
punishment of the superior department is greater than
the income, and the difference between punishment
and income is greater than the cost paid by the in-
tervention social subject and less than the cost paid by
the intervention market and social subject. Alterna-
tively, the benefits of nonintervention strategies
adopted by government subjects are greater than the
penalties imposed by higher authorities, and the ben-
efits of participation in supply by market and social
subjects are greater than those of nonparticipation in
supply without government subsidies. +erefore, the
government tends to adopt the nonintervention
strategy, while market and social subjects adopt the
participation strategy, and the corresponding strategy
stability point is E7(0, 1, 1).
Scenario 5: CM + SM <P − R0 <CM + SM + CS + SS or
CM + SM + CS + SS <P − R0 and RM0 + RM1 − RNM <
− CM and RS0 + RS1 − RNS + F< − CS; that is, under the
condition of government subsidies, the benefit of
market and social subject participating in the supply is
less than that of not-participating subjects, and if the
government subject adopts the nonintervention strat-
egy, the punishment of the higher authorities is greater
than the benefit of resource transfer and utilisation, and
the difference between punishment and benefit is
greater than the cost of government intervention in the
market and social subjects. +erefore, the government
subject adopts the intervention strategy, while market
and social subjects adopt a nonparticipation strategy,
and the corresponding strategic stability point is
E2(1, 0, 0).
Scenario 6: CM + SM <P − R0 <CM + SM + CS + SS or
CM + SM + CS + SS <P − R0 and RM0 + RM1 − RNM > 0
or − CM <RM0 + RM1 − RNM < 0 and
RS0 + RS1 − RNS + F< − CS; that is, the benefits of
nonparticipation in supply are greater than participa-
tion, and the social subject tends to adopt a nonpar-
ticipation strategy. When the government subject
adopts a nonintervention strategy, the loss is greater
than the cost of intervening in the market subject.
Alternatively, the government subject adopts an in-
tervention strategy, and the benefit of a market subject
participating in supply is greater than that of

nonparticipation. +e government tends to adopt the
intervention strategy, and themarket tends to adopt the
participation strategy. +us, the corresponding policy
stability point in this scenario is E5(1, 1, 0).
Scenario 7: CM + SM <P − R0 <CM + SM + CS + SS or
CM + SM + CS + SS <P − R0 and RM0 + RM1 − RNM <
− CM and RS0 + RS1 − RNS + F> 0 or
− CS <RS0 + RS1 − RNS + F< 0; that is, the market
subject tends to adopt a nonparticipation strategy when
it benefits more from nonparticipation in supply than
participation, when the loss of government subject
without intervention is greater than the cost of inter-
fering with the social subject and when the benefit of
social subject participating in supply is greater than that
of nonparticipation. When the benefit of social subject
participating in supply is greater than that of non-
participation under the intervention of the government
subject, the government tends to adopt the intervention
strategy, and society adopts the participation strategy.
+us, the corresponding policy stability point in this
scenario is E6(1, 0, 1).
Scenario 8: CM + SM + CS + SS <P − R0 and
RM0 + RM1 − RNM > 0 or − CM <RM0 + RM1 − RNM < 0
and RS0 + RS1 − RNS + F> 0 or − CS <RS0+ RS1 − RNS+

F< 0; that is, when the loss of the government adopting
a nonintervention strategy is greater than the cost of
adopting an intervention strategy, the government
subject must tend to adopt an intervention strategy.
Under the intervention of the government subject, the
benefit of themarket and social subjects participating in
supply is greater than that of not participating; thus,
these subjects tend to adopt the participation strategy.
+erefore, the corresponding strategy stability point in
this scenario is E8(1, 1, 1).

In conclusion, the collaborative supply of GSRH can be
divided into five stages: noncooperative behaviour, invalid
exploration stage, collaborative exploration, collaborative
game, and three-subject collaborative supply. Among them,
Scenario 1 corresponds to the stage of noncooperative be-
haviour, in which the central government has a low level of
control over the supply of GSRH, and local governments are
more inclined to transfer investment to other projects that
can generate considerable fiscal revenue. In Scenarios 2–4,
the central government’s control is still insufficient, local
governments still choose a nonintervention strategy, and the
benefits of participation by the market or social subject are
greater than nonparticipation. Based on the quasipublic
goods properties of GSRH, the government subject is the
core of the GSRH supply, and the market and social subject
cannot actively participate in it without the government’s
guidance; therefore, Scenarios 2–4 represent an invalid
exploration stage. As the central government further in-
tensifies its control over the GSRH supply, the government
subject begins to choose the intervention strategy; thus, the
supply system enters the collaborative exploration stage,
corresponding to Scenario 5. In the process of exploring the
intervention strategy of the government subject,
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intervention strategies are constantly adjusted to attract
social or market subject to participate in supply, and the
collaborative system enters the collaborative game stage,
corresponding to Scenarios 6-7. In the collaborative game
among government, market, and society, the three subjects
constantly adjust their strategy choices and finally reach the
collaborative supply stage of government intervention,
market, and social participation, corresponding to Scenario
8. Given that GSRH is a kind of social welfare housing
without government policy support and guidance, other
subjects do not take the initiative to participate in the driving
force. +erefore, the invalid exploration stage without the
participation of the government subject is only a theoretical
derivation result, which is not in line with the realistic logic
of affordable rental housing supply and will not be discussed
in subsequent research.

3.2. Simulation Analysis. +is section explores the charac-
teristics of various mechanisms and a more effective
mechanism configuration through scenario simulation [59].
Based on the aforementioned setting of government, market,
and society, the number of government, market, and social
subjects is approximated by county administrative area, real
estate enterprises, state-owned enterprises, and institutions,
respectively. According to the statistical yearbook, in 2019,
there were 2,792 county-level administrative regions, 94,790
real estate enterprises (except state-owned and collective
investment enterprises), and 20,486 state-owned enterprises
and institutions (in all industries) [60]. It can be concluded
that the proportion of government, market, and social agents
can be roughly estimated as 1 : 34 : 7. In this proportion, it is
assumed that the initial state of the system is
AgentG � 10, AgentM � 340, AgentS � 70, and the initial
strategy selection proportion of government, market, and
social agents is 50%. On the NetLogo simulation platform,
with a t� 500 simulation period and the probability of
positive strategy selection of three game subjects as the main
measurement standard, 50 policy simulation numerical
experiments are conducted on the simulation parameters of
each group.+e following simulation results are obtained by
analysing and visualising the experimental data.

3.2.1. Experiment 1: Simulation Results and Analysis of the
Evolutionary Game of the +ree Subjects of Government-
Market-Society. According to the above EGT derivation
results, this section verifies the stability of the evolutionary
equilibrium state of the GSRH collaborative supply system in
each stage. +e invalid exploration stage of EGT is only a
theoretical derivation result that does not conform to the
realistic logic of public housing supply in China. +erefore,
this part only conducts a simulation analysis and discussion
on the noncooperative behaviour stage, collaborative ex-
ploration stage, collaborative game stage, and collaborative
supply stage. +e parameter settings of each scenario are
PS � (GBM, GBS, CM, CS, SM, SS, RM0, RM1, RNM, RS0, RS1,
RNS, R0, P, F), and the corresponding scenarios in each
evolution stage are shown in Table 5.

When the government chooses the intervention strat-
egy with a probability of 0.5 and the market and society
choose the participation strategy with a probability of 0.5,
the initial state of the evolutionary game system is (0.5, 0.5,
0.5). +roughout these four stages, in the stage of non-
cooperative behaviour, the punishment of the government
subject for nonintervention by the higher authorities is less
than the income, and the evolution result is that all the
government agents tend to adopt the nonintervention
strategy at a fast speed, and the final evolution is stable for
the government subject to choose the intervention strategy
with a probability of 0. With the decrease in the proportion
of government agents taking intervention strategies, the
probability of market and social agents taking that strategy
tends to 0 at an approximate rate, as shown in Figure 3(a).
When the central government pays more attention to the
supply of GSRH and takes it as an important indicator for
the performance evaluation or urban development of the
government subject, the government subject tends to adopt
the intervention strategy at a high rate, and the supply
system of the city enters the stage of collaborative explo-
ration. As the government subject has bounded rationality
and obtains incomplete information in this phase, the
enthusiasm of the market and social subjects to participate
in the supply is not aroused; therefore, they will tend to
adopt the nonparticipation strategy with a probability of 1
at a similar rate, as shown in Figure 3(b). Under the Further
increase of subsidies and appropriate intervention by
government subject on the market or society subject will
attract the participation of the market or social subject and
enter the cooperative game of the multisubject supply of
GSRH, as shown in Figures 3(c) and 3(d)). In this stage,
government agents need to adjust their strategy, actively
intervene against nonparticipating agents, and conduct
appropriate subsidies and supervision for active partici-
pation. In this process, each agent continues to learn and
update its strategy; the intervention of the government
subject successfully mobilises the enthusiasm of the market
and social agents for participating, achieving the dynamic
and stable state of the three-subject collaborative supply, as
shown in Figure 3(e).

Note: in each evolution stage, the output results of the
stability test of each equilibrium point are set as the average
values of several parameters in the corresponding scenario.

3.2.2. Experiment 2: +e Impact of Government Intervention
on Supply Efficiency in the Collaborative Supply Phase.
In the collaborative supply stage of GSRH, different levels of
government intervention may have different impacts on the
efficiency of collaborative supply, in accordance with the
hypothesis that the government’s intervention strategy in-
volves subsidies and supervision. To determine the impact of
government intervention on supply efficiency, this section
designs the following two sets of policy experiments.

+e first experiment: for the supervision strategy, the
government should increase or relax supervision to give full
play to the market advantage to improve supply efficiency.
Previous studies have asserted that strengthening
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government control can promote greater cooperation
among various subjects in public housing supply [18], and
the efficiency of public housing supply is a constraint of the
government [17]; however, some scholars believe that it is
necessary to provide the space for the market to play its
advantage.

To clarify this problem, this part controls the subsidy
strategy and conducts no supervision, low-supervision, and
high-supervision as three groups of parameters, respectively,
to conduct the policy experiment on the influence of su-
pervision intensity on the supply system. With t� 500 as the
cycle, 50 policy simulations are conducted. +e parameter
settings of the no supervision, low-supervision, and high-
supervision strategies are PS1− 0 � (5, 5, 1.5, 1, 0, 0, 3, 2, 4, 2,

2, 5, 1, 9, 2), PS1− 1 � (5, 5, 1.5, 1, 1.5, 1, 3, 2, 4, 2, 2, 5, 1, 9, 2)

, and PS1− 2 � (5, 5, 1.5, 1, 3, 2, 3, 2, 4, 2, 2, 5, 1, 9, 2). Figure 4
shows the data analysis and visualisation of the output re-
sults of large-scale numerical experiments.

From the output results of the above large-scale policy
simulation experiments, compared with the low-supervision
strategy, when the government agents adopt the no super-
vision strategy, they do not have to pay the supervision cost,
and the cost of participating in the supply is significantly
reduced. +erefore, the proportion of government agents
choosing the intervention strategy increases significantly
during the simulation cycle. Compared with the low-super-
vision strategy, when the supervision is further increased, the
proportion of government entities choosing intervention
strategies decreases significantly as the intervention cost in-
creases, and it is lower than the low-supervision strategy. In
the early stage of three-subject collaborative supply (T< 100),
no supervision, low-supervision, and high-supervision
strategies have no significant effect on the strategy choice of
market agents, and the market participation rate of the low-
supervision strategy is higher relatively. With the develop-
ment of the supply system (100<T< 400), the participation
rate of market agents choosing a high-supervision strategy is
the highest, while the no supervision and low-supervision

strategies have no significant impact on the market partici-
pation rate. Conversely, as the collaborative supply system
matures (T> 400), “high regulation” restrains the participa-
tion rate of market agents.

For the market agents, the simulation results show that,
in the early stage of the GSRH collaborative supply, the
government’s adoption of the low-supervision strategy is
relatively efficient and plays a market advantage while
regulating the market. In the development stage of the
collaborative supply, the government may choose the high-
supervision strategy to strengthen its control over the
market and promote greater cooperation between the
government and market agents [17]. +e simulation results
also show a significant increase in market participation
under the high-supervision strategy. In the mature stage of
the collaborative system development, high-supervision
restricts the market, while a low-supervision strategy is more
efficient. For social agents, the influence of government
supervision on their participation rate is not obvious, in-
dicating that the choice of a government supervision strategy
is not a key factor for social agents to participate in the
supply of GSRH.

+e second experiment: how much policy subsidy can
realise the efficient synergy of GSRH supply by the gov-
ernment subject with the market and social subjects? To
clarify this problem, three strategies of low subsidy, medium
subsidy, and high subsidy are set up to conduct policy ex-
periments on the effect of subsidy degree on the supply
efficiency of affordable rental housing under the control of
supervision. With t� 500 as the cycle, 50 policy simulations
are conducted. +e parameter settings of the “low, medium,
and high” strategy are PS2− 0 � (5, 5, 1.5, 1, 1.5, 1, 3, 2, 4, 2, 2,

5, 1, 9, 2), PS2− 1 � (5, 5, 2, 1.5, 1.5, 1, 3, 2, 4, 2, 2, 5, 1, 9, 2)

, and PS2− 2(5, 5, 3, 2, 1.5, 1, 3, 2, 4, 2, 2, 5, 1, 9), 2), respec-
tively. Figure 5 shows the data analysis and visualisation of
the output results of large-scale numerical experiments.

It can be seen from the output results of the large-scale
policy simulation experiment that a medium-subsidy

Table 5: Parameter values in corresponding scenarios at different evolution stages.

Stage Scenario GBM GBS CM CS SM SS RM0 RM1 RNM RS0 RS1 RNS R0 P F

1 1 1-1 5 5 2 1 2 1 3 2 6 2 1 5 5 4 1.5
1-2 5 5 2 1 2 1 3 2 6 1 1 5 5 4 1
1–3 5 5 1.5 1 1.5 1 3 1 6 2 1 5 5 4 1.5
1-4 5 5 1.5 1 1.5 1 3 1 6 1 1 5 5 4 1

2 5 5-1 5 5 1.5 1 1.5 1 3 1 6 1 1 5 2 6 1
5-2 5 5 1.5 1 1.5 1 3 1 6 1 1 5 1 7 1

3 6 6-1 5 5 1.5 1 1.5 1 3 2 4 1 1 5 2 6 1
6-2 5 5 1.5 1 1.5 1 3 2 6 1 1 5 2 6 1
6-3 5 5 1.5 1 1.5 1 3 2 4 1 1 5 1 7 1
6-4 5 5 1.5 1 1.5 1 3 2 6 1 1 5 1 7 1

7 7-1 5 5 1.5 1 1.5 1 3 1 6 2 2 5 2 6 2
7-2 5 5 1.5 1 1.5 1 3 1 6 2 1 5 2 6 1.5
7-3 5 5 1.5 1 1.5 1 3 1 6 2 2 5 1 7 2
7-4 5 5 1.5 1 1.5 1 3 1 6 2 1 5 1 7 1.5

4 8 8-1 5 5 1.5 1 1.5 1 3 2 4 2 2 5 1 7 2
8-2 5 5 1.5 1 1.5 1 3 2 4 2 1 5 1 7 1.5
8-3 5 5 1.5 1 1.5 1 3 2 6 2 2 5 1 7 2
8-4 5 5 1.5 1 1.5 1 3 2 6 2 1 5 1 7 1.5
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strategy can mobilise the enthusiasm of various agents to
participate compared with the low-subsidy strategy for
government agents and the participation rate of government
agents increases accordingly. While adopting the high-

subsidy strategy, the government’s main body is involved in
the supply of financial burden overweight, leading to a
reduction in the participation rate of government agents.
+e medium-subsidy strategy has brought a greater guar-
antee to the income of the supply of affordable rental
housing for market players compared with the low-subsidy
strategy, and the market participation rate has significantly
increased. +e market participation rate is lower when the
high-subsidy strategy, rather than the medium-subsidy
strategy, is adopted, indicating that the government’s blind
increase of subsidies for the market subject cannot con-
tinuously stimulate the enthusiasm of market participation
and that this increase should be reasonable. As the social
subject participates in the nonprofit supply of GSRH, it is
more motivated with a “high subsidy” than with a medium
or low subsidy.

3.2.3. Experiment 3: Effects of Market and Social Participa-
tion on System Equilibrium. For different development
stages of the collaborative GSRH supply system, the different
initial strategy choices of the market and social agents may
have different degrees of impact on the development of each
stage of the collaborative supply system. To clarify this issue,
this section designs the following two sets of experiments.

+e first experiment: two groups of strategies of y �

0.5 andy � 1 are set to conduct the policy experiment on the
influence of the initial proportion of market agents in the
participation strategy on the GSRH supply efficiency. With
t� 500 as the cycle, 50 policy simulations are conducted.
Figure 6 shows the data analysis and visualisation of the
output results of large-scale numerical experiments.

At every stage, when the probability of market partici-
pation is 1, compared with 0.5, the intervention rate of
government agents is significantly reduced as the simulation
results indicate that the participation rate of market agents
increases in the collaborative supply stage (Stage 4). +e
participation rate of social agents is also greatly reduced at
the same time, while there is no significant influence on the
strategy choice of each subject in other stages, as shown in
Figure 6(e). +e simulation results show that the enthusiasm
of market players is excessively aroused in the stage of
collaborative supply, and the proportion of market agents
occupy an excessively high proportion of the supply system,
which leads to the relaxation of government intervention in
supply and to social agents being squeezed out of the supply
system by the market, resulting in the imbalance of the
government-market-society collaborative supply system.
+e supply of GSRH is vulnerable to “market failure”;
therefore, the government should take the initiative to
regulate the participation ratio of market agents to avoid
market-led supply imbalance in Stage 4.

+e second experiment: two groups of strategies of z �

0.5 and z � 1 are set to conduct the policy experiment on the
influence of the initial proportion of market agents in the
participation strategy on the GSRH supply efficiency. With
t� 500 as the cycle, 50 policy simulations are conducted.
Figure 7 shows the data analysis and visualisation of the
output results of large-scale numerical experiments.
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At every stage, the probability of social participation is 1,
compared with 0.5 when the evolutionary stability strategy is
(1, 0, 1), namely, government intervention, market partic-
ipation, and social participation, and the participation rate of
market agents significantly improves with the increase of the
participation rate of social agents in the collaborative game
stage (Stage 3) from the simulation results, as shown in
Figure 7(d). In the collaborative supply stage (Stage 4), as the
participation rate of social agents increases, the market
participation rate fluctuates, but the change is not signifi-
cant, while the government intervention rate clearly in-
creases, as shown in Figure 7(e). +e impact on the strategy
choice of each agent in other stages is not significant. +e
simulation results show that the increase of the proportion of
social participation helps to mobilise the enthusiasm of
market participants in the collaborative game stage and the
government agents to intervene in the collaborative supply
stage. +erefore, in the process of collaborative supply
system development, mobilising the participation enthusi-
asm of social agents is conducive to the positive development
of the collaborative supply system.

4. Discussion

On the basis of confirming previous studies, our results have
obtained some new and more specific conclusions. First, the
collaborative supply of GSRH can be divided into four
stages: (i) noncooperative behaviour, (ii) collaborative ex-
ploration, (iii) collaborative game, and (iv) three-subject
collaborative supply. Our division of the development stages
of the multisubject collaborative supply system fills the gap
of systematic research on the multisubject collaborative
supply of public housing. +e policy simulation of the four
stages shows that the government is at the core of realising a
multisubject collaborative supply, and the solution to
housing affordability cannot rely solely on market forces.
+is result confirms the previous research conclusion on the
important role of government subjects in the supply of
affordable housing [26]. In the context of neoliberalism,
Australia’s study of the housing crises in Sydney and
Melbourne also suggests that local governments must play a
bigger role [61]. +e policy’s experimental findings further
confirm the important role of specific political and economic
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incentives for local governments in achieving programmes
[17]. +e government should provide appropriate guidance
for the market and social subjects, and it should be cautious
in the intervention process. Improper intervention may
create an uncontrollable and uncertain environment that
affects market efficiency and fairness [62, 63]. And the
government should determine the corresponding inter-
vention measures according to the matching of supply and
demand of GSRH in each city and the development stage of
collaborative supply system so as to maximise the social
benefits of these incentive mechanisms and ensure the fi-
nancial feasibility of the market and social subjects [64].

Second, as the link for realising market and social
synergy, how the government can efficiently realise the
supply of GSRH is critical to the sustainable development of
public housing at the stage of collaborative supply. +e
government’s supervision and guidance strategy on the
market and social subjects is equivalent to the “carrot” and
“stick” initiative. A previous study discussed the feasibility of
introducing housing affordability contributions and

incentives when developers entered the planning process
and pointed out that optimum scenarios identified a balance
of carrots and sticks [64]. Based on the previous related
research, combined with the development stage of the
collaborative GSRH supply system, this study determines the
government’s supervision and guidance of market and social
subjects in different development stages of the supply system
and obtains more detailed results. +e incentive measures
applicable to the supply of GSRH in all cities do not exist.
+erefore, in the process of realising the multisubject col-
laborative supply of public housing, the development stage
of the collaborative supply system should be determined
according to the basic situation of the city, such as the
specific population, economic situation, and policy back-
ground, combined with the exploration of the multisubject
collaborative model of the city, such as public-private
partnerships and inclusionary housing. And then, the spe-
cific supply policy applicable to the city should be deter-
mined according to the development stage of the
collaborative supply system and the national support policy.
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Finally, affordable housing is increasingly developed,
financed, and managed by a mix of state, third sector,
market, and community actors. Previous studies on public-
private cooperation have focusedmore on the significance of
cooperation among government and private and nonprofit
organisations in increasing the supply of indemnificatory
housing [26, 65], and private real estate developers have
entered into partnerships with the Housing Authority to
finance, design, build, and manage the new developments
[66, 67]. Based on previous studies, through large-scale
policy simulation experiments, this study draws microscopic
and more instructive conclusions and discusses the positive
and negative effects of different participation ratios of the
market and social subjects in the multisubject, collaborative
supply. For the different development stages of the collab-
orative GSRH supply system, the different initial strategy
choices of the market and social agents have different de-
grees of influence on the development of each stage. In
different stages, reasonable control of the proportion of the
market and social subjects choosing participation strategies
is conducive to the balance of the collaborative supply
system and to avoid an imbalance caused by the insufficient
or excessive participation enthusiasm of market and social
subjects.

5. Conclusion

In large cities with a net population inflow, the supply of
GSRH is an important measure to alleviate the staged
housing difficulties of new citizens and young people, and it
plays an important role in promoting new urbanisation and
optimising the spatial allocation of human capital in China.
+e coordination degree of government, market, and society
in the supply process directly affects the implementation of
the urban GSRH supply plan. Based on the multisubject
evolutionary game model, this study establishes an agent-
based model with the help of the NetLogo simulation
platform, conducts large-scale policy experiments to explore
the development status of the collaborative supply system of
GSRH and the influence of each agent’s strategic choices on
the balance of the supply system, and draws the following
conclusions.

First, the collaborative supply of GSRH can be divided
into four stages: (i) noncooperative behaviour, (ii) collab-
orative exploration, (iii) collaborative game, and (iv) three-
subject collaborative supply. Second, this study determines
the government’s supervision and guidance of market and
social subjects in different development stages of the supply
system and obtains more detailed results. (a) Market agents
are sensitive to the government’s choice of supervision
strategy. +e government should adopt different levels of
supervision strategies at different stages of the development
of the collaborative supply system (Stages I–II: supervision;
Stage III: increased supervision; Stage IV: supervision), but
government supervision is not a key factor affecting the
participation of social subjects in supply. +erefore, the
government can appropriately increase the supervision of
the market and relax the supervision of social subjects in the
process of coordination. (b) For the choice of subsidy

strategy, the reaction of market agents to the intensity of the
government’s subsidy strategy has certain limits, beyond
which the increase of government subsidies cannot mobilise
the market’s enthusiasm, while increasing subsidies to social
agents can fully mobilise their participation enthusiasm.
+erefore, the government should appropriately increase
subsidies to market subject and give full subsidies to social
subject. Finally, the results of the policy simulation exper-
iment indicate that increasing the participation ratio of
social agents helps mobilise the enthusiasm of the govern-
ment and of market agents to participate in Stage III.
However, the excessive participation ratio of market agents
leads to the imbalance of the collaborative supply system in
Stage IV; thus, the government subject needs to limit the
market participation ratio within a reasonable range.

+is study has strong theoretical and practical impli-
cations for the establishment of collaborative supply system
of various public housing. At the theoretical level, in view of
the dilemma of the GSRH supply, this study attempts to
explore the internal mechanism of the multisubject col-
laborative supply of GSRH based on the synergy theory and
the methods of EGT and ABM. +e study enriches the re-
search achievements related to collaborative supply and
provides a certain scientific basis for the pilot cities to
formulate specific supply policies. In terms of practical
implications, this study first clarifies the core status of
government subject in the supply of GSRH and provides
guidance for the intervention of government subject. Sec-
ondly, A “city-specific policies” approach must be followed
to avoid distortion of policy results and improper allocation
of government resources so as to achieve rapid and efficient
GSRH supply [14]. Finally, this study is of great significance
to protect the right of residence in human development
opportunities.

+is study suffers from some limitations that provide
directions for future research. First, the supply of GSRH in
each pilot city is currently in the planning stage; therefore,
the simulation model in this study lacks testing of actual
cases. Secondly, the policy simulation experiment lacks
quantitative results, and there is no clear quantification of
the degree of supervision and guidance strategies that
government subjects should give to other supply subjects in
different development stages of the collaborative supply
system. Moreover, there is no clear quantification of the
reasonable participation ratio of market and social subjects
in each development stage of this system. Future research
will focus on the pilot cities of GSRH, bringing the empirical
analysis data into the policy simulation model, quantifying
the model, and enriching the existing research conclusions.
Further, it will make this research model a policy decision-
making tool based on the background research on the pilot
city’s development, input the research results into the model,
and then provide policy suggestions with direct guiding
significance for the supply of GSRH in the city.
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Quality cost framework (QCF), as a measurement tool and research method, has played a significant role on quality im-
provement procedure (QIP) and recognition on economics of quality. 0e four general QCFs are usually conceptually
employed assist quality managers to measure the quality cost (QC/COQ) including PAF, intangible loss, process cost, and ABC
framework. 0e question of how to select an appropriate quality cost framework for individual organization is of great
significance for implementing quality improvement activities. Considering the effectiveness and feasibility of the alternative
solution, a novel hybrid fuzzy MCDM approach integrating fuzzy DMEATEL, an antientropy weighting technique and
FVIKOR method are employed to study the quality cost models and assist managers to select a best QCF for an auto factory.
0e combined weight from subjectivity and objectivity is embedded into fuzzy VIKOR procedure to obtain alternatives’
ranking order. 0e case study in a Chinese automaker enterprise shows high robustness of the hybrid MCDM approach, and it
assists quality mangers to perform quality cost practice. Different from the previous study, the preferred solution is the ABC
quality cost framework when feasibility dimension dominates, while the intangible loss framework shows first priority when
the organization focuses on effectiveness principle.

1. Introduction

With an increasing fierce marketing situation and multiple
products in the auto industry, quality was treated as a crucial
element and core competence for industrial organizations
[1, 2]. Auto-makers began to focus on quality improvement
programs and customer satisfactions’ enhancement by
quality tools such as total quality management (TQM), lean
six sigma (LSS), 8D, and statistical process control (SPC)
technique [3–8]. However, with continuous quality im-
provement practice (QIP), managers in self-brand auto firms
show their interests on economics of quality improvement
activities. Quality management (QM) practice, for instance,

supplier quality factor, processing technology, and proce-
dure control have proven to be an effective method to
promote quality performance [9]. As all industries exist,
quality does not come for free as it bears extra inputs and
investment. While there are few relative cost measurements
during QM practice, especially for expenditures of the
quality improvement program (QIP) in self-brand auto-
motive firms. Besides, quality costing becomes an effective
trigger and method to control quality improvement activ-
ities in the automobile industry [10].

0e purpose of QIP is to improve the product perfor-
mance with lower cost [11] to meet the requirement of
customers, which stimulates the cost of quality model
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development [12–14]. Freiesleben targeted profit maximi-
zation as the objective by taking quality investment, cost of
poor quality and revenue effect of better quality into account
instead of the cost minimization objective [15]. While the
prerequisite work of all these quality innovations is the total
quality related cost measurement, to collect quality costs an
organization needs to adopt a framework to classify costs.
0erefore, it is of great significance and urgency for man-
agers to choose an appropriate quality cost framework
(QCF) to recognize the economics of quality [11, 16].

Quality cost (QC) has proven to be an effective way for
quality improvement and cost reduction. 0e concept of
quality cost (QC), first proposed by Juran and Feigenbaum,
has been studied and applied as an effective tool for cost
reduction and quality improvement [11, 17]. Similar to the
definition of lifecycle cost (LCC), the COQ focuses on the
quality-related cost from product lifecycle perspective [18].
Cost of quality (COQ) represents the cost of not achieving
good quality. Any expenditure due to substandard quality
contributes to the cost of quality. 0e term is referred to as
“quality related cost,” “poor quality cost”, or “cost of poor
quality,” all of which focus on the failure expenditure when
the quality cannot meet the customer. Based on the defi-
nition of American Society for Quality Control (ASQC,
1971), cost of quality is a methodology that allows an or-
ganization to determine the extent to which its resources are
used for activities that prevent poor quality that appraise the
quality of the organization’s products or services, and that
result from internal and external failures [19–21].

Quality cost framework and accounting systems are part
of every modern organization’s quality improvement
strategy, and help management plan for quality improve-
ment by identifying opportunities for a greatest return on
investment. While there is no general agreement on the
definition of COQ, and the specific quality cost differs from
author to author, as well as for different industry and or-
ganization. As quality scholars and experts advocate that
quality cost framework should be tailor-made for particular
industrial organization [16]. In order to identify the quality
cost items, some organizations are trying to develop its
quality cost system based on the quality cost framework
(QCF) linking with its own financial accounting system.0e
cost items can be calculated based its specific activity and
cost parameters. 0e quality cost program is a systematic
task whose items need to be developed, modified, deleted,
and adjusted according to quality improvement practice and
the practical situation of the organization.

Because there are many conceptual quality cost frame-
works can guide the organization to develop its COQ
program, the appropriate QCF is the crucial step for its
success. Moreover, it is important for different individual
organizations to choose the most appropriate quality cost
framework for better quality management practice. Because
the quality cost framework selection is a complicated re-
search problem subjecting to multiple criteria of the indi-
vidual organization. 0e quality cost framework selection
can be regarded as a multicriteria decision-making problem
with respect to multiple conflicting criteria. 0e MCDM
theoretical models have been regarded as truimple for

dealing with the comprehensive evaluation of industrial
problems with multiple conflicting criteria [22]. Tsai initially
explored a hybrid DEMTELA-ANP model to deal with this
issue [16]. However, decision-making techniques are sub-
jectivity-oriented, and it is difficult to collect the decision
information with crisp value for the Chinese auto factories
[23, 24]. Due to lack of researches in terms of quality in-
novation on QCF selection, this paper aims at assisting
managers to evaluate and select the best quality cost
framework to fill the gap by a hybrid fuzzy multi-criteria
decision-making (MCDM) method considering the effec-
tiveness and feasibility of alternative model. Meanwhile, the
fuzzy-based method has been employed to deal with the
uncertainty and vagueness of decision information which
facilitates to the data collection for decision makers. 0is
paper aims to enhance the capacity of auto factories to
prioritize quality cost framework by a hybrid MCDM ap-
proach and address the quality cost innovation. 0e main
contributions of this paper are as follows. First, the hybrid
fuzzy multi-criteria decision-making approach integrating
fuzzy DEMATEL, anti-entropy weighting technique and
VIKOR method is employed for QCF selection, which fa-
cilitates data collection and easy implementation. Second,
the seven criteria from effectiveness and feasibility of quality
cost framework are addressed based on the barriers in COQ
model, and the criteria relationship map (CRM) is illustrated
in the two-dimension clusters. 0ird, the combined
weighting technique from subjectivity and objectivity has
been embedded into fuzzy VIKOR procedure, which makes
the approachmore flexible according to the decisionmakers’
preference.

0e rest of this paper is structured as follows. Section 2
provides the literature review on quality cost related topics.
0e hybrid MCDM approach integrating fuzzy DEMATEL,
anti-entropy weighting technique, and fuzzy VIKOR
method is employed to deal with the QCF selection in the
next section. In Section 4, a case application is presented in a
self-brand auto-factory and this paper is ended with con-
clusions in Section 5.

2. Literature Review

2.1. Development and Application of QCFs. 0e quality cost
has experienced several decades by researchers and practi-
tioner from all walks of life [21, 25–33], while the concept for
different organization or industry has been argued by many
researches, due to different considerations and specific
procedures. 0e broad concept of “economics of quality”
and “cost of quality” can be traced back to the early 1950s
[33]. After the initial researches by Feigenbaum (1956),
Juran (1951), and Crosby’s (1979) etc., the basic philosophy
of quality cost has been widely used and studied with high
agreement and appreciation [34].0e prevailing four quality
cost frameworks applied in the quality practice are pre-
vention-appraisal-failure (PAF), the intangible loss frame-
work, process cost framework and activity-based cost (ABC)
[11, 16, 33, 34] are presented in Table 1.

0e quality cost concept, first proposed in Juran’s
“quality control handbook” and in Feigenbaum’s “total
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quality control” [33]. 0e specific PAF framework is pro-
pounded and has been adopted by many researchers and
practitioners. 0ere are three categories in this cost
framework including prevention cost, appraisal cost, and
failure cost. Prevention cost consists of cost items are as-
sociated with activities launched to prevent poor quality in
products or services. Appraisal costs are related to mea-
surement, evaluation, or auditing products or service to
guarantee conformance to quality specification and per-
formance requirements. Failure cost includes cost items
leading to products or services not conforming to customer
needs from the defective’s standpoint, and it can be divided
into internal and external failure cost. 0e PAF cost
framework, as a prevailing COQ model, has been applied
into many industries for quality costing [31, 32, 48–50], and
it is also employed to optimize the quality cost and obtain the
optimal quality level [13, 40, 51–53].

With the concentration of customers’ satisfaction, loy-
alty, and brand reputation, the intangible loss cost frame-
work has been recently emphasized by extending the PAF
model. Actually, in this group of models’ intangible loss or
opportunity loss cost is incorporated into a typical P-A-F
model, which contained the revenue lost and profit not
earned due to the customer complaints. Wang owed cus-
tomer satisfaction and complaint after-sales to the intangible
loss and the traditional COQ models has been illustrated
[34]. Snieska et al. divided the hidden costs that are always
neglected and usually hardly measured caused by failed
quality, into three elements: customers’ goodwill, brand
value, and image of company [41]. As the quality cost
measurement is a systematic work which need multi-
department involvement, Yang redefined the “extra resul-
tant cost” and “estimated hidden cost” on the basis of
traditional PAF COQ model, which can be measured by
quality cost account matrix and responsible weight of each
department [45]. Liapis et al. studied intangible quality
related cost in fuel supply chain including quality deficits,
customer complaint, product mixtures, and negative im-
pacts, etc. [46]. Palikhe studied the detailed quality cost
construction considering opportunity cost in electric utility
industry based on the PAF framework [54]. 0is group of
models emphasizes the role of intangible cost within the
overall quality cost scheme and focuses on the hidden loss,
which helps quality managers to recognize the economics of
quality and its products’ performance better.

In view of a number of drawbacks of the PAF cost
framework, the process cost framework developed by
Crosby concentrated on the operation process rather than
the products or services.0e process cost framework has two
segments that are cost of conformance (COC) and cost of

un-conformance (CONC), and the quality term is treated as
“conformance to customers’ requirements.” 0e confor-
mance cost is the cost involved in making certain things are
performed right at the first time, which is similar to actual
prevention and appraisal costs, while the un-conformance
cost is the expenditure wasted when the work fails to
conform to customer requirements, calculated by recog-
nizing the cost of reworking, correcting, scrapping activities,
which is similar to failure cost. Daunorienė has studied the
COQ model from the value added chain perspective, which
provided an effective way to evaluate the quality cost of the
value added chain’s procedures [47]. Teli et al. has proven
quality cost technique to be a significant tool to reduce total
costs in the automobile industry without compromising
quality, which presents a case study on failure cost analysis
based on Crosby philosophy [50]. 0e cost items need to be
measured based on specific processes and it is influenced by
the conformance level. 0e application of process cost
framework is suggested as a preferred method for quality
costing under TQM environment due to its quick response
on quality issues [34], and it helps quality mangers to
identify the importance of process cost measurement and
ownership with a more integrated framework [33, 55].
Understanding the related process sufficiently is the first step
in quality costing program based on process cost framework;
however, the complete concise activity analysis linked with
specific process without duplication for an organization may
be time-consuming compared with PAF framework.

Even though the above three quality cost frameworks
provide management insight on quality costing based on the
economics of quality; however, it still cannot provide ap-
propriate methods to include overhead cost items. In other
words, the three frameworks are effective enough to cover
the cost items and reflect the quality actions in the con-
tinuous quality improvement procedure (CQIP), while all of
them are category philosophy lacking of feasibility and
specific calculation on overhead costs. In addition, due to the
lack of quality related data and un-conformance of tradi-
tional accounting system, the three frameworks fail to
measure the quality improvement benefits, as well as cost
elements. Activity-based costing method, first developed by
Cooper and Kaplan, filled this gap and was adopted to
identify and assign every cost activity to products and
services in an organization. It assigns more overhead ex-
penditures into dire costs and is more compatible with cost
measurement system. Jorgenson and Enkerlin [56] pre-
sented a quality cost program based on ABC framework to
identify, quantify, and allocate cost by a manufacturing
organization.0e ABCmethod is an alternative way that can
recognize the cost items, instead of a COQ model. Based on

Table 1: Four typical quality cost framework details.

Prevailing QCF Details and cost items References
A1 PAF framework Prevention + appraisal + failure cost [35–40]
A2 Intangible loss framework Prevention + appraisal + failure + hidden cost [29, 41–45]
A3 Process framework Conformance + non-conformance cost [19, 28, 46]
A4 ABC framework Value-added + non-value-added cost [30, 37, 47]
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the activity-oriented cost (ABC) framework, it is preferred
for the auto factory to eliminate the nonvalue-added ac-
tivities and invest much more effectively during its quality
improvement procedure (QIP).

0e abovementioned four quality cost frameworks have
been widely used by experts and quality practitioners. In
addition, some of the above cost frameworks have proven to
be adopted by many standard organizations as presented in
Table 2.

2.2. Criteria for QCF Selection. Even though the quality cost
framework provides an effective guidance on quality costing,
there are many barriers for the quality cost practice due to
the lack of quality related data and limited cost information,
etc. It is a prevailing phenomenon that many departments
usually ignore the importance of the quality cost reporting in
Chinese auto factories. 0e quality manager always focuses
quality improvement procedures and quality indexes such as
failure frequency (R/1000). Customer complaints and things
go wrong (TGW) indicator, ignoring economics of quality
[20, 50]. Due to the difficulty on the benefit measurement
and invisibility of the immediate improvement, financial
manager does not show much interest on quality cost
reporting. 0e less involvement and lack of management
support or absence of management interests are the barriers
in tracking such costs [20]. In addition, due to the lack of
knowledge and cost un-conformance with traditional ac-
counting system, the organization cannot perform quality
costing program based on an appropriate quality cost
framework (QCF). 0e well-organized data structure and
multi-department involvement based on the appropriate
quality cost framework can resolve the dilemma, which helps
manager to identify the cost elements and data collection
with higher efficiency. 0erefore, an appropriate QCF is the
crucial step for organizations. Based on previous studies
[16, 38, 57, 58], seven criteria from two dimensions are
categorized (illustrated in Table 3) to implement this
research.

To recognize the most suitable quality cost framework
for an organization, a hybrid fuzzy decision-making
framework is employed to deal with this problem based on
the established criteria hierarchy.

3. Fuzzy Hybrid MCDM Approach for
QCF Selection

0e purpose of this research is to select the most appropriate
quality cost framework for an automotive organization with
integrated fuzzy DEMATEL-AEW-FVIKOR approach. 0e
quality cost framework selection is regarded as a MCDM
problem subject to criteria set C � C1, C2, . . . , Cj, . . . , Cn ,
which includes decision makers
DM � DM1, DM2, . . . , DMk, . . . , DMK  and alternative
set A � A1, A2, . . . , Ai, . . . , Am . Suppose xkij is the rating
of i-th alternative with respect to j-th criterion provided by
the k-th representative, which is represented by the trian-
gular fuzzy number converted from linguistic terms. In
addition, the criteria combined weight has been divided into

subjective and objective aspect. Let the relative subjective
weight is presented as ws � (ws

1, ws
2, . . . , ws

j, . . . ws
n), and the

objective weight of criteria is wo � (wo
1, wo

2, . . . , wo
j, . . . , wo

n).
0e φ index is the relative importance of subjective item, and
the criteria combined weight is wc � (wc

1, wc
2, wc

j, . . . , wc
n)

integrated with the subjectivity and objectivity. In order to
figure out the cause and effect relationship among the cri-
teria, every expert is asked to make a comparison with the
direct effect of criterion Ci on criterion Cj with linguistic
variables.0ere are five levels to express the influence degree
(Table 4) and let pkij is the influence degree rating of criteria
Ci on criteria Cj provided by the k-th expert [59].

3.1. Fuzzy-Based Techniques. Linguistic variable has been
utilized for the multicriteria decision-making problem for
the uncertainty and vagueness of the decision information
[62, 63]. It helps to collect decision information provided by
investigated representatives and can transform the linguistic
description into mathematical information. 0e fuzzy set,
introduced by Zadeh in 1965, is an effective tool to deal with
the uncertainty and ambiguity of human judgment and
evaluation in decision-making science [60]. In practice, it is
difficult to recognize the crisp numbered information of the
investigated alternatives, which motivates the application of
fuzzy-based techniques [64, 65]. It is much better to convert
linguistic terms into qualitative fuzzy numbers [66, 67]. 0e
triangular fuzzy number (TFN) has been adopted to quantify
the corresponding linguistic term [68].

3.1.1. Triangular Fuzzy Number and Linguistic Variable

Definition 1 (Fuzzy set). Let X be the universe of discourse,
and. the fuzzy set A can be regarded as order pairs, which are
linked by a membership function that maps each element
with the number. 0e function value is the membership
degree for x. 0e fuzzy number is a particular case of a fuzzy
set, which is used to represent the vague scale ratings of the
objective.

Definition 2 According to the shape of membership func-
tion, the fuzzy numbers can be divided into several forms.
Assume triangular fuzzy number A � (a, b, c) and its
membership function can be illustrated as Figure 1 shows.

μ
A

(x) �

(x − a)

(b − a)
, a≤ x≤ b,

(c − x)

(c − b)
, b≤x≤ c.

0, otherwise

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(1)

0ere are two kinds of linguistic terms that need to be
defined for themeasurement of criteria influence description
(Table 4) and rating scales of four quality cost frameworks
with respect to each criterion (Table 5). Linguistic variables
and corresponding rating scales with TFNs are presented in
the following two tables.
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3.1.2. Fuzzy Operators and Defuzzification Method.
Assume there are two triangular fuzzy numbers
A1 � (a1, b1, c1) and A2 � (a2, b2, c2), the algebraic opera-
tions are implemented according to the fuzzy operators “⊖”

[70]. 0e common operations between these TFNs can be
formulated as follows.

Addition operator: A1⊖A2 � (a1 + a2, b1 + b2, c1 + c2)

Subtraction operator: A1⊖A2 � (a1 − a2, b1 − b2, c1 − c2)

In addition,

λA1 �
λa1, λb1, λc1( , λ≥ 0, λ ∈ R

λc1, λb1, λa1( , λ< 0, λ ∈ R.
 (2)

0rough the abovementioned fuzzy operators, we can
aggregate decision information provided by expert panels.
0e decision information aggregation can be formed based
on the following equation:

xij �
x
1
ij⊕x

2
ij⊕ . . .⊕xk

ij⊕ . . .⊕xK
ij 

K
. (3)

Fuzzy numbers usually require to be transferred into
crisp value for ranking and prioritization purpose, whose
process called defuzzification. 0e GMIR method was
employed to transfer the TFNs into crisp values as equation
(4) shows [71].

xij � defuzzy xij  �
x

L
ij + 4x

M
ij + x

U
ij

6
. (4)

3.2. Subjective Weight with the Fuzzy DEMATEL Method.
0e decision-making and trial evaluation laboratory
(DEMATEL) method, first proposed in 1976, has been used
to visualize the structure of complicated casual interactions.
It helps decision makers to recognize and portray the causes
and effects of the criteria with a diagraph map [59]. It has
proven to be a big challenge for decision makers to provide
crisp values of influence degree of the criteria. In that case,
fuzzy logic has been embedded called fuzzy DEMATEL
technique has been applied into the subjectivity weight study
to address the uncertainty, vagueness, and information leaks.
Implementation procedures of the fuzzy DEMATELmethod
are as follows [72]:

Table 2: General quality cost items by various nations.

Nations QCF category QCF items
ASQC (US) A1-PAF Prevention + appraisal + failure
BS6143 (UK) A3-process cost Conformance and non-conformance
ISO9004-1 A1-PAF Prevention + appraisal + failure
GB/T13339 (CN) A2-IL Prevention + appraisal + internal/external failure

Table 3: Specific criteria for the requirement of a beneficial COQ framework.

Dimension Criteria Detail description

D1-
effectiveness

C1 0e selected alternative should support the continuous quality improvement procedures (CQIP)
C2 0e selected alternative should contain as many COQ items as possible
C3 0e selected alternative should be applicable to all the departments of the organizations

D2-feasibility

C4 0e selected alternative should have an easy data collection and application
C5 0e selected alternative should have the clear form and type of data needed
C6 0e selected alternative should be based on the concept of production procedures
C7 0e cost item of selected alternative should be easily recognized, calculated and recorded by the organization

Table 4: Linguistic variables and corresponding TFNs for criteria
influence degree.

Linguistic variables of
influence description

Triangular fuzzy
number (TFN)

No influence (NI) (0, 0, 0.25)
Very low influence (VL) (0, 0.25, 0.5)
Low influence (L) (0.25, 0.5, 0.75)
High influence (HL) (0.5, 0.75, 1)
Very high influence (VH) (0.75, 1, 1)
Source: [59–61].
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otherwise

μ (x)

Figure 1: Membership function of triangular fuzzy number (TFN).

Table 5: Linguistic variables and corresponding TFNs for alter-
native evaluation.

Linguistic variables of
influence description

Triangular fuzzy
number (TFN)

Very low/poor (VL/VP) (0, 0, 0.25)
Low/poor (L/P) (0, 0.25, 0.5)
Medium (M) (0.25, 0.5, 0.75)
High/good (H/G) (0.5, 0.75, 1)
Very high/good (VH/VG) (0.75, 1, 1)
Source: [69].
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Step 1: Initial direct influence average fuzzy matrix P

construction
Based on the linguistic term and corresponding TFNs,
the direct influence degree pkij � (pL

ijk, pM
ijk, pU

ijk) can
be converted that Ci on Cj by expert k. 0e diagonal
element values of matrix P should be zero based on the
definition of influence degree. After the fuzzy aggre-
gation through fuzzy operators, the elements
pij � (pL

ij, pM
ij , pU

ij) in the initial direct influence aver-
age fuzzy matrix P can be generated as follows:

p
L
ij �

1
K



K

k�1
p

L
kij,

p
M
ij �

1
K



K

k�1
p

M
kij,

p
U
ij �

1
K



K

k�1
p

U
kij,

C1 C2 . . . Cn

P � pij 
[n×n]

�

C1

C2

...

Cn

0 p12 . . . p1n

p21 0 . . . p2n

. . . . . . pij . . .

pn1 pn2 . . . 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

(5)

Step 2:0e normalized direct-influence fuzzy matrix M

construction.
0e elements mij � (mL

ij, mM
ij , mU

ij) in the normalized
direct-influence fuzzy matrix M can be calculated
through the following equation:

mij �
pij

s
�

p
L
ij

s
,
p

M
ij

s
,
p

U
ij

s
⎛⎝ ⎞⎠ � m

L
ij, m

M
ij , m

U
ij ,

s � max
1≤i≤n



n

j�1
p

U
ij).⎛⎝

(6)

Step 3: 0e development of the total-influence fuzzy
matrix T.
0e total-influence fuzzy matrix T can be obtained
from the following equation:

T � lim
k⟶∞

M⊕ M
2⊕ . . .⊕ M

k
  � M(I − M)

− 1
,

T � tij 
n×n

,

(7)

where tij � (tL
ij, tM

ij , tU
ij) and

t
L
ij  � ML × 1 − ML( 

− 1
,

t
M
ij  � MM × 1 − MM( 

− 1
,

t
U
ij  � MU × 1 − MU( 

− 1
,

(8)

where I is the n × n square matrix with ones on its
diagonal.
Step 4: Establishment of criteria influential relationmap.
0e sum of rows and columns are obtained from the
total-influence matrix respectively expressed as Di and
Ri equation (9). 0e criteria in effect group and cause
group can be calculated based on the ordered pairs of
( Di + Ri,

Di − Ri).

D � Di( n×1 � 
n

j�1

tij
⎡⎢⎢⎣ ⎤⎥⎥⎦

n×1

, R � Rj 1×n
� 

n

i�1

tij
⎡⎣ ⎤⎦

1×n

. (9)

According to equation (3), the fuzzy ordered pairs
( Di + Ri,

Di − Ri) are defuzzified to the crisp pairs
(( Di + Ri)

def , ( Di − Ri)
def ) through GMIR method, as

well as the elements in total-influence fuzzy matrix
where ( Di + Ri)

def denotes the degree of the targeted
attribute role that the factor plays in the network system
and ( Di − Ri)

def means the net effect that the element
contributes to the network system. In order to obtain
the criteria influential relation map, the threshold value
p is established based on total-influence matrix T. Only
those influential relationships whose value is greater
than the established threshold value should be kept and
chosen in the CRM [73]. In this paper, the arithmetic
mean of all elements in matrix F is p value [16]. If
( Di − Ri)

def > 0, it means the criterion i has an effect on
other criteria which will belong to the cause group, and
if ( Di − Ri)

def < 0, the attribute i is being affected by
others, which will belong to the effect group.
Step 5: Subjective weight calculation.
Based on the following equation (10), the subjective
weight of criteria can be obtained through CRM as
ws � (ws

1, ws
2, . . . , ws

j, . . . ws
n).

wi0 � Di + Ri( 
def

 
2

+ Di − Ri( 
def

 
2

 

1/2

;

w
s
i �

wi0


n
i�1 wi0

.

(10)

3.3. Objective Weight by Antientropy Weight (AEW)
Technique. Shannon Entropy is an effective method for
uncertain information measurement formulated in terms of
possibility theory. Liu has applied this technique into
MCDM problem for the weights acquisition [74]. Objective
weights based on entropy value can be realized through the
following stages [75].

Step 1: Normalization of the decision-making matrix.
0e elements of the matrix can be calculated according
to the following equation:

Pij �
xij


m
i�1 xij

. (11)

Step 2: Calculation for the information entropy of each
criterion based on the following equation:
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ej � −k 
m

i�1
pijlnpij � −

1
lnm



m

i�1
pijlnpij. (12)

Step 3: 0e objective weight of each criterion can be
obtained through the following equation:

wo
j �

1 − ej


n
j�1 1 − ej 

. (13)

3.4. Ranking Method Based on Fuzzy VIKOR Procedure.
0e VIKOR (VlseKriterijumska Optimizacija I Kompro-
misno Resenje) method has proven to be an effective method
for multi-criteria prioritization problem [76–80]. 0e fuzzy
VIKOR is the extension VIKOR method integrated with
fuzzy-based techniques. 0e philosophy of VIKOR method
is based on the particular measure of closeness to the ideal
solution started with the following form of Lp-metric.

Lp,i � 
n

j�1

wi f∗j − fij 

f∗j − f−
j

⎡⎢⎣ ⎤⎥⎦

p⎧⎪⎨

⎪⎩

⎫⎪⎬

⎪⎭

1/p

, 1≤p≤ +∞,

i � 1, 2, . . . , m.

(14)

It can be ranked by the index to choose the compromise
solution. 0e implementation steps of FVIKOR method are
as follows [75]:

Step 1: 0e normalized difference dij calculation.
0e normalized difference dij is calculated based on the
best value f∗j and worst value f−

j in following equation.

dij �
f
∗
j − xij

f
∗
j − f

−
j

, (15)

where

f
∗
j �

max
i

xij, themore the better,

min
i

xij, the less the better,

⎧⎪⎨

⎪⎩

f
−
j �

min
i

xij, the less the bad,

max
i

xij, themore the bad.

⎧⎪⎨

⎪⎩

(16)

Step 2: Compute Si and Ri with criteria combined
weight
0e relative importance of subjective weight compared
with objectivity is φ. According to equations (10) and
(13), the combined weight of criteria
wc � (wc

1, wc
2, wc

j, . . . , wc
n) can be calculated. 0en the

maximum group utility value Si and minimum indi-
vidual regret value Ri can be obtained in equation.

Si � 
n

j�1
w

c
j dij ,

Ri � max
j

w
c
j dij ,

w
c
j � φw

s
j +(1 − φ)w

o
j.

(17)

Step 3: Calculation of the comprehensive utility value
Qi, i � 1, 2, . . . , m.

Qi � v
Si − S
∗

S
−

− S
∗ +(1 − v)

Ri − R
∗

R
−

− R
∗, (18)

where
S− � max

i
Si, S∗ � min

i
Si, R− � max

i
Ri, R∗ � min

i
Ri. In

order to reflect the attitude of decision makers, vϵ(0, 1)

represents the relative importance of maximum group
utility, while the 1-] is the relative importance of in-
dividual regret.
Step 4: Alternatives ranking based on the three index
value: S, R, andQ.0e candidateA(1) will be regarded as
the compromising solution, who has the minimum
comprehensive group utility value Q, if the following
two conditions (acceptance advantage and its stability)
can be satisfied.

4. Case Study

4.1. Background and Data Collection. A real numerical case
for the application of the hybrid MCDM approach inte-
grating the fuzzy DEMATEL, anti-entropy method, and
FVIKOR technique is presented in this section, and it has
been applied into the quality cost framework selection of an
automotive enterprise in China. 0e enterprise is a famous
vehicle-assembly firm providing vehicle products such as
cars, sport utility vehicles (SUVs), vans, and multipurpose
vehicles (MPVs). With the implementation of quality im-
provement activities (8D and Six sigma), the quality index
(PP100 and R/1000) is improved dramatically [67]. While,
there is no appropriate quality cost framework helps
managers to recognize the quality related cost and it is not
enough to identify the COQ based on the financial report. In
that case, it is of great urgency for CA Company to select the
best quality cost framework to help its manager identify the
COQ during the product whole lifecycle, especially for the
continuous quality improvement procedure.

As the previous analyzed, there are four QCF alternatives
in this study, which are evaluated from the two dimensions
(effectiveness and feasibility). Expert panels include the
quality manager, financial manager, and an expert on COQ.
In order to obtain the required data, a questionnaire is
prepared and distributed among the decision-making team,
and each representative provide a judgment with linguistic
variables for the direct influence of criteria (Table 6) and A1
alternative’s performance subject to each criterion (Table 7),
respectively.

In order to reflect the robustness of the proposed hybrid
MCDM framework, the sensitivity analysis on the decision
parameters φ and v are conducted in eleven experiment
scenarios illustrated in Tables 8 and 9. In addition, in order
to explore the best solution of the QCF under different
consideration, the relative importance of the effectiveness
(ρ) is defined with 11 experiment scenarios in Table 10.

4.2. Application of the Proposed Approach. 0e fuzzy
DEMATEL method was used to recognize interdependence
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and influence relationships among the criteria. 0e initial
fuzzy direct influence matrix provided by the three repre-
sentatives was collected by pairwise comparison in terms of
influences (Table 5) and the fuzzy average direct influence
matrix P was calculated based on equation (5). According to
equations (6)–(9), the total-influence matrix T was derived
and the threshold value p is established. 0e various indexes
calculation results by FDEMATEL method are presented in
Table 11 and criteria relationship map (CRM) was drawn
based on the order pairs ( Di + Ri)

def , ( Di − Ri)
def , as shown

in Figure 2. In addition, the objective weight of criteria based
on AEWmethod based on equations (12)–(14) is illustrated in
Table 11. Let φ � 0.5, the combined weights can be calculated.

According to Table 11, the criteria weight can be ob-
tained by fuzzy DEMATEL and antientropy method, which
are embedded into fuzzy VIKOR procedures. 0e S, R and Q
value and alternative ranking result can be obtained based on
equations (15)–(18) as presented in Table 12.

As can be seen in the above table, the ranking order has the
same sequence by S, R, and Q index. In addition, Q(A(2))−

Table 6: Initial direct influence degree of criteria given by representatives.

Effectiveness C1 C2 C3

C1
DM1 NI VL NI
DM2 NI L VL
DM3 NI VL VL

C2
DM1 VH NI VH
DM2 HL NI VH
DM3 HL NI HL

C3
DM1 VH L NI
DM2 L VL NI
DM3 VH NI NI

Feasibility C4 C5 C6 C7

C4
DM1 NI VL NI L
DM2 NI L VL VL
DM3 NI L VL HL

C5
DM1 HL NI L HL
DM2 VH NI VL VH
DM3 VH NI NI L

C6
DM1 HL VL NI NI
DM2 L VL NI NI
DM3 VH NI NI VL

C7
DM1 HL L VL NI
DM2 VH L HL NI
DM3 VH HL L NI

Table 7: Linguistic ratings of A1 QCF subject to criteria.

C1 C2 C3 C4 C5 C6 C7

A1-PAF
DM1 G M VP M P VP P
DM2 M P VP P M G M
DM3 P G M VP P P VP

Table 8: Group utility weight setting (11 scenarios).

SA1 SA2 SA3 SA4 SA5 SA6 SA7 SA8 SA9 SA10 SA11
v 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Table 9: Relative importance of subjective weight (11 scenarios).

SB1 SB2 SB3 SB4 SB5 SB6 SB7 SB8 SB9 SB10 SB11
φ 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Table 10: Relative importance of “effectiveness” compared with feasibility principle (11 scenarios).

SC1 SC2 SC3 SC4 SC5 SC6 SC7 SC8 SC9 SC10 SC11
ρ 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
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Q(A(1))� Q(A3)−Q(A4)� 0.42 ≥ DQ� 0.33. 0erefore, the
ABC quality cost framework (A4) is the best selection for its
satisfaction on the two conditions. 0e research result shows
high conformity with Tsai’s study that the ABC model is the
best choice for enterprise to recognize the economics of its
quality improvement procedure [16]. Besides, the ranking lists
show a high conformity with the TOPSIS-based method.

4.3. Sensitivity Analysis. 0e abovementioned analysis
shows the application of the proposed hybrid MCDM ap-
proach for the quality cost framework selection. In order to
analyze the robustness of the proposed method, the sensi-
tivity analysis is performed to understand effect on ranking
result of the decision parameters. Established experimental
scenarios are set in Tables 8–10.

4.3.1. Sensitivity Analysis on Relative Importance of Group
Utility v. 0e relative importance of group utility v reflects
the optimistic attitude, and the Q value reflects the com-
prehensive group utility of compromising solution. 0e

calculatedQ index values in different experimental scenarios
(Table 8) are presented in the following Figure 3.

As Figure 3 shows, the best QCF selection is always the
ABCmodel and the last one is PAFmodel (A1), even though
there is a little fluctuation for the specific Q values of the
middle two alternatives in different scenarios. 0e ranking
order of the four quality cost framework alternatives keeps
steady which means the group utility weight does not in-
fluence the decision result.

4.3.2. Sensitivity Analysis on Relative Importance of Sub-
jectivity φ. 0e defined decision parameter φ shows the
relative importance of subjective weight, which reflects the
weight of subjectivity in decision making. In this case, the
sensitivity analysis on parameter φ (Table 9) is conducted to
investigate the influence of subjectivity weight on the QCF
alternative ranking results. 0e obtained Q values in
established scenarios are illustrated in Figure 4.

0e above figure shows high stability of the best solution
(A4) when parameter φ varies. Similar to the sensitivity

Table 11: Criteria weight item calculation result.

( Di + Ri) ( Di − Ri) Group ws
j wo

j wc
j

C1 (0.631, 1.267, 3.750) (−1.371, −0.569, −0.514) Effect 0.099 0.140 0.119
C2 (0.780, 1.861, 6.388) (0.561, 0.772, 1.337) Cause 0.148 0.161 0.153
C3 (0.665, 1.709, 6.027) (−0.117, −0.051, 0.008) Effect 0.129 0.109 0.119
C4 (1.010, 2.352, 9.064) (−1.490, −0.780, −0.567) Effect 0.193 0.117 0.155
C5 (0.680, 1.791, 7.913) (0.121, 0.131, 0.169) Cause 0.151 0.156 0.153
C6 (0.327, 1.170, 6.472) (0.103, 0.140, 0.249) Cause 0.110 0.159 0.134
C7 (0.830, 2.039, 8.548) (0.294, 0.509, 1.120) Cause 0.171 0.158 0.164

Table 12: Four QCF alternatives ranking result based on S, R and Q value.

Alternative
0e proposed integrated framework TOPSIS-based method

S value R value Q value Ranking by S/R/Q RC value by the TOPSIS steps Ranking by RC
A1-PAFF 0.892 0.164 1 4 0.492 4
A2-ILF 0.513 0.155 0.563 3 0.523 3
A3-PF 0.370 0.153 0.420 2 0.758 2
A4-ABCF 0.319 0.119 0 1 0.952 1

C1
(1.57,-0.67)

C2
(2.44,0.83)

C3
(2.25,-0.05)

Interactions in the
effectiveness cluster C6

(1.91,0.15)

C4
(3.25,-0.86)

C5
(2.63,0.14)

C7
(2.92,0.58)

Interactions in the
feasibility cluster

Di - Rj Di - Rj

Di + Rj Di + Rj

Figure 2: Criteria relationship map (CRM) in the two dimension clusters.
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analysis result of parameter v, the Q value of the middle two
alternatives in established 11 scenarios keep a slight fluc-
tuation which does not influence the ranking order.

4.3.3. Sensitivity Analysis on the Relative Importance of Ef-
fectiveness Dimension ρ. 0e decision parameter ρ reflects
the attitude and validity of the representatives when the
enterprise wants to select an appropriate quality cost
framework.0e conflict and paradox of the COQmodel and
traditional cost framework exist due to their unconformity.
It is difficult for an organization to choose a best QCF with
the two dimensions into consideration. In this part, the aim
of sensitivity analysis is to explore the best solution variation
when the firm focused on the different dimension.

As can be seen in the above Figure 5, the PAF quality cost
framework is always the last alternative solution compared
with other three ones. While the Q index values and ranking
orders of other three alternatives fluctuate dramatically.
When ρ≤ 0.5, the organization focuses on the feasibility of
quality cost framework, and the best solution is ABC model
catered to Tsai’s research. However, when ρ> 0.5, the in-
tangible loss quality cost framework shows its priority than
other three alternatives due to the dominance of effective-
ness dimension of QCF.

4.4. Discussion and Management Insight. 0e sensitivity
analysis on the three decision parameters has been con-
ducted to analyze the robustness of the proposed hybrid
MCDM method. 0e analysis result shows that the best

solution keeps a stable priority in terms of parameter v or φ.
However, best selection shifts from A4 to A2 with the in-
creasing of parameter ρ. It is very interesting to find the
different research conclusion compared with Tsai’s research
that the ABC model priors to other alternatives when the
organization focuses on the feasibility of quality cost
framework, while the intangible cost model shows its pri-
ority when it concentrates on effectiveness dimension.When
the CA organization focus on the effectiveness dimension of
quality cost framework, the intangible cost framework is
more appropriate.

0e best solution change means Chinese companies
tend to focus on the importance of the hidden cost due to
product unconformity, customer complaints and repu-
tation loss, since they want to take these intangible cost
items into consideration in its quality cost framework and
costing report. However, it is really very difficult to
quantify the cost item for either PAF model or intangible
cost framework for manufacturing firms. Even some
published papers have been studied on the quality cost
calculation, the specific application was usually based on
the organization’s particular requirement. 0e QCF se-
lection is a team task with all related departments in-
volvement, and this paper presented a systematic
procedure to establish an appropriate QCF integrating
decision information from multigroups. 0e manager can
select the appropriate quality cost framework based on the
practical consideration of the organization. Actually, as
Schiffauerova and 0omson studied [11], the quality cost
framework alternative is only just a basic concept and the
concrete costing systems or costing report still differ from
company to company.

From the case application of the investigated organi-
zation in this paper, there occur two kinds of best solution,
one is the ABC model and the other is the intangible loss
framework. 0e intangible loss quality cost framework is the
best choice when decision makers pay more attention on
effectiveness principle and it can illustrate the quality related
cost item from prevention, appraisal and failure term, as well
as the hidden cost, which provides and extensive looking.
While the best choice is the activity-oriented cost (ABC)
measurement method when decision makers focus on fea-
sibility dimension more, and it can help manager to in-
vestigate specific cost item. 0e new quality cost framework
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Figure 3: Sensitivity analysis on group utility weight v.
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from lifecycle and COQ dimension would be welcomed for
both effectiveness and feasibility.

5. Conclusions

0is paper employed a hybrid fuzzy multicriteria approach
for quality cost framework selection from the typical four
alternatives (PAF, intangible cost, process cost, and ABC),
which helps the quality manager to develop quality cost
practice based on appropriate QCF. 0e case study by the
hybrid fuzzy MCDM approach integrating fuzzy DEMA-
TEL, anti-entropy weighting technique, and fuzzy VIKOR
method shows high robustness and flexibility on decision
parameters. In addition, the fuzzy-based technique has been
adopted to facilitate the decision makers to collect decision
information. According to the model result, it caters to Tsai’s
study when the organization concentrates on feasibility
principle, while the intangible loss cost framework shows the
top priority when decision makers pay more attention to
effectiveness for CA organization. 0is hybrid fuzzy MCDM
approach shows its advantage on the flexibility of decision
making and easy implementation due to the combined
weighting technique and fuzzy method, and the auto-factory
can perform quality costing practice based on this selection
model. However, this study carries some limitations. First,
the influential criteria can be extended based on different
organizational industries by considering specific charac-
teristics of individual requirements. Second, the decision-
making information mainly comes from the judgements of
experienced expert panels, and the big data driven tech-
niques can be developed to make full use of operational
information of objective firms. Finally, the AI-based deci-
sion-making framework could be explored to achieve smart
determination and reduce the subjectivity.
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In order to construct a prediction model of sports economic operation indicators, this paper combines deep learning and
ensemble learning algorithms to integrate and improve the algorithms and analyzes the principles of the LightGBM ensemble
learning model and the hyperparameters of the model. Moreover, this paper obtains appropriate intelligent algorithms according
to the data analysis requirements of sports economic operation. 'e break-even analysis method of sports event operation is to
find the critical point of the program’s profit and loss by analyzing the relationship between the operating cost and profit of the
sports event. In addition, this paper uses deep learning and ensemble learning to comprehensively evaluate sports events,
constructs a summary evaluation structure of sports items, and evaluates the model in this paper combined with experimental
research. 'e test results verify the reliability of the model in this paper.

1. Introduction

With the development of economy and the continuous
growth of social material wealth, people began to pursue
leisure consumption, and leisure consumption demand gave
birth to the leisure industry.'e leisure industry refers to the
general term for the production of leisure goods and leisure
service industries in the national economy triggered by
leisure consumption demand [1]. It widely exists in the three
major industries of the national economy, including the
primary leisure industry, the secondary leisure industry, and
the secondary leisure industry. 'e tertiary industry, of
which the tertiary leisure industry is the main industry of the
leisure industry, is mainly composed of tourism, culture,
sports, and other leisure industries [2]. 'e transformation
of the economic growth mode, especially the consumption-
driven economic growth mode, has promoted the rapid
development of the leisure industry. Leisure consumption
has gradually become a new growth point for the national
economy in many countries and regions, and some have
even become the dominant region or country [3]. Leisure

industries, especially in some tourist cities, have become
local pillar industries, and even the economic growth model
has shifted from relying on a single leisure subindustry to
relying on the overall development of the entire leisure
industry. However, the development of China’s leisure in-
dustry is relatively late, the development of subindustry is
unbalanced, tourism and leisure are developing rapidly, out-
of-the-box, and the economic effect of the industry is
outstanding. 'e development of cultural leisure and sports
leisure is obviously lagging, and the industrial effect is not
obvious. 'is has caused the development of China’s leisure
industry. 'e overall level of development and competi-
tiveness is not high; furthermore, tourism and leisure have
experienced extensive development for two to three decades,
and its development momentum and development space are
obviously hindered, which further restricts the growth of
China’s leisure industry. It is particularly important to ex-
plore how to quickly and continuously promote the com-
prehensive and rapid development of China’s leisure
industry and make it a new pillar industry of the national
economy.
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'e country’s economy has taken off, and people’s
economic consumption levels have also taken a qualitative
leap. More and more people have begun to put forward new
requirements on their spiritual level, and they have begun to
spend their leisure time by improving their aesthetics.
'erefore, various top-notch domestic competitions have
increasingly become a spiritual demand of people. In recent
years, large-scale sports events have become more and more
frequent on the world stage. However, the quality of my
country’s event services is uneven. As an important basis for
running sports events, the organizers urgently need to make
a big fuss about the quality of event services, because of the
excellent service quality of large-scale sports events. Infe-
riority directly affects the quality and effect of the event.
Good service quality will allow participants to continue to
support the sport, and poor service quality will make par-
ticipants feel disgusted and no longer support the sport.

Based on the previously mentioned analysis, this paper
combines deep learning and ensemble learning to construct
the sports economic operation index prediction model,
evaluate the sports economic operation, and provide a
reference for the subsequent development of the sports
economy.

2. Related Work

Literature [4] believes that the distinguishing characteristics
of large-scale festivals and ordinary events are as follows:
first, this event must attract a large number of participants
and viewers, forming a kind of global attention; second,
large-scale festivals are also a kind of market strategy; for the
tourism industry, especially, it can make organizers and
regions receive extremely high attention in the international
market; finally, large-scale festivals can create long-term
heritage, which can still play a role after the event is over.

Literature [5] conducts a systematic literature review of
the industry chain efficiency research from the five per-
spectives of industry chain competitiveness, efficiency
(performance), ecological stability, sustainable development
capability, and overall effect. Literature [6] adopts the
concepts, methods, and means of performance evaluation to
realize the process of performance evaluation of the
government.

It has become a common phenomenon that sports events
drive the development of the tourism industry. Literature [7]
believes that hosting sports events can increase the visibility
of a city, bring in a large number of visitors, and promote
cultural exchanges between cities. Literature [8] explains the
specific role of urban characteristics and how sports events
shape the unique characteristics of the city and proposes to
use the creation of sports events to shape urban charac-
teristics and communicate the distinctive humanistic spirit
through tourism. Sports events play an important role in
shaping the image of the city and driving the development of
the city. Literature [9] believes that the economic effects of
sports events lead to the rapid development of urban
economy and tourism. Literature [10] proposes that the
shaping of sports landscape is also an important means of
displaying the culture of the host city, and it has a positive

effect on the transmission of the city’s image. Literature [11]
mentioned the role of sports events in shaping and trans-
mitting the image and brand of the city. Literature [12]
proposes that sports events, as one of the most used cultural
activities of the city, have a positive impact on the city’s
image and puts forward five strategies to convey and shape
the image of the city.

Literature [13] takes urban sports as a research per-
spective and establishes a scientific evaluation system for the
current situation of urban sports. Literature [14] established
a sports rights evaluation system for college students. Lit-
erature [15] analyzes the job role and work process of ref-
erees and builds an evaluation index system for referee
selection. Literature [16] studies sports tourism, gives an
evaluation index system for sports tourism human re-
sources, and develops a corresponding evaluation scale.
Literature [17] has conducted research from the perspective
of economic benefits. 'e indicators mainly include facility
utilization rate, equipment integrity rate, venue revenue,
venue self-sufficiency rate, and profit. Literature [18] assesses
the economic benefits of stadiums and uses multifactor
comprehensive analysis to construct a grading model of
stadiums. 'e literature [19] mainly studies the two basic
attributes of venues: “public welfare” and “business.” Lit-
erature [20] constructs an evaluation index system for the
normal operation of stadium operation and management
after sports events are held.

3. Deep Learning and Ensemble Learning
Prediction Algorithm

Ensemble learning is a machine learning technique com-
monly used in business and economic analysis. Machine
learning algorithms usually cannot directly obtain models
with better performance in all aspects, while ensemble
learning can upgrade multiple weak individual learners with
preferences to a strong learner to obtain higher accuracy.
'e essential idea is to first generate a set of learners, then use
strategies to integrate them, and continuously optimize
towards the objective function in the iterative process.

'e GBDT algorithm consists of a gradient boosting
algorithm (gradient boosting) and a decision tree algorithm
(decision tree). It uses a decision tree as the base learner, uses
the boosting algorithm to combine multiple weak learners
into a strong learner through residual fitting, and uses the
gradient information from the previous round to construct a
decision tree in the iterative process.

3.1. Gradient Lifting Algorithm. 'e idea of the gradient
boosting algorithm is an extension of the boosting method.
In the iterative process, the loss function is optimized by
adding submodels. If the loss function is extended to a
differentiable function, and the boosting method and the
gradient descent method are combined to obtain the gra-
dient boosting method, the basic idea is as follows.

'e formula of the compound model is shown in for-
mula (1), where fi(X) is the submodel.
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Fm(X) � 
m

i�0
fi(X). (1)

We assume that the loss function is L(Y, Fm(X)), use a
greedy way to ensure that the loss function is reduced every
time a new submodel fm(X) is added, and use gradient
descent to perform residual fitting.

Fm(X) � Fm−1(X) + fm(X),

L Y, Fm(X)( < L Y, Fm−1(X)( .
(2)

3.2. Decision Tree Algorithm. 'e decision tree algorithm
uses a tree structure, the root node contains all the samples,
the internal nodes represent the feature attribute test, and
the leaf nodes are the results of the classification. 'e
learning process of decision tree includes three steps: feature
selection, decision tree generation, and pruning. 'e key
point is the division of optimal attributes in the splitting
process.

'ere are three criteria for feature selection: information
gain, information gain ratio, and Gini coefficient. Among
them, it is commonly used to perform top-down division
according to the information gain criterion, and calculate
the information gain of each feature during each division
and select the maximum value.

'e information Ent(D) is defined as formula (3), where
Pk represents the proportion of the k-th sample in the sample
set D.

Ent(D) � − 

|y|

k�1
pklog2pk. (3)

In the information gain formula, Dv represents the value
sample contained in the v-th attribute A in the V branch
nodes, and the formula is as follows:

Gain(D, A) � Ent(D) − 
V

v�1

Dv




|D|
Ent D

v
( . (4)

'e decision tree splitting method in the GBDT algo-
rithm is divided into two, one is the method of leaf-wise
growth according to the maximum profit, and the other is
the method of direct level-wise growth.

According to the way of leaf growth, the required de-
cision tree can be grown with a smaller computational cost.
'e advantage of this method is that it has high accuracy and
can quickly and effectively complete the growth of the tree,
but at the same time, it is easy to overfit and the growth
process is sequential and cannot be directly accelerated in
parallel. Figure 1 is the process of decision tree growth by
leaves.

'e way of layer growth means that each node of each
layer must be split. 'erefore, this method can directly
perform parallel acceleration, but it will generate redundant
split nodes, which requires a high computational cost. At the
same time, each iteration needs to traverse the complete

dataset, so higher running memory is required. Figure 2 is
the growth process of a decision tree split by layer.

LightGBM is mainly based on the framework of de-
cision tree algorithms such as GBDT to optimize the use of
histogram algorithm, histogram difference optimization,
tree growth based on restricted optimal leaf nodes, uni-
lateral gradient sampling, and reordering of category
feature histograms. Compared with other decision tree
models, it has improved speed, memory consumption,
and accuracy.

In order to reduce the computational cost and obtain
better accuracy, the LightGBM model uses a tree growth
method that splits according to the optimal leaf node. Al-
gorithms can only be executed sequentially in principle, so
three methods of feature parallelism, data parallelism, and
voting parallelism are used, and parallel acceleration is
performed from the three perspectives of feature, data, and
communication.

3.2.1. Optimization of Histogram Algorithm. 'e basic idea
is to divide continuous feature values into many #bins,
use discrete values as indexes, and then search for the
best split point on #bin, reducing the computational
cost and storage cost. Moreover, the difference opti-
mization of the histogram can be used to further speed
up and get better performance. At the same time, due to
the discrete nature, LightGBM can naturally handle
category features.

'e histogram algorithm only needs to store the dis-
cretized value #lbin, does not need the original feature value,
and does not need to sort. 'e #bin value can use smaller
data types to store training data, such as the uin8_t type,
which can reduce memory consumption to 1/8 of the
presorting algorithm. 'e memory optimization process is
shown in Figure 3.

3.2.2. Gradient-Based Unilateral Sampling Algorithm
(GOSS). 'e idea of GOSS algorithm was first applied to the
AdaBoost model. 'e essential idea is to sort the gradients
first, retain all instances with large gradients (errors) for
sampling, and only randomly sample all instances with small
gradients, so as to reduce the amount of information cal-
culation for feature selection in the iterative process. At the
same time, in order to reduce the accuracy of the loss, a
certain weight value will be given to the small gradient of the
sample.

O is the training data set on the fixed node of the decision
tree, the instance is x1, x2, ..., xn , and the gradient of the
loss function is denoted as g1, g2, ..., gn . 'en, the tradi-
tional calculation of the variance gain of the split feature j of
the node at d is defined as

Vj|O(d) �
1

nO


xi∈O;xij≤d 

gi 
2

n
j

l|O(d)
+


xi∈O;xij>d 

gi 
2

n
j

r|O(d)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.

(5)
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Among them,

nO �  I xi ∈ O 

n
j

l|O(d) �  I xi ∈ O: xij ≤ d 

n
j

r|O(d) �  I xi ∈ O: xij > d 

.

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(6)

When using the idea of the GOSS algorithm, the algo-
rithm first sorts the training examples in descending order

according to the absolute value of the gradient and composes
the instance subset A by the larger gradient α× 100%. After
that, the algorithm samples the remaining set with a smaller
gradient composed of (1− a) × 100% instances as a subset B
of size b × |Ac|. Finally, the gain Vj(d) calculated according
to the subset AUB is

Vj(d) �
1
n

 xi ∈Ar{ }gi + 1 − a/b xi ∈Br{ }gi 
2

n
j

l (d)
+

 xi ∈Ar{ }gi + 1 − a/b xi ∈Br{ }gi 
2

n
j
r(d)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (7)

'e definition of each subitem is as follows:

...

Figure 2: Decision tree split by layer.

On the left are int_32 store index and
float_32 store values

The right is where uint8_8
stores the # bin value

Figure 3: Schematic diagram of LightGBM histogram algorithm memory optimization.

Figure 1: Decision tree divided by leaf growth.
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Al � xi ∈ A: xij ≤ d , Ar � xi ∈ A: xij >d 

Bl � xi ∈ B: xij ≤ d , Br � xi ∈ B: xij >d 
.

⎧⎪⎨

⎪⎩
(8)

Using the estimated gain Vj(d) on a smaller subset of
instances instead of the accurate gain Vj(d) on all instances
to determine the split point can greatly reduce the com-
putational cost. It is proved that GOSS will not lose much
training accuracy, but the efficiency is better than random
sampling.

3.2.3. Mutually Exclusive Sparse Feature Binding. 'e op-
timal feature bundling problem can usually use a greedy
algorithm to obtain an approximate solution to select the
feature values that need to be combined. For the mutually
exclusive feature merging process, since the histogram data
is discrete, the original data can be distinguished by the offset
to achieve the purpose of merging features.

3.2.4. Comparison of LightGBM and XGBoost Models.
Compared with another popular ensemble learning
framework XGBoost model, the LightGBM model released
later has made the following improvements, as shown in
Table 1.

'e most important parameter settings of the LightGBM
model include the learning rate of the algorithm, the
maximum depth limit of the decision tree, the number of
leaves of a single decision tree, and the selection ratio of
features in the iterative process.

'e following are the main parameters for control and
optimization of the LightGBM model.

(1) mum_leaves is the main parameter that controls the
complexity of the tree model, representing the
number of leaves per tree. Usually, it is considered that
mum_leaves is less than 2mar_sdeph; otherwise, it is
easy to cause overfitting problems. Among them, the
corresponding relationship between the number of
leaves of a full binary tree and the depth of the tree is

num leaves � 2max depth
. (9)

(2) learning_rate is the learning rate of the algorithm. If
it is too small, the optimization efficiency of the
model will be too low. If it is set too large, it may
reduce the accuracy.

(3) max_depth refers to the maximum depth of the tree
model, which can prevent overfitting when the data
is small.

(4) max_bin is the maximum number of features stored
in bin.

(5) min_data_in_leaf is the minimum amount of data
that can be set on the leaf, and the small amount of
data can also prevent overfitting.

(6) feature_fraction and bagging_fraction are the ratio
of selected features to the total number of features
and the ratio of selected data to the total data volume

respectively. 'e values of these two parameters are
usually between 0 and 1, which can determine the
speed of model training and can also deal with
overfitting problems.

(7) mm_iterations represents the number of iterations of
boosting.

It can be seen that some parameters overlap in im-
proving the accuracy of the algorithm and dealing with the
overfitting problem. 'erefore, this paper selects the pa-
rameters that are relatively important to the model to
optimize.

We configure parameters to obtain a better model from
the balance of training speed, accuracy, and prevention of
overfitting. 'e following are the hyperparameters that have
a greater impact on model prediction:

(1) improving training speed: increasing learning_rate
and decreasing max_bin

(2) improving accuracy: increasing max_bin, increasing
mum_leaves, and decreasing learning_rate

(3) preventing overfitting: limiting the tree depth
max_depth and reducing min_data_in_leaf and
using smaller mum_leaves

Tuning machine learning model parameters through
optimization algorithms is a common research content.
After using the particle swarm algorithm to select the
hyperparameters of the support vector machine, the opti-
mized support vector machine is applied to the research of
power load forecasting, and the optimization ability of the
particle swarm algorithm is proved through experiments.
However, the algorithm needs to adjust more parameters.
Grid tuning is another common method of tuning machine
learning model parameters. 'rough research, Cheng Chen
et al. found that the method is relatively single and the
parameter improvement range is limited, making it difficult
to search for the best on a global scale. 'erefore, a new
quantum particle swarm algorithm is proposed to optimize
the hyperparameters of the XGBoost model. In the research
experiment of forecasting marketing data, compared with
the XGBoost forecast based on the grid method tuning, the
experiment proved that the new model has obtained higher
forecast accuracy.

'e Drosophila optimization algorithm is an excellent
optimization algorithm suitable for machine learning tun-
ing. Its advantages are simple implementation and fewer
configuration parameters. 'e algorithm simulates the
characteristics of the fruit fly colony capturing food in the air
through smell and first collects various tastes in the air. 'e
fruit flies in the colony obtain the place with the highest
concentration of food taste according to their position in-
formation, and then, all the fruit flies fly to the smell point.
After that, the algorithm also uses the olfactory character-
istics of fruit flies to identify the location of the companions
and iterates again, using the olfactory and visual charac-
teristics of fruit flies, to gradually find the point with the
largest odor concentration in the current area, and obtain
the food location, that is, the global approximate optimal
solution.

Computational Intelligence and Neuroscience 5
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model of the standard fruit fly optimization algorithm.
'e standard fruit fly algorithm is simple to implement,

and its operation steps are as follows.

Step 1. 'e algorithm first initializes the fruit fly population,
that is, initializing the population size Sizepop, setting the
maximum number of iterations T, and randomly initializing
(X_axis, Y_axis) as the initial position of the fruit fly pop-
ulation [21].

X axis � random ×(top − bottom) + bottom

Y axis � randomx(top − bottom) + bottom
. (10)

Among them, random is a random number between
[0, 1], and top and bottom are the upper and lower bounds of
the search interval.

Step 2. 'e algorithm generates a random number within a
certain range for each individual fruit fly and uses it as the
direction and distance of the individual fruit fly in the
random search process. 'e algorithm assigns values to the
initialized fruit fly individuals to obtain the next position of
the fruit fly. Among them, random value is the search
distance.

Xi � X axis + RandomValue

Yi � Y axis + RandomxValue
. (11)

Step 3. 'e algorithm obtains the taste concentration deter-
mination value Si by calculating the distance Dist between the
current position of the fruit fly and the origin of the coordinate.

Disti �

�������

X
2
i + Y

2
i



,

Si �
1

Disti

.

(12)

Step 4. 'e algorithm substitutes the obtained Si into the taste
concentration determination function, which is the corre-
sponding fitness function, and calculates the taste concen-
tration Smelli at the individual position of the fruit pupae.

Smelli � Function Si( . (13)

Step 5. 'e algorithm finds the fruit flies with the best odor
concentration (take the maximum value as an example) in
the current fruit flies population and sets it as the best taste
concentration point.

bestSmellIndex � SelectionMax Smelli( . (14)

Step 6. 'e algorithm judges whether the best taste con-
centration value is better than the previous best taste con-
centration. If it is better, the algorithm records the best taste
concentration value and the position information bestS-
mellIndex and makes all fruit flies fly to this position.

X axis � X(bestSmellIndex)

Y axis � Y(bestSmellIndex)
. (15)

Step 7. 'e algorithm starts iteratively to find the optimal
solution. At the same time, it is judged whether the maxi-
mum number of iterations set by the algorithm is reached,
and the conditions for satisfying other early termination
algorithms are obtained. If the current best taste concen-
tration obtained in the iterative process is better than the
previous best taste concentration, Step 6 is executed; oth-
erwise, Step 2 to Step 5 is repeatedly executed until the
approximate optimal solution is obtained.

'e execution flow of the FOA algorithm is shown in
Figure 5.

It can be seen from the algorithm execution flowchart
that the time required for each optimization of individual
fruit flies in the FOA algorithm is T. At the same time, in the
iterative process, each individual fruit fly needs to perform a
search until the algorithm reaches the maximum number of
iterations, so the time complexity of the standard fruit fly
optimization algorithm is O(T’× Sizepop). 'erefore, the
key to the calculation cost of the control algorithm lies in the
setting of the maximum number of iterations T and the size
of the fruit fly population size.

Prediction evaluation refers to the evaluation of the
accuracy of model prediction results or the measurement of
prediction accuracy. In statistics, the magnitude of predic-
tion error is commonly used to measure the quality of the
prediction effect. Commonly used regression prediction
evaluation methods include mean absolute error, mean
square error, root mean square error, mean square log error,
mean relative error, mean square log error, median absolute
error, and coefficient of determination.

yi is the actual value of a commodity price series, and yi

is the predicted value.

(1) Mean Absolute Error (MAE). MAE is used to describe the
difference between the predicted value and the true value.
'e smaller the value, the better. 'e average absolute error
of n samples is as follows:

Table 1: Comparison of the details of the XGBoost and LightGBM models.

Model details XGBoost LightGBM
Tree growth pattern Growth in layers Growing by leaves restricted by depth
Split point search method Feature presorting (default) Histogram algorithm
Income calculation method during split Data characteristics Tbin container characteristics
Memory overhead Big Small
Categorical characteristics One-hot encoding Histogram data processing
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MAE �
1
n



n

i�1
yi − yi


. (16)

(2) Mean Square Error (MSE). 'e mean square error is
calculated as the square error between the predicted value
and the actual value. 'e MSE of n samples is calculated as
follows:

MAE �
1
n



n

i�1
yi − yi



2
. (17)

(3) Root Mean Square Error (RMSE). For the extremely large
or extremely small error values in a set of prediction result
data, using the root mean square error can well represent the
deviation of the prediction result. 'e calculation is as
follows:

RMSE �

�������������

1
n



n

i�1
fi − yi( 

2




. (18)

(4) Mean Square Logarithmic Error (MSLE).

MSLE �
1
n



n−1

i�o

loge 1 + yi(  − loge 1 + yi(  
2
. (19)

When the target has the characteristics of exponential
growth, this indicator is most suitable to use. MSLE is more
sensitive to predictions below the true value.

(5) Median Absolute Error (MedianAE). 'e median abso-
lute error uses the median of all absolute differences between
the target and the forecast to calculate the loss, which can
reduce the influence of outliers and is defined as

MedianAE � median y1 − y1


, ..., yn − yn


 . (20)

(6) Coefficient of Determination (R2score). 'e best fit be-
tween the prediction model and the real data is judged to be
1, and it can be a negative value. 'e R2 score of n samples is
as follows:

R
2

� 1 −


n
i�1 yi − yi( 

2


n
i�1 yi − yi( 

2. (21)

4. Sports Economic Operation Index Prediction
Model Based on Deep Learning and
Ensemble Learning

'e break-even method is mainly to evaluate the uncertainty
of the operating profit of sports events. 'e break-even
analysis method of sports event operation is to find the
critical point of the program’s profit and loss by analyzing
the relationship between the operating cost and profit of the
sports event. 'e procedure for judging the impact of un-
certain factors on the economic effects of the sports event
operation plan is used to illustrate the degree of risk in the
implementation of the sports event operation plan. 'is
critical point is called the break-even point (BEP), as shown
in Figure 6.

BEP is the break-even point of sports event operations, s
is the income from sports event operations, and Q is the
numerical value of sports event operation output. Ql is the
numerical value of sports event operation output at the point
of win-loss balance, c is the total cost of sports event op-
eration, and Cr is the cost of sports event operation.

Based on the development standards of China’s sports
industry, this paper fully considers the general character-
istics of the development of the sports industry to construct a
first-level indicator system with the guidance of sports in-
dustry development theory. 'e specific content is shown in
Figure 7.

'is article uses deep learning and ensemble learning to
comprehensively evaluate sports events. In the process of
comprehensive evaluation, we often use a combination of

Food
Initial position of the n
drosophila population

O X

Y

Drosophila 1 (X1,
Y1) smell 1

Drosophila 2 (X2,
Y2) smell 2

Drosophila 3 (X3,
Y3) smell 3

Drosophila n (Xn,
Yn) smell n

Iterative evolution
path

Figure 4: Schematic diagram of standard fruit fly optimization algorithm optimization.
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for each drosophila.
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Figure 5: 'e execution flow chart of the standard fruit fly algorithm.
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C

Figure 6: Break-even analysis.
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qualitative and quantitative methods, or the analytic hi-
erarchy process, for comprehensive evaluation. No matter
which method or means is adopted, attention must be paid
to the validity and reliability of the evaluation. 'e reason
is that the purpose of comprehensive evaluation is ulti-
mately to give an evaluation of whether the decision is
feasible or not and the success or failure of sports events.
From the previously mentioned main procedure, we can
get the procedure of sports event evaluation as shown in
Figure 8.

After constructing the above model, we evaluate the
effect of the method in this paper. 'e data of the algorithm
in this paper is processed through deep learning and en-
semble learning. 'erefore, first, the effect of the algorithm
in this paper on the processing of sports economic operation
indicators data is tested, and the results shown in Table 2 and
Figure 9 are obtained.

From the previously mentioned analysis, it can be seen
that the method proposed in this paper has a good effect in
the data processing of sports economic operation indicators.

Strategic
decisions
(policies,

regulations,
planning)

Strategic analysis
content (purpose,

object, scope,
measures)and

process

The scope of the
evaluation is

consistent with
the policy

Evaluation
content

(economy, etc.)

Preparation and
feasibility of the

evaluation scheme
analysis

Evaluation
criterion

Theoretical basis
and method of the

evaluation

Evaluation scheme
of sports events

Collect information
for evaluation and

social and economic
data

Determination and
schedule of the

evaluation indicators

Evaluation and analysis
process (determination

and analysis of the
weight of the indicators)

Evaluation result sand
remedial measures

Writing of the
evaluation report

Provision of
information feedback
for decision makers

Inspection

Evaluation of the
implementation

process

Figure 8: Evaluation program diagram of large-scale sports events.

Development of
sports industry

Industrial structure

Industrial output value

Industrial function

Publicity and education

Talent guarantee

Efficiency, Industrial chain,
Structure, Advantages,

Industrial layout

Total volume, Secondary
production, Third production,

Import, Export, Controlling equity

The development of competitive
sports and mass sports

Publicity, Science and
technology, Education

Sports talent

Figure 7: Schematic diagram of the development index of the sports industry.
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Figure 9: Statistical diagram of data processing effect.

Table 3: Predictive effects of sports economic operation index.

Number Predictive evaluation Number Predictive evaluation
1 82.28 17 85.66
2 72.06 18 83.94
3 76.29 19 90.39
4 75.24 20 83.28
5 83.70 21 87.51
6 78.22 22 78.75
7 82.70 23 73.14
8 83.94 24 80.76
9 81.57 25 78.83
10 81.81 26 89.52
11 76.04 27 70.32
12 75.05 28 79.77
13 71.66 29 85.16
14 85.97 30 79.83
15 70.54 31 89.47
16 73.19 32 72.08

Table 2: 'e processing effect of sports economic operation index data.

Number Data processing Number Data processing
1 96.00 17 92.20
2 92.13 18 96.89
3 91.03 19 91.52
4 91.07 20 93.76
5 88.08 21 88.99
6 89.12 22 96.99
7 95.35 23 96.75
8 89.62 24 96.38
9 95.48 25 92.51
10 92.43 26 92.83
11 88.61 27 89.14
12 95.13 28 90.05
13 90.73 29 90.26
14 90.02 30 93.22
15 94.67 31 96.98
16 96.30 32 95.71
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After that, the prediction effect of the sports economic
operation indicators of the model in this paper is evaluated,
and the results shown in Table 3 and Figure 10 are obtained.

'rough the previously mentioned research, we can see
that the sports economic operation index prediction model
based on deep learning and ensemble learning proposed in
this paper has good results.

5. Conclusion

'is article attempts to combine China’s national conditions
and the characteristics of large-scale sports events to con-
struct an index system, which can diagnose and predict
various service quality problems existing in the current
events, and put forward constructive opinions. 'e im-
provement of the service quality of sports events can realize
the faster and better development of the urban sports event
industry, form a systematic and scientific sports event ser-
vice quality evaluation system, and provide guidance for the
holding of other large-scale sports series events. 'is article
combines deep learning and ensemble learning to construct
a sports economic operation index prediction model,
evaluate the sports economic operation, and provide a
reference for the subsequent development of the sports
economy. 'rough experimental research, it can be known
that the sports economic operation index prediction model
based on deep learning and ensemble learning proposed in
this paper has good results.
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Aiming at the problems of the traditional industrial robot fault diagnosis model, such as low accuracy, low efficiency, poor
stability, and real-time performance in multi-fault state diagnosis, a fault diagnosis method based on DBN joint information
fusion technology is proposed. By studying the information processing method and the deep learning theory, this paper takes the
fault of the joint bearing of the industrial robot as the research object. It adopts the technique of combining the deep belief network
(DBN) and wavelet energy entropy, and the fault diagnosis of industrial robot is studied.)e wavelet transform is used to denoise,
decompose, and reconstruct the vibration signal of the joint bearing of the industrial robot. )e normalized eigenvector of the
reconstructed energy entropy is established, and the normalized eigenvector is used as the input of the DBN. )e improved D-S
evidence theory is used to solve the problem of fusion of high conflict evidence to improve the fault model’s recognition accuracy.
Finally, the feasibility of the model is verified by collecting the fault sample data and creating the category sample label. )e
experiment shows that the fault diagnosis method designed can complete the fault diagnosis of industrial robot well, and the
accuracy of the test set is 97.96%. Compared with the traditional fault diagnosis model, the method is improved obviously, and the
stability of the model is good; the utility model has the advantages of short time and high diagnosis efficiency and is suitable for the
diagnosis work under the condition of coexisting multiple faults. )e reliability of this method in the fault diagnosis of the joint
bearing of industrial robot is verified.

1. Introduction

Currently, automated production is developing rapidly in
the direction of automation and intelligence. More andmore
companies use industrial robots to replace traditional
manual operations, which significantly improves production
efficiency while reducing labour costs [1, 2]. In automated
production operations, the division of labour among the
robots in each segment is relatively straightforward, and the
synergistic relationship is close. When a robot malfunction
occurs, it will inevitably lead to problems in the whole
operation process, which has a significant impact on the
progress and safety of the operation [3–5]. )erefore, it is
necessary to judge the operation status of industrial robots in
advance and deal with the initial failure in time to avoid
various safety hazards caused by robot failure.

Based on this, some scholars used different methods to
complete the fault diagnosis of industrial robots. Verma and
Simmons [6] established a plan of robot fault diagnosis based
on discrete-time observers by designing observers.)emethod
achieves the fault diagnosis of robot joints through the co-
operation of detection and diagnosis observers, which requires
a large amount of joint sensor information. Jaber and Bicker [7]
collected the vibration signal of the working state of the robot,
used the methods of wavelet transformation time-frequency
domain analysis to analyze the fault signal of the robot under
various working conditions, and realized the fault diagnosis of
the robot. Capisani et al. [8] established a fault diagnosis model
for robots using a sliding observer and applied it to the fault
diagnosis of Comau robots. )is method can accurately di-
agnose a single fault, but it does not performwell in diagnosing
robots with multiple responsibilities. Long et al. [9] used sparse
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hybrid autoencoder (SAE) and support vector machine (SVM)
to build a basic fault diagnosis model by learning fault in-
formation posture dataset, which can better complete the di-
agnosis of different faults of multi-joint industrial robots.
However, it is difficult to implement large-scale sample
training, and the accuracy of multi-fault classification is not
high. Shan et al. [10] presented a fault diagnosis method for
rolling bearings based on variable mode decomposition
(VMD) and backpropagation (BP) neural networks. )e en-
ergy of each component is obtained by decomposing the time-
domain signal of bearing vibration into an intrinsic mode
function, and the point is input as a feature into the training of
the BP network. A diagnostic model for VMD-BP is estab-
lished. )e bearing fault type diagnosis can be completed well,
but the accuracy of diagnosis is not ideal due to the boundary
effect and the impact of sudden signals.

With the deepening of fault diagnosis research, the fault
diagnosis method based on DBN has achieved good results
in mechanical fault diagnosis such as bearing, gearbox, and
motor [11–13]. )erefore, taking the joint bearing of in-
dustrial robot as the research object and the vibration signal
as the starting point, this paper constructs the fault diagnosis
method of industrial robot based on DBN. At the same time,
considering that the accuracy of information fusion con-
clusion of traditional D-S theory is not ideal, the fusion
problem of high conflict evidence is solved by improving
D-S evidence theory. Taking the output layer of the model as
fault evidence, the conflict between sample evidence is
analyzed by using the improved D-S fusion rules and de-
cision rules. Finally, a fault diagnosis model based on DBN
joint improved D-S is established to improve the recognition
accuracy of the fault model. It is of positive significance to
further improve the service life and operation safety of
industrial robots.

2. Related Knowledge

2.1. Information Fusion Technology. Information fusion
technology is a multi-level and multi-faceted statistical
process in its essence by detecting and combining the es-
timation of multiple sources of data to obtain information
that information fusion can use [14]. Unlike simple signal
processing techniques, multi-source information fusion
techniques are suitable for handling multi-modal and
conflicting forms of data and can achieve different levels and
conditions of information fusion [15]. )us, it performs well
in improving the real time and reliability of mechanical
systems, increasing the detectability of mechanical systems,
and reducing the uncertainty of mechanical equipment.

According to the different levels of fusion processing,
information fusion is mainly divided into three groups: data
layer fusion, feature layer fusion, and decision layer fusion.
Among them, the feature layer fusion technology extracts
the corresponding features of the sensor data based on the
type of the original signal, fuses the resulting feature in-
formation in the feature layer, and after normalization,
forms a single feature vector to finally complete the clas-
sification of information and realize the identification of
faults. )e fusion process is shown in Figure 1.

2.2. Deep Belief Networks. Deep belief network (DBN) is a
kind of neural network that can perform the tasks of feature
recognition, data classification, and generation well. )e
scalability of the network is vital, so it is widely used in
machine learning. DBN framework adopts the restricted
Boltzmann vector machine (RBM) structure, and the model
consists of visible, hidden, and output layers. In the DBN
model, any two adjacent layers can be considered one RBM
structure. )e number of neurons in the visible layer is
consistent with the dimension of the input data, which is
mainly responsible for receiving the data from the bottom
layer and outputting the computation results to the hidden
layer. )e BP artificial neural network (BPNN) in the top
layer of the network classifies the features. It combines some
of the labelling information to fine-tune the network pa-
rameters backwards to obtain the optimal network model
[16, 17]. )e DBN structure is shown in Figure 2.

)e probabilistic generative model used in DBN differs
from the discriminative model of traditional neural networks.
DBN uses probability generation models to build the joint
distribution of data and labels, train the hidden and visual
layers of the network layer by layer, update and optimize the
weights between layers and transfer parameters continuously
so that the entire network model can generate training data
with maximum probability, mine the correlation between
higher-order data, and realize the extraction, classification, and
identification of fault feature data [18]. )e neurons in the
same layer of the network are independent of each other and
connected with the neurons in the adjacent layer, which makes
the network have good conditional independence, which
improves the parallel computing ability of the network and
dramatically improves the training efficiency. Taking the DBN
containing two RBMs as an example, the network training
process is shown in Figure 3.

)e training process of DBN consists of two main
phases: unsupervised pretraining and supervised reverse
fine-tuning.

(1) Unsupervised Pretraining. Multiple stacked restricted
Boltzmann machines form a deep Boltzmann ma-
chine, and the output of the previous RBM is the
input of the next RBM. Two steps carry out the
training process of each RBM: forward computation
and reverse reconstruction, and the optimal pa-
rameters of each RBM are finally obtained after
multiple iterations in different batches.

(2) Supervised Inverse Fine-Tuning. After the pretraining,
the RBM extracts the original data features, then
classifies them using the top-level classifier, and finally
fine-tunes all parameters top-down using the BP al-
gorithm in combination with the label information to
finally obtain the optimal model parameters.

3. Fault Diagnosis of Industrial Robot
Based on DBN

3.1. Vibration Signal Preprocessing. )e signal collected by
the sensor contains the vibration of the joint itself and in-
ternal and external noise and non-smooth interference
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signals such as resonance signals, so the vibration signal
needs to be processed for noise reduction for the next op-
eration. Wavelet packet transform (WPT) can divide the
signal in a multi-level form and decompose the high-fre-
quency part in depth, adaptively select the frequency band
according to the characteristics of the analyzed signal, ensure
the frequency band and the signal spectrum match each
other, and thus improve the time-frequency resolution [19].
)erefore, in this paper, wavelet packets are used to com-
plete the noise reduction of industrial robot vibration sig-
nals. )e wavelet transform process and decomposition
process are shown in Figure 4.

)e steps of noise reduction based on wavelet packet
transform signal are as follows.

Step 1. Select the wavelet basis according to the de-
composition level of wavelets and decompose the
signal.
Step 2. Determine the optimal wavelet packet basis and
calculate the optimal tree after the entropy criterion.
Step 3. Select an appropriate threshold value for the
high-frequency coefficients at different decomposition
scales and perform threshold quantization. )e wavelet
coefficients larger than the threshold value are
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Data source n
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considered to have signal generation and are retained;
those smaller than the threshold value are deemed to be
caused by noise and are set to zero, thus completing the
purpose of noise reduction.
Step 4. Reconstruct the signal using the processed
coefficients. )e signal-to-noise ratio (SNR) and the
root mean square error (RMSE) of the estimated signal
and the original signal are often used to judge the merit
of the denoising performance [20].

3.2. Energy Entropy Normalized Eigenvectors. After the vi-
bration signal is processed by wavelet transform, it is not
suitable as the underlying input to the DBN due to the vast
amount of information contained in the signal [21]. )e
signal’s energy entropy normalized feature vector is further
calculated, and the energy entropy normalized feature vector
is used as the underlying input to the DBN model.

)e energy entropy represents the measure of uncer-
tainty [22]. It is defined as follows: if there is a system S
containing multiple events S� {E1, E2, . . ., En} inside, each
with a probability distribution P� {p1, p2, . . ., pn}, then the
information of each event itself is

Ie � − log2pi. (1)

)e sum of the information entropy of all events in the
whole system is the energy entropy, expressed as

Es � 
i�1

piIe. (2)

After the wavelet transform of the vibration signal, a total
of 2K nodes are reconstructed, and the energy entropy of
each node is calculated to obtain a feature vector composed
of 2K elements. )e energy entropy function is expressed as

E uK(  � − 
J

uKlog uK( . (3)

)e resulting energy entropy is normalized to [0, 1]. )e
energy entropy normalized eigenvector of the decomposed
reconstructed signal is obtained as follows:

E uJ ∗ �
E uJ  − E uJ min

E uJ max − E uJ min

. (4)

3.3. Improving Information Fusion with D-S Evidence2eory.
Dempster–Shafer (D-S) evidence theory is a kind of un-
certainty inference, which effectively solves the influence of
incomplete and uncertain information and other factors on
the inference results by describing the uncertainty of the
state of each part of the system from different perspectives
and generalizing and estimating its probability. However,
when the conflict between the evidence is severe, the tra-
ditional D-S theory information fusion accuracy is not
satisfactory [23, 24]. To solve the fusion problem of high
conflicting evidence, this paper uses the improved D-S
evidence theory to complete the fusion of information to
improve the identification accuracy of the fault model.

)e inner vector product is added to the modification of
the evidence combination rule. For any set of evidence,
represented by a space vector, the average of each evidence
vector is obtained by extending the evidence vector w to the
n dimension as

w �
w1 + w2 + · · · wn

n
. (5)

)e distance between each evidence vector and the
average evidence vector is

DM � c1, c2, . . . cn ,

ci �

�
2

√

2
c wi, w( .

(6)

)e similarity measure Swi � 1 − ci between two evi-
dence vectors, i.e., the support of each evidence to evidence i,
is calculated to represent the support of each evidence to
evidence Sup(wi). )en, the weight Crd(wi) of evidence wi is

Crd wi(  �
Sup wi( 


n
i�1 Sup wi( 

. (7)
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Figure 4: Wavelet transform flow and decomposition process.
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By assigning a weighted average to the basic probabilities
of each piece of evidence and then fusing the data, we can
effectively solve the problem of conflicting evidence and
further improve the accuracy of the fusion results.

4. Fault Diagnosis Model Based on DBN Joint
Improved C-S Information Fusion

)e DBN-based industrial robot fault diagnosis model is
shown in Figure 5. )e diagnosis model mainly contains the
feature extraction part, DBN part, information fusion part,
etc. Firstly, the vibration signal of the industrial robot joint is
collected by the acceleration sensor. )e wavelet packet
transform is used to filter and reduce the signal’s noise to
avoid the deviation of the signal caused by the motion
frequency and resonance frequency. )e energy entropy
normalized feature vector of the vibration signal is estab-
lished using the information energy entropy theory. Sec-
ondly, the energy entropy normalized feature vector is
divided into the training and test sets. )e basic parameters
of the DBN model are fine-tuned by unsupervised forward
training and reverse supervised fine-tuning.)e DBNmodel
is constructed in this way. )e output layer of the DBN
model is used as the fault evidence for the evidence conflict
factor analysis to check whether there is high conflict evi-
dence, and the corresponding combination rules and de-
cision rules are selected accordingly to realize the
information fusion and complete the robot fault diagnosis.

5. Experimental Validation

5.1.FaultDataset. )eproposedmethod is used to construct
a DBN classification model, and experiments are conducted
to verify the effectiveness of the proposed method by ac-
quiring vibration signals from the joint bearings of industrial
robots. )e experiments are shown on the Anaconda de-
velopment platform running on the Windows 10 system as
the base environment.)e DBN deep learning model is built
based on the Google deep learning framework TensorFlow.

Taking the FANUC Robot M-710C industrial robot as an
example, set artificial fault on its joint bearing with f� 12.5KHz
frequency to collect collaborative vibration data. )e data are
divided according to the location and degree of the spot. Seven
data types are obtained, including normal conditions and 350
sampled data points in each vibration cycle. )erefore, the
original data of 7 categories are divided into 840 samples
according to the window size, moving step of 1050 data points,
and window moving step of 1050 data points to obtain the
subseries sample space R840×1050, and each sample in the space
is decomposed to calculate the time-frequency characteristics
of each component to form a feature vector. According to the
different fault categories corresponding to each feature vector,
the category calibration is performed individually.)e training
and test sets are divided according to the ratio of 7 : 3. Table 1
shows the industrial robot joint bearings’ fault data and cat-
egory labels.

In the experiment, wavelet transform is used to reduce
the noise of all data signals. )en, the energy entropy
normalized feature vector and fusion features of the signals

are calculated. )e features’ characteristics are analyzed, and
finally, the different feature sets are input to the DBN-CS
model for verification. )en, the fault diagnosis of industrial
robot joint bearings is completed.

5.2. Experimental Results. Parameter setting of industrial
robot fault diagnosis model is as follows: DBN network
structure 128-100-36-7, network forward training is set to
100 times, and reverse optimization is set to 1000 times. )e
learning rate ε� 0.05, the momentumm� 0.6, the maximum
number of iterations of the network is 50, and the training
batch size is 100.)en, 180 rounds of training are carried out
on the model using the training set, and the test set is used to
verify the model's accuracy. )e accuracy change curves of
different sample sets are shown in Figure 6.

As shown in Figure 6, the accuracy rate increases with
training rounds and stabilizes when the number of training
rounds reaches 95. If we continue to train the data, it will not
only not improve the accuracy significantly but also increase
the computational time cost and even lead to the occurrence
of overfitting. )erefore, the DBN model was tested after 95
rounds using the test set data, and the prediction results were
compared with the actual category. Figure 7 shows the
comparison between the predicted results and the actual
categories.

In Figure 7, if the category labels obtained by the clas-
sification model overlap with the corresponding actual
category labels, the classification result is correct; otherwise,
it means that the classification fails. Of the 252 test samples, 5
were misclassified (points offset in Figure 7). Among them,
one fault-free state was misclassified as outer ring light fault,
two external ring light faults were misclassified as outer ring
medium faults, one outer ring serious fault was misclassified
as outer ring medium faults, and one inner ring medium
fault was misclassified as internal ring light faults. To
quantitatively analyze the accuracy of different fault clas-
sifications, the confusion matrix is used to represent the
classification results of DBN on the test set, and the test
statistics are shown in Table 2. )e rows and columns in the
table indicate the actual fault type and the diagnosed fault
type, respectively.

To verify the stability and adaptability of the diagnostic
model in the paper, the model is trained ten times with the
same parameters, and the data are selected from the dataset
without repetition as the training set and the test set in a
randomway to test the detection accuracy of the fault diagnosis
model. )e classification results are shown in Figure 8.

As can be seen from Figure 8, the diagnostic accuracy of
the training set varies smoothly, with an average accuracy of
99.12%; the accuracy of the test set is lower than that of the
training set, but the average accuracy still reaches 97.96%,
which shows that the model designed in the paper has a high
fault diagnosis rate and good stability. It is suitable for the
diagnosis of joint bearings in multi-state coexistence.

5.3. Performance Comparison of Different Diagnostic Models.
To make the industrial robot fault diagnosis models
designed in this paper comparable, different fault

Computational Intelligence and Neuroscience 5



Table 1: Joint bearing data and category labels.

Fault location Degree of failure Depth of failure (inch) Training set samples Training set samples Failure tags
Fault-free No 0 84 36 0

Outer ring
Minor 0.004 84 36 1

Moderate 0.008 84 36 2
Severe 0.012 84 36 3

Inner ring
Minor 0.004 84 36 4

Moderate 0.008 84 36 5
Severe 0.012 84 36 6

Joint bearings Vibration
signals

Wavelet transform

Normalized Eigenvectors

Sample Data

Training set

Initialize network parameters

Pre-training

So�max classification

Test set

DBN Model

Improving information
fusion for C-S evidence

theory

Output fault type

Label
Information

DBN model training DBN Model Testing

Feature
Extraction

Reverse
fine-tuning

Figure 5: Industrial robot fault diagnosis model.
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Figure 6: Accuracy variation curves of different sample sets.
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diagnosis models are constructed for testing with the same
standard data, and the accuracy on the final test set is used
as the evaluation criterion for model performance to
verify the performance of the models in the paper. )e
fault diagnosis domain models involved are standard
DBN, VMD+ BPNN, VMD+ SVM, EMD+DBN, and
EMD+ SVM models. )e performance comparison re-
sults are shown in Table 3.

As can be seen from Table 3, compared with other al-
gorithmic models, the diagnostic accuracy of the model
designed in this paper is higher, and the standard deviation
of the model is lower. Although the running time increases
compared with VMD+ SVM and EMD+SVM models, the
increase is lower. It can better balance the relationship
between diagnostic accuracy and real time to complete the
fault diagnosis in complex fault states.

Table 2: Diagnostic accuracy of different faults.

Failure tags 0 1 2 3 4 5 6 Accuracy (%) Average accuracy (%)
0 35 1 0 0 0 0 0 97.22

98.01

1 0 34 2 0 0 0 0 94.44
2 0 0 36 0 0 0 0 100
3 0 0 1 35 0 0 0 97.22
4 0 0 0 0 36 0 0 100
5 0 0 0 0 1 35 0 97.22
6 0 0 0 0 0 0 36 100
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Figure 8: Accuracy of the experiment.
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6. Conclusion

Taking industrial robot joint bearings as the research object,
the problems of the current fault diagnosis methods are
investigated by combining modern signal processing
methods and deep learning theory. )e accuracy rate is low
when fault diagnosis is performed by the DBN alone, and it
cannot meet real-time demand. )erefore, information
fusion technology is combined to improve the performance
of the fault diagnosis model to ensure the stability of the
model and the accuracy of the diagnosis results. )e ex-
perimental results show that the fault diagnosis accuracy of
our method is higher than that of the traditional method and
the average accuracy of the test set reaches 97.96%. )e
information fusion method with improved D-S evidence
theory can effectively solve the evidence conflict problem
and further improve the accuracy of the fusion results,
suitable for handling the diagnosis of robot joint bearings
under multiple fault states.
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Recognition of activities in the video is an important field in computer vision. Many successful works have been done on activity
recognition and they achieved acceptable results in recent years. However, their training is completely static, meaning that all
classes are taught to the system in one training step. *e system is only able to recognize the equivalent classes. *e main
disadvantage of this type of training is that if new classes need to be taught to the system, the systemmust be retrained from scratch
and all classes retaught to the system. *is specification has many challenges, such as storing and retaining data and respending
training costs. We propose an approach for training the action recognition system in video data which can teach new classes to the
system without the need for previous data. We will provide an incremental learning algorithm for class recognition tasks in video
data. Two different approaches are combined to prevent catastrophic forgetting in the proposed algorithm. In the proposed
incremental learning algorithm, two approaches are introduced and used to maintain network information in combination.*ese
two approaches are network sharing and network knowledge distillation. We introduce a neural network architecture for action
recognition to understand and represent the video data.We propose the distillation of network knowledge at the classification and
feature level, which can be divided into spatial and temporal parts at the feature level. We also suggest initializing new classifiers
using previous classifiers. *e proposed algorithm is evaluated on the USCF101, HMDB51, and Kinetics-400 datasets. We will
consider various factors such as the amount of distillation knowledge, the number of new classes and the incremental learnings
stages, and their impact on the final recognition system. Finally, we will show that the proposed algorithm can teach new classes to
the recognition system without forgetting the previous classes and does not need the previous data or exemplar data.

1. Introduction

Recognition of human activity in the video has many ap-
plications, such as human interaction with computers,
surveillance systems, and monitoring of human behavior in
industrial environments. Approaches based on deep
learning have reported excellent results in recognizing ac-
tivity, especially human activity. But using these methods in
real and dynamic environments such as urban space,
wildlife, and industrial environments faces challenges. Be-
cause it is always possible to see new activities that the
existing recognition system has not already seen, in this case,
there is a need to update the system constantly.

Deep learning has significant achievements in terms of
recognition and classification [1–3], but it also has some

constraints. Training a model with a deep learning approach
requires many annotated data and computational resources
due to its increasing depth and complexity. Most successful
methods restrict the batch setting: data are provided before
training; hence, optimizing metaparameters and model se-
lection is usually based on a complete dataset. Also, the
training can rely on the assumption that the data and its
underlying structure are static. But this is contrary to real-
world scenarios. In the actual situation, training data is not
available for all classes initially, and the number and nature
of classes are not necessarily clear. A classification system in
real environments should learn new classes incrementally
when their training data becomes available and, of course,
does not undermine the recognition of previous ones. But
the main problem is that training a neural structure using
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only new classes’ data leads to forgetting previous classes,
called catastrophic forgetting.

On the other hand, training a system from scratch to
learn new classes faces challenges, including the high cost of
training, storing previous class data for future training, and
perhaps privacy restrictions for maintaining some data. So,
as computer vision moves closer towards artificial intelli-
gence, more flexible approaches are needed to handle the
large-scale and dynamic situation more felt. *e purpose of
this work is to learn new categories to model without the
need for previous data and without reducing the model’s
performance about previous classes, known as class-incre-
mental learning in literature.

*is paper provides a class-incremental learning
method for recognizing human action in video data. *e
base model is an RNN-based deep neural structure, given
the achievements of deep learning in classification, that
should learn human action classes in video data. Class-
incremental learning for RNN-based deep structures has
rarely been done. *e proposed method combines two
common approaches in incremental learning (network
sharing and network knowledge distillation). Using the
proposed algorithm, we will show that new classes can be
taught to a human action recognition system without data
from previous classes. Of course, the system’s overall
performance will not be greatly impaired. We propose the
distillation of network knowledge in two levels of clas-
sification and feature. *e feature section can be
decomposed into two sections of distillation of temporal
and spatial features. We also proposed using Temporal
Segment LSTM (TS-LSTM) for the temporal represen-
tation of the video instead of the usual use of LSTM. *is
technique helps to better temporally represent the video
and improve the recognition system’s performance. *e
proposed method will give comparable results to exem-
plar-based methods without the use of exemplar data.
Meanwhile, in the Related Works section, we show that
the class-incremental learning of action recognition in
video is rarely done without the exemplars. We evaluate
the proposed algorithm and compare it with other
methods based on exemplar data, and we show that the
proposed method has performed better. Under similar
conditions, the recognition accuracy has improved by
almost 8% and 6.5% compared to the existing methods on
the UCF101 and HMDB51 datasets.

*e innovation of this work is in three cases: first,
network distillation at classification and feature levels, where
distillation at the feature level is done separately for spatial
and temporal features, second, providing class-incremental
learning in video data without storing data or exemplars, and
third, initializing new classifiers using previous classifiers to
learn new classes faster and better. Also, our base model is an
RNN-based structure, and other existing methods are not
effective for these structures.

In the rest of the paper, we review some related works in
Section 2. *e proposed algorithm is presented in Section 3.
We present the experimental results and evaluations in
Section 4, discuss results in Section 5, and conclude the
paper in Section 6.

2. Related Works

2.1. Incremental Learning on Video Data.
Class-incremental learning means that a classifier archi-
tecture can accommodate new classes at any time during the
training process without requiring access to all training data
seen so far. *e minor works in incremental learning in
video data are almost related to domain-incremental
learning [4]. Class-incremental learning to recognize human
action in video data is suggested using a recursive-tree
structure [5], which adds one class to the tree as each new
class’s data is added.

In deep learning, very little work has been done on class-
incremental learning in video data, especially on action
recognition in video. *e adaptive RNN tree is proposed for
large-scale action recognition, adapted to new classes by
augmenting an existing model [5]. *e ODN (Open Deep
Network) [6] detects new categories by applying a multiclass
triplet thresholding method and dynamically reconstructs
the classification layer. It opens the deep network by con-
tinually adding predictors for new classes. *e weights of the
new classifiers are initialized from the average weights of the
previous classifiers. *e new model is fine-tuned using both
new and old samples. *e goal is to reduce the training
energy from scratch and still require previous data. A
temporally attentive knowledge distillation method is pre-
sented, which distills the network knowledge over the
network and intermediate layers and uses it to prevent
catastrophic forgetting [7]. Importance weights are esti-
mated during training, and knowledge is distilled from these
importance weights during incremental learning. *is
method also uses the storage of exemplar data for use in
incremental learning. To improve the performance of in-
cremental learning based on network distillation, the spatial-
temporal feature decomposition into two parts, spatial and
temporal features, is presented [8]. A dual granularity ex-
emplar selection method is proposed to select exemplar data
from previous classes for use in incremental learning [8].

As mentioned, little work has been done on incremental
learning in video data.*e exemplar data storage of previous
classes is also usually used. On the other hand, the deep
structures used for classification tasks in a single image are
similar to video classification’s deep systems. *erefore,
catastrophic forgetting is a common phenomenon in the
image and video domains. So, reviewing incremental
learning in single images can give us a better insight into this
issue.

2.2. Incremental Learning on Image Data. Mensink et al. [9]
showed that the nearest class mean (NCM) classifier could
do so. NCM represents each class by the average feature
vector of all examples observed for the class so far. NCM has
performed well for incremental learning and is more robust
than other standard parametric classifiers [9–11]. *e
prototype-based classification idea of NCM was adapted for
incremental classifier and representation learning (iCaRL)
[12] where the average vector is computed only over a
specifically chosen subset of all examples. *e dilemma of
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prototype-based methods deals with complex classification
problems, where the number of classes increases and their
nature becomes more complicated.

*e recent success of deep neural networks can be
mainly attributed to their suitable data representation
[13–16]. *e main problem in learning representation in the
incremental learning mode is catastrophic forgetting, in-
troduced by McCloskey and Cohen in 1989 [17]. Training a
neural network with new data causes the previous data to be
forgotten. Inspired by the idea of transfer learning [18], the
previous model’s knowledge can assist in learning new re-
lated classes. It has been shown that the features extracted in
the lower layers of CNNs are general, which can be used in
various domains, similar to Gabor filters and edge or corner
detectors [19]. In contrast, the extracted features from the
end layers are more abstract and specific for a class. *is
feature of CNNs is the basis of the transfer learning and
partial sharing approach for incremental learning [20].

Much of what has been done recently for incremental
learning in neural networks is based on the freeze/growth
scenario [20–22]. Splitting the base network into various
subnetworks and creating a tree structure are proposed to
incrementally learn the new classes [23, 24]. An adaptive
hierarchical network composed of DCNNs is proposed for
incremental learning that grows and learns as new data
becomes available [25]. In [26], the Bayesian transfer
learning algorithm is proposed to avoid retraining the whole
model from scratch. Selecting a portion of the initial ex-
emplar data and storing it for training new classes are also
provided to prevent catastrophic forgetfulness [12, 27, 28].
*is scenario requires additional resources to store exemplar
data. Using the generative adversarial networks (GANs) to
create fake data is proposed [29, 30]. *is approach elimi-
nates the need for additional resources to store data but leads
to additional training GANs. A method based on bias
correction is proposed to solve the educational data
unbalancing issue [31].

Network knowledge distillation has been used to re-
construct previous classes’ features and train new classes to
solve the catastrophic forgetting problem [32, 33]. In [32],
the input is given to the previous model to extract the
previous classes’ information in the input image. *e model
responses to inputs are used as the ground truth for old
classes during training the new classes to the system [14].
Castro et al. [34] proposed that, to train the new class, use
network knowledge distillation to calculate the output of
prior categories and generate a set of logits. *ese logits are
then used to calculate the loss in training new classes to force
the network to retain information from previous classes. An
attentive feature distillation approach was proposed to distill
necessary knowledge using both top-down and bottom-up
attention for incremental learning object detection [35].
Incremental learning in the semantic segmentation of ob-
jects is also proposed with the same approach [36]. *is
approach is also used for incrementally object detection
tasks [37] to train the class of new objects.

A review of related work suggests that if the main goal is
to classify with one output class for each input, the ap-
propriate approach is network sharing or storing and

reproducing some of the data from previous classes
[12, 20–24, 27–30]. For tasks with multiple outputs per
input, such as multiple object detection, the use of network
knowledge distillation may be a good approach, given the
possibility of having information about multiple classes in a
single input [35–37].

3. Proposed Approach

*e purpose of this work is class-incremental learning for
action recognition in video. A review of related work showed
that the appropriate approach for class-incremental learning
in single-output tasks is network sharing or storing and
reproducing some of the data from previous classes
[12, 20–24, 27–30]. *e network distillation approach is
more suitable for tasks where the input includes multiple
classes, such as multiple object detection and multiclass
segmentation. *e new class data may consist of parts of
some previous classes in these cases. So, the distillation
network distills the information about those classes, which
helps preserve previous network information in new
training. However, these conclusions are for single-image
data and may not be entirely valid for video data.

Our work is to recognize the action in the video, which is
a single-class classification task. A specific actionmay consist
of several subactions, some of which may be present in other
activities. *e way action recognition algorithms work in
video is usually that first low- and high-level features are
extracted from video frames (usually by a CNN). Recursive
structures represent the temporal dependence of these
features, and, finally, the classification is based on this
representation. *e extracted features in the first step are
abstract visual features, and, due to a large number of frames
in the inputs, the feature extraction module becomes gen-
eral. In other words, the feature extraction module obtained
from the training of the early classes also can extract the
appropriate features from the data of the new classes.
*erefore, the network sharing technique can be used for
incremental learning in this work.

As mentioned, an action consists of its various com-
ponents, including various subactions and abstract prop-
erties. *e feature extraction module obtains abstract
features in the first step. Subactions and their combinations
are calculated to represent the action by recurrent structures
in the second step. A new action may contain components
that already exist in previous classes. *erefore, if a new
action class data is applied to the model, the recurrent
section may also represent different components of previous
actions. In this case, the previous network information can
be distilled using network distillation. *us, although this is
a one-class classification task, the network distillation ap-
proach can also be used for class-incremental learning.

3.1. Class-Incremental Learning. Our main goal in this work
is to apply class-incremental learning to recognize the action
in the video. Our proposed algorithm combines two ap-
proaches: network sharing and network distillation. After
training the basic model with the data of some classes, it is
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assumed that the feature extraction section (CNN) can
extract appropriate properties of other classes.*erefore, the
feature extraction module is fixed (frozen) for subsequent
training efforts. *is trick implements the concept of net-
work sharing.

Distillation of network knowledge is the extraction of
information learned from the network and applying this
information to the network during incremental learning to
prevent forgetfulness. In fact, the previously taught model as
a teacher controls training the new model (student) not to
forget the previous information. *e teacher model is not
updated during incremental learning. Distillation of net-
work knowledge can be applied at the classification level
(probabilities generated by the classification layer) or at the
feature level (feature maps obtained in the middle layers). In
a simple knowledge distillation algorithm, only the output of
the classification layer is used to extract network knowledge
and remind it in incremental training. In this case, the
student network tries to preserve past information by
reproducing the values generated by the teacher model. *e
last layer classifiers generate a probability for each class for
each video input. Before new training, these probabilities are
first calculated for the new class input, and, during the new
classes training, the previous classifiers are forced to re-
produce the previous probabilities. *erefore, when training
the student model to train the new classifiers, the previous
classifiers retain previous knowledge by being forced to
reproduce their corresponding values in the teacher model.
*e task of preventing the forgetting of past knowledge in
these circumstances is the sole responsibility of the classi-
fication layer.

But the information recorded in the network is available
throughout the network. By extracting this information and
reminding it to the network, it is possible to help preserve the
network knowledge in new learning [7, 8]. In this situation,
the teacher model controls the training of the student model
throughout the model, not just in the classification portion.
*e feature maps obtained from the middle layers in 3D
neural structures for video representation form a tensor with
T×H×W dimensions. *is tensor contains spatiotemporal
information obtained from video, including spatial infor-
mation in dimensionsH andW and temporal information in
dimension T [8]. Separating spatial information and tem-
poral information and distilling them has been shown to
help improve incremental learning performance [8]. Pooling
in temporal and spatial dimensions must be performed to
decompose the tensor containing spatiotemporal informa-
tion into spatial and temporal parts, respectively.

In our case, the model used to recognize action from the
video is an RNN-based deep structure described in Section
3.2. In this type of structure, spatial features are first
extracted at the frame level, and then temporal relations are
represented by a recurrent part. Figure 1 shows this process.
*erefore, spatial information is available separately from
temporal information at the end of the first section (con-
volutional feature extraction module in Figure 1). Temporal
representation is also available at the output of the recurrent
part (LSTM module in Figure 1). *erefore, no process is
required to parse spatial and temporal information.

According to the above, the network knowledge distil-
lation technique is used to apply incremental learning by
controlling the training of the student model by the teacher
model. *is control is applied at three levels: classification
layer, spatial features, and temporal features. Figure 2 shows
this control. *erefore, the knowledge of the network is
distilled at three levels of classification, spatial characteris-
tics, and temporal characteristics.
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*e technique of distillation network knowledge and
applying it during incremental learning is done by calcu-
lating the loss function and backpropagating it. *e base
network is trained using the common cross-entropy clas-
sification loss function (Lcl). *e loss function in the in-
cremental learning phase (Linc) consists of two parts, one
part related to classification and the second part associated
with knowledge distillation. As for the base model training,
the first part is a cross-entropy loss function (Lcl) and the
second part is a distillation loss function (LD).

Linc � Lcl + cLD, (1)

where c is hyperparameter. *e cross-entropy loss (Lcl) is as
follows:

Lcl � −
1

Ns


Ns
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C

j�1
pij log qij, (2)

where pi is the grand truth for sample i and qi is a softmax
score of the logits of a classifier for sample i.Ns and C denote
the numbers of samples and classes, respectively. *e dis-
tillation loss function (LD) used to maintain previous
classes consists of two parts, classification and feature:

LD � LcD + ∝ LfD, (3)

where LcD and LfD are the classification distillation loss and
the feature distillation loss, respectively. *e classification
distillation loss is as follows:where pi and qi are the modified
versions of pi and qi, which are obtained by raising pi and qi

to the exponent 1/T, as described in [38], where T is the
distillation parameter. Distillation loss is calculated for all F
previous classes. Choosing T> 1 forces the network to learn
a more fine-grained separation between classes. *is pa-
rameter is set to 2 for all experiments. Feature distillation
loss can be calculated as fused spatiotemporal or separately
in two parts: spatial and temporal. Due to the superiority of
separate spatial and temporal distillation and separate access
to these two features, we use separate distillation. So the
feature distillation loss is formulated as follows:

LfD � LtfD + βLsfD, (5)

where LsfD and LtfD are the spatial and the temporal terms
of the feature distillation loss. *ese losses are calculated as
follows: the Euclidean distance between the features taken
from the base model and the model under training.
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2
, (6)

where fib and fin are the features obtained from the base
model and new model, respectively.

So, the overall loss function formed as follows:

Linc � Lcl + c LcD + ∝ LtfD + βLsfD  . (7)

*erefore, the proposed class-incremental learning al-
gorithm is as follows:

(i) A human activity recognition system is taught from
scratch to recognize the initial classes. *is trained
model is used as the teacher model for the next
training.

(ii) *e newmodel (student model) is created by sharing
the base model and adding classifiers for new classes.

(iii) *e feature extraction module of the base model,
except two last layers, freezes and is not updated
during incremental learning. *is work is derived
from network sharing approaches.

(iv) *e student model is taught using new class data
under the supervisor of the teacher model. During
this training, knowledge distillation is done by
supervising the teacher model by calculating the loss
function according to (7).

(v) *e new taught model will be used as the teacher
model for future training. In other words, the
subsequent incremental learnings are done from
step (ii) onwards.

We introduce an excellent neural structure for action
recognition in video data in the following.

3.2. Action Recognition System. An important feature of
video data is temporal information in the video that can
efficiently represent the video and identify the target class.

But what is the best way to exploit time information? Many
previous methods, which follow a two-stream ConvNets
[39], use optical flow images to take advantage of temporal
information in one of the processing streams [40–44]. In
these methods, visual appearance in spatial and temporal
flows and their relationship are not considered, which is one
of the essential components in activity recognition tasks.
*erefore, they will not perform well for these tasks.

*erefore, we can consider a three-stream structure that
the first and second streams process on RGB images, and the
third stream includes the processing of optical flow images.
*is three-stream structure was previously introduced for
action recognition in the video [45] and modified for verb
recognition through zero-shot learning on human-object
interaction (HOI) recognition [46]. We use this structure as
a base model to investigate the proposed class-incremental
learning algorithm. *e operation of this structure and each
of its three streams is described in full detail in [45]. We
briefly introduce it below. Each stream has three main
processing steps shown in Figure 1. *e processing flows of
the three streams are almost similar.

Patch-Based Representation. Activity-related areas are
first estimated in each RGB frame in this processing
path. *ese action patches are then used to extract the
convolutional properties of each frame. *e extracted
feature map is given to the LSTM block to represent the
temporal relationship. *e resulting output vectors are
aggregated to form the final representation vector for
estimating the action class.
Focal Representation. In this path, the activity-related
area is first estimated (like as first path), the other
regions are blurred, and a new RGB image is obtained.
*e convolutional properties are extracted from each
frame’s resulting image, and the process’s continuation
is the same as the first stream.
Motion Representation. Short-term information in a
video clip can be represented by optical flow. *e RNN
block can obtain long-term information. *erefore, the

New classes 
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Extract convolutional 
features of each frame

Video representing 
with LSTM

Aggregation 
&

Classification 

New classes 
data

Extract convolutional 
features of each frame

Video representing 
with LSTM

Aggregation 
&

Classification 

Teacher

Student

Figure 2: Control of student model training by teacher model at three levels of classification, temporal features, and spatial features. *e
teacher model is not updated during training the student model.

Input Frames
(RGB/Optical flow)

Extract convolutional 
features of each frame

Video representing 
with LSTM

feature 
aggregation

Figure 1: Block diagram of the process in each processing stream. At first, the convolutional features of each frame are extracted. *en, the
whole input video is represented by the LSTM block. Finally, the elements are aggregated.
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third path can represent motion with optical flow. *e
convolution properties of each frame are extracted
from the optical frame by a CNN network. *e next
steps are exactly like the other two streams.

*e long short-term memory (LSTM) module is used as
RNN to temporally represent the video. *e LSTM module
does the representation of the temporal relationship in the
video.*e extracted per frame CNN features are split into k-
frame chunks in each input video and fed to the LSTM
module. Each chunk fed to the LSTM module contains
feature maps extracted from F/k consecutive frames of input
video, where F is the total number of input frames and k is
chunks number. Next, the LSTM outputs are fed into a
densely connected feedforward neural network with a
Softmax output layer, giving each chunk the probability of
belonging to each C-action class. *ese probabilities are
added for all chunks of each video to predict the class. *e
direct use of LSTM to consider temporal information is only
similar to simple temporal pooling methods, such as mean
or max pooling, due to the limited temporal dynamics of
representing ConvNet-derived features [47]. It is shown that
the features obtained from the frames of a video have similar
representations [47]. Because a large portion of the video has
the same feature representations over time, RNNs cannot
learn the temporal information well. In the TS-LSTM
method [47], the input sequence is divided into several
temporal chunks, and their distinctive feature representa-
tions are learned. Each video is sampled into N frames and
divided into M chunks. *e features extracted from F input
frames are split into F/k chunks. Temporary pooling is
performed on each chunk, and then the pooled features of all
chunks are fed to the LSTM module to represent the entire
video.*e output of this module will be used for recognition
in the next dense layer. *e TS-LSTM module learns the
nonlinear feature combination and its segmental repre-
sentation over time.

We substitute this TS-LSTM technique for the primary
three-stream structure technique. *e direct technique uses
LSTM to represent each chunk typically, performs a rec-
ognition for each, and then sums the recognition results of
all the fragments. *e TS-LSTM technique, unlike the direct
technique, uses all the video space for recognition, which will
improve system performance. Due to the temporal pooling
in each chunk, the total computations for recognizing a
video are also reduced.

*e results of the three introduced streams are merged to
recognize the input video action class. *e integration is as
follows: A score is given to each class by a dense network in
each stream. *e total score of each class is calculated by
summation of its scores in three streams. *e class with the
highest score is the recognized action class.

3.3. Initialization of new Classifiers. Creating a new model
(student model) for incremental learning is done by sharing
the teacher model and adding new classifiers related to new
classes. *e initialization of the weights of these new clas-
sifiers is usually done randomly.*us, in the created student
model, the weights of the new classifiers are without any

initial training, while the previous classifiers are fully trained.
To solve this imbalance, initializing the weights of the new
classifiers with the previous weights can be helpful. *e use
of previous weighted averages to initialize new classifiers is
proposed to reduce the learning time in the continuous
training of categories for the open-set problems [6]. *is
work is not intended for class-incremental learning without
the previous data and only makes learning the new model
faster with more classes. Due to the nature of human action,
which can consist of several subactions, using the infor-
mation in the previous classifiers to initialize the new
classifiers makes it easier to train and converge them.

We use this trick to initialize the weights of the new
classifiers. Of course, we do not recommend the average of
all the weights of the previous classifiers. It is best to use the
average of the most similar classifiers for each new class. By
feeding the data of each new class to the teacher model, the
classifiers that produce the biggest probability for the input
data are likely to be the most similar classifiers to the new
class. *erefore, by estimating the most similar classifiers,
the new classifier weights are initialized with the average of
these weights as follows:

WN+1 �
1

M


M

i�1
Wi, (8)

whereM denotes theM similar classifiers. *e weights of the
new classifier are denoted by WN+1 and Wi denotes the
weights of previous classifiers (from the teacher model).

4. Results and Experiments

We present the results of our method in this section and
compare them with those of some other class-incremental
learning methods and the static training mode (training all
classes to the model in one stage). Our proposed algorithm
does not use exemplar data storage. At the time of doing this,
there was no other similar method for comparison.
*erefore the performance of the proposed method was
compared with those of incremental learning methods based
on exemplar data storage.

4.1. Datasets. For human action understanding in videos,
several appropriate datasets have been provided and pub-
lished, such as UCF101 [48], HMDB51 [49], and Kinetics-
400 [50]. We evaluated our method using the HMDB51,
UCF101, and Kinetics-400 datasets.

HMDB51 includes 51 action classes with 6766 videos
collected from various sources. *ere are three training/test
splits, like the setting in [45], and, in each evaluation stage,
the mean average accuracy is reported.

UCF101 consists of 101 action classes, 13k clips, and 27
hours of video data. *is dataset contains the user’s
uploaded videos, including camera motion and cluttered
background.*e videos of each category are grouped into 25
different groups based on some characteristics such as en-
vironments and camera movement. *e dataset is separated
into three training/test splits; in each split, 18 groups are
used for training and seven groups for testing.
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*e third dataset is Kinetics-400, a large-scale video
classification dataset containing 400 human action cate-
gories. Kinetics-400 is a YouTube-type video dataset that
provides 240k and 20k 10-second videos for training and
validation, respectively.

4.2. Implementation Details. *e recognizer system has
three streams: two spatial streams and one temporal stream.
*e two spatial CNN streams use an AlexNet architecture
pretrained on UCF sports. *e first stream inputs are the
estimated action patches, and the proposed focal repre-
sentation is fed for the second stream. For the 3rd stream as
motion representation, we used the CNN network like the
network architecture used by Wu et al. [31]. *is motion-
CNN is pretrained on the optical flow images of UCF sports.
*ere are many options for generating optical flow images.
*e two most common methods are Brox [51] and TV-L1
[52], in which TV-L1 performed slightly better based on the
evaluation in [47]. So, TV-L1 is used as input for the
temporal stream.

*e FC7 layer of three CNNs extracts a 4096-dimen-
sional feature vector for each input video frame. After
obtaining feature vectors for all F frames of the input video
in three CNNs, these feature vectors are used by the RNN
module for temporal representation. For the RNN module,
an LSTM block with 256 hidden units is used. Two FC layers,
respectively, with the number of neurons equal to 256 and
the number of action classes, are used as a classifier in each
stream.

For training the base model with initial classes, the
learning rates are initially set to 5 × 10−6 for two spatial
streams and 5 × 10−3 for temporal stream. *ese learning
rates are divided by 10 when the accuracy is saturated. *e
weight decay and momentum for all ConvNets are set to
1 × 10−4 and 0.9, respectively. *e batch sizes for all Con-
vNets are 8. *e LSTM module is trained with an Adam
optimizer and learning rate of 5 × 10−5.

*e size of the input images is 224 × 224 for all streams.
*e number of sampled frames in each video is N� 24, and
the number of temporal segments is selected as M� 6.

4.3. Experimental Results. In class-incremental learning
scenario, To evaluate the proposed method, we follow the
strategy used in [7]. First, the base model is trained with
initial classes, and then the other classes are incrementally
trained to model. For this purpose, all classes are sorted
randomly, 50% classes (51 classes for UCF101 and 26 classes
for HMDB51) are used to train the base model, and the
remaining classes are used for incremental learning. *e
remaining 50 classes of the UCF dataset are taught to the
model in 5 steps of 10 classes, ten steps of 5, and 25 steps of 2
in incremental learning. For the HMDB dataset, the
remaining 25 classes are taught to the model in 5 stages of 5
classes and 25 stages of 1 class in incremental learning.
Because the nature of the classes affects the result, these
experiments are performed three times with randomly or-
dered classes. *e model’s classification accuracy is

calculated on the seen classes in each step, and its average
value is calculated.

*e initialization of new classifiers is performed
according to (8) with M� 5. First, the five most similar
classifiers are calculated by calculating the teacher model’s
output on the new class’s data for each new class. *eir
average weights are calculated and set as the initial values of
the new classifier weights.

We test three scenarios for class-incremental learning
based on using distillation knowledge and how much net-
work sharing. *ese three scenarios are summarized in
Table 1. *e type of used distillation is depicted in the fourth
column where cD represents distillation at the classification
level and tfD and sfD represent distillation at the temporal
and spatial features, respectively.

We train the model with the first available classes in
experiments with the first scenario settings (3Stream-D).
*en, the feature extraction module and the LSTM block are
frozen, the classifiers corresponding to primary classes are
discarded, classifiers for new classes are added, and the
model is trained for new classes. During the training of new
classes, only the new classifiers are taught.*is experiment is
just a network-sharing technique, and there is no distillation.

For the second scenario, as in the first scenario, the base
model (teacher) is first trained for the primary classes. *e
student model is created by sharing the teacher model and
adding the new classifiers. In this scenario, during incre-
mental learning, the trained classifiers of the teacher model
are not discarded. ConvNets is frozen in all streams. *e
distillation type is only a classification distillation. In other
words, in (7), the alpha parameter is equal to 0.

*e third scenario is similar to the second scenario and
uses network knowledge distillation, except that, in this
scenario, the distillation loss is calculated by classification
and temporal features distillation. *is increases the control
of the teacher model on the student during incremental
learning. In this case, spatial distillation is not used, and β �

0∝ in (7), while ∝ > 0 is used.
Table 2 shows the class-incremental performance on

UCF and HMDB datasets and compares the above scenarios
with three other methods.*e TCD [7] is proposed for video
data, but UCIR [53] and PODNet are proposed for image
datasets that are evaluated for video in [7]. All these three
methods use exemplar data storage for incremental learning.
*e proposed algorithm does not use exemplar data. Still, for
better comparison with the compared methods, the per-
formance of the proposed method using exemplar data is
also tested and is reported in Table 2.

*e results of Table 2 show the efficiency of the proposed
algorithm. *e proposed algorithm has a much higher
performance than other methods if it uses exemplar data. If
exemplar data are not used, the proposed algorithm still
performs better or is similar to the compared methods. Of
course, part of this better performance is due to the structure
used, which in static learningmode is more accurate than the
compared methods. In other words, the accuracy of the used
model before applying incremental learning is better than
the compared models at the same time. However, Figure 3
shows that the rate of accuracy drop is acceptable by
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Table 1: *ree scenarios for class-incremental learning.

Freeze ConvNets Freeze LSTM Distillation type Update first classifiers
3Stream-D Yes Yes — No
3Stream+ cD Yes No cD Yes
3Stream+ cD+ tfD Yes No cD+ tfD Yes

Table 2: Class-incremental action recognition performance on UCF and HMDB datasets.

Methods Exemplar
UCF101 HMDB51

10× 5 stages 5×10 stages 2× 25 stages 5× 5 stages 1× 25 stages
UCIR [53] 5 74.31 70.42 63.22 44.90 37.04
PODNet [54] 5 73.26 71.58 70.28 44.32 38.76
TCD [7] 5 74.89 73.43 72.19 45.34 40.07
3Stream+ cD 5 80.65 78.33 76.84 52.35 45.63
3tream+ cD+ tfD 5 83.24 81.24 79.2 54.28 47.15
3Stream-D 0 69.34 64.32 59.86 45.23 —
3Stream+ cD 0 74.23 69.51 67.12 48.2 —
3tream+ cD+ tfD 0 77.05 74.12 72.07 50.75 —
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Figure 3: Accuracy chart in terms of incremental learning step.*e top row does not use exemplar data for the proposedmethod, but, in the
bottom row, the proposed method also uses exemplars. Compared methods use exemplar data in all cases. (a) 3Stream methods without
using exemplars and (b) 3Stream methods use exemplars.
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applying incremental learning despite not using the previous
sample data.*e curves in Figure 3 show that the final model
obtained by the proposed algorithm performs better than
other methods if the exemplar data are used. Also, if ex-
emplar data are not used, the performance of the final model
is acceptable compared to exemplar-based methods.

For the first scenario (3Stream-D), a large part of the
network (ConvNets and LSTM) is frozen. Just the param-
eters of classifiers are updated, so the network learning
capacity is reduced. Hence, the model’s accuracy on the new
classes is not very high. In the final model, the extractor
modules and the primary classifiers have not changed during
incremental learning, and the accuracy on the primary
classes has been high. Still, in the final model, the classifiers
related to the primary and secondary classes have not been
trained relative to each other. If the model with all classifiers
is considered, the error rate increases, and therefore the
overall accuracy is not very high.

For the second scenario (3Stream+ cD), the base model
is precisely the same as the first one.*e accuracy of the final
model on all classes is increased. *is improvement is be-
cause network knowledge distillation has been used, and
primary classifiers have been updated against new classes.
Updating the LSTM block probably reduces the model
accuracy on the initial classes after incremental learning.
Still, due to the distillation of network knowledge, this
performance reduction is not expected to be very large. Of
course, it should not be forgotten that this performance
improvement is in exchange for a slight increase in training
energy during incremental learning. However, the energy of
the error backpropagation in the recursive structures is
much less than that of the convolutional structures, and, due
to the freezing of the convolutional parts, the training energy
is much less than that of the static training. More control of
the teacher model over the training of the student model in
the third scenario (3Stream+ cD+ tfD) causes the previous
information to be less affected by the new information, and
the accuracy of the model decreases less.

4.3.1. Evaluation for Large Dataset. *e above tests and
evaluations were performed on the common UCF101 and
HMDB51 datasets. Still, these two datasets do not have a
large number of classes, and a larger dataset is needed to
conclude situations with a large number of classes. *e
Kinetics-400 dataset is a large dataset that contains 400
action classes. *e evaluation of the presented algorithm on
this dataset can be useful for examining conditions with a
large number of classes. However, since other methods have
not been evaluated on this dataset and their performance has
not been reported, we evaluate the results only with the
proposed method and the degree of the models’ accuracy
with incremental learning steps.

In this case, 300 classes have been randomly selected and
used to train the base (teacher) model. *e remaining 100
classes are taught in incremental learning in various steps to
the model. *e final models of incremental learning results
are also compared with the results of static training in which
all classes are taught in one step. *e experiments were

performed three times, and the average results were re-
ported. Table 3 shows the evaluation results of the proposed
method on this dataset.

*e important columns in Table 3 are the results of the
final models and their comparison with the base model and
the static mode training. *ese results show that the use of
knowledge distillation outperforms network sharing
methods. Also, the knowledge distillation from different
levels of the network reduces the attenuation of the model
and increases the final accuracy. Reducing system perfor-
mance is reasonable if the exemplar data are not used, but,
given the knowledge distillation, the accuracy of the final
model is not disappointing. Also, the results of Table 3 show
that the number of incremental learning stages and the
number of classes in each stage affect the performance of the
final model. In general, the fewer incremental learning stages
and the fewer new classes added to the model in fewer stages,
the better the performance of the final model.

4.3.2. Effect of Initialization. To initialize the new classifiers,
we propose using the average weights of the most similar old
classifiers. In this experiment, we evaluate the effect of this
technique on system performance with equal epochs in
training. We used the UCF101 dataset for this evaluation.
Table 4 shows the recognition accuracy of the final model.

*e results of Table 4 show that using the average weights
of the most similar classifiers to initialize the new classifiers
makes the final performance of the model better than the
random initialization mode in equal training epochs.

4.3.3. Spatial Features Distillation. In experiments per-
formed so far, we have not used distillation of spatial fea-
tures, and we have used distillation at the level of
classification and distillation of temporal features. Here we
also evaluate the impact of using spatial features on incre-
mental learning. *e exemplar data are not used in incre-
mental learning. *e results of recognition accuracy are
reported in Table 5.

As expected, the results of Table 5 show the positive effect
of spatial feature distillation on the system’s final perfor-
mance. Distillation of spatial features is applied only to the
first part (CNNs), and its training is separate from the rest of
the network. On the other hand, the spatial part of the
system includes the convolution structure, which is costly to
train. *erefore, it is not unjustifiable to put it aside by
accepting the slight decline in final accuracy.

5. Discussion

*is work’s primary goal is to train new classes to a rec-
ognizing system, provided that the system’s performance is
not impaired for the previous classes. We tested three dif-
ferent scenarios and compared them with some other
methods. Experiments and comparisons with other methods
have shown that adding distillation of network knowledge at
the feature level helps increase class-incremental learning
accuracy. Distillation of knowledge at the feature level at
both temporal and spatial feature levels increases
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recognition accuracy (see Table 5). In the absence of ex-
emplar data, our evaluations show that the proposed method
can still have results comparable to exemplar-based methods
(Tables 2–4).

We also investigated the effect of classifier initialization
and showed that using the most similar classifiers is helpful
for initialization (see Table 4).

Evaluation on large Kinetics-400 dataset showed that the
fewer incremental learning stages and the fewer new classes
added to the model in fewer stages, the better the perfor-
mance of the final model.Although more classes in incre-
mental learning lead to a greater decline in system accuracy,
several incremental learning also increase system decline.

Experiments have shown that distillation from different
model parts can help retain prior information during the
training of new classes and reduce the model performance
drop. Of course, this may increase the cost of training.
Comparing the proposed method with other methods that
use exemplar data, it has been observed that the proposed
method has a similar or even better performance without
using exemplar data.

6. Conclusion

In this research, we proposed an algorithm for class-in-
cremental learning to an action recognition system based on
deep learning that does not greatly impair the recognition
accuracy of previous classes by training new classes to the

system. *e importance of this work is reflected in the re-
duction of system retraining energy for all classes and the
lack of need tomaintain data from previous classes for future
training. In this research, a three-stream structure is used,
swhere each stream includes the feature extraction section, a
recurrent section, and classifiers. *e main idea in this work
is to maintain the network knowledge related to the previous
classes and also to use this knowledge in training new classes,
which helps the network not forget the previously learned
information. Extracting network knowledge and reminding
it to the model are done in different network parts and levels.

Our focus in this research is the distillation of network
knowledge, during which the network knowledge is
extracted using the training data of new classes. While
learning new classes, this extracted knowledge is used to
prevent the network from forgetting previous classes. Dis-
tillation of network knowledge is done at the level of clas-
sification and feature, which at the feature level can be
decomposed into two parts, spatial and temporal. We also
suggest that the average weights of the most similarly trained
classifiers be used instead of random values to initialize new
classifiers. We have shown that this low-cost work improves
system performance.

Other basic structures that perform better for incre-
mental learning for future work can be used. In this work,
the classes added in the incremental learning phase are from
the same dataset of classes used for initial training. Incre-
mentally learning classes from one dataset to a system taught

Table 4: Effect of initialization on class-incremental action recognition accuracy on UCF101 dataset.

Exemplar Methods
Random Similar classifiers mean

10× 5 stages 5×10 stages 10× 5 stages 5×10 stages
3Stream+ cD 5 70.14 67.23 71.32 68.86
3Stream+ cD+ tfD 5 75.31 72.7 76.47 73.76
3Stream-D 0 52.67 49.0 53.24 49.63
3Stream+ cD 0 61.45 57.36 62.56 58.5
3Stream+ cD+ tfD 0 65.27 62.64 66.84 63.74

Table 5: Effect of spatial features distillation on class-incremental action recognition accuracy. Only the accuracy of the final model has been
reported.

Methods UCF101 Kinetics-400 HMDB51
10× 5 stages 20× 5 stages 5× 5 stages

3Stream+ cD 62.56 56.86 36.43
3Stream+ cD+ tfD 66.84 61.42 40.26
3Stream+ cD+ tfD+ sfD 68.17 62.97 41.14

Table 3: Class-incremental action recognition performance on Kinetics-400 dataset. Mean-named columns show the average recognition
accuracy (%) of all incremental learning steps. *e other values report the recognition accuracy of one model.

Exemplar Base model
20× 5 stages 10×10 stages 5× 20 stages

Static mode
Methods Mean Final Mean Final Mean Final

3Stream+ cD 15 73.5 64.42 60.26 63.02 58.34 60.74 55.23 69.84
3Stream+ cD+ tfD 15 73.5 68.25 65.78 66.83 63.36 64.86 61.73 69.84
3Stream-D 0 73.5 55.3 46.32 52.26 43.54 48.73 39.6 69.84
3Stream+ cD 0 73.5 60.4 56.86 58.7 54.21 55.38 51.63 69.84
3Stream+ cD+ tfD 0 73.5 63.9 61.42 62.43 60.12 60.9 58.35 69.84
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with another dataset is a challenge that needs to be
addressed. Also, we intend to integrate this work with our
previous work in the field of zero-shot learning recognition
of human-object interaction (HOI) recognition [46].

Data Availability

*e datasets used to support the findings of this study are
included in the article [48–50].
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+e use of rail transits results in the generation of a large amount of carbon emissions. +roughout the life cycle of a rail transit
system, huge amounts of carbon are emitted, which contributes to the threat posed by carbon emission on the city ecosystem.
Despite the many methods previously proposed to quantify carbon emissions from rail transit systems, a method that can be
applied to measure carbon emissions of monorail systems is yet to be developed. We have used the life cycle assessment (LCA)
method to propose a method that can be used to quantify carbon emissions from monorail transits. +e life cycle of a monorail
transit system was divided into four stages (production, construction, use, and end-of-life). A monorail transit line segment in
Chongqing, China, was selected for a case study. +e results show that the “use” stage of the monorail transit line system
significantly increases (93.2%) carbon emissions, while the “end-of-life” stage does not contribute significantly to the total carbon
emitted. +e processes of generation of steal, concrete, and cement are the three leading processes that contribute to the emission
of carbon dioxide. +e percentages of carbon emitted during these processes are 32%, 29.6%, and 13.3%, respectively. Prestressed
concrete activity accounts for the largest proportion (91.1%) of the total carbon emissions. +e results presented herein can
potentially help in realizing sustainable development and developing green transportation.

1. Introduction

Global climate changes have aroused great concern
worldwide as they have seriously affected social sustain-
ability [1]. One important way to address the problem of
climate change is to reduce carbon emissions [2]. +e
transportation sector facilitates human travel and helps in
economic development. However, a large amount of energy
is consumed during transportation, resulting in substantial
carbon emissions. It has been reported that the trans-
portation sector accounts for 14% of total carbon emissions
worldwide [3]. Moreover, carbon emissions from the
transportation sector have increased by 29% from 1990 to
2009 [4].

+emonorail system uses a single rail instead of two rails
as used in traditional rail systems during operation [5]. +e
monorail systems are low-noise systems that are safe to use.
+ey are characterized by good climbing ability and small

turning radii [6, 7]. At present, monorails are in operation in
many countries worldwide, such as Japan, Germany, and the
United States of America. Egypt, +ailand, Brazil, China,
and a few other countries are actively building their
monorail systems. +is provides a glimpse into the great
potential for further advances of monorail transits in the
future. Huge quantities of raw materials (such as cement,
concrete, and steel) are required for the efficient develop-
ment of infrastructure required to build the monorail sys-
tems. +e production of these raw materials is often
accompanied by an enormous amount of carbon emissions.
As large-scale construction of monorail systems will be
realized in the near future, it is necessary to quantify carbon
emissions to realize sustainable development.

Life cycle assessment (LCA) is a method of assessing the
impacts exerted by products on the environment during
their lifetime [8]. In general, process-based LCA consists of
four steps: (1) goal and scope definition, (2) inventory
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analysis, (3) environmental impact assessment, and (4) in-
terpretation [8]. +e LCA method has been widely used to
evaluate the environmental performance of rail transits in
recent years (Table 1).

Table 1 presents the data and research contexts of 25 se-
lected works in which LCA was applied to research into
transport systems. Among these 25 selected studies, 12 articles
focused on HSR systems, 9 on metro or subways, and 6 on
railways. Results obtained by studying light rail transits (LRTs)
were reported in two papers. To the best of our knowledge,
there are no reports on the carbon emissions from monorail
transit systems. It has also been observed that the life cycle has
been described and categorized differently by different research
groups. Researchers chose the length of the life cycle based on
the characteristics of the system. +e results obtained in dif-
ferent cases were different. Researchers analyzed databases
from their own country or nearby countries tomatch their local
situation. For example, CLCD is generally used as the database
for Chinese research. +e object of research considered in this
paper is amonorail transit in Chongqing, China. Hence, CLCD
was selected as the database.

Table 1 demonstrates that LCA can provide a systematic
framework to evaluate the life cycle environmental impacts
of various rail transit systems. However, there are some
research gaps:

(1) To date, researchers have widely focused on metro
and HSR. To the best of our knowledge, carbon
emission has not been quantified from the per-
spective of the whole life cycle for the case of
monorail transit.

(2) Researchers have widely studied the four stages of
rail transit systems (i.e., production, construction,
use, and end-of-life), but a detailed study on the
carbon emissions caused by materials production
and construction works in the maintenance stage of
the rail transit systems has not been conducted.

+e aim of the present work is to quantify carbon
emissions attributable to monorail transit systems using an
LCA approach, with a monorail transit line in Chongqing,
China, as a case study. +e research work here is organized
in four sections. Section 1 provides a brief introduction to
the Chongqing monorail line 2 in China. Section 2 briefly
introduces the methodologies of the LCA calculation. In
Section 3, the case study for calculating the carbon emissions
during the four stages of a monorail transit line in
Chongqing is presented; the calculation results are inter-
preted; the observations are discussed; the uncertainty
analysis and sensitivity analysis are conducted; recom-
mendations are given. In section 4, the conclusions are
derived and a summary of the key findings are presented.
+e results presented are expected to serve as a source of
information and data that can be used to conduct LCAs in
the future.

2. Materials and Methods

+is study is based on a process-based LCA method. +e
different steps involved in the execution of the LCA method

are defined in ISO 14040 [8]: goal and scope definition, life
cycle inventory analysis, environment impact analysis, and
interpretation. +e results obtained following the LCA
method reveal the potential environmental impacts of the
monorail system (from cradle to grave). +e methodology is
shown in Figure 1.

2.1. Goal and Scope: Definition. +e goal of this study is to
assess the carbon emissions of a monorail transit line seg-
ment during the whole life cycle of its operation. +e system
boundary of the monorail transit was defined based on the
guidelines presented in the EN 15978 standard [34]. Spe-
cifically, the process is divided into the production (asso-
ciated with the extraction and upstream production,
transport to a factory, and manufacturing processes), con-
struction (associated with the processes of transportation to
the working site and installation), use (associated with the
use, maintenance, repair, and replacement of the system and
the usage of operational energy), and end-of-life (associated
with the processes of demolition, material transport, waste
processing, and disposal) stages. +e basic assumptions
made have been presented:

(1) +e life cycle length of the system is 50 years. +e
lifespan is the same as the lifespan assumed in
previous works on a Chinese subway [22] and a light
rail case [33].

(2) Vehicles were absent from the system, and this could
be attributed to the lack of data. Studies have been
previously conducted under similar situations, and
the results have been reported [17, 19–22, 26–31].

(3) All the wastes are landfilled, and carbon emissions
caused by waste transportation during the process of
waste processing and waste disposal are primarily
considered.

(4) Operational energy consumption remains the same
every year (this assumption helps simplify the
calculations).

(5) All the materials are locally available, and the
transportation distance is 50 km.

+e detailed system boundary is illustrated in Figure 2.

2.2. InventoryAnalysis. +e second step in LCA involves the
process of inventory analysis. In this step, information on
carbon emission factors associated with different materials
and resource (material and energy) consumption at all stages
is collected.

2.2.1. Carbon Emission Factors. We chose data presented in
the Chinese Core Life Cycle Database (the most authori-
tative database for LCA in China) [35] to conduct our re-
search to effectively reflect the Chinese conditions. +e
baseline emission factors of China’s regional power grid
(from 2011 to 2017) in Chongqing were obtained based on
the data from the Ministry of Ecology and Environment of
the People’s Republic of China [36].
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Table 1: LCA and its application in the field of transport.

Reference Country,
region Type of rail Lifespan

(years) Function unit Data Life cycle stages

[9] USA
Railway, RTS,
subway, and

HSR
Varying PMTand VMT Sectors and literature

Vehicle (manufacture, operation,
maintenance, insurance);

infrastructure (construction,
operation, maintenance); fuel

consumption

[10] USA
Railway,

metro, CR,
and LRT

— PKT Literature

Train manufacturing, train
maintenance, station construction,

track construction, station operation,
station maintenance, electricity

generation supply chains

[11] USA,
California HSR — PKT SimaPro Vehicle, station, energy production

[12] USA,
California HSR 20 PKT Literature Vehicle, infrastructure, energy

production

[13] Turkey HSR and
railway 40 PKM SimaPro 7.3.3

Infrastructure (production of
electrical energy, construction of

lines, maintenance of lines, operation
of lines, waste disposal); operation
(production of electrical energy,
production of train vehicles,
maintenance of train vehicles,

operation of train vehicles, waste
disposal)

[14] Italy, Rome Metro 30 VKT Operators and GaBi Material acquisition, manufacturing,
use, and end-of-life

[15] China HSR 20 SKM

Chinese Core Life
Cycle Database
(CLCD) and
ecoinvent

Vehicle operation, vehicle
manufacturing/maintenance/

disposal, infrastructure construction

[16] USA, New
Jersey Commuter — 1 mile Literature Material manufacturing

[17] Brazil, Rio
de Janeiro Metro 60 IPCC 2006

Infrastructure construction, train
manufacture, maintenance,

infrastructure operation, and train
operation

[18] Portugal HSR 35 PKT SimaPro and
ecoinvent Material, manufacturing, use, disposal

[19] Austria,
Vienna Subway 100 PKT Biding documents

and GEMIS 4.5
Infrastructure construction,
infrastructure operation

[20] Spain,
Bueno HSR 60 PKM/year,

TKM/year Literature
Infrastructure construction,
infrastructure maintenance,

operation, 60 years

[21] Canada,
Toronto Subway 8 (construction

time) Year Literature,
construction data

Infrastructure construction,
operation

[22] China,
Shanghai Metro 50 1 km Observed data

Materials production, materials
transportation, on-site construction,
operation, and maintenance, 50 years,

1 km, PKT, VKT

[23] India,
Mumbai Railway 25 PKT, VKT Department data

Manufacturing, maintenance and
operation, infrastructure

construction, infrastructure
maintenance

[24]
State of
Qatar,
Doha

Metro — 1000 PKT Company data and
GaBi 6.0

Train operations, train stations
operation

[25] Turkey Railway — TKM SimaPro and
ecoinvent
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2.2.2. Materials and Energy. Data on material consumption
is obtained from construction files, which contain infor-
mation on the types and quantities of materials used. +e

Budgetary Norm of Highway Project (JTGT_3832-2018)
[37] is studied to determine the machine-teams involved in
the different working activities occurring in the construction

Table 1: Continued.

Reference Country,
region Type of rail Lifespan

(years) Function unit Data Life cycle stages

[26] China,
Shanghai HSR 100 - Literature

Conception stage, construction stage,
operation and maintenance stage, and

disposal stage

[27] China HSR 100 T/km T/
vehicle IO-LCA hybrid Material production, construction

[28] France HSR 120
Travel of up to
17 metric tons

per axle

Experts and
ecoinvent 3.1 Production, maintenance, end-of-life

[29] Belgium Railway 6 TKM Country-specific data
and ecoinvent

Transport operation, rail equipment,
and infrastructure

[30] China,
Fuzhou Subway Construction

time Km
In-service lines,
regional database

(IKE)
Infrastructure construction

[31] Spain HSR 100 Year Google Earth Construction, maintenance, one-year
operation

[32] USA,
Houston HSR 60

PKT

Ecoinvent

Raw material extraction and
processing, vehicle manufacturing,
material distribution, construction,
operation and maintenance, and end-

of-life

VKT

[33] Turkey,
Kayseri LRT 50 PKM Company, SimaPro,

and ecoinvent

Extraction and production of raw
materials, transportation of the raw
materials to construction sites, vehicle

manufacture, transportation of
vehicles, construction of
infrastructure, operation,

maintenance, and waste disposal

Step 1 Goal and
scope definition

Construction
files JTG/T 3832-2018 JTG/T 3833-2018

Machine-team
Unit machine-team
energy consumption

Whole life cycle carbon emission of a monorail transit calculation
System boundary, basic assumptions

Ministry of Ecology and
Environment of People’s

Republic of China
CLCD

Local electricity
carbon emission

factors

Other carbon
emission
factors

Sensitivity
analysis

Uncertainty
analysisWork type analysis

Carbon emission calculations

Energy consumption

Material analysisDifferent stage
analysisStep 4 Interpretation

Step 3 Environmental
impact analysis

(Carbon emission)

Material
consumption

Step 2 Inventory analysis

Figure 1: Methodology followed for carbon emission analysis.
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stage and during the process of demolition associated with
the end-of-life stage. +e Budget Norm of Maintenance and
Strengthening of Highway Bridges (YNG/T B02-2011) [38]
is considered to determine the machine-teams involved in
the maintenance works associated with the use stage. +e
data presented in the Expense Standard of Machine-Team of
Highway Project (JTGT_3833-2018) [39] are analyzed to
obtain the unit energy consumption of different machine-
teams. +e China Urban Rail Transit Almanac 2019 [40] is
referred to, to determine the amount of electricity consumed
by the monorail transit lines and stations. +e carbon
emissions of the monorail transit line are obtained by
multiplying the electricity carbon emission factors with the
total quantity of electricity.

2.3. Environmental Impact Assessment. +e third step in-
volves environmental impact assessment or life cycle impact
assessment [41]. Results obtained using the various ana-
lytical methods reveal that carbon emission (for monorail
transits) is realized in four stages. Total carbon emission is
calculated using the following equation:

Ctot � CPD + CCS + CUS + CEL, (1)

where Ctot, CPD, CCS, CUS, and CEL correspond to the
amounts of carbon emitted during the life cycle, the pro-
duction stage, the construction stage, the use stage, and the
end-of-life stage, respectively.

+e amount of carbon emissions produced in the pro-
duction stage is equal to the carbon emission factors of
various materials multiplied by the corresponding material
quantities. +is can be represented by the following
equation:

CPD � 
i

CFMF,i × QMF,i, (2)

where CFMF,i represents the carbon emission factors of the
i − th material and QMF,i represents the consumed quantities
of the i − th material.

Carbon emissions produced during the construction
stage are primarily generated during the transportation of

the construction materials and consumption of energy (by
different construction machines). +e amount of carbon
emissions generated in the construction stage can be rep-
resented by the following equation:

CMC � 
i

CFmt,i × Qmt,i × Di + 
i

CFcf,i × Qcf,i + CFe × Qce,

(3)

where CFmt,i represents the carbon emission factor for the
i − th construction material transportation mode, Qmt,i

represents the quantity of the i − th transported construction
materials, and Di represents the distance between the
production factory and the construction site. Here, it is
assumed that road freight is the only transportation mode
adopted. CFcf,i represents the carbon emission factor of the
i − th consumed fuel mode in the construction stage, Qcf,i

represents the quantity of the i − th fuel consumed in the
construction stage, CFe represents the regional carbon
emission factor for electricity, and Qce represents the
quantity of electricity utilized by the construction machines
during the construction stage.

+e carbon emissions during the use stage are primarily
generated during maintenance works and the consumption
of electricity by the vehicles and stations.+e amounts of the
carbon emissions produced during the use stage can be
determined using the following equation:

CUS � Cop + Cmt, (4)

where CUS represents the amount of carbon emissions
generated from the monorail line in the use stage, Cop

represents the carbon emissions produced during the op-
erational phase, and Cmtp represents the carbon emissions
produced during the maintenance phase.

Cop � Csy × Y, (5)

Csy � CFe × Qoe. (6)

In (5) and (6), Csy represents the annual carbon emis-
sions generated from the monorail line in the course of its
operation, Y is the service life in the operational stage, and

Production stage

Extraction and
upstream

production

Transport to factory

Manufacturing

Installation

Transport to site

Construction stage

Life Cycle Carbon
Emission

Use stage

Use

Maintenance

Repair

Replacement

Operational energy
use

Material tranport,
waste processing

and disposal

Demolition

End-of-life stage

Figure 2: System boundary.

Computational Intelligence and Neuroscience 5



Qoe represents the amount of electricity consumed during
the operational stage.

In themaintenance phase, the origin of carbon emissions
can be attributed to the processes of material production and
fuel consumption (consumed by construction machines).
+e amount of carbon emissions produced in the mainte-
nance stage can be calculated using the following equation:

Cmt � 
i

CFmt,i × Qmt,i + 
i

CFmfc,i × Qmfc,i + CFe × Qme,

(7)

where CFmt,i represents the carbon emission factors of the i −

th material, Qmt,i represents the consumed quantities of the
i − th material, CFmfc,i represents the carbon emission factor
for the i − th consumed fuel (consumed by machines during
the maintenance process), Qmfc,i indicates the quantity of the
i − th fuel consumed (realized during the maintenance pro-
cess), and Qme represents the quantity of electricity utilized by
the construction machines during the maintenance process.

+e carbon emissions generated during the end-of-life
stage are produced during the consumption of energy by the
construction machines during the processes of demolition
and waste transportation. +e amount of carbon emission
produced during the end-of-life stage can be calculated using
the following equation:

CEL � 
i

CFf d,i × Qf d,i + CFe × Qde + 
i

CFdm t,i × Qdm t,i × Di,

(8)

where CFf d,i represents the carbon emission factor corre-
sponding to the consumed fuel mode (disposal process), Qfc,i

represents the quantity of the i − th fuel consumed during the
disposal process,Qde refers to the quantity of electricity utilized
by the construction machines during the disposal process,
CFdm t,i represents the carbon emission factor for the i − th

disposal transportationmode,Qdm t,i represents the quantity of
the i − th transported materials, and Di indicates the distance
between the construction site and the disposal area.

2.4. Interpretation. In this step, the conclusions are arrived
at based on the results obtained during inventory analysis
and impact assessment. +e key stages, working activities,
and materials (used throughout the life cycle) that affect the
extent of carbon emission produced during the functioning
of a monorail transit were identified. +e uncertainty
analysis and sensitivity analysis methods were used, and the
data were analyzed using Oracle Crystal Ball software to
determine the possible range of life cycle carbon emissions of
a monorail transit. +e parameters that affect the results are
also identified.

3. Results and Discussion

3.1. Monorail Transit Line: Background Information. +e
monorail transit line 2 in Chongqing, China, is selected for a
case study to demonstrate and validate the proposed LCA
approach. It was inaugurated in December 2004 as the first
straddle monorail line in China. It is one of the two straddle

monorail lines that are currently in operation in China. Its
operational mileage has reached 31.36 km. We have selected
a section (from Niujiaotuo to Daping; length: 2409.09m) of
the entire route for our studies. We have quantified the
carbon emissions produced in the selected section. +e
specific route under consideration is shown in Figure 3.

3.2. Calculating Carbon Emissions: Results

3.2.1. Carbon Emissions in the Production Stage.
According to equation (2), the carbon emissions produced
during the production of the materials primarily used for
production are shown in Table 2.

+e total amount of carbon emissions produced during
the production of main materials was 3,365.43 t.

3.2.2. Carbon Emissions Produced during the Construction
Stage. +e carbon emissions produced during the con-
struction stage are primarily generated during the processes
of material transportation and construction. Equation (3)
and the assumptions made were taken into consideration to
calculate the amount of carbon emissions produced during
the process of transportation of the materials (Table 3).

+e total amount of carbon emissions produced during
the transportation of materials was 113.49t. +e amount of
carbon emissions produced during the process of on-site
construction was calculated (equation (3), Table 4). +e
carbon emission factors corresponding to electricity and
diesel are 1.294 t CO2/MWh and 3.664 kg/kg, respectively.

+e amount of carbon emissions produced in the area of
the chosen line segment was calculated to be 5,653.58 t.
When the amount of carbon emissions produced during the
transportation of themainmaterial is taken into account, the
total amount of carbon emissions generated during the
construction stage is calculated to be 5,767.18 t.

3.2.3. Carbon Emissions Produced during the Maintenance
Phase of the Use Stage. +e assumptions were taken into
account, and the carbon emissions produced during the
maintenance phase were calculated (equation (7), Table 5).
+e guidelines presented in the Budget Norm of Mainte-
nance and Strengthening of Highway Bridges (YNG/T B02-
2011) [38] were followed, and it was assumed that each time,
one concrete treatment, 100 m-long expansion joint, 10
dm3-volume bearings, 1000 m-long cracked concrete, and
400 m3-area concrete beam section were maintained.
According to the Budget Norm of Maintenance and
Strengthening of Highway Bridges (YNG/T B02-2011) [38],
the maintenance works are carried out once every ten years.

+e total amount of carbon emissions produced during
material, electricity, and fuel consumption during the
construction of the machine was calculated to be 16.87 t/
10 years. If the life cycle is considered to be 50 years long, the
total carbon emission is calculated to be 60.51 t.

3.2.4. Amount of Carbon Emissions Produced during the
Operation Phase of the Use Stage. +e data presented in the
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Table 2: Carbon emissions generated during the production of materials primarily used for production.

Material Unit Quantity Factor (kg/unit) Carbon emissions (t)
Cement t 622.30 719.62 447.82
C20 concrete m3 868.71 201.38 174.94
C25 concrete m3 105.07 250.54 26.32
C30 concrete m3 2,556.20 306.78 784.19
C40 concrete m3 6.04 391.03 2.36
C50 concrete m3 13.59 510.94 6.94
Sand t 2,195.88 9.57 21.01
Gravel t 1,728.33 12.69 21.93
Stone m3 35.94 6.05 0.22
Brick 200× 95× 53 1000 474.83 504.00 239.31
Building blocks m3 789.65 146.00 115.29
Waterproofing m2 3,088.14 2.37 7.32
Coating t 41.46 25.00 1.03
Steel Q235B t 163.85 1,789.06 293.14
Other steel t 29.97 1,789.06 53.61
Steel plate t 0.29 1,789.06 0.52
Steel reinforcement t 408.39 1,789.06 730.63
Wood m3 35.87 10.45 0.37
Aluminum t 0.78 18.57 0.01
Mixed mortar (M5) m3 236.82 228.03 54.00
Mixed mortar (M2.5) m3 50.10 199.23 9.98
Cement mortar (1 :1) m3 34.29 730.2 25.04
Cement mortar (1 : 2) m3 43.74 531.52 23.25
Cement mortar (1 : 2.5) m3 252.34 469.41 118.45
Cement mortar (1 : 3) m3 527.62 393.65 207.70
Total 3,365.43

Table 3: Carbon emissions produced during transportation of the materials during the construction stage.

Item Means and energy Distance (km) Quantity Carbon emissions (t)
Steel Truck, diesel 50 1,376.36 t 4.88
Concrete Mixer, diesel 50 3549.61m3 68.87
Aluminum Truck, diesel 50 0.78 t 0.01
Sand and gravel Truck, diesel 50 3,924.21 t 13.91
Stone Truck, diesel 50 35.94m3 0.55
Brick Truck, diesel 50 478.15m3 7.32
Building blocks Truck, diesel 50 789.65m3 12.08
Wood Truck, diesel 50 35.87m3 0.55
Coating Truck, diesel 50 41.46 t 0.16
Cement Truck, diesel 50 622.3 t 2.41
Mortar Truck, diesel 50 1,144.91m3 2.75
Total 113.49
+e total amount of carbon emissions produced during the transportation of materials was 113.49 t.
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Ministry of Ecology and Environment of the People’s Re-
public of China [36] was analyzed to determine the baseline
emission factors corresponding to the regional power grid in
China. +e data for different years were collected, and the

carbon emission factors of different regions (time range:
2006–2017) were determined. Chongqing is situated in
central China. +e ARMA time series method was used to
predict the electricity carbon emission factors of central

Table 4: Carbon emissions produced during on-site construction.

Working
activities Item Construction machine Energy Energy

consumption
Carbon

emissions (t)

Foundation

Earth excavation Crawler type mechanical single bucket
excavator within 1.0m3 Diesel 1,209.33 kg 4.44

Stone excavation

Crawler type mechanical single bucket
excavator within 1.0m3 Diesel 766.86 kg 2.81

Motorized air compressor within 9m3/
min Electricity 1,433.42 kWh 1.66

Impact drilling pile

Crawler type mechanical single bucket
excavator within 1.0m3 Diesel 114.23 kg 0.42

Trucks within 10 t Diesel 310.87 kg 1.14
Truck crane within 16 t Diesel 278.41 kg 1.02
JK8 percussion drill Electricity 10,157.69 kWh 13.10

Mud separator Electricity 74.55 kWh 0.10
Mud mixer Electricity 434.89 kWh 0.56

Mud pump within Φ 100mm Electricity 1,275.30 kWh 1.65
AC arc welder within 42 kVA Electricity 331.52 kWh 0.43

Manual digging pile Single barrel slow winch within 50 kN Electricity 15,087.19 kWh 19.46

Bridge
substructure

Concrete
Concrete delivery pump within 60m3/

h Electricity 18,372.52 kWh 23.70

Truck crane within 25 t Diesel 2,868.75 kg 10.53

Steel
Truck crane within 25 t Diesel 2,562.28 kg 9.40

Automatic steel seam welder Electricity 4,148.22 kWh 5.35
AC arc welder within 32 kVA Electricity 9,809.58 kWh 12.65

Bearing Truck crane within 20 t Diesel 206.96 kg 0.21
AC arc welder within 32 kVA Electricity 178.36 kWh 0.23

Bridge
superstructure

Concrete
Concrete delivery pump within 60m3/

h Electricity 43,544.45 kWh 56.17

Truck crane within 25 t Diesel 40,285.13 kg 147.85
Cast-in-place T-beam

reinforcement
AC arc welder within 32 kVA Electricity 44,693.70 kWh 57.66
AC butt welder within 150 kVA Electricity 20,485.11 kWh 26.43

Centralized and standardized
processing of rebar

CNC vertical rebar bending center Electricity 711.17 kWh 0.92
AC arc welder within 32 kVA Electricity 44,693.70 kWh 57.66
AC butt welder within 150 kVA Electricity 20,485.11 kWh 26.43

Prestressed concrete

Concrete delivery pump within 60m3/
h Electricity 98,556.12 kWh 127.14

Single-cylinder slow-motion winch
within 30 kN Electricity 2,681,021.27

kWh 3,458.52

Single-cylinder slow-motion winch
within 50 kN Electricity 934,667.96 kWh 1,205.72

Φ100mm electric multistage water
pump (≤120m) Electricity 204,479.87 kWh 263.78

AC arc welder within 32 kVA Electricity 51,668.13 kWh 66.65

Steel strand Prestressed steel tensile machine Electricity 2,284.49 kWh 2.95
Bellows rolling machine Electricity 571.23 kWh 0.74

Prestressed reinforcement

Prestressed stretching machine within
900 kN Electricity 6980.95 kWh 9.01

Bellows rolling machine Electricity 621.10 kWh 0.80
Single-cylinder slow-motion winch

within 50 kN Electricity 6,607.41 kWh 6.61

Other installation
Optical cable laying

Trucks within 10 t Diesel 134.38 kg 0.49
Engine-driven air compressor within

17m3/min Electricity 46.36 kWh 0.06

Electric cable laying Trucks within 10 t Diesel 33.58 kg 0.12
Truck crane within 5 t Diesel 9.95 kg 0.04
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China (for the years spanning 2002–2018) based on the
existing data, as data for the years before 2006 and after
2017 were unattainable. +e forecast results for 2002 and
2018 are 1.294 t CO2/MWh and 0.5907 t CO2/MWh,
respectively.

+e annual power consumption amounts and the annual
passenger turnover were determined by analyzing the sta-
tistical data presented in the China Urban Rail Transit
Yearbook 2019 [40]. +e amount of carbon emission pro-
duced was calculated accordingly. +e amount of carbon
emissions produced by monorail line 2 (during its operation
in 2018) was calculated to be 34,029.22 t.+e total amount of
carbon emissions produced during the 50-year-long life
cycle was calculated to be 1,701,461 t. +e amount of carbon
emissions produced per unit length was 54255.77 t/km. +e
amount of carbon emissions produced by the chosen part of
line 2 (length: 2.4 km) was 130,213.85 t. Equation (4) was
used to calculate the total amount of carbon emissions

generated during the whole use stage. +e amount was
calculated to be 130,274.36 t.

3.2.5. Carbon Emissions Produced during the End-of-Life
Stage. Equation (8) was used, and the assumptions made
were considered to calculate the amount of the carbon
emissions produced during the process of structure de-
molition and waste disposal during the end-of-life stage.+e
engine-driven air compressor within 9m3/min was pri-
marily used during the demolition process.+e total amount
of energy consumed during the demolition process was
calculated to be 11,916.83 kWh. +e total amount of carbon
emissions generated during the demolition process was
calculated to be 356.35 t. +e total amount of carbon
emissions generated during the process of waste trans-
portation was calculated to be 113.49 t, and the total amount
of carbon emissions produced during this stage was 469.84 t.

Table 5: Amount of carbon emissions produced during maintenance works.

Working activities Items Unit Quantity Carbon emission
factors

Carbon
emissions (t)

Concrete treatment

Polymer mortar m3 2.80 354.75 kg carbon
emissions/m3 0.99

Concrete protective coating kg 33.60 25 kg carbon
emissions/t 0.00

Electric concrete grinding machine
within 3 kw

Machine-
team 9 5 kWh/machine-

team 0.06

Handheld electric percussion drilling
within 3 kw

Machine-
team 18 98.28 kWh/machine-

team 2.29

Electric single-stage centrifugal clean
water pump within 50mm

Machine-
team 56 23 kWh/machine-

team 1.67

Engine-driven air compressor within
0.3 m3/min

Machine-
team 15.20 16.1 kWh/machine-

team 0.32

Total carbon emissions t 5.33

Expansion joint repair and
replacement (per 10m)

Plain round bar t 0.01 1789.06 kg/t 0.02
Steel plate t 0.05 1789.06 kg/t 0.09

Petroleum asphalt t 0.01 174.244 kg/t 0.00

AC arc welder within 32 kVA Machine-
team 1.90 96.53 kWh/machine-

team 0.24

Total carbon emissions t 0.35

Bearing replacement (per 10
dm3)

HRB400 steel rebar t 0.10 1789.06 kg/t 0.18
Steel plate t 0.01 1789.06 kg/t 0.02

AC arc welder within 32 kVA Machine-
team 0.02 96.53 kWh/machine-

team 0.00

Total carbon emissions t 0.20

Crack treatment (per 100m)
Engine-driven air compressor within

0.3 m3/min
Machine-
team 3.6 16.1 kWh/machine-

team 0.08

Total carbon emissions t 0.08

Section enlargement (per 10 m3)

C30 pump concrete m3 15 306.78 kg/m3 4.60
32.5 cement t 7.65 719.62 kg/t 5.51

Medium (coarse) sand m3 8.85 9.57 kg/m3 0.08
Gravel m3 8.40 12.69 kg/m3 0.11

Concrete mixer within 250 L Machine-
team 1.24 20.91 kWh/machine-

team 0.03

4–6 m3/h concrete jet Machine-
team 3.17 15.4 kWh/machine-

team 0.06

Engine-driven air compressor within
9 m3/min

Machine-
team 2.78 51.50 kg diesel/

machine-team 0.52

Total carbon emissions t 10.91
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3.3. Amount of Carbon Emissions Produced during Different
Stages. A comparison of the amounts of carbon emissions
produced during different stages of the life cycle of the
material is presented in Figure 4(a) and Figure 4(b). Analysis
of the figures indicates that the maximum amount of the
carbon emissions generated during the life cycle of the
monorail transit is produced during the use stage (93.2%).
+e amount produced in this stage is significantly higher
than the amount produced during the other stages. +is can
be primarily attributed to the fact that the amount of carbon
emissions produced during the process of energy con-
sumption during the entire 50-year-long operation period is
considered during the study of the operational phase. A huge
amount of carbon emissions is produced during this phase.
Various maintenance works are carried out during the life
cycle of the material. Each stage requires a certain amount of
manpower and materials for completion. Different types of
machinery are also required for the effective execution of the
process. Maintenance work is carried out once every
10 years. +us, a total of five maintenance cycles are carried
out during the whole life cycle. +is results in the generation
of a large amount of carbon emissions in the use stage. A
considerable amount of carbon emissions is also produced
during the construction stage (4.1%). +is can be attributed
to the fact that a huge quantity of energy is consumed by
different working machines during this process. +e amount
of carbon emissions generated during the production stage
(2.4%) is slightly lower than the amount generated during
the construction stage. It has also been observed that the
amount of carbon emissions generated from the end-of-life
stage is only 0.3% of the total amount generated, an in-
significant amount as compared to emissions produced in
other stages.

3.4. Carbon Emissions from Different Materials.
Figures 5(a) and 5(b) provide a comparison of the amounts
of carbon emissions produced during the use of different
materials. As the figures show, there are significant differ-
ences in the amount of carbon emissions generated by
different types of materials. +e top 11 construction ma-
terials that contribute the most toward the production of
carbon emissions are listed in Figure 5(a). +e cumulative
amount of the carbon emissions generated by these 11
materials is 3365.15 t, accounting for almost all of the total
carbon emissions generated during the production stage.
Specifically, the use of steel (32%), concrete (29.6%), cement
(13.3%), and mortar (13%) results in the production of the
maximum amount of carbon emissions during the pro-
duction stage.

+is can be attributed to the fact that a monorail line is a
reinforced concrete structure that requires the use of a large
amount of steel (1,376.36 t), concrete (3,549.61m3), cement
(622.3 t), and mortar (1,144.91m3). +e corresponding
carbon emission factors are significantly high. +e total
amount of carbon emissions produced is large as the con-
sumption and carbon emission factors of these materials are
significantly high. +erefore, the key to improving the en-
vironmental performance of monorail transit lies in

decreasing the amount of carbon emissions generated by
these materials. It has been previously reported [42] that an
efficient water reducing agent can be used to replace cement
during the process of concrete production. +is can help in
reducing the amount of carbon emissions produced during
the material production stage. +e concrete strength can be
improved simultaneously to reduce the amount of cement
and concrete used. Furthermore, designers could consider
using more amounts of renewable construction materials
(such as renewable concrete) in the design stage [43].
Mortar, bricks, building blocks, gravel, sand, and other
materials also contribute to the generation of carbon
emissions in the production stage. +e use of these materials
results in the generation of insignificant amounts of carbon
emissions.

3.5. Carbon Emissions: Analysis of Working Activities Oc-
curring in the Construction Stage. A comparison of the
amounts of carbon emissions generated at different stages of
the construction stage is presented in Figure 6. Fifteen
working activities are considered. +e results reveal that
prestressed concrete activity accounts for the largest pro-
portion (91.1%) of the total carbon emissions produced in
this stage. +e amount of carbon emission produced during
prestressed concrete activity is significantly higher than the
amount produced during other construction activities. +is
can be primarily attributed to the fact that a huge quantity of
electricity is consumed during the operation of machines
single-cylinder slow-motion winch within 30 KN
(2,681,021.27 kWh), single-cylinder slow-motion winch
within 50 KN (934,667.96 kWh), Φ100mm electric multi-
stage water pump (≤120m; 204,479.87 kWh), and concrete
delivery pump (60m3/h; 98,556.12 kWh). In addition, a
considerable amount of carbon emissions is generated
during the construction of the beam concrete (3.6%). +e
amount of carbon emissions generated during the processes
of beam reinforcement (1.5%) and rebar processing (1.5%) is
slightly lower than the amount produced during the process
of beam concrete construction. +e amount of carbon
emissions attributable to other construction activities ac-
counts for less than 1% of the total carbon emissions
originating from all construction activities. +is indicates
that these activities do not significantly affect the
environment.

3.6. Uncertainty Analysis: Construction Stage and Production
Stage. +e uncertainty of carbon emissions corresponding
to material and fuel consumption can be attributed to
construction errors. Uncertainty analysis was conducted
using the Oracle Crystal Ball (Figure 7) to evaluate the
possible range of carbon emissions for a monorail segment
during its life cycle. Standard normal distributions were
assumed for the input parameters, and the number of testing
times was set to 100,000. +e probability distributions
corresponding to the target variables were normal distri-
butions. +e variation range calculated for carbon emissions
was 100,000–180,000 t.
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3.7. Life Cycle: Sensitivity Analysis. +e Oracle Crystal Ball
was used to determine the sensitivity of carbon emissions
during the life cycle of the monorail transit line. +e results
are shown in Table 6.

Analysis of the data presented in Table 6 reveals that the
length of the life cycle, amount of electricity consumed

annually, single-cylinder slow-motion winch within 30KN
quantity, single-cylinder slow-motion winch within 50KN
quantity, use of C40 concrete quantity, cement mortar (1 : 3)
quantity, and brick 200× 95× 53 quantity are the sensitive
factors that affect the final carbon emission results. +e
length of the life cycle and the amount of electricity
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consumed annually during the operation of the system sig-
nificantly influence the amount of carbon emission produced
by the monorail system during its lifetime. In addition, the
quantities of single-cylinder slow-motion winch within

30KN, single-cylinder slow-motion winch within 50 KN, C40
concrete, cement mortar (1 : 3), and brick 200× 95× 53 also
exert a certain influence on the results. It was observed that
the degrees of influence were almost the same.
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3.8. Discussion of the Approach. +is calculation framework
can be used to calculate the amount of carbon emission
produced by a monorail line during its lifetime, but it can
also be used to calculate the amount of carbon emissions
produced by ordinary railway, light rail, subway, and other
rail transportation systems. +e calculation results can help
design the monorail transit system, and the results can help
reduce the amount of carbon emission produced at the
initial stages of the process.

As there are few monorail lines in operation in
China, it is difficult to obtain field data. It is challenging
to verify the universality of the results calculated from
the only data available. More data can be obtained in the
future as the construction of monorail traffic has been
planned. Our model will be further optimized to make it
universal.

3.9. Recommendations for Future Research. More attention
should be paid to the following research directions:

(1) Verification and application of the approach used by
us should be realized by analyzing fundamental data.
+erefore, attention should be paid to obtaining
more amounts of data to improve the developed
approach.

(2) Some scenarios can be designed to simulate the
carbon emission reduction effects based on the
calculation results presented. +is can potentially
help in proposing helpful suggestions that can be
exploited by designers and politicians for the sus-
tainable development of the city.

4. Conclusions

We calculated the amount of carbon emissions produced
during the operation of a monorail transit line (during its
lifetime) using the LCA method. A segment of the
Chongqing monorail line 2 was selected for the case study
for validating the developed model. +e following conclu-
sions were drawn:

(1) +e life cycle of the monorail transit line can be
theoretically divided into four stages: the production,
construction, use, and end-of-life stages. +e use
stage contributes >90% of the carbon emissions
produced during the lifetime of the monorail transit
line. A significant amount of carbon emissions is

produced during the construction and production
stages. +e amount of emissions produced during
the end-of-life stage is less than the amount pro-
duced in the other three stages.

(2) Steel, concrete, and cement are the most important
sources of carbon emissions.

(3) Prestressed concrete activity accounts for the max-
imum proportion (91.1%) of the total carbon
emissions. Significant amounts of carbon emissions
are generated during the process of beam concrete
construction (3.6%). +e amounts of carbon emis-
sions generated during the process of beam rein-
forcement (1.5%) and rebar processing (1.5%) are
slightly lower than the amounts generated during the
process of beam concrete construction.

In summary, the results presented herein can help gain a
better understanding of the effects of the monorail transit
industry on the ecosystem. +e results can potentially help
develop ideas that can be used by designers working in the
rail transit industry to meet low carbon emission goals.
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Table 6: Sensitivity analysis conducted for carbon emissions produced during the production stage.

Order Parameters Variance contribution (%) Rank correlation
1 Life cycle length 47.0 0.69
2 Annual operation electricity consumption 46.9 0.68
2 Single-cylinder slow-motion winch within 30KN 0.1 0.02
3 Single-cylinder slow-motion winch within 50KN 0.1 0.01
4 C40 concrete quantity 0.1 0.01
5 Cement mortar (1 : 3) quantity 0.1 0.01
6 Brick 200× 95× 53 quantity 0.1 0.01
7 Others 0.1 -
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With the rapid development of construction projects, more and more engineering corruption problems have emerged. ,erefore,
this paper proposes a SEIR (susceptible-exposed-infected-recovered) based corruption model to better understand the prop-
agation process of corruption cases in construction projects. In this model, the data samples are collected from the 2018 En-
gineering Corruption Case Judgment Document, the propagation parameters are obtained through actual case analysis with the
help of complex networks, the change process and key influencing factors of actual nodes in engineering corruption cases are
simulated by Python.,e study results indicate that the personnel conforms to the “4–9 transmission law,” in which the early stage
is a period of high incidence of corruption cases. ,e network of corruption cases is somewhat vulnerable, and its spread is about
minus 8 times the change in crackdown rate and 10 times the change in infection rate. ,e variation range of the susceptible
population S and the removed person R in the propagation simulation curve can predict the relationship between corruption
infection rate and crackdown rate, which can provide theoretical guidance for preventing the occurrence of corruption.

1. Introduction

Corruption is extremely harmful to social stability, may
hinder economic development, and affect the development
of political parties [1, 2]. Corruption in construction projects
has become a key factor affecting the construction market
environment and the sustainable development of external
construction [3]. How to effectively punish and prevent
corruption in the construction projects has become a
challenge all over the world [4], especially in developing
countries such as China [5–12], Ghana [13–15], Turkey [16],
Brazil [17], and Iran [18]. Moreover, the construction in-
dustry is one of the “disaster areas” prone to corruption,
which has seriously restricted the economic development
[10]. Corruption cases in the construction projects may
cause greater losses and more serious social impacts than
general corruption cases because of some of its character-
istics, such as multiple and complex participants, clear di-
vision of labour, hidden exchange of interests, serious
corruption, long incubation period and difficult to play a
supervisory role in the power supervision mechanism [19].

,e huge investment in infrastructure during China’s rapid
urbanization can also lead to corruption in the construction
projects [7, 20, 21]. In order to prevent corruption in the
construction projects, the government has continuously
improved regulations and increased the intensity of filing
and reviewing cases of violations of laws and disciplines.
Advanced screening through the official website of China
Judicial Documents revealed that the number of first in-
stance judgments on corruption cases in the engineering
industry dropped from 5062 in 2016 to 1718 in 2020. Al-
though the number of related cases has been controlled to a
certain extent, the related problems are still very serious [2].
In conclusion, it is imperative to explore the propagation
mechanism of corruption in construction projects for better
preventing corruption in the construction projects.

Previous studies have analysed the characteristics of
corruption in construction projects from behavioral and
sociological perspectives, mainly through the data collection
methods such as interviews, case studies, and questionnaires.
Yu [22] found that the corruption of Chinese construction
industry by using association rules is age-related, with the
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increase of corruption as managers approach retirement age.
However, Zhang [23] pointed that the key factor affecting
corruption in the real estate sector is not age growth, but
abuse of power based on data from 135 cases. Emmanuel [19]
summarized that the contract phase and the postcontract
phase may be the main corruption prone stages of con-
struction projects in many developing countries. It is notable
that the professional backgrounds of corrupt elements are
becoming more and more profound, the means of crime are
diversifying, and the number of collective corruption is in-
creasing [11, 23–26]. On the other hand, some scholars have
analysed many cases to explore the criminal motives of
corruption in the construction projects and the relationship of
criminal personnel structure from the perspective of crimi-
nology. It is found that flawed legal systems, higher profits,
and group complexity of construction projects are the key
causes of corruption in construction projects [17]. Diviák [27]
prompted that the criminal aggregation network of corrup-
tion presents a clear core-periphery structure in many cases,
where all involved officials are located in the core of the
network and have strong concealment in the corruption
network. Wang [5] believed the corruption networks expand
through brokerage activities in the form of spanning insti-
tutions and enlisting strategic resource holders. From the brief
literature review, it can be found that many studies have
explored the problem of corruption in construction projects
from different perspectives, and illuminated the character-
istics of corrupt behavior in construction projects such as
complexity, dynamics, concealment, collective nature, and
flexibility. It also verifies that individual characteristics have a
strong correlation with the degree of corruption in both
construction projects. However, these studies focused on the
individual corruption characteristics from a behavioral or
micro perspective, lacking group evolution context andmacro
insights. In addition, the research methods are still somewhat
subjective such as questionnaires, expert interviews, literature
reviews, which lack objectivity. Considering the dynamic
nature of corruption behavior in construction projects, this
study believes that it is also very important to explore the
evolutionary relationship of corruption behavior propagation
in construction projects from a macrogroup perspective.

To bridge the research gap, this study will explore the
evolutionary process of the spread of corruption in con-
struction projects by adopting the complex network theory
and infectious disease SEIR model. ,is paper attempts to
illuminate new ideas for preventing corruption in the
construction industry from a macrogroup perspective. ,e
parameters of the infectious disease model are obtained by
actual corruption cases through the analysis of complex
networks. ,e model can well describe the propagation
mechanism of corruption behaviors in actual groups and is
verified by actual corruption cases. ,e simulation results
reveal the characteristics of corruption nesting in the en-
gineering industry and the key factors of corruption gov-
ernance, thus put forward governance recommendations for
reference. Compared with the existing studies, the con-
tributes of our research are highlighted as follows: (1)
adopting a dynamic perspective to study the spread char-
acteristics of corrupt behavior, (2) using a more objective

method to determine the model parameters by extracting the
actual case data through network feature parameters, and (3)
improving the infectious disease model to prevent the
corrupt behavior of engineering construction.

2. Literature Review

2.1. Characteristics of Corruption in Construction Projects.
Corruption in the construction sector has spread to other
industries and almost all the construction phases [28], es-
pecially the land grant stage, the bidding stage, and the
construction stage [23]. In addition, the corruption cases in
construction projects may cause greater losses and more
serious social impact than the general ones. Furthermore, it
is found that the types of construction projects corruption
are determined by the conditioning variables such as type of
leadership, position level, region, and age [22, 23, 29].
Among which, the age of 46–50 and 55–60 are the high
incidence of corruption cases [22, 23], and engineering
corruption is more likely to breed in second-and third-tier
cities than in first-tier cities [22, 23]. ,ese characteristics of
corruption in construction projects have become a common
focus of attention and seriously affected the healthy devel-
opment of the engineering industry.

In order to further study the characteristics of corruption
and reveal the causes of construction corruption, many
scholars often explored the influencing factors of corruption
by using questionnaire surveys [6, 7], expert interviews
[4, 30], literature reviews [4, 31], and multiple case studies
[16, 28, 32]. ,e causes of construction corruption are
mainly psychosocial specific reasons, organization-specific
reasons [31], regulations specific reasons, and project-spe-
cific reasons [31]. Firstly, a flawed legal system may provide
opportunities for corruption in the construction industry
[7, 10, 11]. Secondly, higher profits may be the another
reason for corruption in the construction industry [30].
,irdly, the complexity of the construction industry, such as
the long construction period of the project and the com-
plexity of the participants, makes corruption prone to occur
[24, 31]. Finally, government officials play multiple roles in
public construction projects, such as decision-maker,
approver, project fund owner, and arranger, is easy to in-
tervene the implementation of normal construction projects
such as bidding activities [15]. ,e factors influencing
corruption in construction projects are complex and vari-
able, which also reflects the value of exploring the dynamic
evolutionary relationship of the analysis of the law of corrupt
behavior in construction projects.

,e people who are in the core network will also change
over time due to the dynamics, complexity, and concealment
of the corruption network of the construction project
[29, 33, 34]. Similarly, some scholars found that the network
structure adjusts with time in the evolution of drug crime
networks, and roles have great flexibility and variability at
different mission stages and at different times [34–36].
Nekovee [37] quantitatively analysed the infection of cor-
ruption within the organization from a dynamic perspective,
and found the lower threshold of corruption infiltration in the
organization with a flat structure compared with the higher
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structured organization. Wang [5] found that the core of
corrupt networks expanded by crossing institutions and se-
curing strategic resource holders through brokering activities.
Due to the versatility and flexibility of corrupt groups, corrupt
groups spread through specific pathways within a certain
spatial and temporal context [5], and such interactions against
groups can be considered as the contagion of corrupt behavior
[38]. Social contagion is similarly defined by scholars as
“transmission among individuals in a group through inter-
actions between individuals” [37, 38]. ,e current corruption
phenomenon has shown a “fissile spread,” which spreads
from individuals to groups, and even to the whole organi-
zation according to management logic. Similarly, the research
on corruption behavior in construction projects still focused
on the static or micro perspectives such as individual be-
havioral characteristics, corruption behavior influencing
factors, corruption governance measures, and corruption
degree assessment. In fact, the corrupt behaviors among
corrupt groups in construction projects are contagious, and
the interactive, dynamic and complex nature of the spread of
these behaviors need to be taken into account. It is also very
important to explore the evolutionary relationship of cor-
ruption behavior propagation in construction projects from a
macrogroup perspective.

2.2. #eory of Complex Networks and Infectious Disease
Models. Complex network is a theoretical tool for evalu-
ating the operating status of complex systems that has been
widely applied to various fields of construction manage-
ment industry [27]. Generally, the various elements and
their relationships within a complex system are abstracted
into a network structure diagram. ,e traditional con-
struction method is to transform each entity of the complex
system into a network node, and transform the connection
of entities into the connection of nodes [5, 27]. Graph
theory is a useful tool to further study the complex network
structure such as complex system evolution mechanism,
diffusion mechanism and governance strategy and other
scientific problems that has emerged in recent years [39].

Complex network of epidemic spread model on has
attracted great attention among researchers of physics,
mathematics, and epidemiology due to its success in pre-
dicting and controlling epidemic spread in reality [40, 41].
Fundamentally, the traditional spread of public opinion,
epidemics and violations are simulated by SIR and SEIR [42].
,e outbreak of COVID-19 has initiated a large number of
numerical studies by using epidemiologymodels [43–46].,e
propagations of diseases, behaviors and information in real
systems are rarely independent of each other, but they are
coevolving with strong interactions [40]. Fan [47] proposed a
contagion model as a simple and powerful mathematical
approach for predicting the spatial-temporal evolution of the
onset and recession of floodwaters in urban road networks.
Nekovee [37] studied the contagiousness of corrupt behavior
within the organization, and its transmission behavior is
somewhat similar to rumours or infectious disease. It is
feasible to use infectious disease models to study the evolu-
tionary pattern of the spread of corrupt behavior.

A systematic review of the literature reveals that cor-
ruption in construction projects is a hot area of research for
scholars nowadays. Due to the concealment, complexity and
seriousness of corruption in construction projects, the
management of corruption in construction projects is also
the common goal of all countries nowadays. ,e dynamic
nature of corruption networks is illustrated by the close
division of labour and the mutual change of roles among the
personnel of corrupt groups. At the same time, the infil-
tration of internal corrupt practices illustrates the contagious
nature of corrupt practices. Intermediaries expanded the
core of the corruption network, and transmitted the in-
teractions between groups to jointly constitute the complex
network of corrupt practices. In addition, infectious disease
dynamics model with complex networks have proven to be a
key approach for the study of behavioral transmission and
have been widely used in various fields. ,e systematic
discussion also provides a rich theoretical foundation and
guiding direction for this study. However, the current re-
search on behavioral communication mainly focused on the
field of public opinion governance and infectious disease
surveillance, and lacked the behavioral communication of
corrupt groups in the construction projects field. Most
scholars just concentrated on the individual characteristics
and construction project corruption features from a be-
havioral perspective. ,erefore, the spread characteristics
analysis of construction corruption in this study is a new
exploration of the regulation and governance of the con-
struction management industry. Dynamic research on the
changing characteristics of different periods is also the key
point of this study. To address the research gap, this paper
adopts the complex network theory and the SEIR model of
infectious disease to study the propagation process pattern
and governance measures of corruption cases in construc-
tion projects from a dynamic perspective.

3. Construction of an Infectious Disease
Model for Corruption Nesting in
Construction Projects

Infectious disease behavior on complex networks has been
widely used by scholars in various fields. ,e method of
infectious disease dynamics is a mathematical technique that
has been developed into a rich interdisciplinary field.
Scholars found that the transmission mechanism of infec-
tious diseases is similar to information or human behavior
[42]. Infectious disease models have been widely used in
various fields such as the prediction and simulation of the
new coronavirus [43, 48–50], the spread and intervention of
unsafe behaviors of construction workers, flight operation
risk spread analysis, panic spread research, the spatial spread
and temporal evolution of the onset and recession of
floodwaters in urban road networks [42, 47, 51, 52]. Besides,
infectious disease models are used in the study of behavioral
communication, which can reflect the propagation and
evolution process of behavior at the microscopic level, and
predict the trend of behavioral diffusion at the macroscopic
level [53].
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Corruption in construction projects has the character-
istics of dynamic and contagious, and its evolutionary
pattern can be analysed by infectious disease models. ,e
emergence, replication, and spread of corruption in the
engineering field are very similar to the transmission process
of infectious diseases [42]. ,e spread of infectious diseases
in the population requires the source of infection, latent
persons, susceptible groups, and good conditions for
transmission. Generally, the corruption nest of a con-
struction project can be regarded as a transmission process
from single individual corruption infection to group cor-
ruption infection. Considering that there are generally many
people involved in the corruption case of a construction
project, and the exchange of benefits is concealed, there may
be an incubation period for individual corruption [19]. In
addition, the corruption of construction projects has a
certain latent nature because some corrupt groups or in-
dividuals would weigh the pros and cons before deciding to
participate in corrupt practices. ,e traditional SIR model of
infectious diseases does not consider the incubation period
of corruption [54]. ,e spread study of corruption cases is
based on the traditional SEIR model [55], which assumes
that the overall propagation process of corruption nesters in
construction projects conforms to a single process within a
system from a state of vulnerability to corruption to par-
ticipation in corruption and finally to being cracked down
and caught. ,erefore, this paper adopts an improved SEIR
model and adds the incubation period parameter [47] to
more reasonably explore the transmission mechanism of
corruption behaviors in construction.

In formal rumor-spreading models, a closed population
is subdivided into three groups; those who are ignorant of
the rumor, those who have heard and actively spread it, and
those who have heard but ceased to spread it [37, 42]. ,is
paper designs a SEIR model for the propagation of cor-
ruption nests in construction projects with four populations,
including susceptible population (S), exposed population
(E), infectious population (I), and recovery population (R)
[55]. ,e propagation state of the model is shown in Fig-
ure 1. Moreover, the evolutionary relationship of corruption
transmission in this study is revealed by the SEIR model that
integrated various external real factors to obtain the change
rate of infectious diseases.

In this paper, it is assumed that the total number of
nodes in the project corruption network is N and the
number does not change throughout the propagation pro-
cess, and the information propagation time is represented by
t [50]. ,is study hypothesizes that corrupt behavior is
generated through intergroup organizational interactions.
,e information propagation process in the SEIR model is
described as follows.

(1) ,e susceptible population refers to the group who
are prone to participate in the illegal and corrupt
behavior of the construction projects.

(2) ,e latent population refers to the group who have
been exposed to the corruption behaviors but have
not yet decided to participate and has no trans-
mission motivation.

(3) ,e people infected by corruption refers to the group
who participate in the case of corruption or commit
corruption and have the motivation to spread
corruption.

(4) ,e dismissed people refer to the group that have
been cracked down by external discipline inspection
departments, courts, and other channels and are in a
state of being dismissed.

(5) When t� 0, corruption of the initial project gener-
ated in the network. ,e susceptible nodes in the
network first convert to exposed nodes with the
probability of λ, and then the exposed nodes convert
to the infected node with the Probability of u. Finally,
the infected nodes can be converted into the Remove
nodes with the probability of r[44].

(6) ,e overall process of spreading corruption in en-
gineering projects can be expressed as follows: if the
susceptible state individual m is considered to have
corruption behavior with neighbouring corrupt in-
dividual j in the period [t, t+ 1], then susceptible
state individualmwill be in latent state E by deciding
whether to participate in corruption or not. When
individual m in the latent state participates in cor-
ruption by choice, individual m will become a
member of the corrupt group I in the construction
projects. When individuals m in a corrupt state are
under the supervision of external government de-
partments and other relevant agencies, they are
eventually arrested and become a removal group R
[42]. In the whole process of corrupt spreading
behavior in construction projects, each node may
involve in corruption, which mainly depends on the
comprehensive impacts of multiple factors.

(7) During the initial propagation of corruption in
construction projects, it is assumed that the people in
the group will be in one of the states where corrupt
interactions occur with their neighbouring nodes
during the beginning of corruption propagation.

,e dynamic differential equation expression of the
infectious disease model is shown in equation.

dS(t)

dt
� −λ∗ S(t)∗ I(t),

dE(t)

dt
� λ∗ S(t)∗ I(t) − μ∗E(t),

dI(t)

dt
� μ∗E(t) − c∗ I(t),

dR(t)

dt
� c∗ I(t),

N � S + E + I + R.

.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(1)

Among them, S (t) represents the density of vulnerable
nodes, E (t) represents the density of latent nodes, I (t)
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represents the density of infected nodes, R (t) represents the
density of attack removal nodes, S (t) +E (t) + I (t) +R (t)� 1.
λ, μ, c represent the probability of conversion between
personnel at each node, 0≤ λ, μ, c≤ 1, λ is the corruption
infection rate, μ is the potential decision rate, and c is the
crackdown rate.

,e infection rate λ refers to the probability that an
infectious disease will infect from a susceptible population to
an individual in a complex network, mainly refers to the
probability that a susceptible population becomes a potential
individual node in the corrupt network.,e incubation state
refers to the incubation period of the infectious disease from
the individual infection state to the outbreak stage of the
group infection. In the corruption case network, the po-
tential decision rate μ is used to express the probability that
the potential individual corrupt personnel is willing to
participate in the corruption case after the balance of income
and expenditure analysis.,e crackdown crate c refers to the
probability that the infected node is cured by some mea-
sures, which also means the probability that the official
organization arrest the corrupt personnel.

4. Model Parameters

,e parameter of the infectious disease model generally is a
measurable indicator. Previous studies set the relevant pa-
rameters mainly through historical data, related literature,
genetic algorithms and particle swarm optimization algo-
rithms [42, 45, 46, 48, 56].

4.1. Data Collection. ,ere are many news and network
reports on corruption cases of construction projects, but
there are two problems: description bias and selection bias
[27]. Given the sensitiveness and implications of criminal
proceedings, criminal intelligence and investigations strive
for achieving the most accurate representation of each case
[57]. China Judgments Online is an official platform
sponsored by the Supreme Court [20], which provides
numerous corruption cases including the construction
projects. Moreover, the China Judgment Online records in
detail the interaction of corrupt persons and other groups in
the construction projects. In order to ensure the validity and
authenticity, the data in this paper are derived from the legal
judgment documents published in China Judgments Online.

,is paper uses the advanced filtering function of the
China Judicial Documents to obtain all the data. In the
process of data screening, this study sets the case type, the
trial procedure, court level, year, and document type as
“criminal case,” “criminal first instance,” “all,” “2018,” and
“judgment” respectively, and then conducts a full-text
screening for “bribery,” “acceptance of bribes,” “construc-
tion projects” and “project corruption.” After screening,
analysing and sorting out specific content, a total of 2158

engineering corruption cases were found, involving people
in 12 provinces and 1 municipality.

,e cases of corruption in construction projects were
filtered according to the following criteria: (1) ,e infor-
mation of all judgment documents is complete, and the
content of which is related to the field of construction
projects. (2) All the judgment documents should be read in
detail and adequately hand-screened to find interrelated
cases. Based on the defined filtering rules.,en, a total of 109
cases with the most complex case relationship, large amount
of corruption and long latency are selected for analysis. ,e
cases selected in this paper are suspected of several charges,
including bribery, acceptance of bribes, abuse of authority,
collusion in bidding. All actors named in the selected ad-
judicative instruments as being involved in illegal activities
are included in the detailed detail record. ,e earliest of the
arrested core criminal officers began participating in corrupt
activities in construction projects in November 2007 and
were arrested and prosecuted in late 2017. Analysis of the
data shows that nodes 2, 4, 5 and 34 are government de-
partment officials. ,e rest of the nodes are contractors
except for the group of people associated with government
officials. In addition, nodes 1, 2, 3, 4, and 5 are the key
individuals who were eventually apprehended for partici-
pating in or committing corrupt acts on the construction
projects. ,e selected cases involved 34 persons and insti-
tutions, more than 14 million single-person crime, and an
incubation period of up to 10 years. ,e five adjudication
documents of the selected cases are all first instance judg-
ments of criminal cases, numbered (2018) Xiang 1224 No.
17, (2018) Xiang 1224 No. 64, (2018) Xiang 1224 No. 65,
(2018) Xiang 1224 No. 196, (2018) Xiang 1281 No. 175
respectively.

In this paper, all names of personnel and company are
replaced by numbers for conveniently analysing the rela-
tionship between corrupt personnel, then a 34 ∗ 34 one-
dimensional adjacency matrix and a directed engineering
corruption nest personnel relationship network are con-
structed to determine the parameters of the infectious
disease model.

4.2. PartialModel Parameter Settings. ,is study determines
the relevant parameters through the analysis of corruption
cases in actual construction projects. Corruption contagion
in actual construction projects can be initiated by several
people or a small group; whereas the corruption spread of
the construction projects involved in this case is initiated by
one person and then gradually expands based on the detailed
analysis of the five legal judgments involved in this study.
,erefore, this paper selects one key person as the source
group of corruption communication. ,e total number of
people in the network is assumed to be N� 34 by analysing
the actual case. S, E, I, and R represent the initial number of

Susceptible (S) Exposed (E) Infected (I) Recovered (R)
λ μ γ

Figure 1: State transition diagram of the SEIR model.
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personnel at each state node. ,erefore, this study assumed
the number of each group as I� 1, E� 0, R� 0, and S� 33 in
the initial state, respectively. Due to the complexity, dy-
namics, concealment and sensitivity of corruption cases in
construction projects, it is difficult to directly quantify the
management measures such as supervision, close visits and
talks in corruption cases in construction projects. For the
setting of the crackdown rate of corruption in construction
projects this study is replaced by the number of corrupt
group members arrested and imprisoned. Considering that
five people have been arrested in the organization’s 34-
person corruption network, the rate of attack is
r � 5/34 � 0.147; ,e potential decision rate μ depends on
the cost-benefit risk of corruption involved in the project,
with a random possibility each time; ,e potential cor-
ruption decision rate u of corrupt personnel is taken as 0.5,
in order to make this group of personnel have the same
possibility each time. ,e analysis found that the incubation
years of the five corruption offenders were 10 years, 9 years, 7
years, 5 years, and 4 years, respectively. ,e propagation
time of 10 years in this study is the maximum incubation
time for all groups of people and institutions involved in
construction corruption projects. ,erefore, this paper will
use the incubation time as the parameter of the propagation
time to describe the interaction of the group’s corruption
behaviors during the entire propagation period.

4.3. Corruption Infection Rate Parameter Setting. ,is study
attempts to determine the magnitude of personnel cor-
ruption contagion rate in the construction projects through
complex network modelling. At the node level, degree
centrality is used to represent the structural position of
actors in a network [58]. ,e nodes with greater degree
centrality in complex networks can be regarded as important
conduction nodes [29, 58, 59]. In this study, the higher the
degree of node centrality in the corruption network of the
construction project, the more people have corrupt be-
havior. ,erefore, this study reveals the number of cor-
ruption contagions in the corruption nesting network of
construction projects according to the connection effect of
several important nodes with greater centrality [29]. ,e
corruption infection rate is defined as the average contact
degree of the core personnel, as shown in equation.

λ �
1
n



n

i�1
Ci. (2)

Among them, λ is the corruption infection rate, Ci is the
node ratio of the i-th core corrupt personnel to the cor-
ruption network, i is the i-th core corrupt personnel in the
corruption network, and n represents the number of core
personnel in the corrupt network.

4.3.1. Complex Network Model Construction. Considering
the complexity and interaction of corrupt behaviors among
corrupt groups in construction projects, it is difficult to
visualize the connections between nodes through textual
narratives, and the use of complex networks can be a good

way to visualize the relationships among nodes. Based on the
five selected adjudication documents, the relationship be-
tween groups of people is analysed in detail. If there is
corruption between any two individuals in the corrupt
group, a link is established. ,e corrupt personnel and the
corruption relationship between personnel are abstracted as
the network nodes, the edge of the network respectively,
then the corruption relationship network is established
[5, 60]. ,e corruption network can be represented by the
adjacency matrix An ∗ n, so that if there have been corrupt
behaviors between personnel, then aij � 1, otherwise aij � 0.
,e adjacency matrix can reflect the relationship between
groups in the complex network, as shown in Table 1. Ucinet
software can build a corruption network for the corruption
case group of construction projects based on the relationship
of the adjacencymatrix. A complex network of the personnel
contact in the engineering corruption case is built by using
Ucinet software, as shown in Figure 2. A detailed adjacency
relationship matrix data is shown in the supplementary
materials Annex 1.

4.3.2. Corruption Infection Rate in Complex Networks.
,e nodes with larger out-degree and in-degree values can
be considered as the important conduction nodes of the
network in this study. In addition, it can be considered that
the formation of corruption network is due to the corruption
of a group or multiple individuals. Betweenness centrality is
used to measure the transportation capacity of nodes in a
complex network.,e higher the betweenness centrality, the
more influence the node has. It is believed that the nodes
with high intermediary centrality in the corruption network
of construction projects have strong corruption transmis-
sion capabilities. Closeness centrality is a characteristic value
that reflects the distance between a node and the centre of
the network [27, 29]. ,us, it is significant to calculate the
degree centrality, betweenness centrality, closeness cen-
trality, and core edge analysis of the corruption case net-
work, so as to determine the key personnel in the corruption
network [27, 39]. ,is study assumes that the corruption
contagion rate of the corruption case is determined by the
average degree centrality of the core personnel. ,e cen-
trality indicators of each corrupt network node are shown in
Table 2. Detailed data can be found in supplementary
materials Annex 2.

Table 2 reveals that the top eight nodes with the highest
total degree of centrality are: 5, 1, 3, 2, 22, 24, 4, and 11
respectively. ,e order of nodes with high betweenness
centrality is 5, 2, 1, 22, 3, 4, 24, 8; ,e distribution of nodes
with more tightness centrality is 2, 3, 1, 31, 5, 22, 4, 34.
According to the degree of close connection between nodes
in the complex network of the corruption case, the core and
edge personnel in the corruption network are determined by
using Ucinet software [35, 57, 59], as shown in Table 3.

According to the three-centrality analysis and core-edge
structure of the corruption network personnel in Table 2 and
Table 3, 7 people, namely Node 1, 2, 3, 4, 5, 22, and 24, are
identified as the core personnel of the corruption network in
this case. ,e corruption contagion rate of the project is λ �
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Figure 2: Personnel contacts of construction corruption case under complex network.

Table 3: Analysis results of core-edge structure.

Location Core Marginal
Personnel number Node 1, 2, 3, 4, 5, 22, 24 Node 6, 7, 8, 9, 10, 11 et al.

Table 1: Corruption personnel node adjacency matrix (partly)).

Node 1 Node 2 Node 3 . . . Node 34
Node 1 0 1 0 . . . 0
Node 2 1 0 1 . . .

Node 3 0 1 0 . . .

. . . . . . . . . . . . . . .

Node 34 0 0 0 . . .

Table 2: Network centrality index of each corruption node.

Node
Degree centrality

Betweenness centrality
Closeness centrality

Out-degree In-degree Out-degree In-degree
1 7 1 98 12.222 4.797
2 3 4 192.667 12.268 4.889
3 7 1 74.667 12.268 4.797
4 3 3 5 11.419 4.896
5 6 8 251.833 11.913 4.955
. . . . . . . . . . . . . . . . . .

33 1 1 13 10.092 4.867
34 1 1 26 10.927 4.783
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0.239 according to the above assumption of equation (2). In
summary, this paper uses the network characteristics of the
case personnel to determine the improved SEIR model
parameters, as shown in Table 4.

5. Simulation Verification and Analysis

5.1. Evolutionary Relationship of Corruption Contagion in
Construction Projects under Actual Cases. ,is paper defines
the total number of research groups as N� S+ E+ I+R.
Where S, E, I and R represent the number of personnel at
each status node in the process of corruption propagation.
,e corruption infection rate λ of initial corruption cases is
0.239. Potential decision rate μ, crackdown rate of the formal
organization c, and corruption propagation time t are 0.5,
0.147 and 10 years respectively. ,is paper use Python to
simulate the infectious disease model in the state of cor-
ruption nest, then obtain the evolution results of people in
each stage of the spread process of corruption nest, as shown
in Figure 3.

Figure 3 shows that the number of corrupt personnel I
node will first increase to a certain level and gradually de-
crease over time, then stabilize, and finally reach a peak in
three years. ,e number of individuals at the latent node E is
consistent with the changing trend of corrupt personnel as a
whole, and the peak value is less than the number of corrupt
personnel. It demonstrates that in a relatively closed network
structure, the construction project-related personnel who
would like to participate in corruption will eventually be-
come a member of corruption to externally intervene in the
construction project. ,e number of groups S in the per-
ishable stage declines in a power law over time, indicating
that the degree of corruption is relatively serious.

,e number of R in an immune-strike state shows an
increase in the power rate, which shows a good effect in
combating corruption by the official organization.
,roughout the propagation, the crackdown by official
organizations and the spread of corruption coexisted,
intersecting in about 4 years. Furthermore, the simulation
curve of corruption propagation reveals that the effect of
corruption cracking is significantly stronger than the level of
corruption after 4 years, and the number of people in each
state cluster is basically in a stable state after a latent period
of about 9 years, which is consistent with corruption in-
cubation period of around 10 years in the current con-
struction project [23]. On the one hand, it illustrates the
significant effect of the crackdown by official institutions in
reducing corrupt practices during their dissemination
online. On the other hand, it also shows that the complex
and closed corruption network structure will eventually
collapse by itself after a certain time of spreading due to the
sparseness of the network and the multiple complexity of the
personnel. ,is is also evidence of the vulnerability and poor
flexibility of corruption case networks in long-term
propagation.

,e source data of five selected engineering corruption
cases reflects that the time of 80% corruption criminal to
form a group of corruption is less than 4 years. It also il-
lustrates that the corruption criminal will quickly form a

network of corruption in various ways under the premise of
satisfying the profit of all parties. In addition, it can also be
found that the parameter settings are based on the actual
construction project corruption cases in this study. ,e peak
number of personnel for corruption propagation through-
out the construction project is the same as the number of
core personnel for corruption apprehension in the actual
case. At the same time, by observing the evolution of the
corruption propagation pattern, we can find that only five of
the most central corrupt people in a corrupt network of 34
people were arrested, which is also consistent with our actual
data of corruption cases in the magisterial documents. Other
groups of people involved in corruption in construction
projects may have been prevented from corruption by a
variety of measures such as external supervision, confi-
dential visits and interviews, combat and arrest only the
most central key personnel, which is similar to the realistic
measures to prevent corruption in construction projects.

,e results show that the corruption and infectious
disease model constructed in this paper is feasible and
consistent with the actual situation. ,e “4–9 propagation
law” of construction project corruption nest cases was
discovered through actual case analysis.

5.2.#e Impact of the Formal Organization’s Crackdown Rate
on the Spread of Corruption. ,is study sets the parameter of
crackdown rate and others based on the specific construc-
tion projects corruption cases to investigate the effect of the
crackdown rate on the contagion behavior in the con-
struction project. Under the condition of constant cor-
ruption infection rate of 0.239 and other parameters, the
crackdown rate c of the formal organization is set to be [0, 1].
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Figure 3: Variation in the nodes number of personnel during
corruption with actual parameters.

Table 4: Probability of each parameter.

Parameters λ u r t

Range 0.239 0.5 0.147 10 years
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Variable parameters should be allowed to vary within a
certain range to better reflect the real situations of cor-
ruption contagion behavior. However, when the parameters
of corruption transmission behavior are freely changing, the
simulation of corruption transmission behavior for con-
struction projects does not truly reflect the correspondence
under the changes of corresponding factors. More impor-
tantly, the factors under the infectious disease model are
fixed parameter variation studies under transmission be-
havior analysis [42, 46, 48]. To overcome these shortcom-
ings, this study uses sensitivity analysis to explore corruption
contagion behavior under several relatively varying sce-
narios. Taking into account the actual crackdown rate of
0.147, the parameter values of the crackdown rate of the
formal organization were set to 0.05, 0.1, 0.147, and 0.2,
respectively, by sensitivity analysis of the crackdown rate
[42, 61]. Based on the infectious disease model, Python is
used to simulate the crackdown rate of personnel informal
organizations. ,e change in the number of personnel at
each node in the state of corruption is shown in Figure 4.

Figure 4 and Table 5 show that when the crackdown rate
of formal organizations exceeds 0.2, corruption will hardly
occur. With the increase of the crackdown rate, the peak
value of corrupt personnel nodes I gradually decreases and
the propagation time to reach the peak value gradually
increases. When the corruption crackdown rate is increased
from 0.05 to 0.1 by 5%, the degree of corruption is relatively
reduced by 42.85%, and the peak propagation time of
corruption is relatively increased by 8.57%. When the
corruption crackdown rate increased by 9.7% from 0.05 to
0.147, the degree of corruption decreased by 78.57%, and the
propagation time of corruption at its peak increased by
14.29%. It can be seen that the crackdown rate is negatively
correlated with the degree of corruption in construction
projects, and positively correlated with the peak propagation
time of corruption. ,e corruption spread, the propagation
time of corruption cases reaching the peak is about minus 8
times, 1.6 times of the crackdown rate respectively.

,e number of perishable personnel S and the number of
immune-strike personnel R also show power-law changes,
and the magnitude of the change in the two curves reflects
the relationship between corruption and crackdown in the
corruption case. It can be seen from Figure 4 that when the
crackdown rate is 0.05, 0.1, and 0.147, the susceptible S and
the remover R intersect at 2.5 years, 3.2 years, and 4 years,
respectively. ,e size of the intersection reflects the speed of
the spread of personnel corruption in the corruption nest
case. ,e whole corruption nest case network is in a stable
state. When the crackdown rate increases by 5% and 9.7%,
the increase of s of corrupt personnel in the project is 150%
and 500%, respectively, which is 9.375% and 31.25% greater
than the decrease of R of corrupt personnel in the project.
With the increase of the crackdown rate, the increase of
perishable personnel S in the construction project is greater
than the decreased number of personnel removed from the
immunization crackdown of the official organization of the
construction project. It shows that the number of people
involved in the spread of corruption is far smaller than the
effect of the corruption crackdown, and the crackdown rate

of the corruption case of the project is also relatively high,
which meets the crackdown requirements.

,e analysis shows that the occurrence of corruption
prevention cases can be reduced from the source through the
dynamic monitoring of the project and strengthening the
crackdown on the organization.

5.3.#e Impact of the InfectionRate ofCorruptPersonnel in the
Engineering Corruption Case on the Spread of Corruption.
Under the constant condition of crackdown rate (i.e., 0.147)
and other parameters, the value of the corruption infection
rate λ of the personnel in the engineering corruption net-
work is [0, 1]. Considering the actual corruption trans-
mission rate of 0.139, the values of corruption transmission
rate parameters were set to be 0.139, 0.239, 0.339, and 0.439
by sensitivity analysis of the transmission rate [61]. Based on
the infectious disease model, the extent of corruption nesting
in construction projects under different corruption conta-
gion rates is simulated by Python. ,e personnel change of
each node in the state of corruption is shown in Figure 5.

According to the simulation results in Figure 5 and
Table 6, it can be seen that corruption hardly occurs when
the corruption infection rate of a construction project is less
than the crackdown rate. When the corruption infection rate
increases by 10% from 0.239 to 0.339, the transmission time
of corruption nest cases reaching the peak decreases by
about 25%, and the peak number of people involved in
corruption increases by about 100%. When the corruption
infection rate increases by 20% from 0.239 to 0.439, the
propagation time of corruption cases reaching the peak is
relatively reduced by about 50%, and the peak number of
people involved in corruption is relatively increased by
about 200%. ,e transmission scale and rate of corruption
network increased with the increase of the change range of
corruption infection rate. ,e infection rate is positively
correlated (i.e., 0.1 times) with the corruption degree of the
construction project, and negatively correlated (minus 0.4
times) with the time of the construction corruption reaching
the peak of transmission. ,e infection rate of engineering
project corruption has a great impact on the spread of
corruption cases. ,e control of the infection rate of cor-
ruption must start from multiple aspects including real-time
dynamic monitoring, reduce the spread of corruption, and
ensure the normal implementation of the entire process of
the project from the source.

In the whole process of corruption propagation, S curve
and R curve show a power-law trend. Figure 5 shows that the
simulation curves of the S curve and the R curve intersect at 4
years, 2.5 years, and 2 years, with intersection points of 6
people, 14 people, and 12 people respectively, as the in-
fection rate increases. ,ere will more perishable groups S
and removed groups R over time. In a stable state of
transmission, the relative reduction of personnel prone to
corruption in the project is about 50% when the infection
rate of corruption increases by 10%, which is greater than the
increase of 27.27% by the formal organization of the project.
,e rate of decrease of perishable personnel in engineering
projects is about 83.33% when the infection rate of
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corruption increases by 20%, which is greater than the rate of
45.45% in the official organization of the project to crack
down and remove the increased personnel. It can be seen
that the spread of the number of people involved in cor-
ruption infection is far greater than the effect of corruption
attacks with the increase in the infection rate. In addition,
the impact of the intensity of corruption infection rate will
be greater when the reduction of corruption prone personnel
is greater than the increase personnel in the formal orga-
nization of the project.

5.4. #e Impact of Changes in Latency Period on the Level of
Corruption in Construction Projects. Parameters obtained
from actual cases are taken as the corruption contagion rate
and combating rate of construction projects. ,e influence
of the evolutionary pattern of corruption nesting behaviors
in construction projects under different incubation periods
is studied separately.,is paper selects the incubation period
of 6 years, 8 years, 10 years and 12 years as the characteristic
parameters to analyse the evolution relationship between the
incubation period and the corruption degree of the project.
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Figure 4: ,e relationship of changes under different crackdown rates. (a) c � 0.05, (b) c � 0.1, (c) c � 0.147 (d)c � 0.2.

Table 5: Parameter variation relationship of nodes at different crackdown rates.

c t S (t) t E (t) t I (t) t R (t)
0.05 70 2 25 3 35 14 120 32
0.1 90 5 30 2 38 6 100 29
0.147 100 12 30 1 40 3 110 22
0.2 120 21 — — 0 1 120 13
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Based on the infectious disease model, the extent of cor-
ruption nesting in construction projects under different
corruption Latency Period are simulated by Python. ,e
change of the personnel number at each node in the state of
corruption is shown in Figure 6.

According to the simulation results in Figure 6 and
Table 7, a very interesting phenomenon of corruption group
evolution can be found when the rate of corruption con-
tagion and the fight against corruption in construction
projects are determined.,e change of latency time has little
effect on the peak value of group I in the construction

projects corruption. When the incubation time is less than
10 years, the number of corruption-prone groups S and the
number of removal-strike stage groups R are still in the
process of propagation evolution. ,is also verifies the ac-
curacy of the 10-year latency time for the five construction
projects corruption adjudication documents selected in this
study.

,is is contrary to the traditional latency period of
engineering projects and significant relationship between
the degree of corruption. ,is is mainly because the number
of corrupt groups in construction projects is relatively fixed
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Figure 5: Relationship between changes under different infection rates. (a) λ� 0.139, (b) λ� 0.239, (c) λ� 0.339, and (d) λ� 0.439.

Table 6: Parameter variation relationship of nodes with different infection rates.

λ t S (t) t E (t) t I (t) t R (t)
0.139 100 28 — — — — 110 6
0.239 90 12 30 1 40 3 110 22
0.339 60 6 22 3 30 6 80 28
0.439 50 2 18 4 20 9 60 32
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in this study, except the relatively fixed values of the con-
tagion rate and strike rate parameters that affect the behavior
of corruption transmission in construction projects. Simi-
larly, this evolutionary relationship illustrates that the length
of latency time cannot influence the peak state of corruption
contagion behavior in construction projects when the
propagation parameters are in a determined state, unless the
latency time is short enough to influence the formation of
corruption nesting networks in construction projects. ,is

also validates the infectious behavior of the corruption nest
in construction projects will be rapidly infected to form a
complex and hidden corruption network among the group
in about 4 years.

,is study demonstrates the behavior of corruption
transmission in construction projects by changing the in-
cubation time, and the simulation results also verify the
rationality and scientific validity of the infectious disease
model designed in this study.
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Figure 6: Relationship between changes under different latency periods. (a) t � 6 years, (b) t � 8 years, (c) t � 10 years, and (d) t� 12 years.

Table 7: Parameter variation relationship of nodes with different infection rates.

t t S (t) t E (t) t I (t) t R (t)
72 — — 30 1 40 3 — —
96 — — 30 1 40 3 — —
120 90 12 30 1 40 3 110 22
144 90 12 30 1 40 3 110 22
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6. Discussion

6.1. Findings. ,e construction and practical validation
analysis of the construction projects corruption nesting SEIR
model shows that the model constructed in this paper is
scientific and reasonable in line with the actual situation.
Due to the dynamics, complexity, and concealment of the
corruption network of the construction projects, the people
who are in the core network will also vary over time
[27, 34, 36]. Zhang [42] proposed the MI-SEIR model
considering the influence of media and interpersonal rela-
tionships on opinion dissemination based on the SEIR
model. Nekovee [37] explored the mechanism of penetrating
and spreading corrupt behavior within the organizations,
and the behavioral interaction between corrupt group. ,e
traditional spread of public opinion, epidemics and torts are
generally based onmodels such as SIR and SEIR [42, 45].,e
dynamic time dimension is used to study the propagation
law of corruption in engineering projects according to the
changing relationship of incubation time.

Because of the time lag between the occurrence of
corruption and its apprehension, the length of the incu-
bation period of corruption largely influences the extent of
the spread of corruption in construction projects [19, 22, 23].
In the propagation model constructed in this paper, the
relevant parameters are obtained from the actual case. ,e
simulation results found that the level of corruption fight in a
corruption network after a latency period of more than 4
years will be significantly stronger than the level of cor-
ruption propagation, and hardly exist after 9 years. Yu [22]
found that the average latency period was significantly
longer (i.e., 6.4 years) in construction-related corruption.
,ere are 11 cases over 10 years, with the longest being 15
years. Zhang [23] also analysed the average corruption la-
tency period of 8.02 years through actual data, which is also
consistent with the nonexist corruption of about 9 years’
latency time in this study. ,is shows that the corruption
nest group in construction projects can quickly form a
complex and flexible corruption network within the first 4
years. When the incubation period exceeds nine years, the
corruption network of the construction project basically
disintegrates and the core group in the corruption network
will be hit.

,e single factor analysis of corruption communication
reveals that the corruption will hardly occur when the
crackdown rate of formal organizations exceeds 0.2 or the
rate of corruption infection is less than the crackdown rate,
which shows that the corruption case network has certain
fragility. ,ere is a strong correlation between the crack-
down rate, infection rate and the degree of corruption.
Corrupt groups spread through specific pathways within a
certain spatial and temporal context due to the versatility
and flexibility, and such interactions against groups can be
considered as the contagion of corrupt behavior [5, 38]. ,e
increase of the crack-down inhibits the maximum scale and
rate of corruption risks in the network, and the increase in
the rate of infection determines the scale and rate of spread
of the corruption case network. ,e spread scale of cor-
ruption cases, the propagation time reaching the peak is

about minus 8 times, 1.6 times of the crackdown rate re-
spectively. ,e spread scale of corruption cases is about 10
times of the corruption rate, and the spreading time is about
minus 2.5 times of the infection rate. ,e best way to reduce
the incidence of corruption cases is to prevent corruption
infection and strengthen the crackdown. ,e serious phe-
nomenon of corruption spreads from individuals to groups
and even to the whole organization, and from lower levels to
higher levels according to management logic.

6.2. #eoretical Implications. On the one hand, we try to
explain and discover the corrupt behavior of construction
projects and its laws by using the contagion theory model.
It enriches the theory and method of construction project
corruption behavior research, while expanding the appli-
cation scope of contagion model theory. ,is paper ana-
lyzes the evolution relationship of corrupt behavior in
engineering projects, and focuses on the evolution law of
corrupt behavior groups. ,is study broadens the research
field of corruption behavior in construction projects, en-
riches the scope and conditions of application of the
contagious disease model theory to the contagious behavior
of corruption in construction projects, and applies the
contagious disease SEIR model to the contagious behavior
of corruption in construction projects. By analysing the
evolutionary relationship of corruption contagion behavior
in engineering projects, the paper focuses on the changing
relationship of corruption contagion behavior under the
influence of factors such as external corruption contagion
behavior and crackdown under the change of latency time.
,e study breaks the traditional research for the degree of
corruption in construction projects, the characteristics of
corruption, corruption governance under a single per-
spective to consider the problem starting. ,e nature of
corruption contagion behavior is analysed and sorted out,
which helps to understand the inner evolution law of
corruption contagion behavior in construction projects and
expand the boundary area of corruption research in con-
struction projects.

On the other hand, the complex network theory used in
this paper combined with the contagion model theory ex-
plores the characteristics of the spread of corrupt behavior
from a dynamic perspective. ,e method of determining
model parameters through complex networks obtains more
objective data than the questionnaires and expert interviews
used in traditional studies. It also provides a theoretical
reference for scholars to adopt new methods for data ac-
quisition and consolidates the exploration of scientific
governance in the field of corruption management of
construction projects. At the same time, the evolutionary
relationship of corruption contagion behavior in con-
struction projects also breaks the tradition of analysing the
relationship characteristics of corruption behavior mostly
from a static perspective. It also reveals the changing
characteristics of group behavior under the whole time of
corruption transmission, and also provides a new theoretical
exploration for the targeted fight against the occurrence of
corruption.
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6.3. Practical Implications. ,e study provides clearer target
and compelling rationale for policy makers to select the right
strategic tool in their fight. First of all, in view of the
prevalence of such corruption in construction projects, the
fight against corrupt groups should use a variety of means
for full process control. Secondly, considering the simulation
analysis of the actual case dissemination process in this
study, the early stage is a high-frequency stage prone to
corruption in construction projects. ,erefore, the gov-
ernment supervision department should attach great im-
portance to the control of small groups in violation of
regulations in the early stage of the project such as the
bidding process. ,irdly, the corruption hardly occurs when
the strike rate of formal organizations exceeds 0.2 or the
corruption infection rate is lower than the crackdown rate.
,erefore, the government supervision department can
choose appropriate crackdown and supervision strategies to
improve the efficiency of project management according to
the degree of corruption of local construction projects. Fi-
nally, government departments should pay more attention
to the informal organization groups in the construction
process of construction projects, and strengthen the control
of the generation and dissemination of inter-group
violations.

7. Conclusions and Future Study

7.1. Conclusions. ,is study proposes an improved SEIR
model of corruption contagion behavior in construction
projects based on the epidemic model considering the
variation of latency time of group personnel. Five adjudi-
cation documents collected from the official website of
Chinese adjudication documents were used to validate the
propagation model test of corruption nesting cases in
construction projects. ,is paper demonstrates that the
model is consistent with the process of corruption propa-
gation in construction projects, explores the evolutionary
relationship of corruption propagation, and investigates the
effects of changes in crackdown rate and contagion rate on
the contagion time and the degree of corruption. Based on
the simulation results, the following conclusions can be
drawn.

(1) ,e improved SEIR model for infectious diseases
proposed in this paper is scientifically and rationally com-
patible with the actual process. (2) A complex and hidden
network of corruption in construction projects can be
formed rapidly within four years or even less. When the
latent period exceeds 9 years, the corruption network of
construction projects will basically disintegrate and the core
group in the corruption network will be crackdown. (3) If
can target to Enhancement of the crackdown rate or even
some regulatory measures by external regulatory agencies
can effectively reduce the spread and proliferation of cor-
ruption behavior at the early stage of corruption contagion
behavior in construction projects. Otherwise, if external
regulators allow corruption to occur, corruption in con-
struction projects will rapidly spread throughout the corrupt
community. (4) ,ere is a strong correlation between the
crackdown rate, infection rate and the degree of corruption,

the increase of the crack-down inhibits the maximum scale
and rate of corruption risks in the network, and the increase
of the infection rate determines the scale and rate of spread
of the corruption case network. ,e spread scale of cor-
ruption cases, the propagation time reaching the peak is
about minus 8 times, 1.6 times of the crackdown rate re-
spectively. ,e spread scale of corruption cases is about 10
times of the corruption rate, and the spreading time is about
minus 2.5 times of the infection rate.

7.2. Limitation and Future Research Directions. Due to the
limitation of the data source of corruption cases in con-
struction projects, the dissemination process of corrupt
behaviors in this study does not consider realistic issues from
external factors such as investment in construction projects,
local economic conditions, and government transparency.
In addition, this study considers the parameter settings
under real cases. However, the effect of free variation of
factors in the interval is ignored because the parameters
under the SEIR model of infectious diseases need to be fixed
when analysing the effect of changing states of factors on the
behavior of corruption transmission in construction
projects.

,e modelling analysis and feature disclosure in this
article are based on a specific engineering corruption case;
however, a complex network can be constructed with the
help of big data techniques to determine the parameters of
the infectious disease model.

In the context of Industry 4.0, the vigorous development
of digital intelligence technology provides an efficient tool
for the engineering management industry. In future re-
search, the SEIR model of infectious diseases should be
further improved when considering more influencing fac-
tors, such as the investment situation of construction
projects, regional GDP, legal regulatory system, and local
integrity index. ,e combination of digital intelligence
technology and infectious disease models can dynamically
predict the possibility of each behavior in real time. On the
other hand, future research on corruption nests in engi-
neering projects will consider multicase data to deeply
analyse the evolutionary relationship of propagation
behavioral.
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In this paper, an intelligent model is constructed to facilitate real-time dynamic analysis of the factors affecting the export of film
and television copyrights and to track the process of spatiotemporal context. +e algorithm analyzes the factors affecting the
export of film and television copyrights according to actual needs. +rough the comparative analysis of experimental models, the
influence and optimization of gamma correction and Laplace distribution weighting on spatial context information and con-
fidence map update are verified. In addition, this paper uses the gray relational algorithm to construct an analysis system of factors
affecting the export of film and television copyright. +e research shows that the analysis model of the influencing factors of film
and television copyright export based on the gray relational algorithm can play a very good role in the analysis of these factors.

1. Introduction

In the new normal economic environment, there is no doubt
that China’s export structure also needs supply-side reforms.
In terms of film and television cultural works, our country
has been in a state of deficit in international trade for a long
time. With the development of economy, people began to
pursue spiritual and cultural life after satisfying their ma-
terial life. With the transformation of society and changes in
consumption concepts and lifestyles, as well as the pro-
motion of technological factors such as Internet technology
and new media technology, film and television cultural
works appear more and more frequently in people’s lives,
and people’s expenditure on film and television cultural
works is also increasing.

On the one hand, as a kind of copyright, film and television
copyright has the characteristics of copyright, which can be
summarized into three types: “exclusiveness,” “territoriality,”
and “timeliness.” “Exclusivity” means that copyright is as ex-
clusive as ownership. Copyright is exclusively owned by the
right holder, and this right of the right holder is strictly

protected by law. Moreover, in addition to the exceptions
provided by the law, the use of the work by others must obtain
the permission of the right holder. “Territoriality” means that
the effectiveness of copyright is restricted by space and only
extends to the territory of the country, which is strictly terri-
torial. Unless international conventions or bilateral treaties are
signed between countries, intellectual property rights do not
have extraterritorial effects, and anyone outside of the country
can freely use the copyright. However, due to the accelerating
process of today’s world integration and the increasingly fre-
quent exchanges between countries, transnational copyrights
and transnational jurisdictions of copyrights and worldwide
intellectual property protection organizations have emerged.
+erefore, the characteristic of “territoriality” is gradually di-
minishing [1]. “Timeliness” means that the protection of
copyright is limited by time. If the copyright exceeds the
copyright protection period stipulated by law, it will no longer
be protected. Generally speaking, the authorship right, the right
to modify and, the right to protect the integrity of the work in
the personal rights of copyright are not restricted by time and
will not disappear due to the death of a person. +e right of

Hindawi
Computational Intelligence and Neuroscience
Volume 2022, Article ID 3510552, 12 pages
https://doi.org/10.1155/2022/3510552

mailto:renbingchao840205@163.com
mailto:jinting840205@haut.edu.cn
https://orcid.org/0000-0002-6578-3419
https://orcid.org/0000-0002-1849-4470
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/3510552


publication in property rights and personal rights is restricted by
the term of copyright protection [2]. On the other hand, film
and television copyright also has its own characteristics. Film
and television works are a collection of independent works such
as music, songs, scripts, audio, and video. It is based on these
independentworks as awhole formed through the processing of
modern technology and takes the whole as the object of
copyright protection. At the same time, these independent
works are separately protected by the law, and the protection of
the copyright of these works does not prevent the film and
television works as a whole from being protected by the law.
+erefore, there is a unique problem of multiple copyrights in
the protection of film and television copyrights [3].

In order to facilitate the analysis of the factors affecting the
export of film and television copyrights, this paper constructs
an intelligent model for real-time analysis of the factors af-
fecting the export of film and television copyrights, which
provides a theoretical reference for subsequent related research.

2. Related Work

In international trade, cultural trade is extremely special. It is
based on cultural industries and involves trade in goods,
trade in services, and intellectual property rights. +e In-
ternational Monetary Fund (IMF) describes international
cultural trade as exchanges between countries and between
residents and nonresidents, and personal, cultural, and
entertainment service transactions are all within the category
of cultural trade. It is subdivided into the following two
categories: one is audiovisual and related services, and the
other is other cultural and entertainment services [4].

+e rise of cultural trade has attracted the attention and
research of many economists, hoping to find a theoretical
basis that can explain cultural trade [5]. Literature [6] be-
lieves that traditional trade theory can explain the rise of
cultural trade. For example, the United Kingdom has a
comparative advantage in Shakespeare’s plays, and the
United States has a comparative advantage in movies, so that
the two countries can exchange works with each other. +e
United Kingdom concentrates on producing and exporting
dramas and importing relatively disadvantaged movies,
while the United States concentrates on producing and
exporting movies and importing dramas. In this way, both
countries can gain benefits in international trade. Literature
[7] believes that traditional trade theories such as com-
parative advantage theory and factor endowment theory are
more suitable for imitable cultural products. For example,
the labor force in developing countries is relatively surplus
and has a comparative advantage in the production of
imitable cultural products, so that the export of labor-in-
tensive cultural products can be profitable. However, tra-
ditional trade theories have no explanatory power for the
trade of cultural products that cannot be imitated.

Literature [8] believes that there are external economies
of scale in the cultural industry and the agglomeration of
producers in the geographic location forms a large-scale
operation. Several film and television companies in Holly-
wood, the United States, have concentrated on all the links of
film production, showing a highly vertical integration

situation and forming an efficient external scale economy
effect. +is vertical integration can achieve large-scale op-
erations; reduce unnecessary market circulation links,
thereby reducing production costs; and help companies
integrate their own advantages, realize resource sharing, and
achieve good economic benefits. Literature [9] believes that
there are also internal economies of scale in the cultural
industry. Take the production of movies as an example.
Copying ready-made templates can greatly reduce the
production costs of movies. Large-scale film and television
groups integrate small-scale scattered resources to reduce
production costs in production, so as to obtain cost ad-
vantages in competition, thereby forcing small companies to
withdraw from the market and gaining market share.

Literature [10] puts forward the so-called first actor ad-
vantage theory while considering the effect of economies of
scale on international cultural trade. Literature [11] argues that
the reason why the United States can occupy an absolute share
of the global TV market and continuously export cultural
products to the outside world is that it has economies of scale
and first actor advantages. Large-scale production has given
AmericanTVproduction companies a stronger cost advantage,
with the ability to share fixed costs; product upgrades; and
relatively sufficient funds required for advertising, making it a
greater advantage in the competition of similar cultural
products. +e first actor advantage considers certain technical
conditions, and through actions such as first improving
management, increasing labor productivity, improving mar-
keting channels, and being familiar with the market conditions
of the exporting country, American cultural production
companies can obtain a “leading” advantage in the production
of cultural products [12].

Literature [13] applies demand preference theory to
cultural trade. Literature [14] believes that the consumption
of cultural products can be understood as the satisfaction
that people get from current consumption and the accu-
mulation of future knowledge and experience.+erefore, the
past consumption structure of cultural products largely
determines the future consumption structure.

Literature [15] believes that the theory of comparative
advantage can be used to analyze cultural trade. Literature
[16] believes that factor endowments, production technol-
ogy, production methods, and innovation capabilities can
cultivate the comparative advantages of the cultural in-
dustry. With these comparative advantages, cultural trade
can be carried out. Literature [17] used the theory of
comparative advantage to explain cultural trade, specifically
pointing out that the main advantages of cultural industry
participating in international trade are the resource en-
dowment on the supply side, the advantages of knowledge
and technology, and the scale of demand.

Literature [18] agrees that the theory of economies of
scale is applicable to cultural trade. Take Americanmovies as
an example; the formation of Hollywood has reduced the
production and production costs of American movies to a
large extent. +is specialized assembly line and industrial
chain have enabled American movies to dominate the world
and win high profits. Literature [19] points out that cultural
trade is intraindustry trade and uses demand preference
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theory to analyze it. +e vast majority of international trade
in cultural products is carried out between a few countries
and is highly concentrated in a few countries, which is a
typical intraindustry trade. +e theory of preference simi-
larity can explain the phenomenon that the import and
export of international cultural trade are highly concentrated
between European and American countries with a common
cultural background and between the United States and
Canada in North America [20].

3. Factor Analysis Model Based on Gray
Relational Algorithm

+is paper mainly analyzes the influencing factors of film
and television copyright export through gray relational al-
gorithm and improves it based on the kernel K-means al-
gorithm. By taking the nonlinear constraint of the kernel K-
means algorithm as a penalty term, that is, taking the last
term of the constraint in the formula as an independent
penalty term, it is combined with the kernel K-means
clustering algorithm. In order to extract more effective in-
formation in the process of clustering, orthogonality con-
straints and nonnegativity constraints are added to the
proposed model at the same time, and the improved pe-
nalized K-means clustering model (PKKM) is obtained in
this paper. +e objective function is as follows:

max
H

Tr H
T
KH  − α 1T

n − 1T
n HH

T
����

����
2
F
,

s.t. H≥ 0, H
T
H � I.
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Among them, K represents the kernel matrix, and α is a
hyperparameter.

When H satisfies the orthogonality constraint, based on
the properties of the Frobenius function and the trace
function, the penalty term in (1) can be written as follows:

1T
n − 1T

n HH
T

����
����
2
F

� Tr 1n1
T
n  − Tr H

T1n1
T
n H . (2)

+erefore, (1) can be written in the following form:

Tr H
T
KH  − α 1T

n − 1T
n HH

T
����

����
2
F
,

� Tr H
T
KH  + αTr H

T1n1
T
n H

����
����
2
F

− αTr 1n1
T
n ,

� Tr H
T
(K + αE)H  − αn.

(3)

Among them, E � 1n1T
n represents an n×n matrix, and

all elements in the matrix are 1.
Because the proposed PKKM model has orthogonal and

nonnegative constraints, in the process of optimizing the above
objective function, the nonconvexity of the model itself makes
the solution of the model an NP-hard problem. +erefore, this
paper proposes a simple but robust numerical algorithm. +e
algorithm splits the original matrix variable into two variables
through the splitting method and satisfies the orthogonality
and nonnegativity constraints. +e problem of solving the
objective function is transformed into a problem of seeking
extreme values of two variables. Furthermore, the algorithm
uses an alternate iteration method to find solutions that meet

the constraints. +e split model is a more relaxed model. +e
objective function of the model is as follows [21]:

max
x,H

Tr H
T
(K + αE)H  −

μ
2
‖H − X‖

2
F,

s.t. H≥ 0, H
T
H � I.

(4)

Among them, the second term in formula (2) can be
written as follows:

μ
2
‖H − X‖

2
F,

�
μ
2

‖X‖
2
F − 2Tr H

T
X  +‖H‖

2
F ,

�
μ
2
‖X‖

2
F − Tr H

T
(μI)X  +

μk

2
.

(5)

+erefore, the solution to the subproblem of H in the
above problem can be described as follows:

max
H

H
T
(μI)X ,

s.t. H
T
H � I.

(6)

Among them, K � K + αE + μI.
+e above-mentioned problem is also called the or-

thogonal Plucker problem, which has a closed-form solu-
tion. Below, we solve it by alternating iterative method.

When the variable X is fixed, the original problem is
transformed into the following: for any matrix A ∈ Rn×k, the
objective function of the related optimization problem for
H ∈ Rn×k is as follows:

max
H

Tr H
T
A ,

s.t. H
T
H � I.

(7)

Formula (5) has a corresponding closed-form solution:

H
∗

� U(:, 1: k)V
T
. (8)

Among them, A � U  VT is the singular value de-
composition of A.

+e relevant proof is as follows:
First, A � U  VT is the singular value decomposition of

A, and the solution of the H subproblem is as follows:

H
∗

� argmax
H

Tr H
T
A 

� argmax
H

Tr U  V
T

 

� argmax
H

Tr U
T
HV 

T
 

� U argmax
H

Tr H
T

  V
T

� U
Ik

0
 V

T
.

(9)
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+e solution to the X subproblem is as follows: when the
orthogonal matrix H cannot satisfy the nonnegativity
constraint, the update rule for X is as follows:

X � max(0, H). (10)

+erefore, the entire process above is to update the
variables between the Stiefel manifold and the nonnegative
quadrant.

In this part, we will discuss the relationship between the
proposed PKKM algorithm and some commonly used
classic clustering algorithms, such as classic K-means al-
gorithm, orthogonal nonnegative matrix factorization
(ONMF) algorithm, spectral clustering, and projection
nonnegative matrix factorization (PNMF) algorithm.

+is relationship is shown in Figure 1. As can be seen
from the figure, compared to the other three clustering
algorithms, the model proposed in this paper is the closest
relaxation model to the K-means model, and its scalability
can be changed according to its model. +e following part
will discuss the relationship between PKKM model and
K-means model, ONMF model, spectral clustering, and
PNMF model.

When α � +∞, the PKKM algorithm is equivalent to the
K-means clustering algorithm.

In the PKKMmodel, when the parameter α � +∞ of the
penalty term in (1) is met, and the constraint condition 1T

n −

1T
n HHT � 0 is satisfied at the same time, (1) can be written in
the following form:

max
H

Tr H
T
KH ,

s.t. H≥ 0, H
T
H � Ik, 1T

n − 1T
n HH

T
� 0.

(11)

Formula (9) is equivalent to the objective function
formula of the kernel K mean value.

When the parameter of the penalty term in (1) is α� 0,
the PKKM model can be written in the following form:

max
H

Tr H
T
KH ,

s.t. H≥ 0, H
T
H � Ik.

(12)

Equation (12) corresponds to the ONMF model.
Spectral clustering is the orthogonal relaxation of the

proposed PKKM model. +e objective function of the
spectral clustering model is as follows:

max
X

Tr X
T
LX ,

s.t. X
T
X � Ik.

(13)

In formula (13) of the PKKM model, the kernel matrix
K+ aE in the model is replaced by L, and then the non-
negativity constraint in the model is removed. +en, the
objective function of PKKM is equivalent to the model of
spectral clustering.

+e PNMF algorithm is a nonnegative relaxation of the
proposed PKKM algorithm, and its objective function is as
follows:

max
x≥0

M − MXXT
 

2
F
. (14)

In formula (1) of the PKKM model, α� 0, and the or-
thogonality constraint is removed; then, the PKKM model
and the PNMF model are equivalent.

4. Analysis of Influencing Factors of Film and
Television Copyright Export Based on Gray
Relational Algorithm

+e export destinations of Chinese movies are mainly
concentrated in two types of countries. One type is Southeast
Asian and East Asian countries, which are close to our
country’s cultural distance and can have a better under-
standing of Chinese movies. +erefore, in the early stage of
our country’s film export, works were mainly exported to
Southeast Asia, North Korea, and other countries. +e other
type is European and American countries, which have a
developed domestic market and a wealth of domestic works,
so there is not much demand for Chinese works. However,
due to the relatively developed economies of European and
American countries and the demand of local Chinese for
domestic films, domestic films can also have some overseas
income in Europe and the United States.

+e film and television copyright management system
creates an end-to-end streaming media content protection
platform, while providing all the services needed from the
content preparation stage to the delivery stage. +e function
flow chart of the film and television copyright management
system is shown in Figure 2.

+e film and television copyright management system
uses the HLS protocol for video transmission. +e HLS
protocol is a streaming media transmission protocol based
on HTTP, which can be used to realize video playback on
terminal devices. It differs from the common RTP/RTCP
and RTSP in that the client-side algorithm obtains complete
media content. +e content transmitted by HLS mainly
includes M3U8 description files and continuous, equal-
length TS format media files. +en, it uses the index file of
M3U8 to play.+eHLS work flow chart is shown in Figure 3.

+e copyright tracking system of film and television
works will extract and track the feature codes of the film and
television works in the library to timely understand the
relevant infringement status of the works on the Internet,
provide a direction for combating copyright infringement of
works, and provide technical support for the copyright
protection of film and television works.

Spectral
Clustering

ONMF
PNMF

PKKM K-means

Figure 1: +e relationship between PKKM algorithm and other
clustering models.
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After analyzing the needs of the copyright tracking
system for text works, it is determined that the system is
divided into the following three major modules: infringe-
ment information collection, statistical analysis, and

auxiliary function modules. Among them, the collection of
infringement information is a necessary function, which
mainly includes the functions of system importing works,
feature code extraction, web crawlers to collect infringement

Streaming content
package

Content encryption
package

Competition video

Selection

Send content
packages

Send user
information,
Decice Id, etc

Validation
failed

License server

Permission
verification

Identity
verification

Successful
verification

Content key

Authority

Generation

Metadata
information

Content data

LicencePayment
module

Send a license

User terminal

Receive the license
and request the

steaming content
again

AcquisitionDatabase
of works

Content server

Figure 2: Function flow chart of film and television copyright management system.
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Audio / video
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Figure 3: HLS flow chart.
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information, and related process scheduling. +e statistical
analysis module mainly displays some analyzed data, mainly
including functions such as hot infringement list, work
infringement information query, and infringement infor-
mation list.+e auxiliary functionmodule mainly configures
some data of the system operation module, including au-
thorized website management, key monitoring website
management, parameter configuration, and domain name
information management. +e specific system function
module structure diagram is shown in Figure 4.

Aiming at solving the problem of information asym-
metry between the seller and the authorized party during the
transaction of digital works, a trusted counting mechanism
is proposed, as shown in Figure 5. Under this mechanism,
trusted counters are introduced into the authorized party
(authorization system), seller (sales system), and trusted
third party (digital work transaction management platform
system). Under the combined effect of the three counters,
the supervision of digital works transactions is realized.
After the sales system receives the order, it extracts the
transaction information (including transaction time, seller
ID, content provider ID, price, transaction quantity, and
digital copyright identification) in the order and then calls
the trusted counter of the sales-oriented system for pro-
cessing. +e sales system trusted counter first checks
whether the format of the incoming data is legal and gen-
erates a transaction request number and a sales random
number. +en, it assembles the data into sales permission
request data according to the communication protocol in the
counter and then signs the sales permission request data to
form uploaded data. Finally, it puts the uploaded data into
the data buffer pool, and finally the uploaded data is sent to
the trusted counter for the management platform through
the network. +e authorization system obtains authoriza-
tion-related information (including order information and
authorization time) from the outside and calls a trusted
counter for the authorization system to process the data.+e
trusted counter for the authorization system first checks
whether the format of the incoming data is legal and gen-
erates an authorized random number. +en, the data is
assembled into sales license data according to the com-
munication protocol in the counter, and then the sales
license data is signed to form upload data. Finally, the
uploaded data is put into the data buffer pool and sent to the
trusted counter for the management platform through the
network. After the trusted counter in the trusted third party
receives the uploaded data from the authorized end and the
sales end, it first authenticates the data; the data that fails the
authentication will be written into the log, and the data that
is successfully authenticated will also be matched with the
transaction data. Transaction data matching aims mainly to
determine whether two uploaded data items belong to the
same transaction. If the matching is successful, the uploaded
data will be put into the matching database. If the matching
fails, the uploaded data will be placed in the unmatched
database. In addition, since there are locally generated
random numbers in the two types of uploaded data, a certain
degree of uniqueness of the data can be guaranteed, and the

data signature can ensure the nonrepudiation of the data.
+erefore, the mechanism in Figure 5 is credible.

Figure 6 is a schematic diagram of the overall business
architecture where the trusted counting system is located.
+e trusted counter for the sales system, the trusted counter
for the authorization system, and the trusted counter for the
platform constitute the trusted counting system. +e trusted
counter for the sales system is used by content sellers. +e
main function is to complete its own configuration, test the
connectivity with the platform counter, complete the pro-
cessing of transaction information, and upload it to the
trusted counter for the platform. +e trusted counter for the
authorization system is used by integrators and content
providers. In addition to completing its own configuration,
connectivity testing, and uploading authorization data, it
also supports querying the sales records of content sellers.
+e platform-oriented trusted counter is mainly responsible
for the receipt, authentication, and final storage of the data
uploaded by the sales and authorized ends (calling the
relevant database interface). In addition, it is also responsible
for managing the configuration information and usage
status of the trusted counter for the sales system and the
trusted counter for the authorization system and provides
data for the sales record query of the authorized end (calling
the relevant data query interface). +e trusted transaction
management platform conducts statistical supervision of
transactions and provides external query services based on
the data provided by the trusted counting system.

Figure 7 is a schematic diagram of the digital content
publishing business process. First, the publishing unit
processes the resources to be released and then releases it to
the content provider. After the content provider obtains the
resource, according to the nature of the resource and its own
situation, it will carry out digital content services through
direct sales or consignment by channel dealers. In the case of
direct selling, the content provider acts as a content seller at
the same time and directly deals with users. +ere is no issue
of credible counting involved here. In the case of con-
signment sales by channel dealers, content providers have no
control over content sellers. At this time, the role of a trusted
counting mechanism is needed to help regulators supervise
the transactions of data works through three types of
counters: trusted counters for sales systems, trusted counters
for authorization systems, and trusted counters for plat-
forms. Users (including individual readers and institutions)
obtain digital content through purchase and payment, and
read or use it through a certain method (designated reading
software). +roughout the transaction process, the super-
visor monitors the information provided by the trusted
counting system to ensure the fairness and credibility of the
transaction.

On the basis of the above subsystems, this paper com-
bines the gray correlation algorithm to analyze the factors
affecting the export of film and television copyright and
constructs the intelligent factor analysis model shown in
Figure 8.

After constructing the above model, this paper evaluates
the real-time monitoring effect of the film and television
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copyright export of this system and obtains the results
shown in Table 1 and Figure 9.

On the basis of the above analysis, this article evaluates
the measured effect of the analysis model of the influence
factors of film and television copyright export based on the
gray correlation algorithm, and the results are shown in
Table 2 and Figure 10.

From the above research, it can be seen that the analysis
model of influencing factors of film and television copyright

export based on gray correlation algorithm proposed in this
paper can play a certain role in the analysis of these factors.

+rough the analysis of the above model, we can see that
different influencing factors have inconsistent degrees of
influence on the import and export of our country’s film and
television cultural works. +e increase in the number of
movie screens represents the rapid development of our
country’s movie market in recent years, which means that
the Chinese market’s demand for film and television cultural

Main monitoring website management

Domain name information management
module

Parameter setting module

Authorization web site management module

Attorney letter management module

Infringement details list module

Hot spot infringement list module

Progress tracking module

Work import module

Infringement
information

collection module

Work
copyright
tracking
system

Statistical
analysis
module

Auxiliary
function
module

Signatures code management module

Network crawler module

Tracker scheduling module

Work infringement information query
module

Figure 4: System function module structure diagram.
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Figure 5: Trusted counting mechanism framework.

Computational Intelligence and Neuroscience 7



Digital content
work sales

Content
seller

Sales system

Sales-oriented system trusted
counters

Channel
business

Authorization system

Trusted counters for
authorization systems

Content
provider /
integrator

Trading
regulation

Direct selling
or

commission sales

Processing and
publishing
resources

Publisher

Copyright protection
trusted transaction data
management platform

(including trusted
counters)

Regulator

Regulator

Trading regulation

Internet

Purchase and payment
Consumer

Figure 7: Digital content publishing business process.

Data upload Data upload Connectivity
test

Sales situation
query

Counter
configuration

Sales-oriented system
trusted counters

Trusted counting system and
management platform

Sales-oriented
system trusted

counters

Counter
configuration

Connectivity
test

Data query Counter
management

Task
scheduling

Statistical
query

Analysis sales
channels

Settlement of
operating income

Platform-oriented trusted
counter

Trusted transaction data
management platform

Platform
operating agency

Regulatory
agency

Content provider

Integrator

Content seller

Figure 6: +e overall business architecture where the trusted counting system is located.

8 Computational Intelligence and Neuroscience



works has increased significantly. Moreover, domestic works
can no longer meet the needs of the expanding market and
consumers, so it is necessary to continuously import ex-
cellent works from abroad. +e increase in the enrollment
rate of higher education means that there are more people

GDP (Billion U.S. dollars)

GDP per capita (USD)

GDP growth rate (%)

Internet ownership rate (%)

Higher education enrollment
rate (%)

Internet ownership rate

Cultural business expenses

Number of movie screens
(blocks)

Number of cinema lines
(houses)

Number of movies released
(parts)

Number of TV series
broadcast (ten thousand)

Science and
Educational

Factors

Economic factors

National policy
factors

Industry internal
factors

Analysis of
Influencing
Factors of Film
and Television
Copyright
Export Based
on Grey
Relational
Algorithm

Figure 8: Analysis model of influencing factors of film and tele-
vision copyright export based on gray relational algorithm.

Table 1: Real-time monitoring effect of film and television
copyright export.

Number Copyright monitoring
1 93.79
2 94.80
3 92.54
4 92.49
5 86.37
6 94.01
7 89.61
8 84.15
9 93.48
10 94.22
11 85.64
12 93.89
13 86.50
14 85.78
15 91.60
16 86.89
17 90.97
18 84.75
19 94.32
20 92.10
21 93.93
22 92.66
23 90.62
24 84.06
25 94.57
26 87.00
27 87.84

Table 1: Continued.

Number Copyright monitoring
28 90.92
29 92.49
30 91.27
31 91.99
32 86.44
33 85.30
34 94.97
35 83.45
36 94.46
37 91.42
38 88.96
39 94.13
40 83.91
41 88.77
42 92.41
43 88.68
44 88.82
45 93.05
46 84.14
47 94.29
48 83.02
49 84.52
50 92.99
51 90.04
52 83.77
53 94.84
54 94.86
55 87.76
56 90.73
57 86.10
58 92.56
59 85.63
60 91.04
61 87.20
62 87.15
63 93.57
64 92.39
65 92.31
66 89.54
67 85.18
68 86.12
69 86.50
70 83.35
71 91.67
72 84.51
73 85.70
74 93.70
75 94.19
76 91.72
77 87.49
78 92.75
79 86.77
80 88.44
81 83.91
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with higher education who have a stronger ability to con-
sume spiritual and cultural products. +erefore, it will also
increase the consumer group and consumption of film and
television cultural works. In addition, other economic fac-
tors such as GDP, technological factors of Internet pene-
tration rate, national policy factors of cultural undertakings,
and growth of internal factors such as the number of movies
and TV series will cause an increase in the import of film and
television cultural works through their respective influence
channels. Among the many influencing factors, the GDP
growth rate has the strongest correlation with the export of
film and television cultural works. +e GDP growth rate
reflects China’s economic growth rate. Although it is a
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Figure 9: Statistical visual chart of the real-time monitoring effect
of film and television copyright export.

Table 2: +e actual measurement effect of the analysis model of
factors affecting the export of film and television copyrights based
on the gray correlation algorithm.

Number Factor analysis
1 86.28
2 88.29
3 88.04
4 93.70
5 90.52
6 89.12
7 91.73
8 84.89
9 88.61
10 85.59
11 84.82
12 90.58
13 94.94
14 88.45
15 94.54
16 88.78
17 83.70
18 87.78
19 85.29
20 94.30
21 87.94
22 87.31
23 85.73
24 88.36
25 83.51
26 88.30
27 94.48
28 87.61
29 86.04
30 87.35
31 89.36
32 85.80
33 85.88
34 94.95
35 88.46
36 91.43

Table 2: Continued.

Number Factor analysis
37 85.51
38 93.44
39 86.88
40 94.84
41 94.08
42 94.91
43 93.73
44 88.14
45 86.54
46 91.05
47 89.09
48 87.06
49 83.57
50 88.10
51 83.45
52 91.57
53 84.29
54 83.58
55 86.00
56 92.51
57 87.76
58 89.42
59 85.11
60 90.78
61 87.98
62 92.19
63 84.43
64 85.04
65 92.36
66 87.41
67 94.93
68 90.25
69 83.59
70 89.36
71 90.27
72 93.99
73 91.09
74 85.88
75 91.34
76 86.90
77 85.06
78 89.70
79 93.36
80 89.52
81 94.37
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macroeconomic indicator, the overall economic develop-
ment is an economic environment for a small industry,
which will also have a corresponding impact on its export
volume.

5. Conclusion

Film and television copyright owners will be subject to
certain restrictions in the process of exercising film and
television copyrights. All countries in the world, including
China with its copyright laws, have set certain restrictions on
the exercise of copyright. It is mainly reflected in three legal
systems: the fair use system, the statutory license system, and
the compulsory license system. +e fair use system is a basic
system of copyright law. It refers to a system where the law
allows others to freely use copyrighted works under certain
conditions without having to obtain the copyright owner’s
consent or paying the copyright owner. +e factors affecting
the export of film and television copyright will continue to
change with changes in the general environment, so they
need to be studied in light of the actual situation. In order to
facilitate the analysis of the export influencing factors of film
and television copyright, this paper constructs an intelligent
model for real-time analysis of these factors, which provides
theoretical reference for subsequent related research. +e
research results show that the analysis model of film and
television copyright export influencing factors proposed in
this paper based on the gray correlation algorithm can play a
certain role in the analysis of these factors.
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(e self-balanced loading test is a state-of-art pile testing method, but its suitability to pile bearing capacity determination in
transformer substation engineering in mountainous and hilly areas is not yet clear. In this study, a two-dimensional axisymmetric
numerical model is established by the PLAXIS software to simulate the behavior and bearing mechanism of shallow rock-socketed
short piles based on the self-balanced loading test. (e model is first validated by simulating the field tests of two adjacent piles
under self-balanced loading. (en the influence factors of the load-displacement curves of piles are analyzed. (ereafter, the
mechanical mechanism of the self-balanced loading tests is simulated and compared with the conventional static loading tests. It is
observed that the rock modulus, rock-socketed depth of piles, and burial depth of the Osterberg Cell affect the load-displacement
significantly, but the cohesion of the rocks affects little. Moreover, compared with the conventional static loading tests, the shear
stress of the pile-soil interface distributes less uniformly under self-balanced loading conditions. On this basis, a bearing capacity
computation method of shallow rock-socketed short piles based on the self-balanced loading test is proposed.

1. Introduction

With the rapid and continuous urbanization, there are more
and more transformer substation engineering, as important
urban infrastructures, constructed in mountainous and hilly
areas. Rock-socketed piles with small diameter (generally
600–800mm), short length (generally 10–20m), and shallow
rock-socketed depth (generally 0.5–1.0 times the pile di-
ameter) are usually adopted for transformer substations in
these areas in China. (e bearing capacity of these piles is
usually obtained by the static loading test [1–8].(is method
is to apply physical loads to the pile top at specific time
intervals and monitor the displacement at the loading point
until failure [9]. (e static loading test is the most direct,
reliable, and widely used testing method to obtain the
bearing capacity of piles, but has some disadvantages such as

high cost, heavy workload, and long testing period in par-
ticular for high capacity piles [7–10]. For the mountainous
and hilly areas with complex geological conditions, it is
difficult to transport concrete blocks or sandbags needed for
providing adequate reactive capacity for static loading tests.
Besides, adverse environmental problems such as vegetation
destruction, solid waste generation, energy consumption,
and carbon emission may occur in the stacking loading
process. (erefore, the application of the conventional static
loading test in transformer substation engineering in
mountainous and hilly areas is not cost-efficient and envi-
ronmentally friendly. More economical and sustainable pile
testing methods for transformer substation engineering in
mountainous and hilly areas are needed.

(e self-balanced loading test also referred to as the
Osterberg Cell loading test, firstly introduced into
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engineering practice by Osterberg in Northwestern Uni-
versity [11], is an advanced pile testing approach. When this
method is used for pile testing, a particularly designed
loading device called Osterberg Cell is placed at the specified
position inside piles. (e Osterberg Cell is a hydraulic jack-
like device with displacement transducer wires extended to
the ground surface. During the testing process, the Oster-
berg Cell is pressurized internally and expanded in a vertical
direction [12–16]. (us, an upward and a downward force
inside the pile are generated, and the displacement of the two
parts of the pile (above and below the Osterberg Cell) is
measured. (e actual applied load is in equilibrium with
frictions between the upper segment of the pile and the soil,
self-weight of the pile, frictions between the lower segment
of the pile and the soil, and pile-end resistance. (erefore,
dead weight or reaction frame is not required in the self-
balanced loading test. (e bearing capacity can be obtained
from two load-displacement curves of the upper and the
lower segment of the pile [17–31].

Compared with the conventional static loading test, the
self-balanced method has many advantages. Firstly, because
the multilevel Osterberg cell test is frequently employed and
over one hydraulic jack can be installed on the same level, the
capability of the self-balanced loading test can meet the
requirements of almost all piles [22]. Secondly, for the piles
with very high design loads, a conventional static loading test
needs a very large weighted platform or very strong frame for
reaction, which has been prohibitively costly and also dif-
ficult to arrange in the available time and space [13].
However, the self-balanced method is economic since a
smaller testing area and less testing period and is particularly
suitable for areas where a conventional static loading test is
difficult to arrange in space. (irdly, the self-balanced
loading test has advantages even in the places where the
conventional static loading test can be performed, such as
less solid waste and other environmental impacts. (erefore,
the self-balanced method is considered a more sustainable
pile testing method [32].

Nowadays, the self-balanced loading test has been used
for high-rise buildings, bridges, and offshore engineering
projects [22–24]. However, there are still many problems
not addressed. Firstly, when using the self-balanced loading
test, the equilibrium point of the testing pile must be
determined before Osterberg Cell placement. But engi-
neering practice shows that it is difficult to estimate the
equilibrium points accurately, which fails in the upper and
lower segments of the piles to reach the ultimate bearing
capacity simultaneously in the self-balanced loading test.
Secondly, the loading point and loading mode of the self-
balanced method is different from the actual stress con-
dition, resulting in different frictional resistance distri-
bution at the pile-soil interface [16, 17]. In addition, rock-
socketed piles used in transformer substation engineering
in mountainous and hilly areas usually have lower bearing
capacity compared with other engineering projects because
of smaller diameter, shorter length, and shallower rock-
socketed depth.(erefore, the uplift bearing capacity of the
pile will be obviously reduced if the Osterberg Cell is in-
stalled inside the pile body. In this study, a two-

dimensional axisymmetric numerical model is established
by the PLAXIS software to investigate the behavior and
bearing mechanism of shallow rock-socketed short piles
based on the self-balanced loading test. (e model is first
validated by simulating the field tests of two adjacent piles
under self-balanced loading located in southern Anhui,
China. (en the influence factors of the load-displacement
curves of piles are analyzed. (ereafter, the mechanical
mechanism of the self-balanced loading tests is simulated
and compared with the conventional static loading tests.
On this basis, a bearing capacity computation method of
shallow rock-socketed short piles based on the self-bal-
anced loading test is proposed. (e simulation results and
computation method should provide valuable information
for managers to improve the efficiency of management of
transformer substation engineering in mountainous and
hilly areas.

2. Numerical Modeling

2.1. Description of the Field Test. (e field tests were carried
out to investigate the behavior of two adjacent cast-in-place
concrete piles under self-balanced loading in a 500 kv
transformer substation engineering located in southern
Anhui, China. (e length and diameter of the piles were
16.8m and 0.6m, respectively. (e rock-socketed depth of
the piles was 0.7m.

(e subsoil profile of the construction site consists of 4
soil layers. (e 4 soil layers from top to bottom are as
follows: compacted fill (10.8m thick), clay (4.6m thick),
gravel (0.7m thick), and limestone (3.6m thick). (ere is
no groundwater on the site. (e material properties are
illustrated in Table 1.

Figure 1 shows the details of the testing pile, ground
condition, the Osterberg Cell, and the displacement mon-
itoring system.(eOsterberg Cell was located at the pile end
and loaded through the loading system above ground. (e
displacement bars were connected to the upper or lower
loading plates of the Osterberg Cell. Multi-stage loading was
adopted for the pile testing. (e first loading of the test was
set to 260 kN, and the loading increment for each stage was
set to 130 kN. During the test, each level of loading was
maintained until the pile deformation was stable. For the
Osterberg Cell selected for the field test, the maximum
loading capacity was 2500 kN and the maximum loading
stroke was 100mm.

Figure 2 shows the measured upward displacement of
pile bodies (UDPB) and downward displacement of pile
ends (DDPE) of the two adjacent piles (A1 and A2) during
the self-balanced loading test. It can be seen that their load-
displacement curves were generally coincident, indicating
that the self-balanced loading tests have good repeatability.
During the field tests, when loaded to the 15th grade
(2080 kN), the UDPB and DDPE of A1 were 4.10mm and
77.06mm; and the UDPB and DDPE of A2 were 4.81mm
and 71.88mm. (e total displacement nearly reached the
maximum loading stroke of the Osterberg Cell and therefore
the loading was stopped.
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2.2. Finite Element Mesh and Boundary Conditions. (e fi-
nite element software PLAXIS is adopted in this study.
PLAXIS is developed by the Delft University of Tech-
nology and could be used to simulate the nonlinear, time-
dependent, and anisotropic behavior of soils and rocks

[33]. Figure 3 shows the two-dimensional axisymmetric
numerical model of the self-balanced loading test. (e
axis of symmetry is set at the axis of the pile. (e
boundary conditions are taken as rollers on the vertical
boundary surfaces of the model and as fully fixed at the
base of the model [34]. In the numerical model, the upper
and lower loading plates of the Osterberg Cell are rep-
resented by two uniform distributed loads. In other
words, the stress and displacement of the pile are sim-
ulated by applying upward and downward uniformly
distributed loads to the upper and lower segments of the
pile, respectively. (e finite element mesh is set to be fine
and automatically divided by the PLAXIS software. As

Table 1: Summary of the subsoil properties.

Material Layer 1 Layer 2 Layer 3 Layer 4
c (kN·m−3) 17.8 19.5 19.8 22.0
ω (%) 18.0 24.0 19.0 –
e0 0.80 0.55 0.60 –
E

ref
50 (MPa) 22.0 18.0 23.0 43.5

c (kPa) 16.0 20.0 25.0 23.0
φ (°) 30.0 27.0 30.0 42.0
Note: c � unit weight; ω�water content; e0 � initial void ratio; E

ref
50 � secant modulus in standard drained triaxial testing; c� cohesion; φ� friction angle.
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Figure 1: Details of the field test. (a) Pile and ground condition. (b) (e Osterberg Cell and displacement monitoring.
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shown in Figure 3, the interface elements of PLAXIS are
used to simulate the interaction between the pile body
and soils.

2.3. Material Parameters. (e hardening-soil (HS) model is
adopted for the soils and rock. (e HS model is an advanced
Duncan–Chang model. (e yield surface of the HS model is
not fixed but can expand with plastic straining, and the
hardening modes consist of compression hardening and
shear hardening [33, 35].

In the HS model, the confining stress dependent stiffness
modulus E50, which is corresponding to the 50% ultimate
deviatoric stress, is used to account for the hyperbolic stress-
strain relation in primary loading and is given by the
equation:

E50 � E
ref
50

c cos φ − σ3′ sin φ
c cos φ + pref sin φ

 

m

, (1)

where pref is a reference pressure and the default setting of
pref in PLAXIS is 100 kPa; E

ref
50 is a reference stiffness

modulus under the reference confining pressure of pref; σ3′ is
the confining pressure in a triaxial test;m is the power for the
stress-level dependency of stiffness.

(e unloading/reloading stiffness (Eur) can be expressed
as

Eur � E
ref
ur

c cos φ − σ3′ sin φ
c cos φ + pref sin φ

 

m

, (2)

where Eref
ur is the reference unloading/reloading stiffness

corresponding to the confining stress pref.
Table 2 summarizes the values of the constitutive pa-

rameters of the soils used in the numerical simulation. (e
constitutive parameters for the HS model are obtained by
using the following empirical relationships: Eref

ur � 3E
ref

oed �

3E
ref
50 , in which E

ref

oed � tangent stiffness for primary oed-
ometer loading [33]. For simplicity, m is assumed to be 0.5.

2.4.Modeling Procedure. (emodeling procedures were the
same as the field tests: (1) Define the material properties of
the numerical model; (2) Initiate the boundary and initial
stress conditions, and the initial equilibrium state; (3) Ac-
tivate the pile and the interface elements between the pile
body and soils, and calculate to the equilibrium state; (4)
Activate the upward and downward uniformly distributed
loads to the upper and lower segments of the pile. (e
uniformly distributed load started at 260 kN and gradually
increased to 2080 kN in 15 grades, that is, the corresponding
stress on the loading surfaces increased from 920 kPa to
7360 kPa. Each grade of the loading was calculated until
mechanical equilibrium and displacement stability.

2.5. Numerical Results

2.5.1. Deformation. Figure 4 shows the computed dis-
placement contour and deformed mesh of the numerical
model under the self-balanced loading of 2080 kN, in which

the deformed mesh is magnified by 10 times. According to
Figure 4(a), the largest displacement occurs at the pile end
(over 100mm) while the upward displacement of the pile
body is very small (less than 10mm). As shown in
Figure 4(b), although there is relative sliding between the
pile body and the surrounding soil along with the pile-soil
interface, the slidingmomentum is small.(e rock at the pile
end deforms greatly than the pile body, indicating that the
end bearing resistance of the pile is more fully developed
than the side friction resistance.

2.5.2. Load-Displacement Curves. Figure 5 compares the
displacement curves obtained from the field testing mea-
surements and numerical simulations. It can be found that
the DDPE (80mm) is obviously larger than UDPB (10mm)
and the two groups of load-displacement curves are both
approximately linear. (e simulation results are in good
agreement with the field testing measurements, indicating
that the developed numerical model is reasonable and can be
used to simulate the self-balanced loading test.

3. Sensitivity Analysis

(e influences of different rock modulus, rock cohesion,
rock-socketed depth of pile, and Osterberg Cell burial depth
on the load-displacement curves of piles under self-balanced
loading were analyzed. To simplify the analysis process, the
foundation soil was assumed to contain two layers of soil: the
upper layer was the 20m thick soil and the lower layer was
the 20m thick rock.(e length of the pile was 21m, of which
the rock-socketed depth was 1.0m. (e Osterberg Cell was
located at the pile end initially. (e parameters of the soil
and rock are simplified and shown in Table 3.

3.1. Rock Modulus. Figure 6 compares the load-displace-
ment curves of the self-balanced loading test piles under
different rock modulus. (e representative modulus E is set
to be 40, 80, 120, and 240MPa, respectively. (e secant and
tangent stiffness (Eref

50 and E
ref

oed) of the HS model is assumed
to be equal to the representative modulus E, and the
unloading/reloading stiffness Eref

ur is three times the repre-
sentative modulus (i.e., 120, 240, 360, and 720MPa). It can

Table 2: Model parameters of the subsoil.

Material Layer 1 Layer 2 Layer 3 Layer 4
Material model HS HS HS HS
c (kN·m−3) 17.8 19.5 19.8 22.0
E

ref
50 (MPa) 22.0 18.0 23.0 43.5

E
ref

oe d (MPa) 22.0 18.0 23.0 43.5
Eref

ur (MPa) 66.0 54.0 69.0 130.5
m 0.5 0.5 0.5 0.5
]ur 0.2 0.2 0.2 0.2
c (kPa) 16.0 20.0 25.0 23.0
φ (°) 30.0 27.0 30.0 42.0
Note: E

ref

oed � tangent stiffness for primary oedometer loading; Eref
ur

� unloading/reloading stiffness; m� power for stress-level dependency of
stiffness; ]ur � Poisson’s ratio for unloading-reloading.
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be found that when the rockmodulus increases from 40MPa
to 240MPa, the DDPE decreases from 96mm to 16mm,
while the curves of the UDPB approximately coincides. (is
means that the deformation modulus of rocks has significant
impacts on the DDPE but little impact on the UDPB under
the self-balanced loading.

0.00

-10.00

-20.00

-30.00

-40.00

-50.00

-60.00

-70.00

-80.00

-90.00

-100.00

10.00
[×10-3 m]

(a) (b)

Figure 4: Simulated deformation of the testing pile and surrounding soils under self-balanced loading. (a) Displacement contour.
(b) Deformed mesh.
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Figure 5: Load-displacement curves of the field testing mea-
surements and numerical simulations.

Table 3: Simplified model parameters.

Material c

(kN·m−3)
E

ref
50

(MPa)
E

ref

oed

(MPa)
Eref

ur

(MPa)
c

(kPa)
φ
(°)

Soil 17.8 22.0 22.0 66.0 16 30
Rock 22.0 40.0 40.0 120.0 23 42

0 500 1000 1500 2000 2500 3000

D
isp

la
ce

m
en

t (
m

m
)

Load (kN)

DDPE (E=40MPa)
UDPB (E=40MPa)
DDPE (E=80MPa)
UDPB (E=80MPa)

DDPE (E=120MPa)
UDPB (E=120MPa)
DDPE (E=240MPa)
UDPB (E=240MPa)

-120

-100

-80

-60

-40

-20

0

20
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3.2. Rock Cohesion. Figure 7 compares the load-displace-
ment curves of the self-balanced loading test piles under
different rock cohesion. (e value of the cohesion c is set to
20, 40, and 80 kPa, respectively. It can be seen that the load-
displacement curves under different rock cohesion ap-
proximately coincide, indicating that only compression
deformation is developed in the rocks but shear failure does
not occur.

3.3. Rock-Socketed Depth of the Pile. Figure 8 compares the
load-displacement curves of the self-balanced loading test
piles under different rock-socketed depths. (e rock-sock-
eted depth is set to be 1.7D, 3.3D, 5.0D, and 6.7D (D is the
diameter of the pile, and D� 0.6m), respectively. It can be
seen that the rock-socketed depth has a significant influence
on the load-displacement curves of the self-balanced loading
test piles. When the load is small, the load-displacement
curves of different rock-socketed depths basically coincide.
As the rock-socketed depth increases, the side resistance of
the pile body and the end bearing capacity of the pile end
increase correspondingly.

3.4.OsterbergCell BurialDepth. Figure 9 compares the load-
displacement curves of the self-balanced loading test piles
under different burial depths of the Osterberg Cell. (e
burial depth of the Osterberg Cell (H) is set to be 20, 18, 16,
and 14m, respectively. It can be seen that the burial depth of
the Osterberg Cell affects the load-displacement curves
obviously. When the Osterberg Cell is located at the pile end,
the UDPB is small and the downward displacement of the
lower plate of the Osterberg Cell (DDLP) increases ap-
proximately linearly with the load. Both the side friction
resistance of the upper segment of the pile and the end
bearing resistance of the pile end have not reached the

ultimate state. When the burial depth of the Osterberg Cell
decreases, the DDLP is also decreased. (e UDPB varies not
obviously when the load is small with the burial depth of the
Osterberg Cell decreasing. However, there exists a critical
load. When exceeding the critical load, the upward dis-
placement of the pile body increases significantly, indicating
that the side friction resistance has reached the ultimate
state. (e shallower the Osterberg Cell set, the lower the
critical load is.

0 500 1000 1500 2000 2500 3000

D
isp

la
ce

m
en

t (
m

m
)

Load (kN)

DDPE (c=20kPa)
UDPB (c=20kPa)
DDPE (c=40kPa)

UDPB (c=40kPa)
DDPE (c=80kPa)
UDPB (c=80kPa)

-120

-100

-80

-60

-40

-20

0

20
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4. Comparison with the Conventional Static
Loading Test

(e load-displacement curves and stress states of self-bal-
anced loading test piles are different from the conventional
static loading test piles. Comparative studies were carried
out based on the validated numerical model to investigate
the displacement and mechanical performance of the piles
under self-balanced loading, static uplift loading, and static
compressive loading. (e geometric size of the numerical
model was the same as those in Section 3, and the Osterberg
Cell was located at the pile end. (e static uplift loading and
compressive loading were applied on the top of the pile. (e
constitutive parameters of the numerical model were shown
in Table 3.

4.1. Self-Balanced Loading and Static Uplift Loading.
Figure 10 compares the upward displacement of piles under
self-balanced loading and static uplift loading. It can be
found that both curves are approximately linear when the
load is not large. But when the load exceeds a critical value,
the displacements of the piles suddenly increase. (ese
critical loads, which are basically equal under the two
loading conditions, can be regarded as the ultimate uplift
bearing capacity of the piles. (erefore, the self-balanced
loading test can precisely determine the uplift bearing ca-
pacity of shallow rock-socketed short piles.

In addition, the upward displacement of the pile under the
self-balanced loading is slightly larger than that of the pile
under the static uplift loading. (erefore, when the self-bal-
anced loading tests are used to determine the displacement of
piles under uplift loading, the results are biased towards safety.

Figure 11 compares the shear stress distribution of the
pile-soil interface of the piles under the self-balanced loading
and static uplift loading. (e interface shear stresses under
the two loading conditions are both downward. As shown in
Figure 11, when the load is small, the distributions of the
shear stress under the two loading conditions are basically
coincident. Increasing the applied load will increase the
interface shear stress. (eminimum shear stress is located at
the pile top and the maximum shear stress is at the pile end.
(is is because the shear stress of the pile-soil interface is
related to the shear strength of the surrounding soil. (e
greater the depth, the greater the horizontal earth pressure,
which increases the shear strength of the interface.

It can be also found that the shear stress of the pile-soil
interface is distributed more uniformly under the static uplift
loading when the load is less than 2080 kN. Specifically, the
interface shear stress of the upper half part under the static
uplift loading is larger than that under the self-balanced
loading, and the lower half part is the opposite. (is is because
the shear stress of the pile-soil interface is also related to the
relative displacement between the pile and soils. (e static
uplift loading is applied to the pile top, and the relative dis-
placement between the pile and soils is the largest at the pile top
and decreased with depth. However, the self-balanced loading
is applied to the pile end and the relative displacement is also
the largest at the pile end.(erefore, the interface shear stress of

the lower half part under the self-balanced loading is larger
than that under the static uplift loading.

When the load reaches 2080 kN, the interface shear
stresses under the two loading conditions become a con-
sistent distribution, indicating that the shear strength of the
pile-soil interface is fully developed and the testing piles all
reach the ultimate state. However, the curve of interface
shear stress under static uplift loading is not smooth because
a larger slip occurs between the pile and soil.

4.2. Self-Balanced Loading and Static Compressive Loading.
Figure 12 compares the load-displacement curves of
the piles under the self-balanced loading and static
compressive loading. It can be seen that the displacement
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of the static compressive loading pile is significantly
smaller than the DDPE of the self-balanced loading test
pile. (e UDPB of the self-balanced loading test pile
keeps linear when the load is not large. But there exists an
ultimate load, beyond which the displacement increases
obviously.

Figure 13 compares the shear stress distribution of the
pile-soil interface of the piles under the self-balanced loading
and static compressive loading.(e direction of the interface
shear stress under the self-balanced loading is downward,
while the direction of the interface shear stress under the
compressive loading is upward.

As shown in Figure 13, when the load is small, the
distributions of the interface shear stress under the self-

balanced loading and compressive loading are basically
coincident. Increasing the applied loads will increase the
interface shear stress. (eminimum shear stress is located at
the pile top and the maximum is located at the pile end. (e
shear stress of the pile-soil interface is distributed more
uniformly under static compressive loading conditions.
(ese are also because the shear stress distribution of the
pile-soil interface is related to the shear strength of the
surrounding soil and the relative displacement between the
pile and soil.

However, when the load is increased from 2820 kN to
3100 kN, the interface shear stress of the piles under the
compressive loading changes not significantly. (is is due to
the effect of the pile-end resistance.
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5. A Bearing Capacity Computation
Method of Piles

Based on the statistics of the numerical simulation results, a
bearing capacity computation method of the shallow rock-
socketed short piles under the self-balanced loading is
established. In this method, the Osterberg Cell is set at the
pile end and the ultimate compressive bearing capacity of the
pile can be calculated by

Qu � Quu + Qud, (3)

where Qu represents the compressive bearing capacity of the
pile; Quu represents the ultimate side resistance of the pile

(the load corresponding to the inflection point of the load-
displacement curve of UDPB); and Qud represents the pile
end bearing capacity corresponding to the allowable set-
tlement of 40mm.

Figure 14 shows the load-displacement curves computed
by the numerical modelings under the compressive and self-
balanced loading conditions. (e pile length varies from
14m to 20m. As shown in Figure 14(a), the static com-
pressive test-based ultimate bearing capacities correspond-
ing to the allowable settlement of 40mm are 2990, 3370,
4050, and 4300 kN for the different pile lengths of 14, 16,18,
and 20m. According to Figure 14(b), for different pile
lengths of 14, 16, 18, and 20m, the ultimate side resistances
Quu are 1710, 2130, 2610, and 3000 kN, and the pile end
bearing capacities Qud are 1090, 1110, 1150, and 1200 kN.
(e ultimate compressive bearing capacities of the piles
determined by the proposed computation method are 2800,
3240, 3760, and 4200 kN.

Figure 15 shows the ultimate bearing capacity obtained
from the numerical simulation results under the two loading
conditions. (e results based on the field test measurements
are also shown in Figure 15. It can be seen that the ultimate
bearing capacities of these two methods are approximately
consistent. (erefore, the proposed bearing capacity com-
putation method of the shallow rock-socketed short piles
under the self-balanced loading is reliable.

6. Conclusions and Recommendations

In this study, a two-dimensional axisymmetric numerical
model is established by the PLAXIS software to investigate
the behavior and bearing mechanism of shallow rock-
socketed short piles based on the self-balanced loading test.
(e model is first validated by simulating the field tests of
two adjacent piles under self-balanced loading located in
southern Anhui, China. (en the influence factors of the
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load-displacement curves of piles are analyzed. (ereafter,
the mechanical mechanism of the self-balanced loading tests
is simulated and compared with the conventional static
loading tests. On this basis, a bearing capacity computation
method of shallow rock-socketed short piles based on the
self-balanced loading test is proposed.(e simulation results
and computation method should provide valuable infor-
mation for managers to improve the efficiency of man-
agement of transformer substation engineering in
mountainous and hilly areas. (e following conclusions can
be drawn:

(1) (e side resistance and end bearing of the pile in-
crease with the rock-socketed depth. Downward
displacement of pile end will decrease with the de-
crease of the burial depth of the Osterberg Cell.
Increasing the rock modulus will also decrease the
downward displacement of the pile end but has little
impact on the upward displacement of the pile body.
However, the rock cohesion has little effect on the
load-displacement curve of the piles.

(2) Compared with self-balanced loading test piles, the
shear stress of the pile-soil interface distributes more
uniformly under static uplift or compressive loading
conditions. (e interface shear stress of the upper
half part of the pile under the self-balanced loading
test is larger than that under static uplift or com-
pressive loading, and the lower half part is the
opposite.

(3) For the self-balanced loading test of the shallow
rock-socketed short piles, the Osterberg Cell is
recommended to be set at the pile end. (e ultimate
uplift bearing capacity of the piles can be directly
determined by the inflection point of the load-dis-
placement curve of the pile body. (e ultimate
compressive bearing capacity of the piles is the sum
of the ultimate side resistance and the end bearing
capacity corresponding to the allowable settlement of
40mm.

Data Availability

(e data that support the findings of this study are available
from the corresponding author upon reasonable request.

Conflicts of Interest

(e authors declare that there are no conflicts of interest.

Acknowledgments

(is study was supported by Scientific Research Project of
Anhui Provincial Education Department (no. KJ2021ZD0066),
National Natural Science Foundation of China (no. 51608005),
and State Grid Anhui Electric Power Co., Ltd. Construction
Company (no. SGAHJYJSXLJS1800417).

References

[1] P. Carrubba, “Skin friction on large-diameter piles socketed
into rock,” Canadian Geotechnical Journal, vol. 34, no. 2,
pp. 230–240, 1997.

[2] S. Kim, S. Jeong, S. Cho, and I. Park, “Shear load transfer
characteristics of drilled shafts in weathered rocks,” Journal of
Geotechnical and Geoenvironmental Engineering, vol. 125,
no. 11, pp. 999–1010, 1999.

[3] C. W. W. Ng, T. L. Y. Yau, J. H. M. Li, and W. H. Tang, “New
failure load criterion for large diameter bored piles in
weathered geomaterials,” Journal of Geotechnical and Geo-
environmental Engineering, vol. 127, no. 6, pp. 488–498, 2001.

[4] B. Livneh and M. H. El Naggar, “Axial testing and numerical
modeling of square shaft helical piles under compressive and
tensile loading,” Canadian Geotechnical Journal, vol. 45, no. 8,
pp. 1142–1155, 2008.

[5] M. Elkasabgy and M. H. El Naggar, “Axial compressive re-
sponse of large-capacity helical and driven steel piles in co-
hesive soil,” Canadian Geotechnical Journal, vol. 52, no. 2,
pp. 224–243, 2015.

[6] K. Madhusudan Reddy and R. Ayothiraman, “Experimental
studies on behavior of single pile under combined uplift and
lateral loading,” Journal of Geotechnical and Geo-
environmental Engineering, vol. 141, no. 7, Article ID
04015030, 2015.

[7] ASTM D1143-81, Standard Test Method for Piles under Static
Axial Compressive LoadAnnual Book of ASTM Standards,
West Conshohocken, PA, 1994.

[8] ASTM D1143-07, “Innovative load testing systems,” Research
Rep. NCHRP 21-08, National Cooperative Highway Research
Program, Transportation Research Board of the National
Academies, Washington, DC, USA, 2004.

[9] S. G. Paikowsky and T. A. Tolosko, Extrapolation of Pile
Capacity from Non-failed Load Test, Federal Highway Ad-
ministration (FHWA), Washington, D.C., 1999.

[10] S. G. Paikowsky, “Innovative load testing systems, National
Cooperative Highway Research Program,” Research Rep.
NCHRP 21-08, Transportation Research Board of the Na-
tional Academies, Washington, DC, 2004.

[11] J. Osterberg, “New device for load testing driven piles and
drilled shafts separates friction and end-bearing,” in Pro-
ceedings of the international conference on piling and deep
foundations, pp. 421–427, london, May 1989.

[12] ASTM D8169-18, Standard Test Methods for Deep Founda-
tions under Bi-directional Static Axial Compressive LoadAn-
nual Book of ASTM Standards, West Conshohocken, PA,
2018.

[13] B. H. Fellenius, A. Altaee, R. Kulesza, and J. Hayes, “O-cell
testing and FE analysis of 28-m-deep barrette in Manila,
Philippines,” Journal of Geotechnical and Geoenvironmental
Engineering, vol. 125, no. 7, pp. 566–575, 1999.

[14] M. W. O’Neill, D. A. Brown, F. C. Townsend, and N. Abar,
“Innovative load testing of deep foundations,” Transportation
Research Record, vol. 1569, no. 1, pp. 17–25, 1997.

[15] J. O. Osterberg, “(e Osterberg load test method for bored
and driven piles-the first ten years,” in Proceedings of the 7th
International Conference and Exhibition on Piling and Deep
Foundations, pp. 1–17, Deep Foundations Institute, Vienna,
Austria, June 1998.

10 Computational Intelligence and Neuroscience



[16] J.-S. Lee and Y.-H. Park, “Equivalent pile load-head settlement
curve using a bi-directional pile load test,” Computers and
Geotechnics, vol. 35, no. 2, pp. 124–133, 2008.

[17] H.-J. Kim and J. L. C. Mission, “Improved evaluation of
equivalent top-down load-displacement curve from a bottom-
up pile load test,” Journal of Geotechnical and Geo-
environmental Engineering, vol. 137, no. 6, pp. 568–578, 2011.

[18] J. L. C. Mission and H. J. Kim, “Design charts for elastic pile
shortening in the equivalent top-down load-settlement curve
from a bidirectional load test,” Computers and Geotechnics,
vol. 38, no. 2, pp. 167–177, 2011.

[19] M. England, “Bi-directional static load testing-state of the art,”
in Proceedings of the 4th Geotechnical Seminar on Deep
Foundations on Bored and Augered Piles, pp. 309–313, Ghent,
Belgium, June 2003.

[20] M. England, “Review of methods of analysis of test results
from bi-directional static load tests,” in Proceedings of the 5th
International Symposium onDeep Foundations on Bored and
Auger Piles (BAP V), pp. 235–240, Ghent, Belgium, September
2008.

[21] M. G. England and P. F. Cheesman, “Optimum loading
specifications for O-cell bi-directional static load testing,” in
Proceedings of the 15th European Conference on Soil Me-
chanics and Geotechnical Engineering, pp. 855–860, Delft, the
Netherlands, January 2011.

[22] G. Dai and W. Gong, “Application of bi-directional static
loading test to deep foundations,” Journal of rock mechanics
and geotechnical engineering, vol. 4, no. 3, pp. 269–275, 2012.

[23] W. Gong, G. Dai, Y. Jiang, and G. Xue, “(eory and practice of
self-balanced loading test for pile bearing capacity,” Journal of
Building Structures, vol. 23, no. 1, pp. 82–88, 2002.

[24] G. L. Dai, W. M. Gong, Y. Cheng, and G. Y. Xue, “Application
of self-balanced testing and post grouting to large diameter
and super-long piles,” Chinese Journal of Geotechnical Engi-
neering, vol. 27, no. 6, pp. 690–694, 2005.
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With the advent of the information age, Internet technology and computer technology are gradually applied in various fields.
Human daily life is inseparable from the help of information technology. *e progress and development of the times are also
changing our industrial environment. *e Internet of things, artificial intelligence, and digital production have been widely used
in the industrial field. We need to integrate the new intelligent management concept in the industrial 4.0 era into the modern
industrial system and media communication. In the communication of sports culture, how to integrate the intelligent technology
under the background of industry 4.0 and realize the spatiotemporal modeling and analysis of human behavior and behavior
characteristics is the main content of our research. Firstly, this study briefly analyzes the development and historical process of
industry 4.0 era and explores the impact of Internet of things and information technology on sports culture communication. *is
study analyzes the development process of Chinese sports culture communication and probes into the influence and significance
of sports culture communication on human behavior. Under the background of industrial 4.0 management, a model of human
temporal and spatial behavior change in sports culture communication is established. Human behavior trajectory is analyzed by
data mining, human behavior recognition algorithm, behavior quantitative analysis method, and behavior feature model. *e
results show that under the background of industry 4.0 management, human behavior modeling can clearly describe the basic
characteristics and behavior state in the process of sports culture communication and can predict and analyze the human behavior
performance of such social activities and phenomena. *rough data mining, data preprocessing, and behavior quantitative
analysis, human behavior trajectory is studied. It has a positive impact on the behavior trend in human daily life. *e main factor
affecting behavior change is whether to receive sports culture news.

1. Introduction

With the continuous renewal of the development of in-
dustrialization, we divide the different periods of the in-
dustrial age into grades [1]. At present, it is roughly in the
“4.0” era. *e development mode, scale, and speed of in-
dustry are different in different industrial environments [2].
From the 18th century, Jenny textile machine changed the
production efficiency and provided effective help for the
liberation of human hands. Until Watt improved the steam
engine, every industrial revolution was to make human work
easier and easier [3, 4]. Traditional manual labor has been
gradually replaced, and mechanical development and me-
chanical production have gradually become the main pillars
of the industrial era. In the industrial 1.0 era, mechanical

equipment manufacturing has become the main content of
production mode in the whole period [5]. *is defect is that
the equipment covers an excessive area, and the production
space can ensure the production demand through the in-
crease of the number of machinery. Until the 20th century,
the development of electric power has brought new op-
portunities to the fields of communication and automobile
[6]. Human civilization began to move towards the indus-
trial 2.0 era. *e emergence of wired, wireless communi-
cation, chemical knowledge, and fuel vehicles has led to a
sharp increase in the number of human labor in the in-
dustrial field. In the production environment, the division of
labor is gradually clear, and the scale is further expanding.
*e new industrial level and equipment can bring more
profits to enterprises [7]. Assembly line production is the
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main industrial process in this era. After World War II, the
industrial 3.0 era began to enter people’s lives. Machinery
and equipment replace human labor and handicraft industry
and become a substitute for assembly line enterprises [8].
*e expansion of production scale no longer depends on the
increase of the number of equipment but on the improve-
ment of productionmethods and technical level.*is era has
further expanded the mode of mechanical equipment
replacing human labor [9].

With the continuous development of human society and
the progress of scientific and technological innovation and
information technology, new opportunities have been
brought to the industrial environment [10]. Scientific and
technological innovation has led to great changes in human
society. In order to accelerate the speed of scientific research
achievements, many countries take the lead in setting up
R&D centers such as scientific and technological
manufacturing. Internet technology and information tech-
nology have also made great contributions to the advent of
the industrial 4.0 era [11]. In project management, how to
use big data technology to establish an intelligent man-
agement system is a key topic in each field. If managers
cannot recognize the relationship between work needs and
modern technology, they will not be able to adapt to the
changes of the times. In the field of communication, the
communication of sports culture in China has always been
in a relatively weak link [12]. *ere is no deep-seated re-
search on the impact of sports culture communication on
human behavior.

*is study is mainly divided into three structures: the
first part briefly describes the development status of industry
4.0 model in various countries and analyzes the specific help
provided by human behavior modeling research.*e second
part first explores the essence of sports culture communi-
cation in the industrial 4.0 environment and models the
impact of sports culture communication on human be-
havior. Data mining and processing methods are used to
analyze human behavior data, and modeling research is
carried out from the spatial characteristics of human be-
havior. Finally, it analyzes the necessity of modeling human
behavior characteristics in the communication of sports
culture. *e intelligent recommendation algorithm is used
to actively realize the news prediction service of sports
culture in the human behavior analysis model.*e third part
analyzes the research results of human behavior space
modeling of sports culture communication under the en-
vironment of industry 4.0 and the research results of human
behavior feature modeling.

2. Related Works

*e core technology in the industrial 4.0 era is the field of
Internet of things and information technology [13]. Com-
munication technology and information development have
played an important role in the industrial 4.0 era. Artificial
intelligence can use electrified equipment and program
calculation in Ronnie simulation to help analyze human
behavior in the industry [14]. In the big data environment,
processing huge information and complex data sets also

need to use big data for mining and processing. Big data
technology can provide effective and accurate data for in-
dustrial 4.0 intelligent management, intelligent trans-
portation, intelligent production, and other modes and help
industrial development move forward steadily [15]. In In-
ternet computing, cloud computing can provide informa-
tion and software resources for management devices and
analysis devices. When big data collects and analyzes in-
formation, heterogeneous distribution, measurement, and
other functions can be realized by using cloud computing
[16]. *e above are the main technologies ahead of the
industrial 4.0 era. *ey provide technical support for the
progress of the industrial era. *e analysis, detection, and
modeling of human behavior are often complex, but the
efficient management function can be realized by using
various modern technologies in the industrial 4.0 envi-
ronment. We analyze the development status of countries in
the industrial 4.0 era as follows [17]:

With the implementation of the industrial 4.0 era,
Germany has made new changes in talent training mode.
*e dual system can improve the selection of talent training
objectives, structural system, and professional ability
training [18]. It puts forward new challenges for the types of
talent training. With the gradual reduction of the matching
between postwork and actual ability, enterprises pay more
and more attention to the ability level of recruiters. *e
optimization of talent training program in vocational ed-
ucation schools is also a major problem to be solved. Facing
these challenges, German vocational schools put forward the
dual system training management model. *e industrial 4.0
environment complies with the development of the times,
expands the direction of professional development, and
transports professional talents for the country [19].

*e development of information technology and mod-
ern industry in the United States is relatively advanced, and
they have always been in a leading position in the process of
industrial reform [20, 21]. With the continuous application
of modern equipment, the manufacturing industry is also in
urgent need of improving its own technology. Under the
environment of industry 4.0, there is a higher demand for
equipment manufacturing and equipment manufacturing
industry. Intelligent reform has become the main direction
of industrial 4.0 mode. *e intelligent management of robot
equipment in industrial operation has also become the main
topic. *ey applied the sensor technology of Internet of
things in the industrial 4.0 era to the transformation of
industrial robots and realized the intelligent development to
a certain extent [22].

*e apprenticeship reform system in Italy has changed
with the advent of the industrial 4.0 era [23, 24]. When the
apprenticeship reform becomes the focus again in the world,
Italy’s national and regional management system puts for-
ward new policies for the apprenticeship reform. In terms of
system management, innovative measures have been taken
in the application of industrial 4.0 intelligent management,
curriculum development, and quality inspection. Under the
industrial 4.0 environment, different types of apprenticeship
systems can be positioned differently, realizing the effect of
system optimization.
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Taking Hong Kong and Macao as examples, China has
transformed the manufacturing industry under the back-
ground of industry 4.0 to intelligent development [25].
Enterprises in the manufacturing industry are prone to
many internal problems in the process of transformation. In
this case, intelligent management in the era of industry 4.0
can help Hong Kong and Macao quickly change to the
intelligent manufacturing industry. *is study puts forward
effective countermeasures and suggestions for its develop-
ment path and solving problems. Based on industry 4.0
intelligent management environment, this study analyzes
the human behavior modeling of sports culture
communication.

3. Research on Human Spatiotemporal
Behavior Modeling and Behavior
Characteristics of Sports Culture
Communication Based on Industrial 4.0
Intelligent Management

3.1. IntelligentManagement of Sports Culture Based onMobile
Network. *emain features of the industrial 4.0 era include
interconnection. Connecting all things has always been the
theme of the industrial 4.0 era. *e universality of the
connection scope can closely gather equipment, manu-
facturers, enterprises, communication institutions, users,
and other objects together. In order to comply with the
development trend of the Internet of things, the sensor
equipment, intelligent management system, embedded
equipment, mobile communication equipment, and in-
telligent communication equipment of the Internet of
things constitute an intelligent network model. *e pro-
duction process of the factory can also be highly intelligent.
Intelligent factories can be controlled by the Internet of
things. *at is, the production process is completely in-
tegrated by computer. *e real-time production moni-
toring program knows what new materials and processes
are needed to ensure the smooth progress of the production
process. *is is not a simple problem of production au-
tomation but the realization of intelligent control. If the
system detects a sudden failure in the production process,
the machine will automatically suspend operation and
repair itself, rather than continue to operate and contin-
uously produce defective products. *rough information
technology, the most effective utilization of energy can be
ensured, which are the characteristics of intelligent
chemical plants in the future.

It can integrate digital development with the physical
world and connect with each other, so as to ensure that
human society can live more conveniently. Every industrial
revolution can help human progress. We analyze the process
of industrial development in time and space, as shown in
Figure 1.

As can be seen from Figure 1, industry 4.0 is a new era
and its development time is expected to be long. With the
advent of the new era, human behavior has gradually
changed in diversity. We focus on sports culture
communication.

Sports is a complex object in the development of social
culture. It can combine the body and spirit as the basis of
daily activities. With the continuous improvement of
human growth and development, the mastery of sports
and skills can ensure the healthy growth of physical
quality. In order to achieve the all-round development of
quality education, improve the physical quality of the
whole people, and improve the way of life, we need to pay
attention to the dissemination of sports culture. Although
China’s economic development is relatively rapid, it has
not brought significant results to China’s sports com-
munication. We compare the gap between Chinese and
foreign media in sports culture communication, as shown
in Figure 2.

As can be seen from Figure 2, with the increase of
years, China’s attention to sports culture communication
has gradually increased. But in 2010, it still cannot be
compared with western countries. With the advent of the
industrial 4.0 era, intelligent devices and the Internet
have brought diversified development to human be-
havior. From the perspective of media communication
mode, sports communication has an indispensable re-
lationship with the development of Internet data. We
make statistics on the data of Internet users and show the
process of users obtaining sports and cultural news by
means of mobile communication, wired Internet access,
wireless Internet access, and virtual communication, as
shown in Figure 3.

*e continuous increase of survey behavior data is
shown in Figure 3. From the beginning of mobile com-
munication business, it has been transforming to wired
Internet and wireless Internet. With the change of industry
4.0 era, virtual Internet also gradually exists in people’s daily
life. *erefore, the factors affecting human behavior by the
dissemination of sports culture in the industrial 4.0 era are
significant. We conduct modeling research on human be-
havior. Firstly, we analyze the range changes of individuals
in time and space:

B ≔ si, ti, ci( |i � 0, 1, 2, ... . (1)

In the formula, B represents the time-space behavior
sequence, and (si, ti, ci) represents the element set.*e range
of each element in the collection is expressed as follows:

b � (s, t, c) ∈ B, s ∈ D
|s|

. (2)

We analyze that the spatial diffusion of human behavior
change trajectory is decreasing. In the sample data, the data
of users who are concerned about the dissemination of
sports culture actively hiding information are analyzed. It
can be found that the spatial change of human behavior is an
exponential distribution. *e mathematical formula can be
expressed as follows:

p(λ) ∼ λ + λ0( 
−b

· e
(λ/k)

. (3)

*e distribution of exponential function is between 0
and 2. Different cultural news takes different values. In the
analysis of human spatiotemporal behavior, we need to
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observe from multiple angles. *e spatiotemporal move-
ment variation of each individual can be defined as follows:

R
2
g �

1
n



n

k�1
rk − r( 

2
. (4)

In the formula, R2
g represents the characteristics of

human behavior. We calculate the function law satisfied by
the distribution of human behavior by using the transfer
structure. *e formula is as follows:

p(λ) � 
∞

0
P λ | Rg P Rg dRg. (5)

According to the above formula, the spatiotemporal
pattern of human behavior can be determined. *e law is
calculated from the track data of the impact of sports culture
communication on human behavior in the industrial 4.0
environment. Behavior pattern modeling can conform to the
general process of human cognition. From the observed
objects, it is found that many users have common charac-
teristics. At present, more and more countries begin to pay
attention to human behavior research. From the early stage
of industry to 4.0, there are more and more technical means
to study the human behavior model. We consulted relevant
literature and analyzed the content release trend of human

behavior modeling research over the years, as shown in
Figure 4.

It can be seen from Figure 4 that the development of the
industrial age has a great impact on human behavior
modeling. Since 2015, the number of human behavior
modeling literature published in China has increased sig-
nificantly. However, compared with the foreign release, it is
still in a weak position. In order to further explore the impact
of sports culture communication on human behavior, we
also need to study from the analysis of behavior
characteristics.

3.2. Research on Sports Culture Communication Based on
Industry 4.0 Intelligent Management in Human Behavior
Feature Modeling. In China’s sports, table tennis and vol-
leyball have always been the proud contents of the people. In
the process of talking about sports news, the dissemination
of cultural knowledge is realized. As China continues to win
the Olympic Games, people all over the country begin to
discuss sports news. People’s attention to sports events is
also the main manifestation of their attention to sports
culture. Government communication and people’s com-
munication are the main channels. However, the way of
sports culture communication should focus on itself. *is
communication effect is not only related to the development
of national influence but also has an important impact on the
performance of people’s daily life and behavior.

Under the background of industry 4.0, the information
communication model based on human behavior charac-
teristics can more accurately describe the effect and process
of sports communication. *e main advantage is that it can
choose the response after receiving information according to
the set of human behaviors, including evaluation, for-
warding, no response, and so on. Modeling human behavior
can simulate the effect of data transfer in a variety of states.
In sports culture communication, modeling based on hu-
man behavior characteristics can monitor the process of
culture communication, which is a process from individual
to collective modeling. It can take into account the per-
sonalized behavior judgment of users, so as to realize ac-
curate information push and other functions. With the
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gradual application of industry 4.0 management in Internet
information dissemination, network data and human be-
havior data indices increase. In order to facilitate accurate
push of everyone’s behavior data, we need to conduct
personalized behavior feature modeling. Before behavior
feature analysis and modeling, we compare the data ac-
quisition speed of intelligent management system in in-
dustrial 4.0 environment with that of traditional data mining
system, as shown in Figure 5.

As can be seen from Figure 5, with the increase of
massive information in big data environment, the acquisi-
tion speed of traditional data mining system tends to de-
crease. *e intelligent management data system in industrial
4.0 environment can effectively judge accurate data and
useless data and realize the function of rapid acquisition. In
the estimation of human behavior characteristics, we use
mathematical formula as follows:

Interest(w) � f InterestActivit(w), InterestFreq(w),

·InterestTime w)( ).
(6)

InterestActivit is the actual action of human behavior, and
InterestFreq(w) represents the number of information access.
In order to study the number of human information
browsing actions, we define the calculation function as
follows:

InterestActivit(w) � f(Sava(w),Keep(w), print(w),Copy(w)( .

(7)

Among them, they respectively represent the times of
saving, collecting, and printing sports culture web pages and
forwarding of information content. *e browsing action can
be represented by a binary function. *e specific formula is
as follows:

InterestActivit(w) � 0, Sava(w),Keep(w), print(w),Copy(w) ,

(8)

InterestActivit(w) � 1, Sava(ϖ),Keep(ϖ), print(ϖ),Copy(ϖ) .

(9)

Investigation shows that most users rarely save and
collect web pages when browsing sports culture news.
*erefore, we cannot fully obtain the overall behavioral
characteristics of human beings by using behavioral interest
analysis. We need to calculate the number of visits and
residence time respectively, so as to realize the feature
modeling of human behavior. *e number of behavior-
based stops can be expressed by the following function:

StopFreq(w) �
Freq(w)

max
E∈W

(Freq(w))
. (10)

Among them, w represents the number of news visits by
users in a certain period of time. With the increase of time,
the number of behaviors is also accumulating.We update the
number of visits in a cycle in the formula in proportion. In
mathematical calculation, it can be calculated according to
the following equation:
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p �
|Freqnew(w) − Freqold(w)|( 

Freqold(w)
, (11)

Freq(w) � Freqnew(w) + Freqold(w)( . (12)

When the coefficient p is less than 0, it represents human
behavior, and the number of visits of users in the cycle does
not change significantly. *is study defines the browsing
speed of each page of sports culture communication page as
follows:

Speed(w) �
Size(w)

Time(w)
, (13)

where size(w) represents the storage size of the propagation
interface and time(w) represents the time coefficient. Fi-
nally, the data delay in the management interface is cal-
culated as follows:

Time wi(  � T wj  − T wi( . (14)

Next, the coefficient of influence on human behavior
characteristics in the process of sports culture communi-
cation is calculated as follows:

R �
Interet(w)

Speed(w)/maxE∈W( 
. (15)

According to the above formula, we can model the
characteristics of human behavior and explore the impact of
sports culture communication on human behavior under the
management of industry 4.0. In the sports culture com-
munication interface, we use the nonlinear normalization
method to process the sample data. Compared with the
traditional processing method, we compare the error co-
efficient, as shown in Figure 6.

As can be seen from Figure 6, the error coefficient of the
traditional processing mode begins to increase with the
increase of human behavior data. *e data processed by
nonlinear normalization can maintain basic accuracy.

4. Modeling of Human Spatiotemporal
Behavior and Analysis of Behavior
Characteristics Based on Sports Culture
Communication in Industrial 4.0
Intelligent Management

4.1. Analysis of Research Results of Human Spatiotemporal
Behavior Modeling of Sports Culture Communication Using
Mobile Network in Industrial 4.0 Intelligent Management.
In the industrial 4.0 environment, the intelligent manage-
ment mode can liberate human labor and realize behavior
interaction and industrial production on the basis of human
wisdom. *is model can optimize the traditional commu-
nication mechanism into intelligent communication
mechanism in the field of communication and provides the
core technology in human behavior analysis and modeling.
Dealing with the invisible factors in the Internet era can
change the performance and accuracy of human behavior
model from uncontrollable to controllable under the

premise of massive data. Firstly, we analyze the accuracy
change of data in the process of human behavior modeling in
the industrial 4.0 environment, as shown in Figure 7.

It can be seen from Figure 7 that the traditional human
behavior model cannot guarantee the accuracy of data in the
modeling process based on the massive data in the Internet
age. *e human behavior model in the industrial 4.0 en-
vironment can ensure the processing speed and control the
accuracy above the standard range. In the mobile network
environment, sports culture communication can be guar-
anteed. We build a human behavior model on mobile users.
In the above calculation process, it is found that there are
strong temporal and spatial characteristics and scene factors
in the behavior participation characteristics of mobile net-
works. *ese scene factors are easily affected by many as-
pects. For example, the response of surrounding people to
cultural news can indirectly affect individual behavior
changes. We use objective quantitative method to map
human behavior participation modeling. *e response be-
havior influence coefficient of people in three states to sports
cultural news is analyzed, as shown in Figure 8.

As can be seen from Figure 8, the influence coefficient of
the crowd who obtains sports news is relatively stable, and
the influence coefficient of the crowd who indirectly obtains
news information is relatively severe. *e influence coeffi-
cient of people who do not get sports news is low. *e above
trends of human behavior can well explain that the impact of
sports culture communication on behavior characteristics is
significant.

4.2. Analysis of Research Results of Sports Culture Commu-
nication of Industry 4.0 Intelligent Management in Human
Behavior Feature Modeling. In an intelligent video surveil-
lance system, the accuracy of background model has an
important impact on the subsequent judgment of fore-
ground detection, classification, tracking, and behavior
understanding analysis. In other words, it largely determines
the performance of the whole video surveillance system.
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Complex scenes greatly increase the impact on the accuracy
of model monitoring. *e human behavior modeling pro-
cess faces complex scenes in the industrial 4.0 environment,
which will be affected and changed by many aspects of the
outside world. Human beings may have a variety of behavior
characteristics under the specified time and space sequence,
or there may be no characteristic changes. *erefore, in the
detection process, we need to locate and analyze from the
initial cause to the behavior space. *e calculation is based
on the modeling of human behavior characteristics, in-
cluding the judgment of the change of user interest. At
different times, people staying in the same news can have
different effects on the calculation results. With the increase
of human behavior data, we need to study feedback effi-
ciency in the model. *e feedback speed of human behavior
characteristic data before and after industrial 4.0 intelligent
management is mainly compared, as shown in Figure 9.

As can be seen from Figure 9, the traditional management
mode cannot meet the needs of efficient feedback in the dy-
namic change characteristics of data. *e intelligent man-
agement mode in the industrial 4.0 environment can help the
analysis model of human behavior characteristics to ensure the
feedback efficiency. In the verification process of this study, the
main flow of data feature processing is shown in Figure 10.

As can be seen from Figure 10, firstly, in data mining, we
capture the main content of sports culture on an Internet
platform. Secondly, the obtained data are preprocessed to
facilitate the analysis of key features. *e basic structure of
the Internet is extracted, and the form of active behavior is
taken as the general category of data statistics. Finally, the
data distribution principle is used for visual analysis, and the
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characteristic changes of human behavior are verified by
hypothesis theory. In the final experimental results, we
found that there are positive and negative trends in the
impact of sports culture communication on human behavior
under the industrial 4.0 Internet mode.

5. Conclusion

*is study proposes to model the human behavior of sports
culture communication in the industrial 4.0 intelligent
management environment. Firstly, it analyzes the develop-
ment process of industrial 4.0 environment and the current
situation and difficulties of sports culture communication in
China. *rough data mining, data preprocessing, and be-
havior quantitative analysis, human behavior trajectory is
studied. Under the condition of sports culture communica-
tion, the temporal and spatial changes of human behavior are
modeled. *e influencing factors of human behavior are
divided into multiple models to calculate the data distribution
of the temporal and spatial characteristics of individual be-
havior. Based on individual data set, it is transformed into the
statistical analysis of group behavior. Finally, according to the
track of human behavior and historical traces, the specific
factors affecting behavior changes are analyzed. Search
modeling is used to explore the characteristic changes of
human behavior. *e results show that in the industrial 4.0
environment, the communication mechanism and industrial
process have changed by leaps and bounds. *e results of this
study have a positive impact on the behavior trend in human
daily life. *e main factor affecting behavior change is
whether to receive sports culture news. It promotes the
process of traditional culture communication and especially
helps the communication of sports culture form a good cycle.
In order to explore the process of the influence of sports
culture news on human behavior. However, this study does
not carry out simulation verification analysis on the model
data, and further elaboration is needed in future research.
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Technical decision-makings (TDMs) are a vital part of the decision-makings in construction megaprojects, facing high risks
brought by technical complexity, dynamic environment, and subject cognition. Identifying technical decision-making risks
(TDMRs) and exploring their interactions are important in megaproject management. Due to the high complexity of TDMs in
megaprojects, TDMRs are complex and diverse. However, there is a lack of research on exploring the systematic TDMRs in
megaprojects. To address this gap in knowledge, this paper aims to better understand the dynamic complexity of TDMRs in
megaprojects by identifying the risks and exploring their interactions from a dynamic and systematic perspective. Grounded
theory (GT) and system dynamics (SD) were adopted for this research. First, the GTwas used to identify TDMRs in megaprojects
and create a conceptual model depicting the relationships among TDMRs. *en, an SD model characterizing the causal structure
of the TDMRs system in megaprojects is developed in both qualitative and quantitative manners. *e developed model involves
interrelationships among environmental risks, decision-making process risks, and decision-making execution process risks. After
the validation of the model, a model simulation is conducted to predict the dynamic evolution process of the TDMRs. As a result, a
multilayer risk list consisting of 42 index layer risk indicators, 13 field layer risk indicators, and 3 standard layer risk indicators is
identified. *e SD modeling results show that these multilevel TDMRs interact dynamically and have intricate influences on the
total risk level of TDMs in megaprojects. *e results of this study could be useful for decision-makers to identify and mitigate
TDMRs in megaprojects.

1. Introduction

Construction megaprojects are characterized by significant
technical complexity that requires multitechnology inte-
grations [1–3]. Hence, substantial technical decision-mak-
ings (TDMs) are required in megaprojects on almost all
management hierarchies [4]. *e TDMs refer to the process
of identifying and analyzing key problems, as well as de-
veloping, selecting, and implementing technical schemes to
resolve the problems. Hence, the TDMs include both long-
term technology development strategies and short-term

technology selections [5, 6]. *e outcome of a TDM process
is a technical decision-making scheme, consisting of deci-
sion objectives, key variables, measures, and criteria [7]. *e
TDMs must be conducted properly to ensure the successful
delivery of megaprojects [2, 7, 8].

Due to the high technical complexity of megaprojects,
TDMs in megaprojects also have higher complexity. *e
complexity of TDMs comprises uncertainties and ambigu-
ities (e.g., dynamic environment, ambiguities of decision-
making goals, etc.), as well as the complex interrelationships
among influencing factors in TDM issues (e.g., technical
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complexity relating to the size and multitechnology inte-
gration of the project) [9–12]. *us, TDMs are generally
exposed to various risks. Technical decision-making risk
(TDMR) is an extension of project risk and decision-making
risk [13, 14]. TDMRs are potential hazards existing in the
process and outcome of TDM, which negatively affect the
TDM quality and project performance.*ese risks can cause
project cost overruns, delays in delivery, and irreversible
accidents [15–17]. For instance, in the Busan-Geoje Fixed
Link Project, owing to the defective scheme for towing and
mooring, the GINA gasket of standard tunnel element E16
was damaged during construction, resulting in a delay of
three months and huge financial loss for repairing the GINA
gasket [18]. *erefore, effective management of TDMRs in
megaprojects plays an important role in successful decision-
makings. Further, the TDM in megaprojects is an open
environmental system involving multiple subsystems, which
has dynamic and complicated relationships among the
factors, rather than a series of normative and procedural
activities [7, 19]. *e dynamic complexity makes TDMRs in
megaprojects highly interrelated, and the risks are trans-
mitted between the internal and external environments of
the system [20]. Many risk accidents in construction
megaprojects occur due to the interactions of multiple risks
rather than a single risk [13]. As such, it is imperative to
examine the dynamic interactions among TDMRs.

*us far, a few research efforts have been made to study
decision-making risks of megaprojects using both quanti-
tative and qualitative methods, such as optimism-based
decision-making risk model for bridge projects [14], deci-
sion-making risk mitigation in megaprojects [21, 22], and
identifying and assessing specific types of decision-making
risks in megaprojects (i.e., design risks [23, 24], technology
selection risks [25], social risks [26], and bidding risks
[27, 28]). However, the first two kinds of studies were not
focused on TDMR, and the last kind of studies was focused
on only one specific risk belonging to TDMR (i.e., design
risks and technology selection risks). Risks are interrelated
and systematic through causal loops in megaprojects
[28–30]. Negligence in considering such risk interrelations
results in either underestimation or exaggeration of risk
effects [12]. *us, it is crucial to understand how risks are
generated and how they transmit through their interactions.
It is argued that research is still lacking to explore TDMRs
from a systematic and dynamic perspective considering the
whole process of decision-making-execution-feedback.

To address the aforementioned research gaps, this paper
aims to identify the TDMRs in construction megaprojects
and explore their interactions using the mixed method. *e
grounded theory (GT) is employed to identify all TDMRs in
megaprojects, capturing the managers’ perception of
TDMRs in the practice of TDM in megaprojects. A con-
ceptual framework depicting the relationships among these
risks is provided. *en, a system dynamics (SD) model of
TDMRs in megaprojects is constructed to explore the casual
loops among TDMRs and simulate the interactions among
these risks. *e contributions of this study lie in two aspects.
First, this study investigates TDMRs and their interactions
systemically and dynamically for the first time to reveal the

dynamic nature of TDMRs, which deepens the under-
standing of TDM in construction megaprojects and enriches
theories of construction decision-making and risk man-
agement. Second, the identified TDMRs and the simulation
model proposed in this study could be adopted as a tool to
evaluate and control TDMRs dynamically. *e rest of this
paper is structured as follows. Section 2 introduces the
related work, followed by researchmethodology in Section 3.
*e results are presented in Section 4, and discussions and
implications are illustrated in Section 5. Lastly, Section 6
summarizes and concludes this study.

2. Literature Review

2.1. Decision-Making Risks in Megaprojects. In recent years,
many scholars have indicated the significance of identifi-
cation and control of the complexity and risks of decision-
makings in megaprojects [29, 30]. For example, Shi et al. [7]
presented a comprehensive framework of decision-making
complexity in megaprojects, which includes six dimensions
which are technical, social, financial, legal, organizational,
and time. Liu et al. [14] proposed an optimism-based de-
cision-making risk model for bridge projects, where explicit
benefits, implicit benefits, construction cost, and operation
cost are considered. To mitigate decision-making risks in
megaprojects, several researchers proposed risk mitigation
strategies via degrading the uncertainty and complexity.
Salet et al. [21] put forward three solutions to reduce the
complexity and uncertainty of megaprojects to mitigate the
decision-making risks, including changing organizational
structure, enhancing organizational learning atmosphere,
and controlling the number of alternative options for de-
cision-makings.

Furthermore, efforts have been made to identify specific
decision-making risks in projects, such as design risks
[23, 24], technology selection risks [25, 31, 32], social risks
[26], investment risks [33], and bidding risks [27, 28]. Al-
though the aforementioned design risks and technology
selection risks belong to TDMRs, each of these existing
studies was focused on only one type of TDMRs. Some
studies also attempted to assess decision-making risks. For
instance, Kurhade and Wankhade [33] proposed a risk
assessment framework for decision-making and identified
four risk categories for infrastructure investment decision-
making, covering political risk, economic risk, social/envi-
ronmental/cultural risk, and technology risk.

Nevertheless, previous studies on decision-making risks
are static without considering the dynamic nature of risks.
Attention is lacking to systematically examine TDMRs in
construction megaprojects considering the whole process of
decision-making. *is research gap is addressed in this
paper by eliciting the perceptions of managers on what
create and drive TDMRs and how they interact with each
other by GT.

2.2. Risk Assessment Methods in Megaprojects. Risks can be
interrelated, especially in megaproject [34]. Megaprojects
are characterized by dynamic interactions of multiple
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subsystems, extreme complexity, and technology challenges
[35]. Such dynamic complexity makes the risks in mega-
project a dynamic system, where the risks are highly in-
terrelated [36]. To capture the dynamic nature of risks and
their complex interactions in megaprojects, various risk
analysis methods have been applied, such as interpretative
structure models (ISM) [37], complex network (CN)
[38, 39], social network analysis (SNA) [40], decision-
making trial and evaluation laboratory (DEMATEL) [41],
the analytic network process (ANP) [42], Bayesian network,
and system dynamics (SD) [36, 43–45].

Among these methods, ISM is a qualitative method
aiming to develop the hierarchy structure of the factors with
direct and indirect correlation paths, and the developed
model is influenced by the number of risk factors [37].
Different numbers of risk factors may result in different
hierarchy structure of risk factors. Further, CN, SNA, and
DEMATEL aim to analyze risk factors from the network
perspective, whereas they failed to evaluate risk state in
accordance with the interactions of factors. Meanwhile, ANP
and Bayesian network (BBN) can be used to explore the
interactions among risks and evaluate the risk state quan-
titatively, while they require large amounts of data. Wu et al.
quantify the risk level of a subway station construction using
fuzzy ANP via the synthesis of weight matrices, which re-
quires much more computation for pairwise comparison
between risk factors [46, 47]. BBN performs excellently to
model complex relationships among risks on the bases of the
conditional probabilities of the nodes [48]. However, it can
only deal with discrete functions. In recent years, various
artificial intelligence (AI) methods, such as machine learning
and neural networks, have been utilized to identify, evaluate,
and predict potential risks in constructions qualitatively and
quantitatively [49]. For example, Yaseen et al. [50] developed
an AI model integrating Random Forest classifier and Ge-
netic Algorithm optimization to assess the risk of delay in
construction, which indicated a robust and accuracy result
for project delay risk prediction. Nevertheless, the above-
mentioned risk assessment methods analyzed the relation-
ships of risks based on the topology of the network rather
than a dynamic and holistic description of the variations of
risks. SD developed by Glaser and Strauss [51] is a modeling
method dealing with complex causal relationships among
components of the system [52]. *e foundation of SD is the
theory of system thinking, which holds on the view that
everything is connected in a dynamic and complex system
[53]. SD can not only study the dynamic relationships
among risk factors but also simulate risk status during a time
period [54]. Hence, SD has been widely used for megaproject
risk assessment including modeling of the interrelationships
and feedbacks of the risk system. For example, Boateng et al.
[55] implemented SD to model the interactions among
social, technical, economic, environmental, and political
(STEEP) risks considering the complexity and dynamics of
megaprojects. Xue et al. [36] proposed a risk coupling model
based on SD for risk assessment of High-Speed Rail projects
considering the interactions among risks. Wang et al. [56]
developed an SD-based safety risk model that covered or-
ganizational processes and technical systems and

demonstrated the model on an urban metro tunnel project.
To identify and control the system risks of automatic metro,
Zhao et al. [57] proposed an SD-based model embodying
system risks and factors of organizational resource assign-
ment, organizational experience, and avoidance of driver
error to reveal the feedbackmechanisms of automatic metro.
In summary, SD can provide a powerful insight in under-
standing the complexity and dynamics of construction risk
systems [54].

However, there have not been studies exploring the
dynamic interactions among TDMRs in construction
megaprojects. In this study, SD will be adopted to model the
dynamics and interactions among TDMRs.

3. Methodology

A research framework based on a mixed method integrating
GT, SD, and Shannon’s entropy was proposed in this study
to identify TDMRs and explore their dynamic interactions,
as shown in Figure 1. Among the three methods, GT is
widely used to identify risks from qualitative data [58], SD is
an effective approach for modeling the dynamic relations
among risks based on mathematical modeling techniques
[59], and Shannon’s entropy method is one of the various
methods for objective weighting measures. GT, along with
qualitative data collection techniques (e.g., case study, in-
terviews, focus groups, etc.) and data analysis techniques
(e.g., opening coding, axial coding, and selective coding), can
be used to develop SDmodels based on qualitative data [60].
A mixed method is adopted to draw the advantages and
minimize the disadvantages of both qualitative and quan-
titative methods [61–63]. Several studies have successfully
implemented similar mixed methods with GT and SD
[53, 64, 65]. For example, in [53], safety archetypes of
construction workers were identified by GTand the behavior
archetypes of safety involving construction workers were
explored with SD.

*erefore, the mixed method was conducted in this
study as follows. First, GTwas employed to identify TDMRs
in megaprojects and develop the conceptual model of these
risks, as explained in Section Grounded theory. *en, an SD
model of TDMRs in megaprojects was built, which involved
qualitative modeling, quantitative modeling, model valida-
tion, and model simulation, as discussed in Section System
dynamics. Further, the parameters involved in SD equations
were determined based on the weights of risk indicators
calculated by Shannon’s entropy, as introduced in Section
Shannon’s entropy. Lastly, a simulation was conducted to
understand the behavior of the system.

3.1. Grounded 2eory. *is study uses GT to identify
TDMRs and build the conceptual model. GTput forward by
Forrester [52] as a qualitative research method linking
concepts to generate meaningful theories [66], where con-
cepts and their interdependencies are obtained from ana-
lyzing qualitative data (e.g., interview transcripts). GT could
be applied by three approaches, namely, the Straussian
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approach [67], the Glaswegian approach [68], and the
Constructive approach [69].

Compared to other approaches, the Straussian approach
is more prescriptive as it provides systematic procedure for
data analysis including open coding, axial coding, and se-
lective coding [70, 71]. On the other hand, the Glaswegian
approach and the Constructive approach have no clear
guidelines for data analysis. *erefore, the Straussian ap-
proach is adopted in this study to identify TDMRs from real
megaprojects in a systematic way. Following the Straussian
approach, the GT process of this study includes (1) data
collection and (2) data analysis consisting of open coding,
axial coding, and selective coding, as described in the fol-
lowing [67].

3.1.1. Data Collection. Qualitative data were collected based
on a case study so that practical insights could be addressed
to enable changes in practice to occur [72]. A case study can
include either one single case or multiple cases, and there are
different opinions on the required number of cases for
understanding a phenomenon [72, 73].*e case study in this
research was conducted on three megaprojects in China,
namely, the Hong Kong-Zhuhai-Macao Bridge Island
Tunnel Project (HZMBIT), the FoshanWest Railway Station
Comprehensive Transportation Hub Project (FWRSCTH),
and the Kunming Comprehensive International Trans-
portation Hub Project (KCITH), to enable generalizations
on the TDMRs. *ese cases were selected because (1) the
authors had access to the major stakeholders of these

projects, (2) these megaprojects were representative, char-
acterized by multitechnology integrations and high technical
complexity, and (3) these projects were under construction
or completed less than three years during data collection.
*e selected cases covered different type of projects (tunnel,
railway, and building), and they were all demonstration
megaprojects jointly developed by national and local gov-
ernments. All the cases had multitechnology decision-
makings along project lifecycle, which made it possible to
collect substantial qualitative data for TDMRs identification.

*e case data were collected by semistructured inter-
views and review of technical documents. Semistructured
interviews were conducted with experts from designers,
contractors, consultants, and university partners of the three
megaprojects. According to Bernard and Bernard [74] and
Creswell and Poth [75], interviews with a sample size of 5 to
25 are appropriate for GT studies. In this study, 12 experts
were selected for interviews, and the experts had 8 to 27 years
of experiences in TDMR management in megaprojects, as
shown in Table 1. *e selected 12 experts provided mean-
ingful insights that adequately represented the experiences
of construction professionals on TDMR management. *e
interview questions were designed to collect relevant data
about TDMRs in megaprojects. *e interviewees were asked
to elaborate their understandings on TDMRs, provide ex-
amples of TDMRs according to their working experience,
describe the risk issues, and explain how they deal with risks
in the TDM process. For example, the questions asked in-
cluded (1) what factors drive TDMR events in megaprojects,
and what factors contribute to a TDM failure? (2) Do

Open Coding
Selective Coding

Axial Coding

Conceptual ModelMulti-layer Risk
Indicators

Research Process of GT

Qualitative Modeling of TDMRs in
Megaprojects: Causal Loop Diagram

Quantitative Modeling of TDMRs in
Megaprojects: Stock Flow Diagram

(Shannon’s Entropy)

Model ValidationModel Simulation

SD Modeling Process

Data Collection

• Interviews
• Technical Documents

Identification of TDMRs and Conceptual Model

System Dynamics Model Development

Figure 1: Research framework.
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TDMRs interact with each other and how? And (3) what
happens if a TDMR event happens in megaprojects? Each of
the 12 interviews lasted for 60 to 100minutes.

In addition to interviews, technical documents of the
three megaprojects were also collected to understand the
TDMRs in these projects. Due to the large amount of TDMs,
the three projects had a large number of technical docu-
ments including result-based documents (i.e., construction
drawing, technical schemes, and contractual documents)
and process-based documents (i.e., safety technical disclo-
sure, environmental checklists and reports, records of
technical scheme assessment meeting of the project). A total
of 63 technical documents were selected as the raw data
including 29 documents from HZMBIT project, 18 docu-
ments from FWRSCTH project, and 16 documents from
KCITH project.

3.1.2. 2ree-Level Coding. After data collection, all the
collected data were analyzed based on three-level coding,
namely, open coding, axial coding, and selective coding.
Open coding is an analytic process that identifies the con-
cepts and discovers their properties and dimensions through
line-by-line analysis [67]. Hence, in the open coding step, the
original data collected from interviews and technical doc-
uments were examined and coded to find major TDMRs in
megaprojects (i.e., initial codes). *en, axial coding clusters
the identified TDMRs into subcategories (i.e., focalized
codes) and categories based on their properties and di-
mensions. Lastly, selective coding was to detect the rela-
tionships among different categories [67]. Selective coding is
the last step of GT for theory refining and integrating. A
conceptual model linking different categories to reveal their
relationships was built during this step via reviewing the
memos gathered during the analysis and interviews.

3.2. System Dynamics. As presented in Section 2.2, SD is
used in this study to model the interactions among TDMRs
in megaprojects and to reveal how TDMRs interact dy-
namically and how these interactions contribute to the
overall risk. *e SDmodel is developed in the following four
steps. In Step 1 (qualitative modeling), based on the iden-
tified TDMRs and the conceptual model, system analysis is

conducted to draw the system boundary, and the logical
structure of the system is defined with a causal loop diagram.
*en, Step 2 (quantitative modeling) is performed to for-
mulate the relationships among TDMRs with the stock-flow
diagram. Next, Step 3 (model validation) is carried out
through structure validation, behavioral validation, and
sensitivity validation. Lastly, Step 4 (model simulation)
simulates how the system reacts under diverse scenarios.

3.3. Shannon’s Entropy. Shannon’s entropy is capable of
measuring the uncertainty of a random process. It is widely
used to calculate the weight of each risk indicator based on
expert scores [76]. First, the expert scores are normalized
using equations (1) and (2) for the-larger-the-better.

Criteria and the-smaller-the-better criteria are,
respectively:

Yij �
Xij − min Xi( 

max Xi(  − min Xi( 
, (1)

Yij �
max Xi(  − Xij

max Xi(  − min Xi( 
, (2)

where Xij is the score of the i
th expert with regard to the jth

risk indicator (i� 1, 2, 3,. . .,m; j� 1, 2, 3,. . .,n) and Yij is the
normalization value of each risk indicator.

It is important to note in this paper that since the experts
score based on the importance of each risk indicator, all
scores of indicators are processed following the-larger-the-
better criteria.

Subsequently, the entropy value Ej of each risk indicator
is calculated as follows:

Ej � −
1

ln m


m

i�1
pij ln pij, (3)

where m is the number of experts; pij � (Yij/
m
i�1 Yij). If

pij � 0, lim
pij⟶ 0

pij ln pij � 0. *en, the weight Wj of each
risk indicator can be calculated as

Wj �
1 − Ej


n
j�1 1 − Ej 

, (4)

where Ej is the entropy value of each risk indicator, and n is
the number of the indicators.

4. Results

4.1. Identification of TDMRs in Megaprojects. According to
the Project Management Institute (2008), a risk is “an un-
certain event of condition that, if occurs, has a positive or
negative effect on project’s objectives.” Following this def-
inition, all the collected data were examined and TDMRs
were identified through GT-based data analysis. In the open
coding step, by identifying and describing overall constructs
relevant to TDMRs based on the collected data, 97 key
concepts were extracted through line-by-line and sentence-
by-sentence analysis. *en, the 97 key concepts were
summarized as 42 initial codes (A1-A42). Next, the axial

Table 1: *e personal particulars of interviewees.

Job title Working experience Involved project
Project manager 17 years KCITH
Project manager 17 years KCITH
Project manager 25 years HZMBIT
Project manager 22 years FWRSCTH
Chief engineer 20 years KCITH
Deputy chief engineer 22 years HZMBIT
Designer 10 years FWRSCTH
Designer 8 years KCITH
Designer 18 years HZMBIT
Consultant 15 years HZMBIT
Consultant 13 years KCITH
Professor 27 years HZMBIT
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coding step identified connections between the initial codes
and aggregated the initial codes into focalized codes and
categories. As a result, the initial codes were grouped into 13
focalized codes (B1–B13) and further into three categories
(BB1-BB3). Table 2 gives some examples of how the collected
data were coded in open coding and axial coding.

Table 3 shows the coding results of TDMRs including 42
initial codes, 13 focalized codes, and 3 categories. Due to
space limitation, the 97 key concepts are not shown in the
table but can be obtained from the corresponding author
upon request. According to the coding results, TDMRs in
megaprojects are divided into three categories: decision-
making process risk, decision-making execution process
risk, and environmental risk.

Four layers of risk indicators (shown in Table 4) are
established from the coding results including (1) target layer
risk indicator (i.e., the total TDMR in a project), (2) standard
layer risk indicators (i.e., corresponding to three categories),
(3) field layer risk indicators (i.e., corresponding to 13 fo-
calized codes), and (4) index layer risk indicators (i.e.,
corresponding to 42 initial codes). Risk indicators in each
layer are determined by indicators in the lower layers. For
example, B1 is determined by A1 to A5, and BB1 is de-
termined by B1 to B5.

Decision-making process risk (BB1) represents risks
within the process of identifying and analyzing problem and
developing and choosing the technical solution.*is process
involves decision-makers, information, and procedure, and
the outcome is a decision-making scheme. Five field layer
risk indicators are related to BB1 including decision-making
participants risk (B1), decision-making information risk
(B2), procedure risk (B3), decision-making mechanism risk
(B4), and decision-making scheme risk (B5).

Decision-making execution process risk (BB2) refers to
risks associated with the execution process of the final
technical decision-making scheme. Corresponding to the
elements and characteristics of decision-making execution,
executive, premanagement, in-process management, and
technology management are key issues for successful exe-
cution of decision-making. *ree field layer risk indicators
are associated with BB2 including management risk (B6),
executive risk (B7), and construction technical risk (B8).

Environmental risk (BB3) describes risks related to the
external environment of TDM. *e environment contains
elements related to society, technology development,
economy, and natural and political environment. Five field
layer risk indicators are correlated to BB3 including tech-
nical environmental risk (B9), economic environmental risk
(B10), natural environmental risk (B11), social risk (B12),
and political environmental risk (B13).

In selective coding, three categories of risk indicators
(BB1-BB3) were linked following a single storyline around
which everything else was draped [77]. A conceptual model
of their relationships was developed with grounded theory,
as shown in Figure 2. *e risk lies in the interaction between
the subject and the environment [78]. *e TDMR accidents
in megaprojects occur under the joint influence of the en-
vironmental risks, the decision-making process risks, and
the decision-making execution process risks. When

environmental risks occur, there will be an increased ten-
dency for the risk of the decision-making process and the
risk of decision-making execution process. At the same time,
the decision-making process risks may transmit to the de-
cision-making execution process risks.

4.2. Dynamic Model of TDMRs in Megaprojects

4.2.1. Qualitative Modeling of TDMRs in Megaprojects.
To qualitatively model TDMRs and understand the feedback
loops among TDMRs, a causal loop diagram containing the
three categories and 13 focalized codes of TDMRs is
depicted, as shown in Figure 3. A causal loop diagram aids in
visualizing how TDMRs and variables affect one another by
arrows with positive or negative labels (Bala et al., 2017).*e
diagram is created based on the abovementioned coding
results, especially the conceptual model of relationships
among TDMRs in megaprojects, as well as the 12 interviews.
Furthermore, a group interview was conducted with the
abovementioned experts to validate the structure of the
diagram. It is noted that the developed causal loop diagram
aims to reveal the main causal loops among TDMR. *us,
the index layer risk indicators are not considered in the
causal loop diagram since risk indicators in each layer are
determined by indicators in the lower layers and the index
layer risk indicators are the lowest layer. As presented in
Figure 3, TDMRs interact with each other in 3 ways: (1) by
the process of decision-making (i.e., the risks lie in decision-
making process transmit to the decision-making execution),
(2) by the life cycle of the project (i.e., the TDMRs lie in
previous construction stage transmit to the next construc-
tion stage), and (3) from the external risk to the internal risk
(i.e., environmental risks transmit to decision-making
process and decision-making execution process). *e de-
cision-making process risks may transmit to the decision-
making execution process risks. *e diagram includes five
balancing loops, which interact with each other.

Loop 1: Decision-making information risk--(+) Deci-
sion-making process risk--(+) Decision-making execution
process risk--(-) Decision-making information risk. *is is a
balancing feedback loop meaning that the increase of de-
cision information risk will stimulate the rise of decision-
making process risk, with which decision execution process
risk will grow, and then much attention will be paid to
decreasing the risk of decision-making information risk.
According to Pirzadeh and Lingard [79], technical decision-
makings arise as the result of information exchanges be-
tween projects actors. Information is essential as an input of
the decision-making process [23, 80].

Loop 2: Decision-making scheme risk--(+) Decision-
making process risk--(+) Decision-making execution pro-
cess risk--(-) Decision-making scheme risk. *is is a bal-
ancing feedback loop indicating that the increase of
decision-making scheme risk will result in a higher level of
decision-making process risk, and then there will be a higher
risk during the execution process of decision-making, which
will attract more attention and the decision-making scheme
will be checked and improved in turn. Decision-making
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scheme is the outcome of a decision-making process,
guiding the execution process [7]. *us, the decision-
making risk could transmit to decision-making execution
process imperceptibly until the risk events happen. For
example, in the HZMBITproject, the rib rubber mound was
initially recommended as the structural design of the arti-
ficial island. However, it is found that the scheme may result
in quality defects, delay, and pollution in execution process.
*erefore, the initial design scheme was replaced by the large
diameter deep inserted steel cylinder scheme, which sped up
the schedule greatly [81].

Loop 3: Decision-making information risk--(+) Deci-
sion-making participants risk--(+) Decision-making process
risk--(+) Decision-making execution process risk--(−) De-
cision-making information risk. *is is a balancing feedback
loop including a part of Loop 1. In addition to the infor-
mation shown in Loop 1, Loop 3 also illustrates that the
decision-making participants are more likely to make wrong
decisions with incomplete and inaccurate information,
which will result in a higher risk level of the decision-making
execution process. *en it will provide feedback to improve
the information quality. Research has shown that the
knowledge to make a TDM resides in more than one de-
cision-making participant [82]. TDM arises as the result of
interactions and information exchanges among decision-
making participants [79]. Hence, it is safe to claim that
decision-making participants, such as project managers, play
a pivotal role in successful TDM [83].

Loop 4: Decision-making information risk--(+) Deci-
sion-making scheme risk--(+) Decision-making process
risk--(+) Decision-making execution process risk--(−) De-
cision-making information risk. Loop 5: Decision-making
information risk--(+) Decision-making participants risk--

(+) Decision-making scheme risk--(+) Decision-making
process risk--(+) Decision-making execution process risk--
(−) Decision-making information risk.*e balancing Loop 4
and Loop 5 include parts of Loop 1 to Loop 3. Loop 4 and
Loop 5 further explain how risks transmit among decision-
making information, decision-making scheme, and deci-
sion-making participants. *e poor quality of decision-
making information makes it more difficult for decision-
making participants to make decision-making schemes [79].
*e timely and effective exchange of information among
participants is critical for the development of TDM schemes
[84].

4.2.2. Quantitative Modeling of TDMRs in Megaprojects.
To quantitatively model the interactions among TDMRs, it is
essential to draw the system stock-flow diagram and build
the dynamic equations. Based on the causal loop diagram of
TDMRs in megaprojects as well as the characteristics of
TDMRs in megaprojects, the system stock-flow diagram
with four stock variables, four rate variables, 22 auxiliary
variables, and 33 constant variables is built with three
subsystems, namely, the decision-making process risk
subsystem, environmental risk subsystem, and decision-
making execution process risk subsystem. *e meanings of
SD variables in system stock-flow diagram are shown in
Table 5. Arrows connect the four types of variables, indi-
cating either substance or information flow between the two
variables. As shown in Figure 4, a set of variables are in-
volved in each subsystem. (1) Subsystem of decision-making
process risk: decision-making process risk is quantified with
the equations in Table 6. (2) Subsystem of decision-making
execution process risk: decision-making execution process

Table 2: Example of coding process in GT.

Collected data
Open coding Axial coding

Key concepts Initial codes Focalized codes Categories
Decision-maker lacks experience; the
requirements of owner are beyond our
ability; the chief decision-maker makes
decisions based on their own knowledge,
experience, and rationale, rather than
information from other consulting
subjects, which sometimes is impulsive,
without enough information. Decision-
maker cooperated with the consulting
agency in the past; decision-maker usually
prefers to choose the scheme he is familiar
with rather than the more satisfying one;
sometimes, it is hard to control the quality
of scheme. Decision-making quality may
deviate from the expectations; the
consulting agency failed to provide proper
advice. *e lack of good communication
and coordination ability among the
decision-making participants leads to
instability of the decision-making team. It
is hard to coordinate the interests of all
parties.

a01 decision-maker lacks
ability and professional

knowledge A1 poor professional
quality of decision-makers

B1 decision-
making

participants risk

BB1 decision-
making process

risk

a02 the style of decision-
maker is different

a03 the psychological
tendency of decision-makers

matters

A2 psychological
tendency and value

preference of decision-
makersa04 the value preference of

decision-maker is different

a05 decision-making
behavior changes

A3 risk of alienation of
decision-makers’

behavior
a06 the advice of experts is
not adopted as expected A4 no prominent role of

the decision support layera07 the consulting agency
fails to support the decision-

makers
a08 unreasonable sharing of

risks among project
participants in decision-

making

A5 game risk of interest
groups

Computational Intelligence and Neuroscience 7



risk is a stock variable, which is influenced by the growth rate
of decision-making execution with equations in Table 6. (3)
Subsystem of environmental risk: environmental risk was
determined by the growth rate of environmental risk with
corresponding equations in Table 6. In terms of system of
technical decision-making risk in megaprojects, technical
decision-making risk is a stock variable and the growth rate
of the technical decision-making risk in megaprojects as
input of stock variable. Further, the growth rate of the
technical decision-making risk in megaprojects was influ-
enced by the decision-making process risk, decision-making
execution process risk, and environmental risk. *e rela-
tionships are depicted by equations in Table 6.

*emathematical equations of variables involved in each
subsystem are established based on the stock-flow diagram.
*e coefficients of variables in each equation are established
based on the weights of indicators. To determine the weights
of indicators, questionnaires were distributed to seven ex-
perts engaged in megaproject management and risk man-
agement research at universities and practice fields. *e

experts included two professors engaged in megaproject risk
management research at universities, two engineering
managers engaged in whole process engineering consulting,
two engineering managers from general construction con-
tracting company, and one engineering manager from
megaproject owner. *ey provide evaluations of the im-
portance of each risk indicator in the index layer.

*e experts were asked to score based on the control-
lability, possibility, and degree of loss of the risk. Responses
are made based on a five-level Likert scale (1–5), where 1
represents lowest importance and 5 represents highest
importance. In general, there are two categories of weighting
methods, namely, subjective weighting methods and ob-
jective weighting methods [63]. *ereinto, subjective
weighting approach is conducted on the basis of decision-
maker’s experiences and judgment, while the objective
weights were calculated via mathematical computation [63].
According to Deng et al. [72], the method with objective
weighting is more applicable when it is difficult to obtain the
reliable subjective weights. In this paper, all the selected

Table 3: Coding results of TDMRs including 42 initial codes, 13 focalized codes, and three categories.

Core categories Categories Focalized codes Initial codes

TDMR in
construction
megaprojects

BB1 decision-making
process risk

B1 decision-making
participants risk

A1 poor professional quality of decision-makers; A2
psychological tendency and value preference of decision-
makers; A3 risk of alienation of decision-makers’ behavior;
A4 no prominent role of the decision support layer; A5 game

risk of interest groups

B2 decision-making
information risk

A6 blocked access to information; A7 improper description
of the decision problem; A8 insufficient precision and

accuracy of basic data such as survey and design

B3 procedure risk A9 incompleteness of decision-making procedures; A10
compliance and legality of project approval procedures

B4 decision-making
mechanism risk

A11 unreasonable allocation of decision-making power; A12
unreasonable decision-making regulation and system

B5 decision-making
scheme risk

A13 decision-making method risk; A14 indicators risk for
decision-making scheme comparison; A15 technology

selection risk; A16 scheme design defects; A17 the legal risks
of the scheme

BB2 decision-making
execution process risk

B6 management risk

A18 timing risk of plan execution; A19 insufficient member
ability; A20 fuzzy organizational structure and allocation of

rights, responsibilities, and benefits; A21 insufficient
emergency response capability; A22 management system

defects

B7 executive risk A23 insufficient professional ability of workers; A24 the
executive’s attitude risk

B8 construction
technical risk

A25 changes in geological and hydrological conditions at the
construction site; A26 plan change risk; A27 construction

and maintenance risks; A28 the risk of construction
technology, mechanical equipment, and material

BB3 environmental risk

B9 technical
environmental risk

A29 different technical standard; A30 technology maturity
risk; A31 technology policy risk

B10 economic
environmental risk

A32 financing difficulty; A33 unfavorable economic
situation

B11 natural
environmental risk

A34 complex hydrological, geological, and meteorological
conditions; A35 natural disasters; A36 regional ecosystem

vulnerability
B12 social risk A37 public opinion risk; A38 social stability risk
B13 political

environmental risk
A39 government behavior; A40 legal risk; A41 government

policy changes; A42 coup, war
Total 3 13 42
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Table 4: TDMRs in megaprojects.

Target layer risk
indicator

Standard layer risk
indicators

Field layer risk
indicators

Index layer
risk indicators Definitions

TDMR in
construction
megaprojects

BB1 decision-making
process risk

B1 decision-making
participants risk

A1, A2, A3,
A4, A5

Inability of TDM participants to contribute to the
decision-making activities and poor collaboration

among them
B2 decision-making
information risk A6, A7, A8 Inappropriate and inaccurate information, lack of

documents

B3 procedure risk A9, A10 Incompleteness of procedure, lack of
standardization, and process records

B4 decision-making
mechanism risk A11, A12 Lack of rules and regulations

B5 decision-making
scheme risk

A13, A14,
A15, A16, A17

Inadequate site investigation, mistakes in the TDM
scheme, insufficient comparison, and selection of

alternative scheme

BB2 decision-making
execution process risk

B6 management risk A18, A19,
A20, A21, A22

Poor management and supervision in
implementation of TDM scheme. Inadequate

coordination and collaboration on-site

B7 executive risk A23, A24 Inadequate experience and qualification of
executive

B8 construction
technical risk

A25, A26,
A27, A28

inferior quality and low safety level of the project,
due to complex construction

BB3 environmental risk

B9 technical
environmental risk A29, A30, A31 *e uncertainty and immature of new technology.

Industry technology is backward

B10 economic
environmental risk A32, A33

Insufficient supply of capital and required
resources and unfavorable macroeconomic

situation

B11 natural
environmental risk A34, A35, A36

Natural disasters, complex geographic and climatic
conditions, and high environmental requirements

for fragile ecological environment

B12 social risk A37, A38 *e influence of bad public opinion and the
instability of society caused by TDM scheme

B13 political
environmental risk

A39, A40,
A41, A42

*e uncertainty of the project construction caused
by changes in the host country’s domestic political
situation, legal environment, and political relations

with other countries

Risk accidents

Motivation
Feedback

Decision-making execution
process risk 

• Management risk
• Executive risk
• Construction technical risk

Decision-making process risk

• Decision-making participants risk
• Decision-making information risk
• Procedure risk
• Decision-making mechanism risk
• Decision-making scheme risk

Environmental risk

• Political environmental risk
• Social risk
• Natural environmental risk
• Economic environmental risk
• Technical environmental riskt

Technical decision-
making risks in

megaprogect

Figure 2: Conceptual model of the relationships among TDMRs in megaprojects.
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Figure 3: Causal loop diagram of TDMRs in megaprojects.

Table 5: Meanings of SD variables.

Variable Variable type Meaning
Technical decision-making risk in
megaprojects L Stock State of technical decision-making risk in megaprojects

BB1 decision-making process risk LV1 Stock State of decision-making process risk
RV1 Rate variable *e growth rate of the decision-making process risk

B1 decision-making participants risk Auxiliary
variable

PPQDM Constant Poor professional quality of decision-makers
PTVPDM Constant Psychological tendency and value preference of decision-makers

RADMB Auxiliary
variable Risk of alienation of decision-makers’ behavior

NPRDSL Auxiliary
variable No prominent role of the decision support layer

GRIG Auxiliary
variable Game risk of interest groups

B2 decision-making information risk Auxiliary
variable

BAI Auxiliary
variable Blocked access to information

IDDP Auxiliary
variable Improper description of the decision problem

IPABD Constant Insufficient precision and accuracy of basic data such as survey and design

B3 procedure risk Auxiliary
variable

IDMP Constant *e incompleteness of decision-making procedures
CLPAP Constant Compliance and legality of project approval procedures

B4 decision-making mechanism risk Auxiliary
variable

UADMP Constant Unreasonable allocation of decision-making power
UDMRS Constant Unreasonable decision-making regulation and system

B5 decision-making scheme risk Auxiliary
variable

DMMR Constant Decision-making method risk
IRDMSC Constant Indicators risk for decision-making scheme comparison
TSR Constant Technology selection risk
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seven experts have much experience in TDMRmanagement,
and it is hard to quantify the subjective weights of experts.
*erefore, the weights of indicators were obtained via ob-
jective weighting method, namely, Shannon’s entropy, as
illustrated in Section 3.3, ignoring the subjective weights of
each expert. *e obtained weights of risk indicators are

shown in Table 7, and the mathematical equations of var-
iables are presented in Table 6.

4.3. Model Validation. Structure validation, behavioral
validation, and sensitivity validation are performed to test

Table 5: Continued.

Variable Variable type Meaning
SDD Constant Scheme design defects
LRTS Constant *e legal risks of the scheme
BB2 decision-making execution process risk
LV2 Stock State of decision-making execution process risk

RV2 Rate variable *e growth rate of decision-making execution process risk

B6 management risk Auxiliary
variable

TRPE Constant Timing risk of plan execution

IMA Auxiliary
variable Insufficient member ability

FOSBARRC Constant Fuzzy organizational structure and allocation of rights, responsibilities,
and benefits

IERC Constant Insufficient emergency response capability
MSD Constant Management system defects

B7 executive risk Auxiliary
variable

IPAW Constant Insufficient professional ability of workers
EAR Constant *e executive’s attitude risk

B8 construction technical risk Auxiliary
variable

CGHCCS Constant Changes in geological and hydrological conditions at the construction site

PCR Auxiliary
variable Plan change risk

CMR Auxiliary
variable Construction and maintenance risks

RCTMEM Auxiliary
variable *e risk of construction technology, mechanical equipment, and material

BB3 environmental risk LV3 Stock State of environmental risk
RV3 Rate variable *e growth rate of environmental risk

B9 technical environmental risk Auxiliary
variable

DTS Constant Different technical standard
TMR Constant Technology maturity risk
TPR Constant Technology policy risk

B10 economic environmental risk Auxiliary
variable

FD Constant Financing difficulty
UES Constant Unfavorable economic situation

B11 natural environmental risk Auxiliary
variable

CHGMC Constant Complex hydrological, geological, and meteorological conditions
ND Constant Natural disasters
REV Constant Regional ecosystem vulnerability

B12 social risk Auxiliary
variable

POR Constant Public opinion risk
SSR Constant Social stability risk

B13 political environmental risk Auxiliary
variable

GB Constant Government behavior
LR Constant Legal risk
GPC Constant Government policy changes
CW Constant Coup, war
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the structure of the SD model and observe whether the
model is consistent with the actual situation [85]. In this
study, the structure validation aiming to assess the
structural reliability of the model is conducted via
structure verification test and dimension consistency test.
*e variables in the model are extracted from interviews
and technical documents, and their relationships are
confirmed with a structure verification through interviews
with experts. *en, the behavioral validation test is
conducted by running the simulation model for the period
of one month and comparing the simulation results with
the actual field data. *e actual field data were collected
from the KCITH project, and the comparison shows that
the simulation model could produce similar results with
the field data.

Furthermore, sensitivity validation is used to analyze
the effects of the alteration of variables on model simu-
lation results and identify critical TDMRs in megaproj-
ects. Taking the decision-making process risk subsystem
as an example, it is found that decision-making process
risk is the most sensitive to psychological tendency and
value preference of decision-makers (PTVPDM), unrea-
sonable allocation of decision-making power (UADMP),
and decision-making method risk (DMMR).*e influence
of PTVPDM on the decision-making process risk can be
estimated by changing the initial values of PTVPDM.
When the initial value of PTVPDM varies from 0.4 (run 1)
to 4 (base run) and 40 (run 2), the decision-making
process risk will increase significantly, as shown in
Figure 5.

4.4. Model Simulation

4.4.1. Model Parameters. *e model simulation of TDMRs
was conducted based on case study of the KCITH project,
which had an estimated investment of over 900million USD.
*e project started in November 2017 and was expected to
complete in February 2024. *e KCITH project was selected
since the TDMs of the project faced a variety of risks such as
foundation pit collapse, impact of COVID-19, and policy
change, due to the high standard of construction, dynamic
external environment, and complex geology and climate
conditions. Besides, the construction process involved many
high-altitude operations and cross-disciplinary activities. At
the time of data collection, the project was under con-
struction and suffered time delays and other various risks in
TDMs both internally and externally. Furthermore, the
simulation results could help project manager to deal with
the TDMRs.

According to the actual construction schedule of the
project, the model simulation period was set to 73months
and the step length was one month. To determine the initial
values of variables in the model, questionnaire surveys were
conducted with seven experts participating in this project,
including project managers, chief engineer, university ex-
perts, and managers of the project management firm. *e
questionnaire consisted of an introduction to the research
aims and an introduction to the meanings of TDMRs and
the scoring rules, which guided the experts to score the risk
indicators according to the actual project situation and their
experiences. Each risk indicator was scored based on a five-
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Figure 4: System stock-flow diagram of TDMRs in megaprojects.
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level Likert scale (1–5), where 1 represented very low impact
and 5 represented very high impact. Based on the responses,
the initial value vi of risk indicator i was calculated as the
average score of all experts:

vi �
1
k



k

j�1
xij, (5)

where xij was the score given by expert j for risk indicator i

and k was the total number of the expert.*e obtained initial
values of all risk indicators required in the technical deci-
sion-making system are shown in Table 8.

4.4.2. Simulation Results. Model simulation was conducted
to evaluate the evolution of the main stock variables (L, LV1,

LV2, and LV3) and rate variables (R, RV1, RV2, and RV3) in
the TDMRs system, as shown in Figure 6. According to line 2
shown in Figure 6(a), the decision-making process risk LV1
increases faster at the beginning of the simulation period but
then increases with a lower rate. *e change of LV1 is
consistent with the trend of RV1 (line 2 in Figure 6(b)),
which increases at first and decreases after the 37th month.
Typically, at the early stage of a megaproject, due to the
complexity of the megaproject, decision-making partici-
pants lack sufficient cognition of the technical decision-
making problem as well as the project information, which
contributes to higher decision-making process risk. How-
ever, with the accumulation of decision-making execution
process risk, some risk accidents may happen, which reveal
the problems existing in the decision-making process, and
measures (e.g., personnel adjustment and technical scheme

Table 6: Equations of the variables in the system.

Variable Equation
BAI 0.213∗GRIG, initial value� 1
CMR 0.45∗Executive, initial value� 3
Construction
technical risk 0.1126∗CGHCCS+0.2576∗PCR+0.3722∗CMR+0.2576∗RCTMEM

LV2 INTEG (RV2, initial value), initial value� 0
Decision-making
information risk 0.1564∗Bai+0.3424∗ IDDP+0.2564∗ IPABD-0.2448∗ LV2

Decision-making
mechanism risk 0.5372∗UADMP+0.4628∗UDMRS

Decision-making
participants risk 0.0785∗PPQDM+0.5196∗PTVPDM+0.0836∗RADMB+0.0825∗NPRDSL+0.2358∗GRIG

LV1 INTEG (RV1, initial value), initial value� 0
Decision-making
scheme risk

0.0675∗DMMR+0.0675∗ IRDMSC+0.1028∗TSR+0.1319∗ SDD+0.1352∗ LRTS+0.113∗Decision-making
participants risk+0.2057∗ LV3+0.1146∗Decision-making information risk+0.0662∗ Procedure risk

Economic
environmental risk 0.3979∗ Political environmental risk+0.2198∗ FD+0.6021∗UES

LV3 INTEG (RV3, initial value), initial value� 0
Executive risk 0.2637∗ IPAW+0.4548∗ EAR+0.4548∗Management risk
GRIG 0.5431∗Decision-making mechanism risk, initial� 4
IDDP 0.4876∗PPQDM+0.5124∗NPRDSL, initial value� 2
IMA 0.4213∗CGHCCS, initial value� 3
Management risk 0.2367∗ FOSARRC+0.1427∗MSD+0.3737∗TRPE+0.1273∗ IMA+0.1196∗ IERC
Natural
environmental risk 0.4853∗CHGMC+0.1971∗ND+0.3176∗REV

NPRDSL 0.443∗Decision-making mechanism risk+0.322∗ Procedure risk, initial value� 3
Political
environmental risk 0.1416∗GB+0.2687∗ LR+0.1912∗GPC+0∗CW

PCR 0.456∗ IMA+0.504∗CGHCCS, initial value� 5
Procedure risk 0.2257∗ IDMP+0.5004∗CLPAP+0.2738∗RADMB, initial value� 3
R 0.3023∗ LV3+ 0.3319∗ LV1+0.3658∗ LV2
RADMB 0.5431∗Decision-making mechanism risk, initial value� 2
RCTMEM 0.4332∗Executive risk, initial value� 4

RV1 0.149∗ LV3+0.1928∗Decision-making participants risk+0.1954∗Decision-making information
risk+0.1053∗Procedure risk+0.117∗Decision-making mechanism risk+0.2404∗Decision-making scheme risk

RV2 0.2148∗Management risk+0.1272∗Executive risk+0.32∗Construction technical risk+0.1611∗ Environmental
risk LV3+0.1769∗ LV1

RV3 0.1825∗Political environmental risk+0.2224∗Natural environmental risk+ 0.1661∗Economic environmental
risk+0.2028∗ Social risk+ 0.2261∗Technical environmental risk

Social risk 0.2454∗POR+0.4538∗ SSR+0.3002∗ Political environmental risk
L INTEG (R, initial value), initial value� 0
Technical
environmental risk 0.1954∗DTS+0.3159∗TMR+0.2329∗TPR+ 0.2557∗Political environmental risk
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Table 7: Weights of risk indicators.

Target layer risk indicator Standard layer risk
indicators Field layer risk indicators Index layer risk indicators Weight

Technical decision-
making risk of
megaproject

Decision-making process
risk W1� 0.3319

Decision-making
participants risk
W11� 0.2266

Poor professional quality of decision-
makers 0.0785

Psychological tendency and value
preference of decision-makers 0.5196

Risk of alienation of decision-makers’
behavior 0.0836

No prominent role of the decision support
layer 0.0825

Game risk of interest groups 0.2358

Decision-making
information risk
W12� 0.2297

Blocked access to information 0.2071
Improper description of the decision

problem 0.5858

Insufficient precision and accuracy of basic
data such as survey and design 0.2071

Procedure risk
W13� 0.1238

*e incompleteness of decision-making
procedures 0.3109

Compliance and legality of project
approval procedures 0.6891

Decision-making
mechanism risk
W14� 0.1375

Unreasonable allocation of decision-
making power 0.5372

Unreasonable decision-making regulation
and system 0.4628

Decision-making scheme
risk W15� 0.2825

Decision-making method risk 0.1116
Indicators risk for decision-making

scheme comparison 0.1116

Technology selection risk 0.3353
Scheme design defects 0.2180

*e legal risks of the scheme 0.2235

Decision execution process
risk W2� 0.3658

Management risk
W21� 0.3244

Timing risk of plan execution 0.3737
Insufficient member ability 0.1273

Fuzzy organizational structure and
allocation of rights, responsibilities, and

benefits
0.2367

Insufficient emergency response capability 0.1196
Management system defects 0.1427

Executive risk W22� 0.1921 Insufficient professional ability of workers 0.4837
*e executive’s attitude risk 0.5163

Construction technical risk
W23� 0.4833

Changes in geological and hydrological
conditions at the construction site 0.1126

Plan change risk 0.2576
Construction and maintenance risks 0.3722
*e risk of construction technology,
mechanical equipment, and material 0.2576

Environmental risk
W3� 0.3023

Technical environmental
risk W31� 0.2284

Different technical standard 0.2626
Technology maturity risk 0.4245
Technology policy risk 0.3129

Economic environmental
risk W32� 0.1579

Financing difficulty 0.3188
Unfavorable economic situation 0.6812

Natural environmental risk
W33� 0.2246

Complex hydrological, geological, and
meteorological conditions 0.4853

Natural disasters 0.1971
Regional ecosystem vulnerability 0.3176

Social risk W34� 0.2048 Public opinion risk 0.3507
Social stability risk 0.6493

Political environmental risk
W35� 0.1843

Government behavior 0.1416
Legal risk 0.2687

Government policy changes 0.1912
Coup, war 0
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adjustment) will be taken to lower the decision-making
process risk.

As shown in line 3 in Figure 6(a), the decision-making
execution process risk LV2 is very low in the initial several
months and then increases with an increasing rate from the

9th month till the end. *e corresponding rate variable
(RV2) shows a constant increase throughout the period (line
3 in Figure 6(b)). Typically, at the early stage of a mega-
project, many decision-making executions process risks are
not obvious and the total effect of these risks on the project is

Decision-making process risk LV1
800

600

400

200

0
0 18 37 55 73

Time (Month)

“Decision-making process risk LV1”: run1

“Decision-making process risk LV1”: base run

“Decision-making process risk LV1”: run2

1 1 1 1 1 1

2 2 2 2 2 2

3 3 3 3 3 3

3
3

3
3

3
3

3
3

3
3

3 3 3 3

2 2 2 2 2
2

2
2

2
2

2 2 2 2 2

1 1 1 1 1
1

1
1

1
1

1
1 1 1 1

Figure 5: Sensitivity analysis of PTVPDM on the decision-making process risk.

Table 8: Initial risk values of the technical decision-making system.

Variable Initial value Variable Initial value Variable Initial value
CGHCCS 2 IDMP 4 PTVPDM 3.13
CHGMC 2 IERC 3 REV 1
CLPAP 3 IPABD 2 SDD 2
CW 0 IPAW 3 SSR 3
DMMR 2 IRDMSC 2 TMR 2
DTS 2 LR 1 TPR 2
EAR 4.23 LRTS 4.3 TRPE 4
FD 1 MSD 2 TSR 3
FOSARRC 2 ND 4 UADMP 3
GB 2 POR 1 UDMRS 3
GPC 5 PPQDM 4.43 UES 4
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Figure 6: Simulation results of (a) stock variables and (b) rate variables.
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weak. Once the technical decision-making scheme is
implemented, decision-making execution process risk will
keep increasing and the increment rate LV2 also undergoes
sustained growth unless the risks are controlled in time.

Furthermore, according to line 4 in Figures 6(a) and
6(b), the environmental risk LV3 keeps increasing at a fixed
rate during the whole simulation period, which implies that
the environmental risks are constant and not affected by
other categories of risks.

Lastly, the L (technical decision-making risk in mega-
projects) keeps increasing with an increasing rate, as shown
in line 1 in Figures 6(a) and 6(b).*e result indicates that the
total risk will keep extending and lead to risk accidents
unless risks are controlled in time. According to Figure 6(a),
L remains very low before the 18th month and begins to
increase faster afterwards, showing a similar trend with LV2.
Hence, it can be inferred that LV2 is one of the most sig-
nificant risk categories. *ere is also a strong two-way in-
fluence between LV1 and LV2. With the implementation of
the decision-making scheme and the continuous effect of
environmental risks, the decision-making execution process
risks gradually accumulate and emerge, easily triggering risk
accidents. Once the decision-making execution process is at
a high-risk level, many measures will be taken to improve
technical decision-making quality, such as to revise the
decision-making scheme or to improve the quality of de-
cision-making information.

4.4.3. Scenario Analysis. To provide policy implications for
TDMR management in megaprojects, scenario analysis is
conducted. For the purpose of clear illustration, only some
major variables were selected to examine and describe their
effects. First, two scenarios of PTVPDM and ND were se-
lected as examples to conduct single variable analysis,
detecting different effects of two variables on the overall
TDMR in megaprojects. Second, a multivariate scenario
analysis with three variables including PTVPDM, ND, and
IPAW is carried out as an example to approximate to the real
system.

For the single variable analysis of PTVPDM, three dif-
ferent values of PTVPDM are considered including 1 (run1),
4 (base run), and 7 (run2), respectively. As shown in
Figures 7(a)–7(c), the increase of PTVPDM can increase the
values of L, LV1, and LV2, which is in line with the study
finding that risk derives from the interaction between people
and the environment [86]. *e personal characteristics of
decision-makers can influence decision-making quality. If
the decision-makers have a high tolerance of risk or have
insufficient experience, the decision-making process and
decision-making execution process may be subject to higher
risks. Meanwhile, according to Figure 7(d), the environ-
mental risk (LV3) does not change with different PTVPDM
values, which is consistent with the characteristics of en-
vironmental risk. *e environmental risk subsystem serves
as the driver subsystem to the other two subsystems, and
itself is hardly influenced by the other two subsystems.
Hence, it is suggested that more attention should be paid to
the behavioral risk of decision-makers.

For the single variable analysis of ND, three different
values of ND, namely, 1 (run 1), 4 (base run), and 7 (run 2),
were tested. As shown in Figures 8(a)–8(d), increase of ND
will result in increases of all stock variables, which is in line
with the influence path of the environment on decision-
makings. *e increase of ND, which belongs to the envi-
ronmental risk subsystem, will certainly improve L and LV3,
while LV3 will aggravate LV1 and LV2.

*ere are various complicated scenarios in the actual
TDMRs system. It is the effect of risk interactions that in-
flates risk levels, which is the reason why this study explores
the TDMRs in megaprojects systematically and dynamically.
*e multivariate analysis mainly observes the synthesis of
PTVPDM, ND, and IPAW by setting the values of them as 1
(run 1), 4 (base run), and 7 (run 2). *e results (Figure 9)
show that the values of TDMRs are 42119.4 (run 1), 45348.1
(base run), and 48576.8 (run 2), respectively. Compared with
the base run, the value of TDMRs decreases by 7.1% (run 1)
and increases by 7.1% (run 2), respectively. However, under
the scenario analysis of ND, the value of TDMRs decreases
by 4.5% (run 1) and increases by 4.5% (run 2) compared with
the base run, while under the scenario analysis of PTVPDM,
the value of TDMRs decreases by 2.5% (run 1) and increases
by 2.5% (run 2) compared with the base run. *is implies
that the increase of the TDMRs is not relying on the ag-
gregate effects of individual parameters but the synthesis
among them. *us, it is suggested that decision-makers
should fully consider how to mitigate the effect of envi-
ronmental risks in TDM management of megaprojects. *e
results demonstrate the complex interactions among mul-
tilevel TDMRs. A combination of measures considering the
comprehensive effects of risks would better control TDMRs
in megaprojects.

5. Discussion and Implications

*e main aim of this research is to identify TDMRs and
examine their dynamic interactions. To attain the objective,
a hybrid methodology consisting of GT and SD was
implemented to explore TDMRs in megaprojects, which
combines a qualitative content analysis approach and a
quantitative simulation method. GT is used to elicit TDMRs
in megaprojects from interviews and technical documents at
first. *en an SD model of TDMRs is developed to describe
how these TDMRs are interacting with each other, and the
dynamic interactions among TDMRs are simulated with
different scenarios.

As to the implications, this present research advances
our understanding of TDMRs in megaprojects from a
systematic and dynamic perspective and can serve as a
decision-making management tool for the decision-makers
in the following aspects. First, the identified list of TDMRs
could be used to evaluate the overall risk level of TDM in
megaprojects, which have both theoretical and practical
contributions. Second, the SD model representing the in-
teractions among multilevel risks of TDM shows that there
are homogeneous and heterogeneous interactions within
and among the environmental risk, decision-making process
risk, and decision-making execution process risk
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Scenario analysis of PTVPDM: LV2
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Scenario analysis of PTVPDM: LV3
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Figure 7: *e results of scenario analysis of PTVPDM: (a) curves of L; (b) curves of LV1; (c) curves of LV2; and (d) curves of LV3.
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Figure 8: Continued.
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subsystems. *is means that these risk transmissions may
aggravate the risk of certain subsystem. Specifically, the
results of scenario analysis show that the overall risk level of
TDM is inclined to be affected by the synthesis effects of risk
interaction rather than the aggregate of individual risks. As
such, multilevel measures considering the synthesis effects

are more effective to mitigate TDMRs in megaprojects. For
example, it is recommended to establish a risk-management-
based TDM process, integrating the iterative risk manage-
ment and TDM process. For each TDM, firstly, identify the
risk factors, then, make a decision-making scheme based on
the risk status, and evaluate the risk level of the final

Scenario analysis of ND: LV2
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Scenario analysis of ND: LV3
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Figure 8: *e results of scenario analysis of ND: (a) curves of L; (b) curves of LV1; (c) curves of LV2; and (d) curves of LV3.

Multivariate scenario analysis: LV
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Multivariate scenario analysis: LV1
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Multivariate scenario analysis: LV2
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Multivariate scenario analysis: LV3
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Figure 9: *e results of the multivariate scenario analysis: (a) curves of L; (b) curves of LV1; (c) curves of LV2; and (d) curves of LV3.
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technical decision-making scheme and modify it dynami-
cally until the risk level of the scheme is acceptable. Besides, a
flatter organizational structure for decision-making and
multiagent (i.e., the government, the owner, designer,
contractor, scientific research institutes, the experts, and
equipment suppliers) collaborative decision-making could
speed up the information exchange efficiency and reduce
risk. In addition, the decision-making information risk,
decision-making scheme risk, and decision-making partic-
ipants risk are three key variables indicated from the five
casual loops, which is in line with studies of Sutrisna and
Goulding [23] and Eweje et al. [80]. *us, it is necessary to
strictly control the quality of decision-making information
and develop a reasonable comparison and selection process
of alternative schemes. Finally, the simulation model pre-
sented in this paper can be adopted to (1) identify changes of
TDMRs over time, (2) evaluate the effects of different risk
factors on the total TDMR in megaprojects under different
scenarios, and (3) take measures to respond to the project
changes brought by TDMRs.

6. Conclusions and Limitations

*e TDMRs in megaprojects and their interactions are
complicated and dynamic, which makes them difficult to
control. In the practice of TDMR management in mega-
projects, project manager’s perceptions of risks may be
different from the identified risks in the literature.*erefore,
exploring the dynamics of TDMRs fitting the practice of
TDM in megaprojects is necessary for both scholars and
project managers to gain a better understanding of the
complexities of TDMRs in megaprojects. In this study, the
TDMRs in megaprojects were identified and a multilayer
risk list was determined based on GT. A total of 42 risk
factors were identified and classified into 13 subcategories
and 3 categories including decision-making process risk,
decision-making execution process risk, and environmental
risk. An SD model that depicted the dynamic interrela-
tionships among multilevel risks of TDM in megaprojects
was built. Rather than exploring single risk’s effect, the
developed SD model presented the risk-increasing synthesis
effects of the interactions among risks.

*e results show that the relationships among these
TDMRs are complicated. *e decision-making process risk
and decision-making execution process risk are susceptible
to environmental risk, whereas decision-making process risk
will transfer to decision-making execution process and
decision-making execution process risk may influence the
decision-making process in turn. Besides, variables at dif-
ferent levels have varying effects on the total TDMR in
megaprojects and the risk level of each subsystem. Among
these effects, the synthesis effects of the interactions among
risks have a great impact on TDMR in megaprojects.
*erefore, it is suggested that a TDM mechanism driven by
risk assessment should be established for megaprojects,
where only when the risk is in control will the TDM process
proceed. Specifically, decision-making execution process
risk and decision-making process risk are the two most

important risk categories, which need to be paid more at-
tention to.

*is study still has several limitations. Firstly, as GT is a
qualitative method without quantification and there is a
limited amount of original data, the identified TDMRs may
be incomplete or inapplicable to other projects. Secondly,
the mathematical equations and variable values used in the
simulation model are established with from interview data,
only considering the objective of each expert, which may not
be applicable to other projects. *irdly, the SD model
presented in this paper only depicts the interactions among
TDMRs in megaprojects without considering the risk mit-
igation strategies. Fourth, according to Box et al. [87], at least
50 observations are required to get a useful estimate of the
correlation function, while the data used to simulate the
model are obtained from the experts rather than practical
observation data. *us, more quantitative indicators and
more objective methods (i.e., TOPSIS model for weighting
the subjective weights and objective weights) determining
the mathematical equations of variables are needed to assess
TDMRs inmegaprojects. Furthermore, the KCITH project is
used for both data collection of GT and model simulation,
which may limit the generalizability.*us, more case studies
are necessary to test the applicability and generalization of
the presented simulation model [88].
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In view of the impact of COVID-19 on the mental health of college students, this paper proposes a study on the relationship
between psychological status and epidemic situation of university students based on BP neural network, so as to provide
theoretical basis for universities to take targeted mental health education. (is paper investigates the effects of COVID-19 on the
psychological emotions of college students. According to the behavior and psychological characteristics of college students, the
relevant investigation results are obtained through event monitoring, early warning, and usual performance, and a relationship
model between college students’ psychological status and epidemic situation based on BP neural network is constructed. (is
paper studies several factors through the relationship model and uses the principal component analysis method to analyze the
impact of various factors on college students’ psychology. According to the model prediction and result analysis, it concluded that
the influence of COVID-19 should focus on improving the professional quality, physical quality, humanistic quality, and moral
quality of university students, so as to improve the stability of colleges and universities in the event of public health emergencies.
(e model constructed in this paper can provide reference for carrying out mental health education and formulating effective
intervention programs.

1. Introduction

(e COVID-19 epidemic is a global public health emer-
gency, and some people will have a strong stress response
and show obvious symptoms of anxiety and depression.
Facing the COVID-19 epidemic, the group of college stu-
dents will have a stress response, which will have a negative
impact on their normal life and study, such as a decrease in
outing activities, a decrease in communication, and a change
in learning methods.(erefore, college students are prone to
different levels of emotional problems, and the duration is
longer.

In order to win the battle against the epidemic and
respond to the call of the country, everyone has been
quarantined at home. (e development of the epidemic, the
restriction of activities, and the changes in the original life
state have made everyone anxious and fearful. For college

students who are unable to go to school normally, the
continuous expansion of the epidemic has led to uncertain
return to school time, home study has led to changes in
learning styles, and the employment and graduation issues
that graduating students worry about have increased the
anxiety and depression of college students, which in turn
affects their mental health. (erefore, various universities
and the education department have issued guidancemanuals
on the mental health of college students during COVID-19
to carry out psychological crisis interventions in public
health emergencies.

Some scholars have also conducted research on the
psychological problems and protection of college students in
major epidemics and published relevant results. (e results
are mainly concentrated in the following three aspects. (e
first is the investigation of the psychological status of college
students under the background of the new crown epidemic

Hindawi
Computational Intelligence and Neuroscience
Volume 2022, Article ID 5115432, 11 pages
https://doi.org/10.1155/2022/5115432

mailto:hnysg@aynu.edu.cn
https://orcid.org/0000-0001-5945-6473
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/5115432


[1]. Many investigations and studies believe that the new
crown epidemic has a significant impact on the psychology
of college students, causing psychological problems such as
panic, anxiety, anger, and stress among college students.
(erefore, schools and society should strengthen the cul-
tivation of college students’ psychological quality in response
to public health emergencies and improve their psycho-
logical endurance [2].(e second is the relationship between
the awareness of the new crown epidemic and the physical
and mental health of college students. (e results of data
analysis show that the cognitive level of COVID-19 is sig-
nificantly related to the physical and mental health of college
students. (e education department should strengthen
targeted publicity and education and strive to improve
college students’ cognitive level of the epidemic and enhance
their physical and mental health [3].

Some scholars found in the investigation that the anxiety
level of college students was higher than the norm during the
epidemic prevention and control period. By summarizing
the existing research results, it is found that its character-
istics mainly have two scores [4]. One is that some of the
results only focus on quantitative analysis of the psycho-
logical problems of college students under the background of
major epidemics but lack qualitative research on the specific
manifestations, characteristics, and effects of psychological
problems. Second, some scholars only pay attention to
presenting the psychological problems of college students in
their research and make suggestions, but there are not many
specific measures for the psychological protection of college
students under the background of major epidemics.

(e report of the 19th National Congress of the Com-
munist Party of China clearly stated that a healthy China
strategy should be implemented, and the policy of “pre-
vention first, combined prevention and treatment” was
advocated. (e epidemic has caused people to experience
anxiety, depression, and other emotions, and students’
psychological and behavioral problems have also begun to
become prominent. How to motivate college students to get
rid of the trouble of bad emotions and integrate into college
life as soon as possible, and to pose new challenges to college
students’ physical health education work, has also become an
important topic for building a healthy Chinese background.
First of all, doing a good job of mental health education for
college students in the context of epidemic prevention and
control is an important content and internal need for the
development of the discipline of mental health education,
and it is also an important work to effectively improve the
overall level of psychological services. (e second is the core
task of ideological and political education in colleges and
universities in response to the epidemic, which is of great
significance to maintaining the stability of the campus and
creating a civilized campus [5].

Contemporary college students are in a special period of
physical, psychological development andmaturity and are in
a special stage of life development and have a special social
environment and social norms. In this special group, there
are many special stressors specifically for them. (e stress of
foreign college students mainly comes from study [6], social
and emotional state or environment [7], personal aspects [8],

including examination [9], competition, time, teachers,
classroom environment [10], employment, parental rela-
tionships, close relationships, economic problems [11], in-
terpersonal relationships, living conditions, appearance, etc.
Domestically, it comes from learning troubles, personal
worries, and negative life events [12], including study,
employment, interpersonal relationships, life, romantic re-
lationships [13], economy, society, family [14], examination,
life, learning environment [15], future, ability, personal
health [16], competition, etc. (e pressure sources of college
students at home and abroad are similar. (e emergence of
these problems has formed the unique characteristics of
psychological activities of this group. (e results of psy-
chological surveys of college students show that many
colleges are living with psychosomatic disorders, and stress
is one of the important factors that affect their health [16].
(erefore, understanding the basic conditions and influ-
encing factors of college students’ behavior and psycho-
logical stress is the basis for further research on college
students’ behavior and mental health at present and in the
future and is the key to formulating plans and imple-
mentation steps for college students’ physical and mental
development. Based on this far-reaching significance, it
focuses on systematically elaborating the factors affecting
college students’ behavior and psychological stress [17].

College students are in an important stage of rapid
physical and mental development and change, complex and
changeable emotional response, self-consciousness from
semi-independence to independence, and social role tran-
sition. (ey lack of understanding of public health emer-
gencies, which is easy to affect their psychological state. It is
known from the existing research that the research on the
relationship between college students’ psychological status
and epidemic situation is not deep enough. (erefore, this
paper proposes the construction of the relationship model
between college students’ psychological status and epidemic
situation based on BP neural network.

2. BP Neural Network

Artificial neural networks (ANNs) are an algorithmic
mathematical model that imitates the behavior character-
istics of animal neural networks for distributed parallel
information processing. At present, there are dozens of
artificial neural network models with more applications,
including BP neural network, Hopfield network, art net-
work, and Kohonen network.

2.1. Neuron Model. BP neural network feeds back the error
between the actual output value and the expected output
value and then constantly trains and adjusts the model to
reduce the error and make the prediction result of the model
approach the actual situation. (e basic component of BP
neural network is neurons, which are connected with each
other and transmit information through weighted connec-
tion channels. Neurons combine multiple received signals
and then calculate the output results through the activation
function, as shown in Figure 1.
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(e calculation formula of neuron output is as follows:

ym � λ 
n

i�1
wmiai − μ⎛⎝ ⎞⎠, (1)

where ym shows the output value after processing, wmi

denotes the connection weight of each transmission signal,
ak represents the input signal of the upper layer, λ represents
the activation function of neurons, and μ is the threshold of
neurons.

2.2. Construction of Neural Network Model. BP neural net-
work is a three-layer structure (as shown in Figure 2), which
is composed of input layer, output layer, and hidden layer.
According to the different problems to be solved, the hidden
layer of multilayered structure can be set, but the most
classic is only one hidden layer, which makes it easy to
understand the relationship between analog input and
output. Each layer of BP neural network has multiple
neurons, and their number is determined by a specific
model, while the two neurons in the hierarchy are not
interconnected. All neurons are connected with the nearby
hierarchy through one-way connection, and the connected
nodes interact through weight. When the signal enters the
hidden layer through the input layer, the connection
function will process the transmitted data, and then the
hidden layer will transmit the processed data to the output
layer of the neural network and finally get the output result.

2.3. ImplementationProcess of BPNeuralNetwork. (e input
layer described in this paper includes 3 nodes: basic in-
formation of students, epidemic information, and psycho-
logical information.

(e output layer has only label degree; that is, the output
layer is one node.(e number of nodes in the hidden layer is
l, which is obtained through the analysis of training
experiments.

In order to eliminate the influence of different dimen-
sions in the three evaluation indexes of student number,

epidemic severity, and psychological status, the data were
standardized. (e index variables are mapped to [0, 1]
through normalization, and the formula is as follows:

q
k
i �

Q
k
i − Qimin

Qimax − Qimin
, (2)

where qk
i (k � 300) is the normalized data, i � 1, 2, 3,

k � 1, 2, . . . , 300, and Qimax and Qimin are the maximum and
minimum values in the k -th original data. 80% of the data
are randomly selected from the normalized data set as
training data and the remaining 20% as test data.

Input the training data into the neural network, and the
output value of the hidden layer can be obtained through
equation (3), shown as follows:

h
k
m � 

3

i�1
w

(v)
im Q

k
i + l

(v)
m , (3)

where m � 1, 2, . . . , N, N is the number of nodes in the
hidden layer, w

(v)
im is the connection weight between the

input layer and the hidden layer, and l(v)
m is the threshold of

the hidden layer.
In order to obtain better convergence effect and improve

the accuracy of the model, Sigmoid function is introduced
into the hidden layer, shown as follows:

p
k
m �

1

1 + e
− 

6
i�1 w

(v)
im Qk

i + l(v)
m

, (4)

where pk
m is the output value of the hidden layer and k is 900.

Take the output value of the hidden layer as the input data of
the output layer, and calculate the output value of the output
layer by using equation (5), shown as follows:

Z
k

� 
3

i�1
wip

k
i + li. (5)

Among them, wi is the connection weight, l is the output
layer threshold, and Zk is the output data of the output layer.
In order to obtain better effect of the model, calculate the
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Figure 1: Structure diagram of neuron model.
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mean square error through equation (6), which is expressed
as follows:

Mean �
1
900



900

n�1
Z

n
− R

n
( . (6)

Among them, Rn is the actual value and Zn is the
predicted value. (e gradient descent method is used to
backpropagate the error, correct the connection weight and
threshold of each layer, and stop training until the target
accuracy or target training times are reached, which is shown
as follows:

wN+1 � wN − θ
zMean

zw

,

SN+1 � SN − θ
zMean

zS

,

(7)

where SN denotes the threshold of each layer, wN represents
the connection weight of each layer, SN+1 is the threshold
correction value, wN+1 shows the correction value of con-
nection weight, and θ is the learning rate.

3. Method and Modeling

3.1. Variables in Process. In order to discover and further
explore the behavioral factors that affect college students

under public health emergencies, this paper proposes cor-
responding solutions and countermeasures and uses more
precise statistical analysis methods to study them. Path
analysis is used to study the ways in which earlier variables
affect subsequent variables, reveal the hierarchical rela-
tionship between factors, and suggest the existence of causal
or related relationships. (is paper screens out various
factors affecting the peak behavior of the new crown epi-
demic at the 0.05 level. On this basis, this paper establishes
the restriction mode of path analysis and obtains the path
analysis diagram of the restriction mode to show the hi-
erarchical logical relationship that affects the peak behavior
of the new crown epidemic, to provide a basis for improving
the behavior of the peak of the COVID-19 epidemic. In path
analysis, the path coefficient is a standardized partial re-
gression coefficient, the sign reflects the direction of action,
and the absolute value reflects the degree of direct influence
between levels. Secondly, the degree of indirect influence can
be reflected by the size of the product of the corresponding
path coefficients. (e standard coefficient of overall influ-
ence is the sum of the product of the standard partial re-
gression coefficients of each channel in the path, that is, the
sum of direct and indirect influences [18].

In the questionnaire design, this study adds some inverse
questions and similar questions. (e purpose is to facilitate
the screening of invalid questionnaires to prevent mis-
judgment of the measurement results. A total of 878

Input layer

Hidden layer

Output layer

Figure 2: Structure diagram of neural network.

4 Computational Intelligence and Neuroscience



complete questionnaires are collected in this survey, and
these 878 questionnaires are screened one by one, and in-
valid questionnaires are eliminated. (e principle of elim-
inating questionnaires are as follows: one is to eliminate
questionnaires with inconsistent answers before and after
similar questions; the other is to eliminate questionnaires
with the same answer for all questions, including inverse
questions.(is questionnaire is set to submit permissions, so
there will be no missing questionnaires.

Based on existing mental health, psychology should
actively take the responsibility of maintaining social mental
health in response to new problems and new trends in
society. (e scale was compiled by Derogates and has been
modified many times during its use. (ere are 90 self-as-
sessment items in the SCL-90 scale. (e nine factors tested
are somatization, obsessive-compulsive symptoms, inter-
personal sensitivity, depression, anxiety, hostility, horror,
paranoia, and psychosis. In addition, it also includes 1 other
factor, which mainly reflects sleep and diet. In general re-
search, it is classified as the tenth factor. At the same time,
this paper also designs 13 questions including demographic
characteristics. (is questionnaire uses a five-level score of 1
(never), 2 (very light), 3 (medium), 4 (heavier), and 5 (very
heavy). Moreover, it takes the score of one or more factors in
the 10 factors of the SCL-90 scale ≥3 as the standard for
testing positive symptoms of mental health. Cronbach’s α
coefficient of the SCL-90 scale in this study was 0.922 [19].

(e contents of the self-made questionnaire are as
follows:

(1) Basic information: school, grade, major, gender, age,
ethnicity, whether it is an only child, physical con-
dition, whether to serve as a student cadre, learning
situation during school, relationship with classmates
and teachers, hometown location, hometown new
crown epidemic situation, etc.

(2) Coping style: In the standard scale-coping style
questionnaire, according to the tendency of indi-
vidual coping behavior types, it is divided into
mature and immature types. (e problems reflecting
the six coping factors of “withdrawal,” “fantasy,”
“self-blame,” “seeking for help,” “rationalization,”
and “solving problems” are selected separately:
“Borrowing cigarettes or alcohol to dissipate sor-
row”-“Retreat,” “I hope that I have solved the
problem facing”-“Fantasy,” “Always blame oneself”-
“self-blame,” “Buried unpleasant things in one’s
heart”-“seeking for help,” “calm down the troubles”-
“rationalize,” “try to see the good side of things”-
“solve problems.” Each has four options: “Never,”
“Occasionally,” “Sometimes,” and “Always.” (e
corresponding scores are 1–4 scores, and the cu-
mulative scores are 6–24 scores.(e higher the score,
the more mature the college students are in
responding to public health emergencies.

(3) Behavioral and psychological investigations during
the peak period of the COVID-19 epidemic: (1)
Behavior survey: including personal hygiene habits:

hand washing conditions, according to frequency
from low to high, it is recorded as 1–3 scores; spitting
and throwing garbage anywhere, according to the
frequency of occurrence from quotient to low, it is
recorded as 1–4 scores; dining in small restaurants
outside: according to the frequency of occurrence, it
is recorded as 1–5 scores. Improve self-immunity:
Whether to pay attention to the diet and nutrition,
whether to work and rest on time, whether to ex-
ercise: According to the frequency of occurrence
from low to high, they are all recorded as 1–5 scores.
(2) Psychological investigation (focusing on the
investigation of psychological stress): including the
frequency of wearing masks, whether you have ever
taken healthcare products, whether you have ever
taken drugs to prevent the COVID-19 epidemic,
whether you are worried about your family members
being infected, and whether you feel suffocated in
public, etc.

(4) Psychological investigation in the middle and late
stages of the COVID-19 epidemic: (1) Anxiety state:
In the standard scale—self-rating anxiety scale, we
select six aspects of “anxiety,” “unfortunate pre-
monition,” “fatigue,” “can’t sit still,” and “sleep
disorder,” respectively. Each item has four options:
“No or Rarely,” “Sometimes,” “Often,” and “Always,”
which are recorded as 1, 2, 3, and 4 scores, and the
total score is 5–20 scores. (e higher the score, the
higher the degree of depression. (2) Depressive state:
In the standard scale—self-rated depression scale,
three questions of “depressive mood,” “irritability,”
and “emptiness” are selected, respectively. Each item
has four options: “No or Rarely,” “Sometimes,”
“Often,” and “Always,” which are recorded as 1, 2, 3,
and 4 scores, and the total score is 5–20 scores. (e
higher the score, the higher the degree of depression.

(5) Behavioral and psychological investigations in the
late stage of the COVID-19 epidemic: (1) Behavioral
investigation: including the maintenance of personal
hygiene habits: whether to spit and throw trash,
whether to gather at a small restaurant, and how
often to wash hands every day; improve self-im-
munity: whether you still pay attention to diet and
nutrition, whether you still work on time, whether
you still exercise, etc. (2) Psychological survey (fo-
cusing on the measurement of subjective feeling):
After the COVID-19 epidemic is under control,
whether students feel relaxed psychologically is di-
vided into five levels: “not relaxed,” “a little relaxed,”
“some relaxed,” “relatively relaxed,” and “completely
relaxed.”

(6) Survey of perceptions and knowledge during the
occurrence and development of the new crown
epidemic: it mainly involves (1) the communication
between the school and the students: whether the
students are satisfied with the various prevention and
control measures taken by the school during the new
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crown epidemic (hereinafter referred to as “Opin-
ions to the School”). (2) Students’ social support
system: How to resolve the psychological tension
caused by the COVID-19 epidemic (hereinafter re-
ferred to as the “resolving method”). (3) (e impact
of the COVID-19 epidemic on students’ life and
study.

3.2. Establishment of BP Neural Network Model. From the
feasibility analysis, it is concluded that when BP neural
network is applied to the research on the relationship between
college students’ psychological status and epidemic situation,
it can effectively simplify the evaluation process and improve
the evaluation efficiency and accuracy. In the process of
creating the network model, it is necessary to maintain the
good generalization ability of the model. In short, the network
model must be able to widely adapt to different types of
samples (i.e., different evaluation objects, indicators, etc.).
(erefore, when constructing the BP neural network model,
this paper will fully consider and reasonably set the key factors
such as the structure, algorithm, number of neurons, and
error accuracy of the network model (Figure 3).

In practical research, the number of neurons in the input
layer depends on the number of variables contained in the
problem. (is study involves the evaluation index of the
relationship between college students’ psychological status
and epidemic situation. According to the evaluation index
system and the 10 secondary evaluation indexes involved in
the questionnaire survey, this paper plans to record the
number of neurons in the input layer as 10.

(e output layer mainly depends on the actual needs of
the studied object. (e number of neurons in the output layer
is selected after comprehensive analysis and judgment. In this
study, the output content is the comprehensive evaluation
result of the relationship between college students’ psycho-
logical status and epidemic situation. (erefore, this paper
sets the number of neurons in the output layer as 1.

(e BP neural network with only one hidden layer is
constructed this time. In order to ensure the effective
training of the network model, the network structure needs
to be simplified. Because the number of neurons in the
hidden layer will directly affect the accuracy of network
training, we need to be very careful when selecting the
number of neurons. If the number of hidden layer neurons is
too small, it will greatly reduce the fault tolerance of the
network model and the accuracy of identifying samples. If
the number of settings is too large, the network training time
will be too long, and the fitting degree of the network model
will be greatly increased, resulting in the problem of over-
fitting. We analyze or calculate the number of neurons
contained in the input layer and output layer to determine
how many neurons are needed in the hidden layer.

4. Experiment and Result

In this study, the convenience sampling method was used to
investigate college students, and all respondents participated
voluntarily. With the help of questionnaire star, the survey

list is included in the electronic questionnaire. (e ques-
tionnaire uses unified guidelines to introduce the purpose
and significance of the survey. After checking the collected
data, input it into SPSS 20.0 software for data analysis and
processing. (e count data is expressed in cases and per-
centages. T-test, analysis of variance, correlation analysis,
and multiple linear hierarchical regression analysis were
used to explore the related factors and their interaction.

(e basic status of the undergraduates participating in
the survey is shown in Tables 1 and 2. From the ques-
tionnaire on the basic information of students and ques-
tionnaire on basic information of students affected by
epidemic situation, the survey samples in this paper meet the
needs of statistical surveys, which shows that the results of
the experimental survey conducted in this paper are sta-
tistically significant.

Table 3 shows the survey statistics of students’ personal
behavior during the peak period of the COVID-19 epidemic.
It can be seen from the table that, at the peak of the COVID-
19 epidemic, although there are quite a few survey subjects
who have never attracted attention in terms of hygiene
habits and improving autoimmunity, the proportion is lower
than that of students who sometimes, often, and always
maintain good hygiene habits and pay attention to im-
proving their own immunity.

Shown in Table 4 is the survey statistics of the personal
behavior of students after the COVID-19 epidemic. In the
later period of the COVID-19 epidemic, 7.21% of the survey
respondents occasionally washed their hands, 64% of the
survey respondents occasionally, sometimes, or often spit
and throw garbage, and 2.35% of the survey respondents
often or always dine in small restaurants outside. 8.25% of
the survey respondents have never had the habit of regular
work and rest. Less than half of the survey respondents
sometimes, often, or always exercise their bodies, and
44.87% of the survey respondents never or only occasionally
pay attention to the combination of diet and nutrition. Only
14.9% and 1.73% of the survey respondents always work and
rest on time and exercise every day, respectively.

At the peak of the COVID-19 epidemic, among 780
students, 273 sometimes or often wear masks, accounting
for 35.02%. 237 people have taken medicine to prevent the
COVID-19 epidemic, accounting for 30.48%, and 160
people have taken healthcare products to increase their
resistance, accounting for 20.50%. 66.75% of the survey
respondents once felt suffocated in public, among which
220 people felt suffocated sometimes or often, as shown in
Table 5.

(e middle and late stages of the COVID-19 epidemic
are between the peak of the COVID-19 epidemic and the
latter part of the COVID-19 epidemic. As shown in Table 5,
the psychological status during this period is measured using
five anxiety and three depression items. 47.69%, 65.75%,
60.48%, 92.75%, and 80.76% of students have had obvious
feelings of anxiety, premonitions of misfortune, fatigue,
akathisia, and sleep disorders, respectively. 61.88%, 42.79%,
and 82.48% of the survey respondents had significant de-
pression, irritability, and feeling of emptiness, respectively,
as shown in Table 6.
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Figure 3: BP neural network model structure for analyzing the relationship between college students’ psychological status and epidemic
situation.

Table 1: Questionnaire on the basic information of students.

Project
Gender

Average age
Is it an only child Physical conditions

Male Female Yes No Health Unhealthy
Number of samples 482 298 20.52 502 278 758 22

Table 2: Questionnaire on basic information of students affected by epidemic situation.

Project
Whether to serve as a

student leader Epidemic situation in hometown

Yes No Serious General No
Number of samples 130 650 82 226 472

Table 3: Statistical table of the survey of the personal behavior of students during the peak period of the COVID-19 epidemic.

Item
Hygiene habits Improve immunity

Hand washing
frequency

Spitting/throwing
garbage

Dining
out

Reasonable
diet

Standard
schedule Exercise

Never
Number of
people 0 556 486 137 49 105

Proportion (%) 0 71.25 62.35 17.56 6.32 13.52

Occasionally
Number of
people 51 145 177 200 88 229

Proportion (%) 6.52 18.6 22.65 25.61 11.26 29.31

Sometimes
Number of
people 184 60 88 184 177 207

Proportion (%) 23.54 7.65 11.26 23.58 22.69 26.54

Often
Number of
people 510 10 15 177 301 192

Proportion (%) 65.43 1.25 1.96 22.64 38.64 24.58

Always
Number of
people 35 10 14 83 165 47

Proportion (%) 4.51 1.25 1.78 10.61 21.09 6.05
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(e results of single-factor logistic regression analysis are
shown in Table 7. Among them, the eight factors of gender,
age, academic performance, peak behavior score, opinions
on school measures to prevent the COVID-19 epidemic,
resolving ways to confide in others, doing nothing, and
coping style scores are significant.

(is paper uses reliability to analyze the feasibility and
effectiveness of the questionnaire. Reliability refers to the
consistency and reliability of the results measured by the test
or scale tool. In order to ensure the reliability of the
questionnaire, this paper uses the Cronbach coefficient
analysis method to analyze the internal consistency of the

questionnaire data. For Cronbach coefficient the calculation
formula is as follows:

δ �
M

M − 1
1 −

 f
2
i

f
2 , (8)

where M denotes the total number of items in the scale, fi is
the variance of score in question i, and f is the variance of the
total score of all items. According to the formula and based on
the data obtained from the questionnaire, the coefficient of
this scale is 0.85, which proves that the questionnaire is stable
and has high internal consistency and trust level.

Table 4: Statistical table of the survey of students’ personal behaviors after the COVID-19 epidemic.

Item
Hygiene habits Improve immunity

Hand washing
frequency

Spitting/throwing
garbage

Dining
out

Reasonable
diet

Standard
schedule Exercise

Never
Number of
people 0 543 467 144 64 143

Proportion (%) 0 69.58 59.84 18.52 8.25 18.35

Occasionally
Number of
people 56 140 155 206 106 236

Proportion (%) 7.21 18.01 19.85 26.35 13.65 30.21

Sometimes
Number of
people 191 54 81 190 198 190

Proportion (%) 24.53 6.98 10.35 24.35 25.35 24.35

Often
Number of
people 518 10 18 164 295 198

Proportion (%) 66.43 1.3 2.35 21.05 37.85 25.36

Always
Number of
people 14 32 59 76 116 13

Proportion (%) 1.83 4.13 7.61 9.73 14.9 1.73

Table 5: Statistical table of the survey of the psychological status of students in the early stage of the COVID-19 epidemic.

Item
Never Occasionally Sometimes Often

Number of
people

Proportion
(%)

Number of
people

Proportion
(%)

Number of
people

Proportion
(%)

Number of
people

Proportion
(%)

Wear mask 120 15.35 197 25.31 190 24.32 273 35.02
Take medicine 542 69.52 168 21.54 41 5.32 28 3.62
Take supplements 620 79.52 119 15.23 16 2.1 25 3.15
Psychological
depression in the
crowd

259 33.25 300 38.51 174 22.35 46 5.89

Table 6: Psychological status of depression in the middle and late stages of the COVID-19 epidemic.

Item
No or rarely Sometimes Often Always

Number
of people

Proportion
(%)

Number
of people

Proportion
(%)

Number
of people

Proportion
(%)

Number
of people

Proportion
(%)

Anxiety
situation

Anxiety 408 52.31 285 36.52 62 7.98 25 3.19
Unfortunate
premonition 267 34.25 168 21.52 152 19.52 193 24.71

Fatigue 308 39.52 336 43.12 103 13.25 32 4.11
Can’t sit still 57 7.25 212 27.12 337 43.25 175 22.38
Sleep disorder 150 19.24 242 31.02 244 31.24 144 18.5

Depression
situation

Depression 297 38.12 375 48.03 95 12.12 13 1.73
Irritable 446 57.21 251 32.15 62 7.98 21 2.66
Emptiness 137 17.52 297 38.14 242 31.02 104 13.32
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Fit the logistic avoidance model of multinomial ordinal
classification to the factors in Table 7. Set the screening
standard to 0.15 and reject to 0.05. (e results are shown in
Table 8. (e younger you are, the more satisfied you are with
the measures taken by the school, the higher your peak
epidemic behavior score, the lower your choice of resolving
ways to confide in others, and the lower your coping score,
the more psychologically nervous you will be during the
peak of the COVID-19 epidemic.

(e regression results are shown in Table 9. Students
who scored lower in anxiety in the middle and late stages of
the COVID-19 epidemic were more satisfied with the
measures taken by the school and chose self-resolving
methods and felt more relaxed in the later stages of the
COVID-19 epidemic.

According to the above experimental results, the
following suggestions are put forward. First, multiple
coordination is done to jointly protect students’ mental
health. COVID-19 epidemic should be published through
key roles such as various media channels and counselors.
On the one hand, it should reduce unnecessary fear and
help students master the necessary preventive knowledge.

On the other hand, we can strengthen the health edu-
cation of college students’ lifestyle through a variety of
information platforms to promote the generation and
maintenance of their healthy behavior. Second,
strengthen the construction of teachers and improve the
combat effectiveness of epidemic prevention psycholog-
ical work. In case of public health emergencies, students’
cognition of epidemic situation knowledge is easy to
deviate and students’ psychological emotion is easy to
fluctuate. Mental health education is facing new chal-
lenges. (erefore, it is essential to improve their psy-
chological competence under the epidemic situation.
(rough online peer counselors’ daily work discussion,
supervisors are invited to conduct professional supervi-
sion and actively learn relevant knowledge of psycho-
logical maintenance under the epidemic, to lay a solid
foundation for mental health work under the epidemic. In
addition, popularize psychological epidemic prevention
knowledge through mental health knowledge publicity,
psychological network support, and psychological cloud
classroom and improve students’ psychological quality
and open students’ psychological self-help mode [20].

Table 7: Results of single-factor logistic regression analysis of psychological conditions at the peak of the COVID-19 epidemic.

Influencing factors Parameter value estimation Standard error χ2 P OR
Gender 0.20382 0.07828 6.85437 0.00929 1.23624
Age −0.06555 0.02646 6.19342 0.01343 0.94637
Academic performance 0.08908 0.03868 5.35835 0.02151 1.10292
Peak behavior 0.06161 0.01172 27.98245 0.00002 1.07363
Opinions on the school 0.15736 0.04282 13.61965 0.00020 1.18069
Confide in others 0.21978 0.07777 8.07495 0.00475 1.25543
Doing nothing −0.27937 0.14100 3.96880 0.04787 0.76558
Coping method −0.10403 0.01667 39.21759 0.00004 0.91102

Table 8: Logistic multiple stepwise regression analysis results of psychological conditions at the peak of the COVID-19 epidemic.

Influencing factors Parameter value estimation Standard error χ2 P OR
Intercept 1 −1.373196 0.653773 4.455918 0.036057
Intercept 2 0.392284 0.650642 0.367135 0.552066
Intercept 3 2.131201 0.652359 10.78074 0.001111
Age −0.071104 0.026664 7.182918 0.007777 0.94132
Opinions on the school 0.099384 0.044036 5.159282 0.024038 1.11403
Behavior at peak 0.086456 0.012524 48.512118 0.00020 1.09989
Confide in others 0.266539 0.079184 11.443603 0.000808 1.31502
Coping method −0.1313 0.017271 58.107522 0.00004 0.88678

Table 9: Logistic multiple stepwise regression analysis results of psychological conditions in the late stage of the COVID-19 epidemic.

Influencing factors Parameter value estimation Standard error χ2 P OR
Intercept 1 −1.29805 0.34017 14.70409 0.00010
Intercept 2 −0.08797 0.33118 0.07121 0.79851
Intercept 3 1.17433 0.33108 12.70964 0.00040
Intercept 4 3.74811 0.33997 122.76671 0.00004
Student leaders −0.24684 0.08524 8.47723 0.00384 0.79083
(e relationship between teachers −0.15039 0.05232 8.37068 0.00414 0.86860
Anxiety 0.04020 0.01424 8.04233 0.00485 1.05141
Opinions on the school −0.37905 0.04464 72.79363 0.00002 0.69387
Self-resolving −0.29139 0.08141 13.00769 0.00030 0.75649
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5. Discussion

As an important group in our country, the mental health of
college students has always been a hot issue of social con-
cern. (e COVID-19 epidemic has affected the learning
style, lifestyle, and communication styles of college students
and also affected the mental health of college students to
varying degrees. China’s epidemic prevention and control is
still in a tense stage of external defense import and internal
defense rebound. (e study life and interpersonal com-
munication of college students will still be in a state of
restraint and depression in the short term, and such long-
term restraint and depression can easily lead to the trans-
formation of some college students’ mental health problems
from nothing to existence, from small to large. (erefore,
under the background of the COVID-19 epidemic, doing a
good job in the mental health education of college students,
preventing the occurrence of college students’ psychological
problems, and improving the level of college students’
mental health are an urgent task for educators.

(is paper combines the COVID-19 epidemic situation
to investigate the current psychological emotions of college
students through a questionnaire survey. (rough investi-
gation and analysis, it can be known that various behaviors
of college students under public health emergencies are the
result of a combination of multiple factors. (is paper
studies multiple factors in the research and combines factor
analysis to finally get the influence of each factor on the
psychology of college students.

6. Conclusion

In order to explore the impact of COVID-19 on college
students’ mental health, this paper proposes a BP neural
network based model for the relationship between college
students’ psychological status and epidemic situation by
evaluating the psychological status of college students and
exploring the related factors. (e relationship model con-
structed in this paper is used to analyze the psychological
factors affecting college students, and the principal com-
ponent analysis method is used to explore the factors af-
fecting college students’ psychology. From the model
prediction and result analysis, it is known that the factors
affecting college students’ psychological status show mul-
tilevel and multifaceted characteristics. During the epidemic
period, the psychological status of college students is not
only related to demographic characteristics, but also affected
by epidemic related factors. At the same time, their own
behavior also has a more significant impact on their psy-
chological status. On the premise of ensuring no infection,
we should pay full attention to the intervention of college
students’ health behavior during the epidemic. In addition,
the influence of COVID-19 on college students’ psychology
should focus on improving occupation quality, improving
their physical quality, humanistic quality, and moral quality,
and improving the stability of colleges and universities in
public health emergencies. By evaluating the psychological
status of college students and exploring the relevant influ-
encing factors, this paper can provide reference for carrying

out mental health education and formulating effective in-
tervention programs.
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Existing railway line (ERL) construction safety has received significant attention during the past decades due to the high accident
rate and the difficulty of progress development under the limited synthesis construction time schedule (SCTS). However, the
previous literature is dominated by the construction safety of new railway lines, while research on construction safety of ERLs is
limited. *is paper analyzed the interactions and causal relationships between construction safety risk (CSR) and multiple factors
and classified feedback loops. Hence, a system dynamics model was developed, and a series of tests were conducted to simulate the
evolution of CSR under different group environments. *e results indicated that (1) the CSR considering ERLs is significantly
relevant to the implementation degree of SCTS. For situations where there are more delays and more schedule pressure,
construction safety accidents tend to have a higher level. (2) Work efficiency is negatively related to construction safety accidents
probability. *e increase of work intensity could reduce schedule pressure in the short term but could increase construction safety
risk in a long time. Applying both appropriate work efficiency and work intensity may achieve an acceptable result. *is paper
adds to the knowledge of construction safety risk management in terms of implementation and offers lessons and references for
future construction safety management considering ERLs.

1. Introduction

With the great improvement in train speed and operating
conditions, some new railway projects will inevitably be built
close to the existing railway lines (ERLs) [1]. Under the
background of uninterrupted operation, to ensure the
transportation of ERLs, the construction of new railway
projects cannot be arranged randomly. It can only operate
within a certain time called synthesis construction time
schedule (SCTS) [2]. *e SCTS is the time reserved in the
train operation diagram, specifically used for the con-
struction. No trains will be running during that time. *e
duration of SCTS should be more than 180 minutes when
the construction is near a normal railway and 240 minutes at
0:00–6:00 when the construction is nearby a high-speed
railway [3]. When the SCTS is long, the fluency of the
transportation organization will be affected, thus affecting

the efficiency of the operation of ERLs. On the contrary, if
the SCTS is too short, the normal construction schedule will
be restricted, affecting the efficiency of construction oper-
ation and increasing the construction cost [4]. Due to the
mutual interference between the construction of new railway
projects and transportation of ERLs, the effective con-
struction time and space are more and more limited, and the
construction safety issues are more prominent [5]. *us, it is
challenging and demanding to ensure construction safety
under the background that the transportation organization
of ERLs affects the construction organization of the new
railway projects.

Each country has different management modes for the
construction and maintenance of ERLs. In Japan, for the
traffic density of Shinkansen during the daytime, except for
necessary patrol inspection, all construction and maintenance
work will be arranged within the SCTS of 12:00∼6:00 am, and
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all trains in the SCTS will be suspended. 12:00∼3:00 am is the
time for construction or maintenance, and 3:00∼6:00 am is
the time of inspection and acceptance [6]. Construction and
maintenance also adopt the 6 hours of SCTS in France, it is
generally during 11:30 pm∼5:30 am, and the actual operation
time is controlled under 4 hours [7]. High-speed railways and
general-speed railways are interlinked alternately into net-
works in Germany, and the railway lines are mixed passengers
and freight trains. For the density and trains that run at night,
the SCTS is arranged at 3:30∼6:00 am. Only one line is
blocked, and the other line is running normally. *e express
freight trains pass before the SCTS hours, during which only a
small number of slow freight trains run. More construction
and maintenance work will be carried out on weekends with
no train traffic [8]. SCTS of construction and maintenance of
ERLs in the above countries takes a long time, and there are
no trains or only a few single lines of freight trains running
during the SCTS. Transportation has a negligible impact on
construction safety, and the construction safety of ERLs is not
prominent as that of China. *e setting of SCTS has con-
straints and impacts on the operation and the passing capacity
of the railway. If the time of SCTS is too short, it cannot
guarantee the completion of the construction task and will
affect the quality and efficiency of the construction work, thus
affecting the construction schedule.

Safety accidents during construction have been and
continue to be a global problem [9], and they can cause
casualties and huge economic losses [10]. Generally
speaking, accidents are raised by many interacting sys-
temic factors [11]. An accident or an unsafe event may be
caused by some elusive causes [12, 13]. Since Heinrich
realized that unsafe behavior was the dominant cause of
safety accidents [14], there has been a growing amount of
research concerning their contribution to accidents in
recent years. Bird revised Heinrich’s theory and proposed
that the essential cause of accidents depends on man-
agement. Accidents were more likely to be caused by
“unsafe acts of people” and “unsafe mechanical or physical
conditions” [15, 16]. *e “unsafe acts of people” and
“unsafe physical or mechanical conditions” are collec-
tively referred to as on-site errors. Management errors are
the deep-seated reason that causes safety accidents [17].
Unsafe behavior can be defined as intentional or unin-
tentional violations of safety compliance expectations
[18]. An unsafe condition is when the physical layout,
tools, equipment, and/or materials in a workplace or work
location violate contemporary safety standards [19].
Avoiding unsafe behaviors and unsafe conditions can be
effective in reducing the probability of safety accidents
[20]. *e majority of existing studies focus on the safety
accidents in independent new rail projects [21, 22], and
few studies consider CSR in the presence of ERLs. Fur-
thermore, given the huge mediating effect of CSR con-
sidering ERLs, the mechanism of how CSR changes under
the influence of multiple factors needs more attention.
However, the evolution mechanisms of CSR considering
ERLs are not yet clear, and it is necessary to be explored
further. To fill the aforementioned research gap, this paper
aims to investigate the laws and effects of influencing

factors in the safety management system considering
ERLs, establishing a scientific causal model, and simu-
lating the evolution of the system under different con-
ditions to provide guidance for management decisions.

System dynamics is a system simulation method for
analyzing production management and inventory man-
agement created by Jay Forrester and originally named
Industrial Dynamics [23]. It has often been used for ana-
lyzing and understanding complex safety problems [24]. For
example, researchers adopt SD to gain insight into the cause
of major accidents [25–27]. SD was applied to gain insight
into the complexity and coupling of project elements [28]
and was shown as an efficient tool to simulate the dynamics
of safety attitudes and behaviors [29] and to organizational
learning [27, 30, 31]. As a systematic approach, SD em-
phasizes the feedback between variables in a system and
understanding the behavior and dynamics of complex
systems with time [32]. *erefore, it was used as a theory
development tool [33]. SD emphasizes the holistic nature of
systems and the nonlinear characteristics of complex sys-
tems and considers that the behavior patterns and charac-
teristics of a system depend mainly on the internal dynamic
structure and feedback mechanisms. *e system develops
and evolves according to certain laws under the action of
internal and external dynamics and constraints. *e ap-
proach of system dynamics to complex problems is a
combination of qualitative and quantitative, and holistic and
analytical thinking. It is a method of analysis, synthesis, and
reasoning. *is paper uses SD to investigate the complexity
and coupling of project elements (e.g., construction
schedule, safety cost, and safety) from a system thinking
perspective considering ERLs.

*e paper is organized as follows. Section 2 analyzes the
relevant factors that influence the construction safety of new
projects near ERLs and sets up the causal model. Section 3
sets up the SD model of construction safety considering
ERLs, uses data collected from a construction site, and
validates the model. In Section 4, tentative data are used to
simulate the relationship between these variables and the
occurrence of accidents. *e results are analyzed and dis-
cussed to understand the dynamics of the management
components. Finally, Section 5 provides concluding
remarks.

2. Relevant Factors Influence on Construction
Safety of ERLs

2.1. Identification of Feedback Loop for Construction Safety.
*is study is based on unsafe behaviors and unsafe condi-
tions in those two perspectives and only considers the
construction progress, cost, and safety factors. Other rele-
vant factors were not considered. *is study identifies and
refines the factors affecting construction safety and analyzes
the relationship between the various factors to establish a
causal model. It can visually show the influence of each
factor on construction safety and make the relationship
among each factor clear. *is paper made use of a large
amount of literature involving railway construction safety in
recent years to summarize while forming a preliminary
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understanding of the identification of railway construction
safety impact factors considering ERLs. Literature was based
on Google Scholar, Elsevier, Web of Science, and Scopus,
searched by entering keywords such as railway construction
safety. Descriptions of construction safety influence factors
considering ERLs in the literature were carefully extracted.
According to the literature, the driving factors of con-
struction safety can be categorized as follows:

(1) Construction schedule: if the schedule of the railway
construction was out of control, economic and social
losses would be inevitable [34]. It is important to
note that excellent schedule management does not
mean compressed schedules, which can lead to safety
incidents [35, 36]. Management measures that are
taken to expedite production put workers under
pressure to increase productivity, which is negatively
impacted[37]. When production pressure (e.g., ex-
cessive workload, required work pace, and time
pressure) is perceived, workers perceive increased
risks and barriers, leading them to be more likely to
work with unsafe behaviors [38]. On the contrary,
construction safety accidents are likely to cause
project delays [39]. *erefore, previous studies have
shown that schedule pressure is the critical link
between scheduling and safety in construction.

(2) Cost: this paper does not consider the total pro-
duction cost during the construction. It only ana-
lyzes the safety investment within the boundary
range of the model. Safety investments generally
refer to funds spent on workplace injury prevention
measures or activities that aim to protect workers’
health and physical integrity [40, 41]. In many
previous studies, the components of safety invest-
ment have been discussed, such as safety training,
safety supervision, and safety protection [42–44].
Since the vast majority of those engaged in the
grassroots work of railway construction are migrant
workers, they are poorly educated and lack safety
awareness [45]. Safety training improves the safety
awareness of workers to a certain extent. Safety
supervision is a reflection of the management’s at-
titude towards unsafe behaviors [46]. *e more strict
the supervision of safety managers at the construc-
tion worksite, the more the probability of discov-
ering unsafe behaviors [47]. Severe punishment for
unsafe behavior can also serve as an effective warning
[48]. Not using personal protective is one of the
leading phenomena of unsafe behaviors [49]. In view
of the high incidence of falling accidents in railroad
construction, safety measures can be effectively taken
to reduce the rate and severity of accidents [50].
Providing safety protection is a crucial complement
to other safety measures (e.g., safety training) and is
considered a last resort for hazard control measures
for workers [51].

(3) Safety subjects: the research on accident causation
theory was pioneered by Heinrich [14], who analyzed

75,000 accident reports and developed a domino
theory (model) of accident causation. *e analysis
led him to conclude that 88% of accidents are caused
by unsafe behavior and 10% of accidents are caused
by unsafe conditions. Unsafe behaviors and unsafe
conditions can directly lead to the occurrence of
accidents [52]. According to past statistics in China,
more than 80% of accidents were caused by workers’
unsafe behaviors [53]. Unsafe conditions on a
construction site are events that are not related to
people and are a natural part of the initial con-
struction site conditions [19].

2.2. Causality Analysis of Construction Safety. In order to
understand the causal relationships of construction safety
considering ERLs, the causal loop diagram is proposed, as
shown in Figure 1 (the polarities represent a positive or
negative impact between variables). Due to the SCTS being
fixed and limited, the construction must be executed strictly
according to the plan. Owing to the complexity and un-
certainty of the construction environment and conditions,
schedule delays are inevitable [54–56]. *e resulting
schedule pressure (e.g., being pressed to work faster) leads to
unsafe behaviors [57, 58]. Accidents caused by unsafe be-
haviors, in turn, lead to delays in production, thus creating
production pressure [59]. With increased investment in
safety comes increased safety training, supervision, and
protection. Safety training and safety supervision are posi-
tively correlated with the improvement of safety con-
sciousness and behaviors [60, 61]. Insufficient safety
protection leads to the deterioration of cumulative unsafe
conditions in the worksite and eventually to accident oc-
currences, which increases safety investment [62, 63]. In
summary, the model reveals these feedback processes, and it
is vital to consider schedule, safety cost, and safety on an
operational level.

3. Modeling

System dynamics modeling is a typical simulation method,
focusing on the interaction between factors of complex
systems [64]. It predicts the changing trend of the system
and summarizes the dynamic development law of the system
by constructing a causal feedback loop to describe the dy-
namic adjustment process of construction safety considering
ERLs, which is an ideal research method. System dynamics
modeling requires three steps: determining the system
boundaries, constructing the model structure, and quanti-
fying the action paths. *e analysis of feedback loops and
simulation experiments are typical research methods.

3.1. System Boundary. *e SCTS is the most important el-
ement in the construction of ERLs; the cost that construction
enterprises pay special attention to is taken as the reference
elements, while other elements such as quality and envi-
ronment are not taken as the analysis object. According to
the causal model of construction safety, safety accidents
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(SA), safety training (ST), safety investment (SI), safety
supervision (SS), safety protection (SP), SCTS, schedule
pressure, fatigue, unsafe conditions (UC), unsafe behaviors
(UB), construction schedule (CS), and safety consciousness
(SC) are defined as main systematic variables. *is study
focuses only on the relationships and interactions among the
eleven variables.

3.2. Model Structure. Based on the causal model of con-
struction safety under the context of ERLs, we further
defined the stock, flow, and feedback loop in the dynamic
system. A stock is the value or level of the core variables
accumulated in a dynamic system that reflects the sys-
tem’s changing state. According to the dynamic regula-
tion system of construction safety considering ERLs, the
system stocks are the UB level of people and the UC level
of physical or mechanical. A flow is an activity that
changes the stock. In this study, the flows are the decrease
and increase of UB of people as well as the decrease and
increase of UC of physical or mechanical. According to
the causal model, the reduction and improvement of UB
are related to dynamic variables such as ST, SC, SS, fa-
tigue, and schedule pressure. *e improvement and re-
duction of UC are associated with dynamic variables such
as SP, working platform restriction, and invasion barriers
of equipment and materials. In addition, the auxiliary
variables, such as working platform restriction and in-
vasion barriers of equipment and materials which reflect
the UC, are closely related to the dynamic regulation of
SA and need to be defined separately. In conclusion, the
structure of the dynamics model of construction safety
considering ERLs is shown in Figure 2.

3.3. Model Hypothesis and Path Quantification.
Construction safety considering ERLs may be interfered
with by many factors. It is hard to enumerate and quantify
all the interactions between variables. *e rational as-
sumptions of the system dynamics model allow itself to
focus on the vital variables and their influence paths while
ignoring the interference of other unimportant and small

probability events, thereby significantly reducing the
complexity of the algorithm. In order to standardize the
study, five hypotheses are proposed: (1) Only consider the
relationship between unsafe behaviors, unsafe conditions,
and safety accidents in the construction stage under the
background of ERLs. (2) It does not consider the total
production cost during the construction and only ana-
lyzes the safety investment. (3) *e variables, such as total
quantity, remaining quantities planned, daily actual
quantities completed, daily planned quantities completed,
actual quantities completed, planned quantities com-
pleted, and construction schedule, should be uniformly
treated according to the progress unit. For example, the
total quantity is 12,000m, and the constructions schedule
is 50m/d. (4) Delay is set as a random function, and it is
assumed that the delay occurs randomly. (5) Different
lines have different actual situations. *e values of
relevant variables in this paper are derived from the
production data of the case. *e assigned values of
correlation coefficients are the average values obtained
after statistical analysis after collecting actual data.

Based on the above model assumptions, some mathe-
matical functions are needed to describe the relationship
between the key variables. Planned quantities completed
(PQC) is the accumulation of daily planned quantities
completed (DPQC); DPQC is related to planned quantities
(PQ) and construction period (CP), which is an IF THEN
ELSE function, and the specific description is shown in
Table 1, so PQC is calculated as follows:

PQC � 
CP

1
DPQC. (1)

Similarly, the mathematical function of the calculation
related to the actual quantities completed (AQC) can be ob-
tained as formula (2), where daily actual quantities completed
(DAQC) is related to the following three variables: WN stands
for the number of workers per day, AHWW stands for the
actual workload of workforce per hour, and WTstands for the
work time per day, so themathematical expression of DAQC is
shown in formula (3).
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Figure 1: SD modeling for construction safety considering ERLs.
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Table 1: Principal variables and constants description of the SD model.

Variables designation Unit Description

Schedule of construction Dimensionless IF THEN ELSE (actual quantities completed < planned quantities completed, (1− actual
quantities completed)/ planned quantities completed, 0)

Schedule pressure Dimensionless 1 ∗WITH LOOKUP (construction schedule ([(0, 0)-(1, 1)], (0, 0), (0.1, 0), (0.2, 0.1), (0.5, 0.7),
(0.7, 1), (1, 1))

Work intensity Dimensionless 1 ∗WITH LOOKUP (construction schedule ([(0, 0)-(1, 1)], (0, 0), (0.2, 0.3), (0.4, 0.5), (0.6,
0.7), (0.8, 0.9), (1, 1))

Fatigue Dimensionless WITH LOOKUP (work intensity ([(0, 0)-(1, 1)], (0, 0.045), (0.1, 0.21), (0.17, 0.3), (0.25, 0.37),
(0.3, 0.4), (0.6, 0.4), (0.7, 0.45), (0.8, 0.58), (0.9, 0.76), (1, 1))

Reduction of unsafe
behaviors Dimensionless 0.33 ∗ safety training + 0.33 ∗ safety consciousness + 0.34 ∗ safety supervision

Increment of unsafe
behaviors Dimensionless 0.35 ∗ fatigue + 0.65 ∗ schedule pressure

Increment of unsafe
conditions Dimensionless 0.38 ∗ working platform restriction + 0.31 ∗ invasion barriers of equipment + 0.31 ∗ invasion

barriers of material

Safety accidents Dimensionless Safety accidents probability (shown as Table 2), base probability of accidents ∗ (unsafe
behaviors + unsafe conditions)

Loss of construction period d Safety accident ∗ loss rate of construction period
Daily actual quantities
completed m Work time ∗ actual hourly workload of workforce ∗ number of workers

Daily planned quantities
completed m IF THEN ELSE (actual remaining construction period≤ 0, remaining quantities planned,

remaining quantities planned/actual remaining construction period)
Hourly workload of
workforce m Artificial efficiency× (1 +work efficiency)

Actual hourly workload of
workforce m Hourly workload of workforce× (1 + labor intensity)

Work time h Planned construction time schedule−(delay/60)
Delay min RANDOM NORMAL (0, 20, 7, 15, 1)

Delay Planned construction
time schedule
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Figure 2: dynamics model of construction safety considering ERLs.
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AQC � 
CP

1
DA QC. (2)

DAQC � WN × AHWW × WT. (3)

In the above formula, WT is actually determined by
planned SCTS and delay per day. *e detailed description is
shown in Table 1, where the delay is a random function
whose output is 0 or the actual delay time. Different delays
are set to explore the influence of transportation organi-
zation of ERLs on construction safety in this study.

*e increment of unsafe behaviors (UBI) is related to the
following two variables: fatigue stands for the count of those
unsafe behaviors caused by workers’ fatigue, SP stands for
the count of those unsafe behaviors caused by the schedule
pressure of workers. *en, the decrement of unsafe be-
haviors (UBD) is related to ST, SC, and SS, which stand for
the conversion of the safety investment to safety training,
safety consciousness, and safety supervision, respectively. So
the mathematical expression of the level of unsafe behaviors
(UBL) is shown in formula (4), and the mathematical ex-
pression of the UBI and UBD is shown in formulas (5) and
(6), where α1−5 is the influence weight of each variable.

UBL � UBI − UBD. (4)

UBI � α1F + α2SP. (5)

UBD � α3ST + α4SC + α5SS. (6)

Correspondingly, the increment of unsafe conditions
(UCI) is related to the following three variables: MBI stands
for the materials beyond the boundaries set for trans-
portation safety, EBI stands for the equipment beyond the
boundaries set for transportation safety, andWPR stands for
the restrictions on work platforms set to ensure trans-
portation safety. In this study, the decrement of unsafe
conditions (UCD) is related to the SP, which refers to the
conversion of the safety investment to safety protection.
*erefore, the mathematical expression of the level of unsafe
conditions (UCL) is shown in formula (7), and the math-
ematical expression of the UBI and UBD is shown in for-
mulas (8) and (9), where β1−3 is the influence weight of each
variable.

UCL � UCI − UC. (7)

UCI � β1MBI + β2EBI + β3WPR. (8)

UCD � SP. (9)

*e unsafe behaviors and unsafe conditions actually
determine safety accidents (SA), but the former two are
necessary not sufficient conditions for the latter. cs is set as a
constant standing for the base probability of an accident.
*erefore, SA is calculated as follows:

SA � cS(UCL + UBL). (10)

All the previous formulas are the main mathematical
functions in this study; more descriptions of variables and
constants are shown in Table 1.

3.4.ModelValidation. *e validity tests of themodel include
mechanical error tests, dimensional consistency tests, and
extreme condition tests. *emodel was built with Vensim in
this study, which has passed the mechanical error tests,
dimensional consistency tests, and extreme condition tests.
*e system model in this study included 35 variables and 10
constants. *e main variables and function relationships in
the model are described in Table 1.

Workers in the real world are faced with different sit-
uations every day and therefore make decisions accordingly.
*e conditions of the workplace vary day to day. As time
goes on, the decision of workers and conditions of the
workplace may be changed. To simulate this, the model sets
some events (safety training, safety supervision, working
platform restriction, etc.), which are triggered every day.
According to the functions we set above, unsafe behaviors
were performed, and unsafe conditions were accumulated.
Consequently, the time step of the model was set to 200 days
to ensure that a long enough observation time was available
to show all possible trends. *e initial value of safety ac-
cidents probability was set as 0. Vensim 8.2 was used to
simulate the system dynamics in this study. And the input
parameters of a railway cutting project close to the ERLs
were designed. *e main input parameters are shown in
Table 3 and were determined by interviewing our industry
workers involved in the data collection or based on available
research literature and practical survey data. Relevant pa-
rameters were input into the model to conduct simulation
analysis on the relationship between SCTS, construction
schedule, UB, UC, and SA of the project. *e simulation
results are shown in Figure 3.

*e construction risk degree and grade standards of
existing lines were set by referring to “Technical Regulations
for Risk Management of Railway Construction Engineering
and Relevant Regulations,” as shown in Table 2. *e goal of
the system safety management level was set as low risk.

Figure 3 shows that the safety accidents probability of the
project reaches the maximum on the 31st day, which was a
high-risk degree according to Table 2. It was reduced to
medium risk on the 82nd day and low risk on the 187th day.
Combined with the actual situation of the case project, it was
found that the simulation result of the system dynamics was
basically the same as the actual situation. *at is, with the
increase of construction schedule, unsafe behaviors and
unsafe conditions rose to a high level at the end of the first
month, which led to the rise of safety accidents. However,
the safety investment came into play simultaneously. Var-
ious safety measures reduced the unsafe behaviors and
unsafe conditions, which led to the reduction of safety ac-
cidents, so the safety risk was reduced to a low level on the
187th day. Figure 3 also indicates that the risk level would
not decrease indefinitely with the increase of safety in-
vestment, which means there is no absolute zero safety risk.
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In general, it can be seen that the internal relationship
among the parameters, the equations, and the parameters
established in the system dynamics model established in this
study are reasonable and can reflect the actual situation of
engineering management.

4. Simulation and Discussion

4.1. Simulation Analysis in Different Delay. *e influence of
SCTS on safety accidents is essentially reflected in the work
time. Although the time of SCTS is planned, which means
the work time is fixed, delay on ERLs is inevitable, resulting
in frequent changes of work time. To observe the correlation
between SCTS and safety incidents, different assignments of
delay are shown in Table 4. Different assignments of delay
correspond to different implementation degrees of SCTS.
*e smaller the assignment, the higher the implementation
degree. *e simulation experiment results are shown in
Figures 4−6.

From Figure 4, it can be observed that when the
implementation degree of SCTS is high, the safety accidents
probability of the project reaches the maximum on the 32nd
day, and the valve is 0.066. It is reduced to medium risk on
the 79th day and low risk on the 165th day. Eventually, the
safety accidents probability is infinitely close to 0.

Correspondingly, when the implementation degrees of SCTS
are medium and low, the safety accidents probability of the
project reaches the maximum on the 32nd and 33rd days,
and the valves are 0.0663 and 0.0772. It is reduced to me-
dium risk on the 87th day and 108th day and kept at the
medium risk level until the 200th day. From Figures 5 and 6,
it can be seen that, with the increase of implementation
degree, schedule pressure and loss of construction period are
raised obviously. *e reason behind this is that when the
implementation degree of SCTS is low, the available working
hours are limited. Due to the fact that the daily workload is
planned, the schedule pressure increases rapidly. However,
the workers will adjust the construction schedule according

Table 3: Main parameters of the model.

Parameter names Parameter values Parameter names Parameter values
Total quantities 12,000m Planned construction time schedule 4 h
Number of works 100 Efficiency 0.075
Training effect 0.85 Safety investment 100 CNY/person·d
Working platform restriction 0.312 Invasion barriers of equipment 0.182
Invasion barriers of materials 0.236 Base probability of accident 0.03

Table 2: Degree and countermeasure for construction risk of existing railway lines.

Risk degree Probability of casualty (0∼1) Countermeasure
Low < 0.003 No measure
Medium 0.003∼0.03 Strengthen daily management and increase investment in safety
High 0.03∼0.3 Strengthen daily management and monitoring and increase investment in safety
Extreme high > 0.3 Measures must be taken to reduce risks and increase investment in rectification

0
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Time (Day)
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0.06

0.08
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Figure 3: Simulation result of safety accidents probability of the case.

Table 4: Assignment of different implementation rates of synthesis
construction time schedule.

Implementation degree of SCTS Assignment of delay

High RANDOM NORMAL
(0, 20, 8, 15, 1)

Medium RANDOM NORMAL
(0, 30, 10, 8, 1)

Low RANDOM NORMAL
(0, 40, 17, 10, 1)
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to the working hours and daily workload. As time goes on,
the schedule pressure decreases and begins to level off. Loss
of construction period is related to the safety accidents
probability. A safety accident could lead to a construction
shutdown and then result in loss of construction period.

4.2. Simulation Analysis in Different Safety Investment.
Using the three major components categorized by existing
researches [40, 65–67] as a point of departure, we chose to
study three safety investments: (1) implementation of in-
novative technological tool proactive protection system,
(2) employment of safety supervisor for conducting in-
spections, and (3) encouragement on being responsible
for the safety of themselves and other coworkers with
safety training. *ree different safety investment assign-
ments of 80, 100, and 120 (unit: CNY/person·d) were set to
observe the relevance between safety investment and
safety accidents. *e simulation experiment result is
shown in Figure 7.

*e result from the simulation demonstrates the effec-
tiveness of safety investment on construction safety risk.
From Figure 7, it can be observed that when the safety
investment is 120 CNY/person·d, the safety accidents
probability of the project reaches the maximum on the 32nd
day, and the valve is 0.0679. Correspondingly, when the
implementation degree of SCTS is medium and low, the
safety accidents probability of the project reaches the
maximum on the 33rd and 35th day, and the valves are
0.0716 and 0.0756. In brief, higher safety investment may
result in better safety performance.

4.3. Simulation Analysis of Construction Strategy.
Improving work efficiency and increasing work intensity are
common means to reduce schedule pressure. To observe the
influence of those two factors on the whole model, 5 modes
were set, respectively, as shown in Table 5. Different value
assignments represented different strategies. Work efficiency
and intensity in mode 1 were selected as 1.5 and 0, indicating
that the construction was efficient and the work was easy. It
would not cause physical and psychological discomfort to the
workers. Mode 1 was the ideal mode. Similarly, mode 2 was the
crushing mode, modes 3 and 4, respectively, represent some
preference mode, and mode 5 was the equilibrium mode. *at
is, different modes represent different strategies. When other
variables remain the same, the dynamics model simulates the
evolution by changing the value assignments of the two var-
iables mentioned above. According to the safety accidents
probability, change of schedule pressure and loss of con-
struction period after system runs to make rational decisions.
*e simulation results are shown in Figures 8–10.

According to the comparative analysis of Figures 8–10,
mode 1 has the lowest safety accidents probability and loss of
construction period but the highest schedule pressure. On the
contrary, mode 2 has the most downward schedule pressure
and the most increased safety accidents probability and loss of
construction period. *e result shows that it is unscientific to
unilaterally improve work intensity to speed up the progress
under the schedule pressure.*is practice should be avoided in
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Figure 4: Comparison of safety accidents probability under dif-
ferent implementation degrees of SCTS.
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Figure 5: Comparison of schedule pressure under different
implementation degrees of SCTS.
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Figure 6: Comparison of safety accidents probability under dif-
ferent implementation degrees of SCTS.
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the construction of ERLs. Advanced construction equipment
and scientific construction methods should be actively pro-
moted to improve construction efficiency. *e construction of
ERLs should be carried out in a planned and organized way.
However, mode 1 can only be used as an ideal mode in
management practice. Improving construction efficiency is
limited under the current construction technology and
method, and other satisfactory solutions can only be sought.

Compared with other modes, the safety accidents proba-
bility, schedule pressure, and loss of construction period of
modes 3 and 5 all maintain low values, which can be a satis-
factory solution. *e safety accidents probability of mode 5 is
relatively lower, andmode 3 performs better in terms of schedule
pressure. However, the progress pressure of mode 4 in the first
week is slightly lower than that of mode 3 and mode 5 and then
increases significantly; the safety accidents probability and loss of
construction period are also at a high level. It indicates that the
strategy based on increasing work intensity can only accelerate
the progress in the short term. When the fatigue degree of
personnel reaches a certain value, the safety accidents probability
will be increased, whichwill interferewith the progress and cause
economic losses of accidents and rework.

5. Discussion

*e results from the simulations demonstrate that the
schedule pressure after stabilization and loss of construction
period are proportional to the implementation degree of
SCTS. With the decrease of implementation degree of SCTS,
the schedule pressure, loss of construction period, and safety
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Figure 7: Comparison of safety accidents probability under dif-
ferent safety investments.

Table 5: Value assignments under different strategies.

Work efficiency Work intensity
Mode 1 1.5 0
Mode 2 0 1.5
Mode 3 1.5 0.5
Mode 4 0.5 1.5
Mode 5 1 1

Mode 1
Mode 2 Mode 5

Mode 4

Mode 3
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Figure 8: Comparison of safety accidents probability under dif-
ferent implementation degrees of SCTS.
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Figure 9: Comparison of safety accidents probability under dif-
ferent implementation degrees of SCTS.
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Figure 10: Comparison of safety accidents probability under
different implementation degrees of SCTS.
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accidents probability all increase to different degrees; es-
pecially, the safety accidents probability changes signifi-
cantly. It can be seen that the evolution of the
implementation degree of SCTS has a significant influence
on the safety accident probability. To effectively enhance and
improve the construction safety management of ERLs, the
transportation organization should be optimized, and the
implementation degree of SCTS should be improved.

Different safety investments have different effects on the
safety accident probability, and safety investments have a
positive effect on accident prevention. Good safety training
not only raises the level of risk awareness but also persuades
individuals to be less tolerant of risks. *e findings of this
study further showed that the interventions that combine
good safety supervision with safety protection are more
likely to reduce safety accident probability.

When the schedule pressure is low, it can be preferred to
ensure safety. Increasing a certain amount of work efficiency
can accelerate the schedule by reasonably arranging the
working platform and optimizing equipment and processes.
When the schedule pressure is high, increasing work in-
tensity and work efficiency simultaneously is better. Under
the condition of ensuring the low safety accidents proba-
bility, parallel construction can be organized as far as
possible to expand the working platform. At the same time,
construction organization and safety protection should be
optimized to avoid interference between working platforms
and construction procedures. When the construction period
is nearing the end, appropriate consideration can be made to
increase the work intensity, which can avoid the safety
accidents and loss caused by fatigue accumulation in the
later period and complete the planned project faster.

6. Conclusions

Based on the causal model of construction safety considering
ERLs, a system dynamics model is proposed to simulate the
construction safety evolution process, and a series of sim-
ulations are performed under different conditions. *e re-
sults confirmed that the construction safety considering
ERLs is significantly relevant to the implementation degree
of SCTS. *e incidence of construction safety incidents
tends to be higher because the greater the possibility of
construction delays, the greater the schedule pressure.
However, even in each level of construction safety accidents
probability, the evolution curve reached the maximum at
about one month. As the countermeasure took effect, the
evolution curve declined after reaching the maximum value
and finally stabilized. Work efficiency has a negative impact
on construction safety accidents probability. *e increase of
work intensity could reduce schedule pressure in the short
term. Still, due to psychological and physiological factors,
unsafe behaviors increased in a certain range. Interestingly,
there is a marginal cost effect on the effect of work intensity
on schedule pressure.*e improvement in schedule pressure
is not significant when work intensity increases to a certain
level.

*e main contribution of this study is that it is a major
step forward in integrating system dynamics and safety in

the examination of construction safety management
considering the ERLs. *eoretically, rather than studying
construction safety considering ERLs in a static manner,
this study examined the evolution as it unfolds over time.
*is study treats construction safety management con-
sidering the ERLs as a dynamic problem caused by
“system structure” and a complex phenomenon. In this
system, unsafety behaviors and unsafety conditions have
significant impacts on construction safety risk consider-
ing ERLs. In contrast, almost all existing studies focus on
construction safety risks relevant to new railway projects,
with little research on construction safety management
considering ERLs. Methodologically, a system dynamics
approach can provide a rich dynamic perspective to vi-
sually explain the causes of construction safety risk
changes. In general, this paper complements the body of
construction safety management considering the ERLs in
terms of theoretical foundations and implementation and
offers references and lessons for the design and operation
of construction safety management in the railway con-
struction industry in the future.

*e limitation of this study is the simplification of the
interactions involved in construction safety. In fact, the
mutual impacts are very complex, far more than those
proposed in the hypothesis of this study. In fact, the vast
majority of construction safety accidents are caused by
people’s unsafe behaviors. Furthermore, workers’ hazard
perception does play an essential role in the construction
safety management considering ERLs. In the future, “how
does the worker’s hazard perception impact construction
safety considering ERLs dynamically” should be studied
further.
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In multiattribute large-group decision-making (MALGDM), the ideal state indicates a high degree of consensus for decision-
makers. However, it is difficult to reach a consensus because the conflict between various decision attributes and decision-makers
increases. To deal with the problem, a novel consensus model was developed to manage the decision-making in large groups based
on noncooperative behavior. *e improved clustering method was used to take account of the similarities among different
decision-makers, while similar decision-makers will be grouped into the same group. Moreover, the consensus threshold was
determined from an objective and subjective aspect to judge whether the consensus reaching process continues. *e nonco-
operative behavior and adjustment amount of decision-makers’ opinions were investigated based on the proposed consensus
model, and an emergency decision-making problem in flood disaster is applied to manifest the feasibility and distinctive features
of the proposed method. *e results show the proposed novel consensus model demonstrated strong applicability and reliability
to the noncooperative subgroup problem and can be explored to manage multiattribute interactions in LGDM.

1. Introduction

Decision-making, which aims at identifying an ideal alter-
native based on the information described by decision-
makers, is widely used in all aspects of modern life [1–3].
With the increase in the complexity of decision-making
problems, many attributes relevant to decision-making
problems have been explored [4]. Decision-makers need to
consider all relevant aspects of the problem [5]. *e deci-
sion-making behavior of decision-makers depends on many
factors, including their personal and professional goals,
interests, and the experience they pursue to develop
themselves professionally [6]. Decision-makers need to
know about Business, Management and Accounting, En-
gineering, Social Sciences, and Computer Science to inform
the decision-making process [7]. Group decision-making
(GDM) has attracted increasing attention due to its char-
acteristic superiority of gathering knowledge of decision-
makers from various fields [8–10]. Problems always involve
many interconnected fields, and the decision-making results
are related to the benefits of stakeholders. *us, it becomes

uneasy for small-group decision-making to reach the de-
mands of social development [11, 12]. As the number of
people in the decision-making group increases, the problem
of multiattribute large group decision-making appears [13].

Clustering processing, the essential part of large group
decision-making, is a fundamental but indispensable process
in multiattribute large-group decision-making (MALGDM)
[14]. *e clustering process in MALGDM can improve the
efficiency of the decision process [15]. *e C-means algo-
rithm [16] and the k-means algorithm [17] are the most
available clustering methods in applications. Xue used the
Choquet integral (CI) operator to measure each attribute
and then aggregated it [18]. Based on Shannon entropy, Li
measured the uncertainty of discrete Z-numbers by a new
technique [19]. *e main features of these algorithms are the
early decided clustering numbers and the effect of threshold
selection on classification results. Having defined the shape
similarity measure, Tapia-Rosero et al. developed a clus-
tering method, in which similar-shaped membership
functions are grouped by agglomerative hierarchical clus-
tering technique [20]. However, this method did not
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consider the similarity of decision-makers in the same
cluster, and there exist errors for the shape similarity
measure [21]. Besides, a clustering method based on vector
space was proposed by Xu et al. *is method considered the
similarity of decision-makers’ decisions [22, 23]. However,
these methods classified the cluster by calculating the
similarities between the decision-makers and the cluster. But
those methods did not consider the similarities between two
decision-makers in the same clusters. *e similarities be-
tween decision-makers will decrease as the clustering pro-
cesses develop.

*e consensus level is selected to describe decision-
makers’ differences in opinion and preference. It can also
measure the degree of agreement among different clusters in
MALGDM [24]. *ere are many approaches to compute the
consensus level [25–27]. In MALGDM, before making a
group decision, a consensus reaching process is usually
applied to reach the collective agreement [28, 29]. To reach a
consensus, some decision-makers must modify their opin-
ions in the dynamic and iterative group discussions [30]. For
reaching a consensus process in MALGDM, many scholars
do a lot of studies. Pérez et al. introduced a feedback
mechanism and built a consensus model based on decision-
makers’ relevance or importance level [31]. For MALGDM
problems, Xu et al. promoted the consensus reaching pro-
cess in two stages. *e novel method could appropriately
adjust the preference of decision-makers and the weight of
subgroups [32]. Jin et al. adopted a local adjustment strategy
to retain preference evaluation of decision-makers as far as
possible in group decision-making [33]. To reach consensus,
Xu et al. proposed a dynamic consensus method based on an
exit authorization mechanism. *ey thought the subgroup
would be suggested to exit the decision-making process once
the proximity index could not meet the requirement, and
then the delegation mechanism is employed to reserve the
cluster’s influence by giving trust weights to other clusters
[24]. Noncooperative behavior is common in the practical
process of decision-making. However, these studies are
lacking at considering the influence of noncooperative be-
havior. To reach a consensus, a suitable method should be
adopted to manage the noncooperative behavior. Based on a
self-management mechanism of noncooperative behaviors,
Dong et al. introduced three kinds of noncooperative be-
haviors and developed a new consensus framework [34].
*ey also proposed a novel framework based on a self-
management mechanism for noncooperative behaviors in
large-scale consensus reaching processes [35]. Palomares
provided a consensus model suitable to handle and detect
the noncooperative behavior, and the consensus could be
reached by decreasing the weight of noncooperative cluster
[36]. Wu and Xu proposed a consensus model, in which the
clusters can be changed. *e clusters can modify if the
individuals are able to change their preferences via the
consensus reaching process [37]. Quesada et al. introduced a
methodology to process noncooperative behaviors, in which
a uniform-based weighting scheme was adopted to compute
the weight of decision-makers in LGDM [38]. Nazari et al.
used dynamic noncooperative games to model these con-
flicts when stakeholders appear noncooperative behavior

[39]. With the purpose of managing minority opinion and
noncooperative behavior in MALGDM, Xu and put forward
the concept of comprehensive adjustment coefficient and
designed an improved consensus model [40].

To sum up, problems have evolved into many interre-
lated areas, and the decision-making of large groups needed
to meet the requirements of social development. But re-
garding LGDM, it is not easy to reach the consensus level in
decision processes. *e goal of large group decision-making
is to find a method that can reach consensus effectively in
large groups, improve the consensus level in short time, and
obtain the accurate decision-making result. In the previous
literature, the subgroup obtained in these studies remains
unchanged in the consensus reaching process. *is is often
untrue because decision-makers modify their available
opinion. *e subgroup opinion must be changed when
decision-makers modify their opinion. *is will lead to
unacceptable results of large group decision making.
Meanwhile, the decision-makers in the noncooperative
subgroup who are willing to modify their decision opinion
should not be penalized. Unlike previous literature, this
paper protected individual decision opinion. And previous
methods did not consider the similarity of decision-makers
in the same cluster. *is will reduce the consistency of the
group. Mandal et al. acknowledged noncooperative behav-
iors and divided them with the experts’ similar evaluations
into a subgroup. But decision-makers were still unable to
change subgroup [41]. *erefore, it is necessary to seek a
large group decision-making method that can protect the
opinions of decision-makers and improve the degree of
consensus. *e main contribution of the paper is a precise
consensus reaching model that we proposed to manage
noncooperative behaviors in MALGDM. And an improved
clustering method is developed. *is method considers the
similarities among decision-makers.

*e remaining part of the paper is structured as follows:
firstly, decision-makers are clustered, and the group con-
sensus level is obtained in Section 2. In Section 3, the
noncooperative behavior is detected and managed. A typical
example, applied to indicate the utility and applicability of
this model, is shown in Section 4. *en, Section 5 discusses
the advantages and innovations of the proposed methods in
detail. Finally, conclusion and future researches are provided
in Section 6.

2. Preliminaries

2.1. Problem Formulation. MALGDM problems can be
defined as a situation where a large number of decision-
makers must make a high-quality decision result by
choosing the n alternatives. *e main parameters of
MALGDM are as follows:

(1) A discrete finite set of alternatives x � x1, x2, · · · xn ,
where xi represents alternative solution.

(2) A set of decision-makers can be denoted as
E � e1, e2 . . . eM (M≥ 2). *e weight vector of de-
cision-makers is ω � ω1,ω2, · · ·ωM , where ωj(j �

1, 2 . . . M) ∈ (0, 1) and 
M
j�1 ωj � 1. After collecting a
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lot of previous literature, we can determine the range
of the number of large groups of decision makers.
Usually, when the number of experts in a group
reaches 20, that is,M≥ 20, the group is considered as a
large group. And the decision-making process in
which they participate can be defined as large group
decision-making [42, 43].

(3) A finite set of attributes F � f1, f2 . . . fP (P≥ 2),
the weight vector of attribute η � η1, η2, · · · ηP ,
where ηk ≥ 0(k � 1, 2, . . . P), and 

P
k�1 ηk � 1.

Each decision-maker will give a numerical decision
matrix to express the opinion for the alternatives
Aj � (a

j

ik)n×P, j ∈M, where a
j

ik represents decision-maker
ej’s preference of alternative xi concerning attribute fk. *e
premise of this paper is that there is disagreement among
decision-makers in the group. So, it is not possible for all
decision-makers to behave the same preference for xi. *is
represents that max

i
a

j

ik ≠ min
i

a
j

ik . Different attributes in

MALGDM problems are often measured in different units,
so the preference value should decision matrix Vj � (v

j

ik)n×P

as follows:

v
j

ik �
a

j

ik − min
i

a
j

ik 

max
i

a
j

ik  − min
i

a
j

ik 
. (1)

2.2. Clustering Method for Large-Group Members. To sim-
plify the decision-making processes, decision-makers are
clustered by individual decision matrix Aj to transform into
small-group decision making in LGDM. decision-makers
are clustered into l clusters (1<Y< n) by the improvedmean
of preference clustering method, which is described in
Algorithm 1.

2.3. Determination of Consensus Level. Decision-makers’
respective weights in the decision processes can be deter-
mined by the following definitions:

Definition 1. Experts in larger subgroups should be given
larger weights based on the majority principle [37]. In line
with the number and weight values of experts in the sub-
group, the subgroup weight value can be defined as

λl �


M
j�1 ωj × θjl 

2


Y
l�1 

M
j�1 ωj × θjl 

2, (2)

where θjl � 1 represents expert ej belonging to the subgroup
Cl; θjl � 0 represents expert ej not belonging to the subgroup
Cl, where l � 1, 2, . . . , L, and it is easy to know that 0≤ λl ≤ 1
and 

Y
l�1 λl � 1.

Definition 2. An individual decision matrix can be obtained
by decision-makers’ opinions, the subgroup decision matrix
is computed by aggregating the individual matrices, con-
sidering the weights associated with each decision-maker,
and the subgroup decision matrix can be calculated [44].

r
l
ik � 

M

j�1
ωj × v

j

ik × θjl. (3)

By aggregating single subgroup decision matrixes, the
normalized group decision matrix Rc � (rc

ik)n×P is obtained,
where rc

ik is represented as

r
c
ik � 

Y

l�1
λl × r

l
ik. (4)

Definition 3. According to the gap subgroup decisionmatrix
Rl(l � 1, 2, · · ·, Y) and the group decision matrix Rc, the
consensus level CI(Rl) between the subgroups’ decision
matrices Rl(l � 1, 2, ..., Y) and the group decision matrix Rc

is defined as

CI R
l

  � 1 − d R
l
, R

c
 , (5)

where d(Rl, Rc) is the Manhattan distance between Rl and
Rc; that is, d(Rl, Rc) represents the similarity between
subgroup Cl and CC, which can be defined as

d R
l
, R

c
  �

1
n

× 
n

i�1


P

k�1
ηk × r

l
ik − r

c
ik



. (6)

By calculating the average value of consensus level
CI(Rl), the group consensus level LGCI can be obtained:

LGCI � λl × 
Y

l�1
CI R

l
 . (7)

If LGCI � 1, it indicates that all decision-makers have
reached consensus among the large groups. A LGCI indi-
cates a higher level of consensus among all decision-makers.
LGCI, as the group consensus threshold, is set to determine
whether the consensus reaching process should be carried
out. If LGCI ≤LGCI, the consensus process should be used
to change decision-makers’ opinions to reach a higher
consensus level.

2.4. Determination of Consensus �reshold. *e consensus
threshold LGCI should be determined to judge whether the
consensus reaching process continues or not. *e decision-
making pressure of large groups often leads to the uncer-
tainty and subjectivity of the opinion adjustment coefficient.
In order to improve the accuracy of group decision making,
both objective and subjective factors should be considered.
And a coefficient should be set to adjust the subjective
factors and objective factors.

2.4.1. Subjective �reshold. For the particular problem, the
decision-makers provide the consensus threshold LGCI

according to the quality of the problem [45]. *e consensus
threshold LGCI reflects its attitude towards the group
consensus level and opinion. If the consequence of the
decision is important, the consensus threshold should be as
high as possible. In this article, let the subjective consensus
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threshold determined by the decision-makers’ experience be
LGCIsub. *e subjective consensus threshold is the decision-
maker’s expected consensus level.

2.4.2. Objective �reshold. *e objective consensus
threshold LGCIob is determined to improve the feasibility of
the consensus reaching process. *e objective consensus
threshold LGCIob represents that the large group can reach
consensus level by the original decision matrices of decision-
makers, which is defined as

LGCIob � LGCI. (8)

Definition 4. *e consensus threshold should satisfy two
conditions: one is that the consensus threshold meets the
requirement of practical decision problem, which is de-
scribed as subjective consensus threshold; the other is that
the consensus threshold can be reached in the opinion
adjustment scale, in which the decision-maker is willing to
modify, which is defined as the objective consensus
threshold. *us, it is feasible to determine the consensus
threshold by the objective consensus threshold and the
subjective consensus threshold:

LGCI � αLGCIob +(1 − α)LGCIsub, (9)

where α is the consensus threshold adjustment coefficient
and defined by the number and weight of decision-makers in
the subgroup whose consensus level is less than the group
consensus level calculated by the initial group decision
matrix.

Definition 5. Let the subgroup set where consensus level is
more than the group consensus level be G, which is de-
scribed as

G � C
l
| CI R

l
 > LGCI . (10)

*e adjustment coefficient α can be calculated as

α �


Y
λ�1 λl × ϑlg


Y
l�1 λl

. (11)

where ϑlg represents the subgroup l belonging to G.

3. Process of Noncooperative Behaviors

In this section, a consensus reaching model suitable for
addressing noncooperative behavior in MAGDM problems
is proposed. *e innovative point of this model features in
the abilities to detect and handle individual and subgroup
noncooperative behaviors in the consensus reaching pro-
cess, with the aim of improving the overall consensus
reaching process performance.

3.1. Noncooperative Behavior Detection. In the consensus
reaching model presented in this study, we define an ap-
proach to identify those noncooperative subgroups that exist
as decision-makers who are reluctant to change their
original preferences to reach a consensus, which is aiming at
assisting the subsequent treatment of such decision-makers,
so as to improve the performance of the consensus reaching
process. *e detection approach is first used in the second
round of the consensus reaching process, because of its
requirement of comparisons among subgroups obtained in
the previous and current rounds of discussion. *ere exist
three rules to detect the noncooperative subgroup according
to the definition of noncooperative behavior. Let the non-
cooperative subgroup be Cl∗ . *e detection method includes
two steps:

Step 1. Determine the detection object
Before the noncooperative subgroup is detected, the
detection object should be determined. *e non-
cooperative subgroup includes two common char-
acteristics according to the definition:

(i) *e consensus level of the subgroup opinion is
smallest, which can be denoted as

Input: the individual matrix Aj and the threshold ζ, which is determined according to practical decision situation.
Output: the number of subgroup l and the subgroups C1, C2, . . . CY.
Step 1. Construct the decision set U comprising all individual decision matrix, that is, U � V1, V2, . . . VM .
Step 2. Initialize Y � 1 as the number of subgroups, and select decision-maker e1 as the member of this subgroup, this subgroup is

defined as Cl, and S stands for a temporary set.
Step 3. Select decision-maker eq sequentially from the set E and allocate them to the subgroup Cl. *en remove the decision matrix

from the set U and let the number of members in subgroup Cl be zl.
Step 4. Compute the gather degree between decision-maker eq and each subgroup Cl, which can be denoted as：

μjl � 1 − max
q�1

zl 1/n 
n
i�1 

P
k�1 ηk × |v

j

ik − r
q

ik|(j≠ q, eq ∈ Cl, l ∈ Y)

where, zl is the number of decision-maker in the subgroup Cl, μjl represents the gather degree of decision-makers ej in the subgroup
Cl, if the μjl ≥ ζ, decision-maker ej is allocated to the subgroup Cl, and remove it out from the set U, let zl � zl + 1. Otherwise,
decision-maker ej is allocated to the temporary set S.

Step 5. If S is not null, let CL+1 � S, T � null andY � Y + 1 respectively, and get back to Step 3; otherwise, go to Step 6.
Step 6. Record the results of clustering.*e number of subgroups is recorded as Y, and the number of members is recorded as zl in the

subgroup Cl.

ALGORITHM 1:
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C
l∗

� min
l�1

Y

CI R
l(t− 1)

  | l � 1, 2, . . . , Y .
(12)

(ii) *e number of decision-makers in these subgroups
is small, in a general way, which is less than [M/n],
described by the following formula:



M

j�1
θt−1

jl∗ ≤
M

Y
. (13)

For example, a large group consists of 15 decision
makers, and there are three decision options. *e
number of people supported by the three decision
schemes is 7, 5, and 3, respectively. *eir CI value
size relation is CI1>CI2>CI3. According to char-
acteristic (i), we can know that the third subgroup
may be a noncooperative group. We can know that
[M/n] is 5, the third group’s number is 3, and 3 is
smaller than 5. So, according to characteristic (ii),
the third subgroup can be determined by the de-
tection object.
Step 2. Detect the noncooperative subgroup
After the detection object is determined, the sub-
group Cl∗ will adjust their decision opinions by
discussion in the t− 1-th round, and the adjustment
decision matrix of decision-maker Aj(t) in the
subgroup Cl∗ is obtained, and the temporary sub-
group decision matrices R’l(t), in which the form of
subgroup is not changed, are calculated. For the
noncooperative subgroup, there exists at least one
decision-maker in the subgroup reluctant to adjust
their own opinions, which is checked to determine
whether decision-maker in the subgroup Cl∗ is
willing to adjust their opinions or not. To do this,
the temporary subgroup consensus level CI′(Rl(t))

and the temporary consensus level LGCI′
(t) can be

calculated by the temporary subgroup decision
matrices a’l(t). *us, there are three situations to
define the noncooperative subgroup:

(i) Decision-makers in Cl∗ are willing to adjust their
opinions, but the decision opinion adjustment of
decision-maker causes negative influence to the
consensus level of Cl∗ :

C
l∗

� C
l
|CI′ R

l(t)
 

<CI R
l(t− 1)

 ; l � 1, 2, . . . , Y.
(14)

(ii) Decision-makers in Cl∗ do not change their opin-
ions, that is, the consensus level of Cl∗ in t-th round
keeping correspondence with t-1-th round:

C
l∗

� C
l
|CI′ R

l(t)
 

� CI R
l(t− 1)

 ; l � 1, 2, . . . , Y.
(15)

(iii) *e decision opinion adjustment of decision-maker
causes positive influence to the consensus level of
Cl∗ , but there are only a small part of decision-

makers transforming their opinions, and there exist
decision-makers who are not willing to modify their
opinions. *e noncooperative subgroup detection
rule can be expressed as

C
l∗

� C
l
| CI′ R

l(t)
 >CI R

l(t− 1)
 ; 

nl

j�1
σjl ≠ zl,l � 1, 2, . . . , Y

⎧⎪⎨

⎪⎩

⎫⎪⎬

⎪⎭
.

(16)

In the example in step (1), there are three decision-makers
in the detection subgroup. If the subgroup has noncooperative
behavior, then at least one person did not change his preference,
or the decision opinion adjustment of decision-maker causes
negative influence to the consensus level of Cl∗ . If all decision-
makers adjust their opinions, but CI′(Rl(t))<CI(Rl(t− 1)), this
is the first situation of noncooperative subgroup. If all decision-
makers do not adjust their opinions, this is second situation. If at
least one decision-maker did not adjust his opinion, despite the
adjustments made by the rest of the decision-makers, and those
adjustments have had a positive impact to the consensus level,
subgroups are also considered as noncooperative subgroup.
*is is the third situation.

where σjl represents decision-maker ej willing to change
their opinions, and σjl is detected by change degree. *e
change degree is introduced to measure the decision-maker
who modify his opinion [32]; it can be described as

φt
jl �

1
n



n

i�1


P

k�1
ηk × v

j(t)

ik − r
l(t−1)
ik



 × θt
jl. (17)

σjl can be computed by comparing the change degree be-
tween t-1-th round and t-th round, which is defined as

σjl �
1, if φt

jl − φt−1
jl ≠ 0,

0, if φt
jl − φt−1

jl � 0.

⎧⎨

⎩ (18)

3.2. Management Strategy of the Noncooperative Behavior.
*rough Step 3.1, we identified three different types of
noncooperative behavior. But the core of this paper is to
develop different strategies for different noncooperative
behaviors. *us, unlike the traditional adjustment method
for noncooperative behaviors, a new strategy was devised in
this study. *e management strategy is determined by an-
alyzing the noncooperative degree of noncooperative sub-
group. And the noncooperative subgroup is allowed to
change.*e consensus level needs to be recalculated after the
subgroup changed. *e concrete process of management
strategy is described as follows:

Step 1: measure the noncooperative degree
For the noncooperative subgroup, the degree of
noncooperation is used to describe the decision-
maker’s willingness to change the decision to im-
prove group consensus level. *us, the degree of
noncooperation is influenced by two factors: one is
the number of decision-makers who have changed
their views, and the other is whether the changed
opinion can increase the level of consensus.
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*e number of policymakers who changed their
minds first needs to be counted. In general, the
LGCI can reflect whether the noncooperative sub-
group modify their initial opinions or not, and the
number of decision-makers who are willing to
modify their opinions describe the adjustment de-
gree of noncooperative subgroup, which is
expressed as

c
t
l∗ � 

M

j�1
σjl∗ × θjl∗. (19)

And then, *us, the change of LGCI value can
indicate whether a change in decision-makers’
opinion has increased the level of group consensus.
*us, the noncooperative degree is measured by the
value of LGCI and the number of decision-makers
who are willing to modify their opinions, which is
obtained as follows:

ϕ(t)
l∗ �

LGCI’t − LGDIt−1 c
t
l∗

LGCI’t − LGDIt−1


zl∗

. (20)

ϕ(t)
l∗ can represent the degree of noncooperation,

and the number of experts in the MALGDM is odd,
so ϕ(t)

l∗ is not equal to 0.5; there are three cases
according to the calculation results.

(i) If ϕ(t)
l∗ ≤ 0, it means that the subgroupCl∗ manifests a

very high degree of noncooperative behavior. A
small number of decision-makers in noncoopera-
tive subgroup will change their opinions in the t-1-
th round, and the changed result is negative for the
consensus level.

(ii) If 0<ϕ(t)
l∗ < 0.5, the subgroup Cl∗ is considered as a

partly noncooperative subgroup. A small part of
the decision-maker in noncooperative subgroup
modified their opinions in the t-1-th round, and
the change result of subgroup is positive for
consensus level.

(iii) If 0.5<ϕ(t)
l∗ ≤ 1, it indicates that the subgroup Cl∗ is a

cooperative subgroup, and more than half of de-
cision-makers in the subgroup Cl∗ change their
opinions, and the change result of subgroup is
positive for consensus level.
Step 2: process the noncooperative behavior
When the subgroup’s noncooperative degree is got,
the novel noncooperative behavior treatment method
that considers the change of subgroup is developed.
*e following strategies are adopted for the three
cases with different degrees of noncooperation.

(i) For the noncooperative subgroup, that is, ϕ(t)
l∗ ≤ 0,

the decision-makers in subgroup Cl∗ not only do
not improve the group consensus, but also may
cause the group consensus decrease. To speed up the
decision-making processes and obtain proper re-
sults with a short period of time, the subgroup Cl∗

will be suggested to withdraw from the decision
process.

(ii) For the partly noncooperative subgroup, that is,
0<ϕ(t)

l∗ < 0.5, a major part of decision-makers do not
change their opinions in the subgroup Cl∗ . It should
be penalized by adjusting the weight of subgroup. But
there are minor decision-makers willing to modify
their decision opinion, and their opinions should be
protected. *erefore, we need to determine whether
the decision-maker who changes perspective belongs
to the subgroup Cl∗ . And then the form of subgroup
Cl∗ may be changed. *us, the treatment method is
determined by judging whether the decision-makers
belong to the subgroup Cl∗ .

Let the set of decision-makers who are unwilling to
modify his opinion be C’l∗ in the subgroup Cl∗ , and the
number is z’

l∗ , the set of decision-makers who are willing to
modify his opinion is Bl∗ . *at is, Bl∗ � ej∗ |ej∗ ∈ Cl∗ , ej∗

∉ C’l∗}. Based on the (17), we proposed a method to judge
whether the decision-maker belongs to the subgroup Cl∗ ,
which is denoted as

φ’t
j∗l∗ � max

q∗ �1
z’

l∗ 1
n



n

i�1


P

k�1
ηk × σt

j∗l∗ × v
j∗t

ik − r
q∗t

ik





· j
∗ ≠ q
∗
, eq∗ ∈ C

’l∗
, l
∗ ∈ Y .

(21)

where φ’t
j∗l∗ represents the conflict degree between ej∗ and

subgroup Cl∗ in the t-th round.

If φ’t
j∗l∗ ≤ 1 − ς, it represents that the decision-maker ej∗

belongs to the subgroup Cl∗ after his opinion is
changed.
If φ’t

j∗l∗ > 1 − ς, it represents that the decision-maker ej∗

does not belong to the subgroup Cl∗ after his opinion is
changed, and the decision-maker ej∗ can be clustered
based on the procedure in Algorithm 1.

Although there are a little of decision-makers to modify
their opinions in partly noncooperative subgroup, the
subgroup Cl∗ still expresses the lower cooperative level.
*us, in order to reduce its impact on the group consensus
level, the weight of subgroup Cl∗ also needs appropriate
adjustment. *e modified function is a decreasing function.
To describe the interaction between the weight adjustment
and the number of decision-makers, the weight adjustment
function is developed based on the number of decision-
makers who is willing to modify its own opinion, which is
defined as

λ′l∗t �
z

t
l∗ − z′l∗t

z′l∗t
λt

l∗ . (22)

where λ’tl∗ is the weight of subgroup Cl∗ after adjustment in
the t-th round, and λt

l∗ is the weight of subgroup Cl∗ in the t-
th round. Generally speaking, subgroup weights reflect their
contributions to the group consensus level. When the
opinions of decision-makers in the subgroup Cl∗ are
modified, the subgroup’ contributions are adjusted too. *e
greater the contribution of subgroup to consensus level, the
more important it is. Individuals who have changed opinion
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with negative effect to the group consensus level should
reduce some weight [46]. Based on this rule, the contri-
butions of the subgroup are introduced to measure the
subgroup weight in the t-th round, which can be defined as

D
t
l∗ � LGCIt − LGCIt

l∗
. (23)

where Dt
l∗ represents the contributions of subgroup Cl∗ for

the group consensus level. LGCIt

l∗
denotes the group con-

sensus level without the subgroup Cl∗ in the t-th round,
which is defined as

LGCIt
l∗

� 
L

l�1,l≠l∗
λt−1

l 

n

i�1

1
n



P

k�1
ηk × r

l(t)
ik − r

c(t)
ik



. (24)

To protect the interest of decision-makers who are
willing to modify its own opinion, we need to update the
weights of the subgroup and recalculate the group-decision
consensus level. *e following equations show how to up-
date the weights:

λt
l∗ � λt−1

l∗ × 1 + D
t
l∗ 

ξ
. (25)

ξ expresses the impact of the subgroups’ contributions on
their weights, which are usually given by the decision-makers
in advance. If the decision problem is in urgency and has to be
dealt with in time, it should be assigned less restrictive values.
Otherwise, more restrictive values must be put into use.

(iii) For the cooperative subgroup, that is, 0.5< ϕ(t)
l∗ < 1,

more than half of decision-makers in this subgroup
are willing to modify their initial opinions. *is
subgroup expresses a very high degree of cooper-
ative behavior. *us, the motivation mechanism
should be adopted to protect the decision opinion of
this subgroup. Similar to partly noncooperative
subgroup, if the decision-maker ej∗ does not belong
to the subgroup Cl∗ after his opinion is changed,
Algorithm 1 can be used to cluster the decision-
maker ej∗ into a suitable subgroup. If the decision-
maker ej∗ belongs to the subgroup Cl∗ after his
opinion is changed, the motivation mechanism is
similar to the treatment process of partly nonco-
operative subgroup. When the number of decision-
makers who modify their own opinions is more
than the half of subgroup, the adjustment coefficient
of the subgroup in equation (26) is not less than 1.
*us, the weight of subgroup will be enhanced.

3.3. Algorithm of Large Group Consensus. Adopting con-
sensus reaching model that the basic thought is to adjust
decision information matrix, to enable the decision-makers
to have a higher consensus level, the noncooperative sub-
group is detected and addressed to obtain a higher consensus
level. Algorithm 2 of the consensus reaching model is
summarized as follows.

Let t∗ � t. Output the final subgroups’ decision ma-
trices Rk(t∗)(k � 1, 2, . . . , n) and the final group decision
matrix Rc(t∗).

*e process of consensus reaching model can be simply
described in Figure 1.

4. Case Study

In this section, an example of emergency decision-making
problem in flood disaster is applied to indicate the feasibility
of the presented method.

4.1. Case Background. *ere is a flood disaster hit Hu Nan
Province, a south city in China, on July 3, 2018. After the
flood disaster, the government carried out an emergency
scheme based on instructions. As shown in Table 1, four
preliminary plans were rapidly drawn up:

Twenty experts E � (e1, e2, ..., e20) from different fields
were asked to make decisions based on these four alterna-
tives X � (x1, x2, x3, x4). We consider three criteria for
each alternative: (1) personnel security rate (f1), the scale of
evaluation value of personnel security rate is 0 to 1; (2)
personnel injured rate (f2), the scale of the evaluation value
of the effectiveness of equipment is the same to personnel
security rate; (3) the development of situation of flood di-
saster (f3).

4.2. �e Process of Group Decision-Making. We set that the
scale of evaluation value of development situation of flood
disaster is 1 to 100. Each decision-maker opinion should be
seriously taken into account. Suppose that there is no
conflict of interest among the decision-makers. In order to
obtain the best alternative(s), the following steps need to be
performed.

Step 1. Cluster the initial normalized individual
decision matrices.
To save space, the normalized individual decision
matrices are omitted. Base on the clustering method,
which is described in Algorithm 1, the clustering
threshold is set as ζ � 0.8, and the group can be
divided into several smaller clusters. Table 2 shows
the results, indicating that the original decision
group can be divided into five clusters.
Step 2. Calculate the group decision matrix.
Aggregate the decision-makers’ decision matrices
into the subgroups’ decision matrices by the (5). *e
weight of subgroup is calculated by the (2), and the
group decision matrix is calculated by the individual
decision matrices and the weight of cluster, which is
adopted as

R
c(0)

�

0.5099 0.8063 0.5721

0.6400 0.4345 0.3138

0.2837 0.7329 0.2879

0.4810 0.1408 0.7346

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (26)

Step 3. Consensus measure and calculate the con-
sensus threshold.
Compute the subgroup consensus levels by the (5),
that is, CI(R1(0)) � 0.7949, CI(R2(0)) � 0.7388, CI

(R3(0)) � 0.6488, CI(R4(0)) � 0.7263 and CI(R5(0))

� 0.6141. *e initial group consensus level can be
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Input: the normalized individual decision matrices Rj(0)(j � 1, 2, , · · · M), the subjective consensus threshold LGCIsub.
Output: the final group decision matrix Rc(t∗).

Step 1. Large groups are divided into subgroups
Use the clustering method (Algorithm 1) described in Section 2.2 to classify the large group. Suppose, we get clusters

C � C1, C2, . . . , CY .
Step 2. Calculate the group decision matrix.

By applying (4), the decision matrices of subgroups can be normalized and aggregated into the group decision matrix.
Step 3. Determine the LGCI.

*e subjective LGCIsub result and objective LGCIob results can be adopted to calculate LGCI. By combining the number of
decision-makers and the actual decision problems, the adjustment coefficient is determined, and this step can be removed in the
following iteration.

Step 4. Calculate consensus
By using (5) to calculate the consensus level between each subgroup’s decision matrices and the group decision matrix, that is,

CI(Rl(t))(l � 1, 2, . . . , Y). *en, the group consensus level can be obtained by applying (7). If LGCI(t) ≥LGCI，and proceed to
Step 6; otherwise, move on to the next step.
Step 5. Consensus reaching process.

(a) Detect the noncooperative behavior (s)
According to the three identification rules described in Section 3.1, the noncooperative subgroup can be identified.

(b) Manage the noncooperative behavior (s).
Using a treatment method that describe in section 3.2 to address the noncooperative subgroup according to the opinion matrix

that decision-makers modify. Enter the next iteration and return Step 2.
Step 6. Output related decision information.
Let t∗ � t. Output the final subgroups’ decision matrices Rk(t∗)(k � 1, 2, . . . , n) and the final group decision matrix Rc(t∗).

ALGORITHM 2:

Problem analysis

Obtain individual
decision martrix

Obtain subgroup
decision matrix

Determine group
consensus level

Determine the
consensus threshold

Get the final
decision matrix

Subgroup will
withdraw from the
decision processe

Determine Non-
cooperative degree

Determine Non-
cooperative behavior

Adjust the weights

Determine subgroup is
a cooperative group

Adjust the coefficient ξ
to be greater than 1

Adjust the weights

Whether reach
consensus threshold?

Whether the
subgroup is a non-
cooperative group?

Whether DM
belongs to Initial partly non-

cooperative group? 

Whether subgroup
is a partly non-

cooperative group?

Whether DM
belongs to Initial

cooperative subgroup?

No

No

No

No

No

YesYes

Yes

Yes

Yes

Figure 1: *e process of consensus reaching model.

Table 1: Different selection strategies.

xi Concrete measure
x1 Find out trapped people and evacuate the seriously injured from the disaster areas to avoid further damage caused from flood disaster
x2 Treat the injured and stop searching for trapped people until the rescue equipment arrived
x3 Search for trapped people and treat the seriously injured in situ
x4 Search for trapped people and cease treating the injured until the medical team arrived
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calculated as LGCI(Rc(0)) � 0.7416. *e consensus
threshold can be calculated from the subjective and
objective aspect, the subjective threshold is set as
0.8, and the objective threshold is 0.7416. *e ad-
justment coefficient is obtained by the (11), which is
expressed as 0.2234. Finally, the consensus
threshold is computed as 0.7869. Because of
LGCI(Rc(0)) � 0.7416< 0.7869, the consensus pro-
cess should be applied to change some opinions.

Step 4. Consensus reaching process.
(i) First consensus reaching iteration

*e detection object of the noncooperative cluster
is determined by (12) and (13), and the calculation
result shows that the subgroup C5 is the detection
object. *e decision-makers in the subgroup C5

modify their initial decision opinions to reach the
consensus, the decision-makers who needed to
reconsider their preferences were determined, and
the modification criterion of the decision-maker is
the group decision matrix. *e decision matrix of
decision-maker Aj(1) can be obtained after mod-
ification. *e temporary subgroup decision matrix
R’5(1) can be computed by the decision matrix of
decision-maker Aj(1). *e consensus level of
clusters is calculated by the temporary subgroup
decision matrix R’5(1), which is expressed as
CI′(R5(1)). Comparing the temporary subgroup
consensus level CI′(R5(1)) with consensus level
CI(R5(0)), the result shows that the CI′(R5(1)) is
less than CI(R5(0)), and the subgroup C5 is non-
cooperative subgroup, which denotes that the
subgroup C5 expressed the high noncooperative
behavior.

Based on the noncooperative management method,
ϕ(t)

l∗ ≤ 0, the subgroup C5 is suggested to quit the
consensus process. *us, the number of subgroups is
null, and the decision matrix is 0, and there are four
subgroups by clustering the decision-maker after
management. Because of the change of subgroup
number, the weight of cluster should be recalculated by
(2), which is described as λ(1) � (0.350.3500, 0.2500,

0.2000, 0.2000, 0). Continuing consensus measure, the
new cluster consensus levels are CI(R1(1)) � 0.7914,
CI(R2(1)) � 0.7425, CI(R3(1)) � 0.7259 and CI

(R4(1)) � 0.7238. *e group consensus level is LGCI

(Rc(1)) � 0.7526< 0.7869. *us, the consensus reach-
ing process continues.

(ii) Second consensus reaching iteration

As CI(R4(1)) � min CI(Ri(1))|i � 1, 2, 3, 4 , the
cluster C4 can be regarded as detection object in
the 2-th round iterations, and the decision-makers
in the cluster C4 are required to modify their own
opinion. *e decision-maker’s decision opinion in
the 2-th rounds can be obtained after discussion,
which is described as Aj(2), aggregating the indi-
vidual decision matrices, obtaining the temporary
group decision matrix. *e temporary consensus
level is determined by the temporary subgroup
decision matrix R’4(2) and temporary group deci-
sion matrix. Comparing the temporary subgroup
consensus level CI′(R4(2)) with consensus level
CI(R4(1)), the result shows that the CI′(R4(2)) is
more than CI(R4(1)), but only part of decision-
makers in subgroup C4 are willing to modify their
opinions; thus, the subgroup C4 is noncooperative
subgroup.

*e conflict degree of subgroup C4 is calculated to
denote the decision-makers who modify their decision
opinion. Based on the result of the calculation, there are
four decision-makers in the subgroup C4 who are willing
to modify their decision opinions. *e noncooperative
degree of subgroup is computed as 0.5<ϕ(t)

l∗ ≤ 1.
According to (20), whether the decision-maker who
modifies his opinion belongs to the initial subgroup can be
judged. *e result shows that the decision-maker e5 does
not belong to the subgroup C4 after changing their initial
decision opinion by the (21), and the decision-makers e15,
e16 belong to the initial subgroup C4. *e decision-maker
e5 is clustered by the Algorithm 1; the gathered degree
between the decision-maker e5 and the subgroup C1 is
0.9135 > 0.8; thus, the decision-maker e5 belongs to the
subgroup C1. *e weights of C4 and C1 are updated
according to equation (2) and the number of decision-
makers. *e new subgroup weight can be denoted as
λ(2) � (0.4517, 0.2438, 0.1976, 0.1069).

*e new subgroup consensus levels are CI(R1(2)) �

0.8014, CI(R2(2)) � 0.7956, CI(R1(2)) � 0.7643 and CI

(R1(2)) � 0.7234. *e group consensus level is LGCI(Rc(2))

� 0.7901> 0.7869. After two iterations, the decision-makers
obtain consistency, and the final group consensus level
meets the predefined requirement.

Due to the reaching of consensus threshold by group
consensus level, the group decision matrix can be used to
determine, which alternative is optimal, and the final
calculation result of a group decision is expressed as

R
c(2)

�

0.5119 0.8313 0.5596

0.6358 0.4491 0.2745

0.2753 0.6829 0.3379

0.4859 0.1408 0.7529

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (27)

According to the weight of the attribute, the decision
vector is calculated as (0.6343, 0.4531, 0.4321, 0.4599), and
the value of alternative x1 is 0.6343. *us, the alternative x1
is the most optimal.

Table 2: *e information of subgroup.

Ck nk ei λ(0)
k

C1 7 e1, e6, e7,e11, e13, e17, e19 0.3500
C2 5 e2, e3, e8, e9, e18 0.2500
C3 3 e4, e10, e20 0.1500
C4 4 e5, e12, e15, e16 0.2000
C5 1 e14 0.0500
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5. Discussion

In this paper, we proposed a novel method to calculate the
consensus threshold from the subjective and objective aspect. It
is unlike the traditional determination method consensus
threshold. Based on this consensus threshold and the tradi-
tional clustering method, the improved clustering method is
developed. *e improved method depends on the similarities
between the decision-makers’ decision opinions and sub-
groups’ decision opinion. To better reflect the advantages of the
clustering method, the case in Section 3 is adopted to compare
the difference between the current clustering method and the
traditional clustering method. We take the subgroup that in-
cludes the decision-maker e1 as example, and the gathered
degree of decision-makers for different clustering methods can
be computed. And comparing the clustering thresholds, the
effect of gather degree is shown in Figure 2.

From Figure 2, we can obtain that there are many de-
cision-makers whose gathered degree is less than clustering
threshold for the traditional clustering method (see
Figure 2(a)); but it can be seen from Figure 2(b) that the
gathered degree for any decision-makers is more than 0.8
after using the improved clustering method. *e decision-
makers using the improved method have higher gather
degree than those using the traditional method. *e result
shows that the traditional clustering method considers the
whole gather degree and omits the gather degree among
decision-makers. *us, the improved clustering method is
more suitable to divide into the group.

Except for one group comparison, it can also compare
the composition of different subgroups and the degree of
subgroup clustering. *e results of the comparison can be
represented in Figure 3.

In Figure 3, groups are more concentrated. And com-
pared to using traditional methods, each group has a higher
degree of clustering after using the improved method in this
article. *e goal of MALGDM is to achieve a high degree of
consistency. And the higher degree of clustering represents

that the large group has higher consensus level. *us, the
method used in this article is more effective than the tra-
ditional one in dealing with MALGDM problem.

Due to adherence to the principle that noncooperative
behavior needs full consideration, the group consensus level
increased from 0.7416 to 0.7901, which means that the
management of the noncooperative behavior is helpful in
reaching the consensus level. Generally, the noncooperative
behavior can be addressed by two steps: the detection of the
noncooperative behavior and the management of the
noncooperative behavior. *e current detection method
uses the subjective adjustment result of subgroup to detect
the noncooperative behavior. Unlike the current detection
method, the practical adjustment result of subgroup is
adopted to judge the noncooperative behaviors, that is,
comparing the change degree of the subgroup decision
matrix in the t-th rounds and t− 1-th rounds.

For the management of the noncooperative behavior, the
novel approach is explored to manage the noncooperative
behavior. In general, the weight of the subgroup can be
adjusted to manage the noncooperative behavior, and the
decision matrix is transformed by the adjustment coefficient.
In the practical decision problem, the adjustment opinion
which the decision-maker is willing to accept should be
respected. *us, the noncooperative behavior is managed by
adjusting the weight of subgroup, recalculating the subgroup
decisionmatrix in this paper. In this study, the subgroups are
allowed to modify. Generally, the number of subgroups is
changed due to an enforced exit rule; nevertheless, the
subgroups themselves remained the same. It is assumed that
the decision makers can choose to modify their opinions
under discussion, which makes it sensible that the subgroups
they are classified into may also change. *e example in
Section 4 validated this point. Meanwhile, the weight of
subgroup can be adjusted by the contribution of the cluster
in the group consensus level and the number of the decision-
makers who are willing to modify their initial opinion in the
cluster.
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Figure 2: *e effect of gather degree of decision-makers of different clustering methods. (a) *e gather degree of traditional clustering
method. (b) *e gathered degree of improved clustering method.
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Different decision-making models have different em-
phasis.*erefore, there is no model that can be referred to as
the best. Despite offered valuable methods to handle mul-
tiattribute large group decision-making problems, there are
limitations in the proposed model: it is not easy to determine
the subjective consensus threshold in this paper. Similar to
other consensus models, the subjective consensus threshold
needs to be decided by the moderator or group. Although
empirical values for the consensus threshold can be given,
the determination of the subjective consensus threshold
depends on the actual problems and simulations. *e
subjective consensus threshold makes it free for the mod-
erator and/or the group to grasp the decision processes.

6. Conclusion

*eMALGDMproblem becomesmore andmore significant
for participants and stakeholders to make a consensus-based
decision. *e main contributions of the paper are as follows:

(1) A novel clustering method was adopted to divide the
large group into several clusters. *e similarity is
calculated to express the gather degree of decision-
makers, and the decision-maker can be classified by
the gathered degree. *e value of gathered degree
decides the number of subgroups.

(2) A consensus framework for the consensus reaching
process in a MALGDM is proposed. *e consensus
threshold is determined by the consensus level and
subjective consensus threshold. Meanwhile, the
noncooperative behavior of decision-makers is de-
termined, and the subgroup that includes the deci-
sion-maker who expresses the noncooperative
behavior is defined as the noncooperative subgroup.

(3) A novel consensus reaching process is designed to
address the noncooperative subgroup. *e nonco-
operative subgroup is detected by the number of
decision-makers and the consensus level, and by
determining three noncooperative behavior situa-
tions.*e weight of the subgroup is adjusted to reach

the consensus level, and the subgroups in our pro-
posed approach are allowed to change. *us, there
are three approaches to manage the noncooperative
behavior: adjustment weight of subgroup, quitting
the decision process, and changing the subgroups in
each interactive round.

Further, some other clustering methods can be incor-
porated in the proposal to detect the influences of clustering
on model convergence. For the classification of large groups,
it may be a good alternative to adopt an automatic feedback
strategy such as an optimization-based approach. However,
some limitations exist in the research. Due to the difference
of risk preference, decision-makers may make decisions that
are difficult to coordinate, and this paper does not cover the
psychological perception of decision makers, which may be
an important research direction in LGDM problem in the
future. Meanwhile, there are many factors that can influence
the decision-making, and the interactions of factors may
influence the results. *us, the approach considering the
interactions of factors will be used to explore multiattribute
interactions of LGDM.
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As a convenient device for observing neural activity in the natural environment, portable EEG technology (PEEGT) has an
extensive prospect in expanding neuroscience research into natural applications. However, unlike in the laboratory environment,
PEEGT is usually applied in a semiconstrained environment, including management and engineering, generating much more
artifacts caused by the subjects’ activities. Due to the limitations of existing artifacts annotation, the problem limits PEEGT to take
advantage of portability and low-test cost, which is a crucial obstacle for the potential application of PEEGT in the natural
environment. ,is paper proposes an intelligent method to identify two leading antecedent causes of EEG artifacts, participant’s
blinks and head movements, and annotate the time segments of artifacts in real time based on computer vision (CV). Fur-
thermore, it changes the original postprocessing mode based on artifact signal recognition to the preprocessing mode based on
artifact behavior recognition by the CV method. ,rough a comparative experiment with three artifacts mark operators and the
CVmethod, we verify the effectiveness of the method, which lays a foundation for accurate artifact removal in real time in the next
step. It enlightens us on how to adopt computer technology to conduct large-scale neurotesting in a natural semiconstrained
environment outside the laboratory without expensive laboratory equipment or high manual costs.

1. Introduction

Electroencephalography (EEG) has been proved to be a
useful methodological tool for understanding brain activi-
ties, including the processes of perception, cognition, and
decision, which are the basis of daily behaviors, business, and
engineering activities.

With the great attention to human decision-making and
the recognition of limitations of traditional psychological/
self-reported driven approaches [1–4], the neuromanage-
ment on revealing the mechanism of human’s behavior and
decision-making based on brain imaging technology is

promoted [5–7]. However, due to the high cost of pur-
chasing and maintaining neurometric equipment and the
complex operation and data analysis mode, brain technol-
ogies are limited to the laboratory environments and hin-
dered from becoming widespread.

Neurophysiological measurements initially rely on high-
cost equipment, complex systems, and many professional
operations (e.g., measuring the size of the head, marking the
position of electrodes on the scalp, placing electrodes on the
scalp, and using conductive glue). Benefiting from the de-
velopment of portable EEG technology (PEEGT), devices
become cheaper and smaller, such as single-electrode

Hindawi
Computational Intelligence and Neuroscience
Volume 2022, Article ID 9590411, 14 pages
https://doi.org/10.1155/2022/9590411

mailto:whdai@fudan.edu.cn
https://orcid.org/0000-0001-6225-7889
https://orcid.org/0000-0002-9426-5303
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/9590411


NeuroSky MindWave, four-electrode Muse, and fourteen-
electrode Emotiv. What is more, with simple preparation,
EEG data are collected through the wireless network. ,e
PEEGT devices are suitable for nonclinical studies with
better interactive experiences [8]. Nowadays, more andmore
research and commercial applications use PEEGT as a
measurement tool. ,e utilization of PEEGT significantly
expands the application of neurophysiological measure-
ments and dramatically increases the practicability of
neurometric equipment, such as in marketing [5], man-
agement [9], education [10], and engineering [11].

,e PEEGT effectively reduces the threshold of the ex-
perimental environment in business and management sit-
uations. It is especially suitable for the volatile, uncertain,
complex, and ambiguous (VUCA) environment. It makes
large-scale and long-time neurophysiological measurements
at the lowest cost possible. Moreover, subjects are allowed to
have slight movements in position during a long-lasting
experiment, for example, adjusting sitting or head posture
like in a natural situation; we called this the semiconstrained
environment. ,e semiconstrained environment is different
from a constrained environment where subjects in the
laboratory are under strict restrictions on autonomous ac-
tivities.,ere is also a distinction between a semiconstrained
and unconstrained environment where subjects have sig-
nificant activity freedom. Nevertheless, fewer experimental
restrictions in semiconstrained and unconstrained envi-
ronments bring more artifacts by physical activities, which is
difficult for artifacts operation.

Annotation of artifacts is a prerequisite for removing
artifacts and EEG analysis. Existing methods of artifact
annotation face the tradeoff between testing convenience
and annotation accuracy, making it inapplicable in daily
business scenarios where there are high requirements for
both the convenience of collection and the accuracy of
artifact annotation. ,e methods relying on additional
reference signals or biological signal equipment are not
applicable for the daily context that needs PEEGT. In
contrast, methods relying onmultiple algorithms have a long
computing delay and are less accurate than methods with
additional reference signals. Last but not least, most existing
methods can only be used in postacquisition or offline
settings, but real time is an essential demand of artifact
annotation in business scenarios.

Considering existing methods, effectively annotating
artifacts generated from physical activities usually requires
manually annotating artifacts in postacquisition offline
settings, which is extremely time-consuming and dependent
on the data operator’s expertise level. What is worse, to
ensure the accuracy of the testing results and meet the re-
quirements of business scenarios, tests with PEEGT usually
need a larger sample size, a longer test time, and a more
uncertain test environment. In a word, it is a great challenge
to apply neuroscience in scenarios emphasizing “natural”
due to the lack of adequate and suitable artifact processing
technology. ,e artifact problem limits PEEGT to take
advantage of portability and low test cost, which is a crucial
obstacle for the potential application of PEEGT in the
natural environment. It is worth noting that a challenge also

exists in the laboratory EEG test, but the traditional ex-
periment has more reference equipment assistance andmore
processing time. ,erefore, in most laboratory cases, the
limitation can be arranged by investing more resources.

Intelligent algorithms in computer vision (CV) bring
new possibilities to solve the above difficulties. ,is article
proposes one intelligent computing method on real-time
portable EEG artifact annotations with computer vision,
which changes the original artifact postprocessing mode
based on signal recognition to the artifact preprocessing
mode based on behavior recognition. It is especially suitable
for artifact problems in semiconstrained environments in-
volved in most real scenes in engineering and management.
Besides, it provides the foundation for the subsequent ar-
tifact intelligent removal by the machine learning algorithm.

Our main contributions can be summarized as follows:

(1) We introduce a thought about changing the original
signal recognition-based artifact postprocessing
mode to the artifact preprocessing mode based on
behavior recognition by the computer algorithm,
making it possible to process artifacts in real time
using only a camera instead of additional expensive
neurological equipment and amounts of manual
processing.

(2) We propose an intelligence method based on
computer vision to automatically annotate the time
segments and categories of artifacts caused by blinks
and head movements in real time, which is of great
importance for the large-scale application and real-
time analysis of PEEGT and traditional EEG.

(3) We suggest a procedure about how to use large-scale
neurological measurement in business and man-
agement scenarios with fewer restrictions on sub-
jects’ physical activities. ,e method ensures that the
artifacts caused by the physical activities in blinks
and head movements can be annotated in real time,
which greatly expand neuroscience research into real
applications environment including engineering and
management.

2. Literature

2.1. EEG Artifacts. Electroencephalogram (EEG) is a stan-
dard method of measuring human brain activities that
change over time in the form of electrograms. EEG data has
shown great potential in research and commercial appli-
cations. It can be used as a diagnostic and monitoring tool
for clinical applications, such as quantifying anesthesia levels
before and during surgery [12], and film and advertising
evaluation, such as film and television effect research [13].
However, there are many inherent challenges in EEG
analysis, specifically the removal of various artifacts.

Generally, the artifacts of the EEG signal are mainly from
the physiological activities of the participant and the ad-
ditional noise artifacts introduced by the EEG acquisition
instrument. ,e latter can be reduced or even eliminated by
improving the operating performance of the EEG signal
acquisition instrument. However, bioelectrical signals
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generated by physiological activities are inevitably hidden in
the EEG signals or even submerged in the EEG signals,
which seriously affects the authenticity of the EEG signals
and complicates the research work of feature extraction and
EEG signal analysis. Blinks and head movements are two
kinds of major signal artifacts. As a result, the research work
of feature extraction and analysis of the EEG signals becomes
complicated.

Figure 1 [14, 15] shows typical artifact waveforms with
obvious and common interference to EEG signals. ,e blink
artifact is generated by blinking eyes, while the head
movement artifact is generated by head rotation or
movements.

2.2. EEG Artifacts Annotation Methods. EEG artifact an-
notation has always been a challenge in the EEG signals
analysis process. Challenges come from the complexity of
the method and the nonlinearity of the noise. For example,
due to the “nonlinear” nature of the artifact, it is difficult to
annotate the artifacts from the original EEG data without
affecting the normal signal. In addition, some methods
cannot be used for real-time applications. Until now, al-
though researchers have been exploring lots of EEG artifact
annotation methods, there is still no consensus on which
algorithm is most suitable for a specific application.

In general, there are two categories of EEG artifact
annotation methods: direct labeling of artifacts and indirect
separation of artifacts [16].

2.2.1. Direct Labeling of Artifacts. Direct labeling of artifacts
refers to annotating artifact signals in real time when EEG
signal is collected. However, it requires additional reference
signals from reference electrodes channels or additional
biological monitoring equipment. Li et al. [17] adopted
additional channels of real EMG from neck and head
muscles as input and realized the significant separation of
EEG and EMG artifacts without losing the underlying EEG
features. Mannan et al. [18] realized the simultaneous col-
lection of EEG and EOG signals by adding the channels of
EOG electrodes and combined independent component
analysis (ICA), regression, and high-order statistics to
identify and eliminate artifactual activities from EEG data. In
terms of adding monitoring equipment, König et al. [19]
used a laboratory-level eye tracker to annotate blink and eye
movement artifacts in the constrained environment.
Compared with the traditional manual artifact annotation,
adding reference equipment has dramatically improved the
accuracy and efficiency. Nevertheless, additional channels
cause the additional possibility of artifacts. On the other
hand, the additional expensive and complicated laboratory
equipment will increase the burden of operators and par-
ticipants and the terms of the test environment.

2.2.2. Indirect Labeling of Artifacts. Indirect separation of
artifacts refers to separating the mixed signals by multiple
integrated algorithms without the reference electrodes or
monitoring equipment. Jan et al. [20] improved the ICA

method to better artifact removal. Chang et al. [21] used
artifact subspace reconstruction (ASR) to preprocess EEG
data and, combined with the ICA separation method, greatly
improved the accuracy of artifact removal. Indirect sepa-
ration of artifacts avoids extra electrodes, making it con-
venient in the test environment and reducing the extra noise.
However, the method needs to integrate a variety of algo-
rithms, increasing the algorithm’s complexity and reducing
the artifact annotation’s real-time performance. Moreover,
due to the lack of reference supervision of the artifact signals,
the accuracy of the indirect artifact annotation is generally
lower than those of the direct methods.

Although the two above-mentioned methods for artifact
annotation have made explorations from different directions
and achieved good results, they are based on sacrificing one
aspect to improve the other, making it hard to apply in daily
business scenarios. More specifically, the direct labeling of
artifacts achieves better accuracy of artifact annotation with
additional reference electrodes and laboratory equipment at
the cost of the convenience in equipment operation and the
comfort of participants. In contrast, the method of indirect
separation of artifacts achieves more convenient signal ac-
quisition with integrated algorithms at the cost of the ac-
curacy of artifact annotation. Because the scenarios of daily
business have high requirements for both the convenience in
signal acquisition and the accuracy of artifact annotation,
methods used in these scenarios should not only simplify the
test environment and ease participant’s test burden but also
ensure the accuracy of artifact annotation and take the real-
time requirements into account.

2.3. Semiconstrained Environment. In neuroscience, re-
search and experiments are conducted in two kinds of
settings, laboratory settings and nonlaboratory settings. A
laboratory test environment is carefully designed, in which
researchers and participants need to follow strict restrictions
and guidelines. Usually, other experimental settings outside
laboratories are nonlaboratory settings. However, in most of
the research articles, researchers either directly employ the
term without further clarification [22] or use nonlaboratory
settings to refer to a relatively broad idea [23]. For example,
experiments conducted in the unattended home [24] and
observational studies conducted in a community [25] are
different in settings, but both are referred to as
“nonlaboratory.”

In the past literature, scientists did not specify how to set
up neurological devices in conditions other than a labora-
tory. It is an unexpected gap in neural experiments. In many
cases, it is unrealistic to keep participants motionless in a
place with no distraction, especially in the natural envi-
ronment using PEEGT.,erefore, to provide a more precise
scope to clarify the application of our methods and algo-
rithms, we define a term in our paper, a “semiconstrained
environment,” compared to a fully attended laboratory and
an unattended natural setting. A semiconstrained envi-
ronment describes an experimental setting where partici-
pants are required to wear a device; however, the research
does not propose a highly restricted demand on participants
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(such as zero movements at all during measurement) since it
is not always available to set up a lab-based environment.

3. Methodology

3.1. Method Proposed. In traditional EEG signal artifact
processing without additional reference equipment, ex-
perienced signal processors must manually mark the ab-
normal signal period in the test signal after completing
signal preprocessing, such as band-pass filtering. Usually,
such an operation needs to be repeated 10–20 times for
each subject, and more marks lead to a better operation
effect. ,en, the unique signal processing software will use
algorithms such as ICA to automatically remove similar
artifact signals according to the manually marked signal
form. ,is method requires a long time and high personnel
investment. In principle, such a manual postmarking and
removal algorithm cannot ensure accuracy, and there is a
certain degree of fuzzy space, even if it is existing in
common practice.

In this paper, CV is introduced into neurological ex-
periments. It can detect subjects’ behaviors simultaneously
during the experiment and mark the events that may pro-
duce artifacts from the source shown in Figure 2. ,us, it
improves the real-time performance of artifact processing,
avoids the later manual investment, and makes artifact
marking no longer an ambiguous activity based on
experience.

3.2. Process. ,e key to accurate artifact annotation in a
semiconstrained environment is timely identifying the
most common participants’ physical activities that may
cause artifacts, for example, blinks and head movements. In
this paper, a method for annotating blink and head
movement artifacts with computer vision in daily business
scenarios is proposed, which meets requirements under
this semiconstrained environment to a great extent. ,e
method is shown in Figure 3. Firstly, it is necessary to
collect the participants’ initial state and calibrate the al-
gorithm. Specifically, the subjects’ eye-closing threshold is
collected to measure blinking state during the test, and the
subjects’ initial sitting orientation is for the measurement
of head movement state. Notably, the initialization of
PEEGT equipment and standard commercial high-defini-
tion cameras, unlike the cumbersome operation of lab eye-

tracking equipment, performs the initial state check and
calibration only to ensure the equipment availability and to
collect the initial eye and head positions of the subjects.

Next, the PEEGT equipment and camera are used to
synchronously collect participants’ facial signals and EEG
signals in real time. ,e blinks and head movements are
detected with computer vision based on facial feature
points. It is critical to note that the original EEG signals are
downsampled in sync with the facial signal. Finally, the
facial and the EEG signals in the same time series are
analyzed and processed with the same analysis frequency.
,e EEG signals with blink and head movement artifacts
are annotated.

,e site-setting of the method is shown in Figure 4; the
participant is wearing PEEGT devices and looking at the
screen. In a semiconstrained environment, the participant
can adjust his or her posture during the experiment. ,e
camera ensures that head activity can be entirely recorded.
Based on the computer algorithm with supervised real time
and synchronization, the method can annotate the time
segments of blinks and head movements that cause EEG
artifacts.

3.3. Recognition Algorithm

3.3.1. Facial Feature Points Positioning. As mentioned
above, the recognition algorithm first needs to collect the
participant’s facial signals and then monitor facial condition
according to the specific facial features. ,e purpose of facial
feature points positioning is to further define facial feature
points (facial features and edge). ,e algorithms collect the
baseline values of participants before the test, and the col-
lected data and standards are unified. ,erefore, the judg-
ment threshold has corresponding calculations and
standards for people of different face types.

,e methods of facial feature point positioning can be
categorized into the global method, the constrained local
model (CLM) method, and the regression method, based on
detecting face appearance and face shape information. ,e
global method is to model the global face appearance and
global face shape information explicitly [26]. ,e CLM
explicitly models the local face appearance and the global
face edge information [27]. ,e regression method uses
global and local appearance information to implicitly embed
global shape information for joint feature point detection

(a) (b)

(c)

Figure 1: Typical artifact waveforms [14, 15]. (a) Clean EEG. (b) Blink artifact. (c) Head movement artifact.
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[28]. Generally, the regression method performs better
because it contains more information compared to the other
two. One representative algorithm of the regression method
is Ensemble of Regression Trees (ERT) [29]. ERT is often

used in facial feature point positioning because it is swift
(it takes about 1ms to detect each facial feature point) and
can deal with the missing calibration of some key points in
the training set.

This Paper
Method

The Traditional
Method

The activity
of subject

EEG artifactEEG artifact

Automatic
artifact annotation

based on
computer vision

Artifact removalArtifact removal

Manual
artifact annotation

based on signal waveform

STEP 1
Neurological
Experiment

STEP 2
Artifact

Annotation

STEP 3
Artifact
Removal

The activity of subject

Figure 2: ,e proposed method.

Start

Initial state check and calibration

Synchronous and real-time signal collection

Original EEG signalOriginal facial signal

Blink and head
movement detection Down sampling

Processed EEG signalProcessed facial signal

Same time/same frequency analysis
Wink and head movement artifacts annotation

Artifact-annotated EEG signal

End

Figure 3: Method of EEG artifact annotation with supervised computer vision.

PEEGT

Screen

Camera

Semi-constrained Enviroment

Figure 4: ,e site-setting of blink and head movement artifacts annotation with supervised computer vision.
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,e method in this paper uses the ERT algorithm to
position 68 key feature points (as shown in Figure 5) of each
face within 1ms through three steps: shape invariant split
tests, choosing the node splits, and feature selection pro-
posed by Kazemi and Sullivan [29], which can estimate the
face’s landmark positions directly from a sparse subset of
pixel intensities, achieving super-real-time performance
with high-quality predictions. ,e pseudocode for this
program is as follows (Algorithm 1).

def face_landmarks ():
predictor� dlib initializes shape_predictor

(“shape_predictor_68_face_landmarks.dat”)
# cv2 is the OpenCv library
cap� cv2 gets the first camera of the machine
while (cap is opened):

flag, im_rd� cap.read () builds 3D matrix
img_gray� cv2.cvtColor (im_rd,

cv2.COLOR_RGB2GRAY)
faces� detector (img_gray)
for k, d in enumerate (faces):

shape� predictor (im_rd, d)
END face_landmarks

,e implementation display of the recognition effect in
the practical example of this method is shown in Figure 6.

3.3.2. Blink and Head Movement Detection

(1) Blink Detection. In Subsection 3.3.1, basic facial in-
formation and 68 key feature points of each face are po-
sitioned. In the method proposed, a participant’s blink is
detected by analyzing the closure degree of the eye region
(six feature points forming a closed ellipse), as shown in
Figure 7.
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(1)

Eye Aspect Ratio (EAR) is equal to the sum of the lengths
of two vertical line segments divided by the double length of
horizontal line segments. ,e EAR stands for the state of
eyes’ opening and closing, and pi is one of the 68 feature
points forming the eye region (as shown in formula (1)).
Research shows that EAR can approach zero at the moment
of closing eyes and return to the original value when opening
eyes [30]. Bymonitoring whether the value of EAR fluctuates
rapidly and approaches zero in real time, this method can
identify whether the participant’s eyes are closed. However,
the threshold for blink detection is undefined in this method,
introducing noises in the natural environment. ,erefore,
considering the sampling rate of CV, this paper monitors the
blink state by setting the base value before measurement.
,at is, the data of eye-closed state for 1 minute before the
test are collected, and the blink detection threshold
Blinkthreshold based on its average value is defined:

Blinkthreshold �
1
N



N

i�1
Bi. (2)

In the above equation, N represents the number of samples
in 1 minute. Since the sampling rate of CV is 25,N� 1500. Bi

is the data of eye-closed state collected at the ith time. After
collecting and calculating the blink detection threshold
Blinkthreshold, blinks are detected according to the value:

EARper_second � min EARp ,

Blinkstatus �
1, if EARper_second ≤ Blinkthreshold,

0, if EARper_second > Blinkthreshold,

⎧⎨
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where EARper_second is the minimum value of EAR in each
cycle. If EARper_second is less than or equal to Blinkthreshold, it is
determined that there is blinking action within 1 second. If
EARper_second is greater than Blinkthreshold, it is determined
that there is no blinking action within 1 second. ,e
pseudocode for this program is as follows (Algorithm 2).

def face_ear ():
if obtain 68 feature points of the face:

ear_r_list.append (ear_r), ear_l_list.append
(ear_l)

ear_r_status, ear_l_status� 0
If N� � 25:

ear_r_persecond�min(ear_r_list),
ear_l_persecond�min(ear_l_list)

ear_r_list.clear, ear_l_list.clear
If ear_r_persecond≤

blink_r_threshold:
ear_r_status� 1

else:
ear_r_status� 0

If ear_l_ persecond≤
blink_l_threshold:

ear_l_status� 1

else:
ear_l_status� 0

return ear_r_status, ear_l_status
else return null

END face_ ear

(2) Head Movement Detection. Head movement (HM) de-
tection is related to face orientation. In facial feature point
positioning, 68 key feature points, including eyes and nose,
are extracted from each facial image. In this paper, we refer
to the center points of the eyes and nose to define the face
orientation coordinates [31].

In (2), the eyes and nose have been correctly posi-
tioned. ,e three facial feature points determine an
isosceles triangle by connecting lines between the three
points. Considering the symmetry of the face, we can
calculate the angle between the plane of the isosceles
triangle and the image plane to determine the gaze di-
rection. If one side of the triangle is located on the image
plane, it is easy to calculate the angle of the gaze direction.
,e judgment of facial orientation is realized through the
calculation of trigonometric function, as shown in
Figure 8.

,e triangle ABC is the projection of the isosceles tri-
angle ABE on the image plane, which means that if the

(a) (b) (c)

Figure 6: ,e implementation display of recognition effect.

CLOSE

Figure 7: Method of blink detection.
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person in the picture looks straight ahead, the projection
triangle will coincide with the isosceles triangle. ,e triangle
CDE is located on the plane perpendicular to the image plane
and isosceles triangle plane. If θ is the angle between line α
and line β and ϕ is the angle between the image plane and the
isosceles triangle plane, then

cosϕ �
|CD|

|DE|
,

|CD| � |AC|sin θ, |AD|

� |AC|cos θ,

(4)

cos ϕ can be calculated by trigonometric function as
follows:

cos ϕ �
|AC|sin θ

����������������

|AB|
2

− |AC|
2cos2θ

 . (5)

,erefore, determining the direction of the sight is to see
how the isosceles triangle is projected on the image plane:
the maximum distance from the eye to the mouth reveals the
direction of the human gaze. After obtaining the partici-
pant’s gaze direction, the attention direction is recorded,
while the lateral (HM) of the participant is identified
according to point A’s coordinates.

Similarly, for head nodding, it is calculated as follows:

d � p27 − p30





. (6)

di is obtained for each segment of detection. ,us,

D′ � Median d1, d2, d3, . . . , dN . (7)

N� 1500 represents the number of samples in 1 minute.
,en,

ϕ′ �
|D − D′|




D′
∗ 90. (8)

In the above equation, ϕ′ is the angle at which the subject’s
head is nodding, ranging from 0 to 90°.

In addition, participants sit on the designated spot
during the test in a semiconstrained environment and
cannot move back and forth smoothly. ,erefore, the above
two detection conditions can meet the detection marks of

most HM artifacts, and the HM can be estimated by the
angle difference between the two moments.

Instead of judging the absolute HM angle of the par-
ticipant, the proposed method calculates the relative HM
angle change in EEG artifact annotation.

,erefore, it is necessary to have

ψ �
1
N



N

i�1
∅i,

∅relative � ψt − ψt− 1,

Headstatus �

0,∅relative ≤ 10°,

1, 10° <∅relative ≤ 30°,

2, ∅relative > 30°,

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(9)

where ψ is the real-time HM angle of the participant
relative to the right ahead direction in a sampling period.
∅relative refers to the change of the HM angle of the
participant in the current second relative to the previous
second. If ∅relative is less than 10°, it is judged to be rel-
atively static and counted as 0. If∅relative is greater than 10°
and less than 30°, it is judged as a micro-HM and counted
as 1. If ∅relative is greater than 30°, it is judged as a distinct
HM and counted as 2. Head vertical and horizontal
movements are calculated separately and Headstatus de-
pends on the bigger one. ,erefore, HM artifacts are
detected and marked as different levels in the EEG artifact
annotation.

,epseudocode for this program is as follows (Algorithm3).

def face_angle ():
if obtain 68 feature points of the face:

head_angle_list.append (angle)
current_angle� angle
If N� � 25:

head_change� current_angle–last_angle
If head_change≤ 10:

head_status� 0
else if 10< head_change≤ 30:

(a)

A

D

B

E

C
α

α β
θ

Φ

(b)

Figure 8: Facial image (a) and projection isosceles triangle model (b).
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head_status� 1
else:

head_status� 2
head_angle_list.clear
return head_status

else:
last_angle� angle

else:
return null

END face_ angle

3.4. EEG Artifact Annotation with Supervised Computer
Vision. ,e process of blink and head movement artifacts
annotation with supervised computer vision is shown in
Figure 9. Firstly, the participant’s facial and EEG signals are
collected synchronously and in real time. ,en, the blink
detection algorithm is used to determine whether the blink
action occurs. If there is a blink, the EEG signal in this state is
annotated. ,en the head movement algorithm, which
determines whether a head movement occurs, is activated. If
there is no head movement, the blink artifact is identified. If
there is a head movement, the EEG signal in this state is
annotated, and the head movement and blink artifacts are
both identified.

It should be noted that the time window of the above
process is 1 second. In a semiconstrained environment
where tests generally take a long time, the 1-second time
window can significantly reduce the time complexity and
space complexity of data processing if enough EEG signals
are retained and improve the efficiency of the whole test
process. Real-time feedback also plays an important role in
meeting the diverse business application needs.

3.5. Method Implementation. Firstly, in algorithm imple-
mentation, we use Python 3.0 as the primary develop-
ment language, and the development tool is PyCharm.
,e tool libraries used in the system development are
Dlib, OpenCV, math, and NumPy. Specifically, Dlib is
mainly used for face recognition and feature point la-
beling, OpenCV is mainly used for image processing and
generation, math is used for mathematical algorithm
calculation, and NumPy is used for feature point data
processing.

,rough the implementation, we verify the feasibility of
the above method. In the example, we set the test envi-
ronment and CV systems as in Figure 4 and performed the
EEG acquisition for 24 seconds. In order to ensure the
sensitive and accurate acquisition of EEG signals, we used
the laboratory EEG equipment (ANTeegoTMmylab) instead
of PEEGT to measure the example.

,e model (by the author team) carried out four ac-
tivities: blinking twice, towards two directions, and head
movements twice, once slight and once severe. ,e imple-
mentation results indicated that all the activities were
captured with the methods. All the artifacts were marked
simultaneously by the 1-second time window, as demon-
strated in Figure 10.

4. Experiment

4.1. Experiment Design and Participant. We designed the
experiment to verify whether the proposed intelligent
computing method effectively recognizes and annotates the
subject’s activities in an authentic test environment.

,e experiment recruited one participant that watched
TV reality show programs for 15 minutes wearing PEEGT
equipment and the test site-setting as in Figure 4. In the
semiconstrained environment, the participant was not told

Synchronously collect real-time
facial signal and EGG signal

Collected?

Blink?

Detect blink

Annotate blink artifact

Detect head movement

Annotate head movement artifact

Artifact identification

End

Head move?

N

Start

Y

Y

Y

N

N

Figure 9: Process of EEG artifacts annotation with supervised computer vision.
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the requirement of body movement restriction, and no one
else was present during the experiment. ,e camera above
the screen recorded the participant’s head movements and
blinks. ,e experimenters were observed through one-way

glass and real-time system data. ,e scene picture is shown
in Figure 11.

,ree observers with EEG artifact processing experience
watched the recorded video. ,ey manually marked the

Head movement
(Severe)

Blink
(Slight lateral view)

Blink
(Front view)

Head movement
(Slight)

1 Second

1 Second

1 Second 1 Second

24 Second0 Second

HM-2

HM-1 BLINK -500 µV

5 sEEG data scale bar

BLINK

Figure 10: ,e example of the method implementation.

Figure 11: ,e experiment scene.

CV

Observer C

Observer B

Observer A

RV

(a)

CV

Observer C

Observer B

Observer A

RV

(b)

Figure 12: ,e original results of the experiment.
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participant’s activity in the video, including blinks (left eye,
right eye, and two eyes) and head movements (slight: ro-
tation or tilt more than 10° and less than 30°; severe: rotation
or tilt more than 30°). To simulate a large-scale artifact
process task, the three observers perform a 30-minute ir-
relevant annotating task before the labeling task of this
experiment. ,e participant’s video is played at normal
speed during the annotating process, and backward progress
is not allowed.

,e experimental team also manually marked the par-
ticipant’s movements as the reference value to ensure the
accuracy of the marking. If necessary, the video can play
slowly and repeatedly. For operability, the time granularity
of all manual marking is 1 second.

4.2. Experiment Result. ,e activity markers of the partic-
ipant were compared among the CV, three observers, and
the reference value (RV, by experiment team). ,e original
mark results are shown in Figure 12. ,e statistical result is
shown in Table 1.,e time granularity of all manual marking
is 1 second, so the total represents 900 seconds, and each row
has 900 horizontal grids in Figure 12. Note that the blinks
here only refer to the ones detected by naked eyes.

5. Discussion

Overall, the experimental results show that the CV method
in this paper got an ideal achievement, including sensitivity,
specificity, and detection number. Moreover, the CV
method has the advantages of real time and low cost.

For blink annotation, in general, the frequency of blinks
correctly identified by the CV method is higher than that by
the manual method, and the frequency of missed detections
is lower under the close sensitivity and specificity. It is
difficult for manual marking to maintain a high concen-
tration and to notice the instant blink event for a long time,
even with relevant data processing experience. In addition,
the fuzziness of the human brain in judging events in un-
structured data such as video will also lead to errors and
omissions. ,e above reasons explain why the traditional
artifacts processing cannot be applied to the business large-
scale and long-time semiconstrained environment of
PEEGT.

On the other hand, as for the CV method used in this
experiment, the frequency of errors is slightly higher than
that in the manual method in blink detection, which is due
to categorizing the subject’s eye-drooping activity as a blink
event. From the perspective of bioelectrical signal inter-
ference, blinks and eye-drooping are the same. However, it
is shown that even if the facial feature points can be
captured all the time, the CV still has the possibility of
recognizing some activity events incorrectly. Nevertheless,
by optimizing the model, the false detection rate can be
controlled, fully competent for the artifacts annotating
long-time continuous EEG signal acquisition. In addition,
there may be subtle differences between frequencies of two
eyes’ blinks in the CV method that independently detects
binocular activity, which is distinguished from the

observer’s overall observation style. ,us the difference
may be more significant for participants with greater eye
size differences. However, in large-scale and long-term
tests, the influence of the above slight differences is almost
negligible, especially in a semiconstrained test
environment.

For headmovements, the results are similar to the blinks.
,e CV recognition shows a significant advantage in effi-
ciency, effectiveness, sensitivity, and specificity close to
manual marking. ,en it shows the great advantage of in-
telligent computing in a long-term mechanical task, and the
method proposed in this paper is effective.

6. Conclusion and Future Work

,e method proposed by this paper changed the original
artifact postprocessing mode based on signal recognition to
the artifact preprocessing mode based on behavior recog-
nition by CV, which combined and optimized three efficient
computer recognition algorithms. ,e paper also proved the
method’s effectiveness in the experiment. ,rough real-time
monitoring of the participant’s facial signals, the intelligent
system can identify two main antecedent causes of the EEG
artifacts, participant’s blinks and head movements, and
annotate the artifacts’ time segments in real time. In a
semiconstrained environment where PEEGT is generally
used, the intelligent computing methodmakes PEEGT break
through the current application bottleneck limited by arti-
facts, which meets the needs of processing large-scale test
data with low cost and simple operation demands. ,e
method introduces a new perspective to neurophysiological
measurements. It utilizes the algorithm with a readily
available commercial camera instead of expensive laboratory
equipment or/and high manual costs. In addition, it en-
lightens us on conducting large-scale testing in a semi-
constrained environment outside the laboratory.

,e innovation of introducing the CV method into
neurophysiological measurements is noteworthy:

(1) We proposed a new idea of detecting behavioral
artifacts in EEG signals in real time. ,erefore, the
paper focuses on introducing the panorama of the
method instead of the advantages of specific
algorithms.

(2) Most of the machine learning algorithms in neu-
roscience and behavioral science run offline, but real-
time detection is the innovation that the paper
emphasized; and scenarios described in the paper are
not the same as offline artifact mark recognition and
thus are not comparable.

(3) We believe that interpretability is essential for a new
method, and the algorithm black box is not con-
ducive to trust and accept the innovation.

However, machine learning can effectively recognize
blinking, head movement, and other behaviors in real time.
,us, in the specific recognition algorithms, we chose the
method of logical judgment by feature points and achieved

12 Computational Intelligence and Neuroscience



ideal detection results. Nevertheless, with the acceptance of
this method and continuous optimization of the algorithm,
intelligent methods will be applied on a larger scale. ,e
accuracy of the CV method will be promoted, which is the
fundamental advantage of the algorithm compared with the
manual annotation.

On the other hand, the efficient and accurate annotation
of artifacts caused by the subject’s activities is the critical
precondition step for intelligent artifacts removal. ,e al-
gorithm can accurately capture the individual physiological
activity differences among participants in the same actions,
such as blinks, thanks to the CV method. ,us, the su-
pervised machine learning algorithm can be based on the
individual differences for more accurate individual artifact
removal and correcting, which will greatly improve the
accuracy of EEG artifact signal processing.,at is the goal of
the next stage of this paper. In the future, it will be critical for
PEEGT to start large-scale commercial applications in more
complex experimental environments, such as the engi-
neering management, the effects of film and television
programs, advertising research, information flow research,
aroma cognition test, and game interaction test.
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How to strengthen physical fitness to improve the effect and efficiency of sports is an important research direction worthy of
research. In response to these problems and limitations, Smart Fog Computing technology is introduced in this paper. Taking rats
as the research object, the effective quantitative analysis and research of aerobic exercise on myocardial proteome are achieved
through combining the business scope of myocardial proteomics, and connecting corresponding continuous aerobic exercises,
verified by simulation analysis. +e simulation research results show that the smart fog calculation is effective. For moderate-
intensity aerobic exercise, the expression and intensity of the corresponding myocardial protein are changed significantly, and the
corresponding heart becomes larger; meanwhile, moderate aerobic exercise can improve the metabolism and enhance
digestive ability.

1. Introduction

With the continuous development of social economy, sports
are increasingly valued and favored by people [1, 2].
However, because people have different physiques and
cannot become sports athletes, for ordinary people, it can be
achieved through corresponding food or nutritional sup-
plements [3, 4]. It should be noted that some scholars have
noticed the influence of related factors and then concen-
trated on the influence of myocardial mitochondrial protein
[5, 6]. +e emergence of aerobic exercise can gradually
improve the related energy metabolism such as synthase in
the corresponding myocardial protein tissue, further save
the corresponding heart function, improve the corre-
sponding pumping function, and accordingly meet the
corresponding exercise needs. For different cells, the types of
proteins are different under different pathological or
physiological conditions [7, 8]. +erefore, the proteomics
requires to be analyzed in terms of comprehensive and
holistic analysis of dynamic changes in cells, so as to analyze
protein composition, expression, modification, and other

states, further analyze the relationship between proteins, and
reveal the laws of proteomics and cell activity [9, 10].

However, it should be noted that, with the increase of
amount of exercise and practice, different exercise loads will be
achieved, which will induce corresponding differences in the
expression characteristics of the myocardial proteome, and thus
discover different physiological and physical loads, which can
achieve the differential expression of myocardial proteomics
from the various factors such as load density and continuous
training period [11, 12]. +erefore, it can be seen that exercise
load may guide the recombination of myocardial proteomics to
achieve the reshaping of the shape, state, and structure of the
heart. In response to these needs and limitations, smart fog
calculations is introduced in this paper, and the effective
quantitative analysis and research of aerobic exercise on
myocardial proteome are realized through combining the ef-
fects of aerobic exercise under a certain intensity on myocardial
proteomics and taking rats as the research object, connecting
corresponding continuous aerobic exercises in series, which is
verified by simulation analysis, aiming to quantitatively analyze
the influence law of myocardial proteomics.
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2. Application Strategy of Motion Feedback
System Based on Smart Fog Computing

+e principle of network operation situation evaluation is to
obtain the evaluation value of the current network operation
situation through inference calculation based on the ac-
quisition of operation data of various equipment and net-
work operation and maintenance data, so as to reflect the
overall operation of the network. From amathematical point
of view, the network operation situation evaluation is a
mapping from the impact factor to the result value, and its
mathematical model is

SA � f x1, x2, . . . , xm( . (1)

In the formula, SA represents the network situation
evaluation value, and the value is taken as [0, 100]; xi is the
influencing factor of network operation, that is, the evalu-
ation index, where i� 1, 2, . . ., m; f is the specific evaluation
method, which is the realization of quantitative assessment
of network operation situation proposed in this article based
on the improved BP neural network model of entropy
method and LM algorithm.

+e entropy method and the Smart Fog Computing
improved by the L-M algorithm are used in this paper to
conduct the training process of situation assessment as
shown in Figure 1.

+e steps of determining the BP neural network
structure, determining the index system, data preprocessing,
and calculation of the index weight through entropy method
as the model’s initial parameters, BP neural network training
model, and LM algorithm modification parameters are
carried out successively. If the model error or the number of
iterations meets the expected value, then the model training
ends.

+e square sum of the output resulting errors is taken as
the objective function in the network model, and the pa-
rameter value is adjusted according to the gradient descent
method to reduce the error. +e model structure is shown in
Figure 2.

Take the network situation assessment as an example.

yj � f 

n

i�1
vijxi − θj

⎛⎝ ⎞⎠. (2)

In the formula, the function f is the selected activation
function, which is usually expressed with the sigmoid
function as

f(x) �
1

1 + e
−x. (3)

Similarly, for the kth neuron in the output layer, its
output is

ok � f 
m

j�1
wjkyj − rk

⎛⎝ ⎞⎠. (4)

+e error of the calculation result is expressed by the
least square method:

Ek �
1
2



l

k�1
ok − dk( 

2
. (5)

+e above is the forward calculation process.
If the error does not meet the expected value, totaling

(N+ L)×M+M+ L parameters. +is process is a reverse
calculation process.

In the reverse calculation process, the partial derivative
of each parameter that needs to be adjusted is calculated, the
parameter value is changed according to the gradient de-
scent method, and the learning rate η is set to control the
range of variation of parameter. wjk is taken as an example,
and the weight adjustment value is

Δwjk � −η
zEk

zwjk

. (6)

Realization of multiple iterations of forward and reverse
directions is needed for Smart Fog Computing, and the
number of iterations or allowable error range is set as the
iteration termination condition to obtain the final model
[13, 14].

+e nonlinear mapping ability of Smart Fog Computing
is extremely powerful, which can solve many practical ap-
plication problems, and the network structure is flexible; but
there are also some defects, such as slow learning speed,
prone to fall into local optimal solutions, etc. +ese defi-
ciencies may cause the lower accuracy and longer training
time of situation assessment model based on the standard BP
neural network. In response to these problems, an improved
method based on Smart Fog Computing is proposed in this
paper.

In the situation assessment method based on Smart
Fog Computing, the final training effect of the BP neural
network model is affected by the initial value of the
model parameters. +e index data of the network situ-
ation assessment is imported by the BP neural network
model, so the index weights optimized by the entropy
method are selected as the initialization parameters of
the model.

To use the entropy method to calculate the index weight,
the index system must first be determined.

For a total of n sample data andm indicators required for
situation assessment, the j-th indicator value of the i-th data
is denoted as xij. +e normalized definition of data is shown
in

xij
′ �

xij − min xj 

max xj  − min xj 
. (7)

For convenience, the data xij
′ after normalization is still

recorded as xij.
Calculate the proportion of the i-th sample in the j-th

index as

pij �
xij


n
i�1 xij

. (8)

+e calculation of entropy is
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ej � −k 
n

i�1
pij ln pij . (9)

In the formula, k � 1/ln n satisfies ej ≥ 0.
Calculate the information entropy redundancy of the

j-th index as

dj � 1 − ej. (10)

Calculate the weight of the j-th index as

wj �
dj


m
j�1 dj

. (11)

Smart Fog Computing can deeply reflect the dis-
tinguishing ability of indicators, determine the weight of
indicators, and have high credibility and accuracy. In the
network situation assessment problem, the index weight
calculated is used as the initial value of the parameters,
which improves the credibility of the initial model and
is conducive to the correct and rapid convergence [15].

Here, teachers can create a gamified teaching mode.
Taking the 4×100m relay run as an example, teachers can
create different nodes on the sports field and place bas-
ketball, table tennis, badminton, boxing gloves, and other
props at each node, separately before running. A separate
instruction is issued for each club student. +e instruction
can include the name of a well-known athlete in a certain
sport, sports rules, etc., so as to guide students to choose
props based on the instruction and put them in the finish
basket after finishing the run. +e heartbeat, breathing rate,
speed, and other data detected in the motion feedback
system are scored as well as the correctness and wrong
results of the instructions, which not only helps improve the
fun of running training, but also realizes the training of
students’ basic sports knowledge and cultivates students’
teamwork awareness and further improve students’ en-
thusiasm for sports and enthusiasm for competition.

For sports, teachers are often accustomed to guiding
traditional running and gymnastics to participate in col-
lective exercise. However, due to the different physical fit-
ness of students, the students are not often effectively
supervised and guided by this model. +erefore, students’
exercise is often conducted just in the classroom, but it
cannot achieve the exertion of effect of sports. With the
continuous development of technologies such as the Internet
of +ings, new technologies such as smart fog computing
can fully cover and extend the corresponding smart watches
and smart bracelets to achieve the full coverage and ex-
tension of the monitoring scope of sports. Meanwhile, big
data analysis can be used to summarize the overall exercise
behavior of students.

Big data intelligent analysis technology can generate
instructive exercise information by processing the collected
raw exercise data and provide an effective reference for the
adjustment of the teacher’s teaching plan and the setting of
teaching priorities. Taking badminton training as an ex-
ample, teachers can obtain information about different

Begin

Determine the
structure of BP
neural network

Determine the
index system

Smart fog
computing Data

preprocessing

Calculate the input
layer to the hidden

layer output

Calculate hidden
layer to input layer

output

Error calculation

Parameter
adjustment

Situation
assessment

End

Figure 1: Motion feedback evaluation process based on Smart Fog Computing.
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Figure 2: +ree-layer BP neural network model.
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students’ movement postures, scores, hitting techniques,
and sports area routes in the functional modules of the
sports feedback system and use big data intelligent analysis
technology to obtain the internal information between
different indicators. Associate and then realize the quanti-
fication processing and calculation of sports information,
presenting an intuitive evaluation of sports effects. Teachers
need to use the exercise effect evaluation to judge the stu-
dents’ deficiencies in sports skills and technical programs
and use this as a benchmark to adjust training content and
methods, provide students with more professional and ef-
fective teaching guidance, and improve their sports skills and
communicate effectively. At the same time, teachers can also
use big data technology to comprehensively analyze the
students’ multiple training results and extract the progress
curve around their original exercise level, which can be used
as the benchmark for the evaluation of students’ sports
performance, so as to better improve the scientific nature of
the evaluation of physical education and promote students’
self-confidence in sports and the development of good ex-
ercise habits.

3. Application of Motion Feedback System in
Middle School Physical Education Teaching

3.1. Promoting the Construction of Physical Education
Informatization. For sports feedback, it is a kind of intel-
ligent supervision that gathers big data analysis and intel-
ligent IoT, which can effectively analyze sports behavior data
and realize real-time or quasi-real-time analysis and mon-
itoring of indicators, thus forming corresponding sports
feedback forms, to realize dynamic analysis and evaluation
during sports training, thereby reducing the cost of students’
exercise analysis and promoting the in-depth application of
smart fog computing.

3.2. Educational Requirements for Implementing Classified
Guidance. +e corresponding feedback system can be used
to realize the collection, sorting, processing, analysis, and
decision support of different individual motion modes,
exercise speed, and other motion data, provide the corre-
sponding teachers with personalized motion programs, and
provide individual targeted guidance in different categories,
thereby improving the overall effectiveness of physical
education.

3.3. Promoting the Effective Improvement of Students’ Physical
Quality. +e current sports feedback system is mainly
embodied as wearable smart devices, including sports
bracelets, smart wrist watch, and VR glasses, with functions
such as exercise step counting, heart rate monitoring, and
GPS positioning, to achieve effective capture of data on
student movement trajectories, exercise time, etc. Physical
education teachers can use their management authority to
obtain the exercise data of different students, use big data
intelligent analysis technology to collect the students’ heart
rate, speed, breathing frequency, and other parameters
during exercise, and, at the same time, can judge whether the

student’s exercise is in place and whether the trajectory is in
place. Meet the requirements, in order to provide students
with personalized guidance, with the help of the normative
guidance of sports behavior, to better promote the effective
improvement of students’ physical fitness.

4. Simulation Experiment

4.1. Heart Weight Changes. In order to verify the effec-
tiveness of smart fog computing, the corresponding fault
diagnosis model is needed to be collected and constructed,
and training can be conducted according to the corre-
sponding data, and finally the online detection is realized
in this paper. +e specific fault diagnosis is shown in
Figure 3:

Sports feedback is integrated; taking rats as an example,
the results of their sports feedback are comprehensively
compared, as shown in Figure 4. From the results, it can be
seen that the heart weight and heart weight index of big data
have corresponding changes, so you can see that, after a
certain period of aerobic exercise, the rat’s heart has un-
dergone certain changes.

4.2. Mass Spectrum Identification Result. After a certain
period of aerobic exercise, changes in the expression of
myocardial protein in rats occur. +erefore, it is necessary to
connect in series and use corresponding instruments for
detection and identification to achieve quantitative analysis.
As shown in Figure 5, it can be seen from the results that
protein 7 is related to the metabolic energy of the
myocardium.

4.3. Analysis of Changes in Heart Weight. +rough corre-
sponding experimental comparison, it can be seen that the
rat’s heart weight and heart weight index have increased.
+erefore, the change of heart weight is used to analyze in
this paper, and it can be obtained that, after a certain
period of moderate aerobic exercise, the increase of
myocardial physiology can be achieved, which results in a
difference in the energy metabolism of some myocardial
proteomics, which leads to an increase change in the level
of myocardial metabolism, achieving myocardial
contraction.

4.4. Analysis of Mass Spectrum Identification. In the process
of heart remodeling during exercise, the pathway of cardiac
energy metabolism has undergone corresponding changes.
+ese proteins are mainly related to the tricarboxylic acid
cycle and amino acid metabolism process in the aerobic
oxidative metabolism of the myocardium.

+e effect of moderate-intensity aerobic exercise on
atrial myocardial tricarboxylic acid cycle: the expression of
ACO2 may have expression difference of myocardium in
different positions in different intensities, different contin-
uous training periods, and different positions. +e mecha-
nism of its differential expression needs further experimental
study. +is experiment may increase the expression of
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aconitate hydratase through 4 weeks of moderate-intensity
aerobic exercise, so as to improve the energy supply of the
heart and enhance the contractility of atrial muscle.

First, collect the list of abnormal events in gateway
measurement, and establish a database of abnormal events in
metering equipment. Common abnormal events include
electric energy meter error exceeding tolerance, PT sec-
ondary voltage drop exceeding tolerance, secondary circuit
pressure loss, current loss, phase failure, and secondary load
overrun, unbalanced current, overlimit demand, abnormal
line loss, and unbalanced bus. +en, test typical measure-
ment equipment, and verify the system’s identification
through the laboratory failure simulation platform to sim-
ulate various measurement abnormal events. According to
the test results, the system’s functions of distinguishing,
recording, and alarming abnormal measurement events are
verified, and meanwhile, the judgment rules and thresholds
of abnormal measurement events are improved and stan-
dardized (Figure 6).

+e mitochondrial succinate dehydrogenase coenzyme
flavin subunit in atrial muscle declined by 7 times, and the
expression of cytoplasmic malate dehydrogenase declined by
7.2 times after exercise. +e difference in experimental re-
sults may be related to many factors. +erefore, a certain
period of aerobic exercise can promote the increased ex-
pression of the myocardial protein of pyruvate dehydro-
genase Elα1, realize the supply of heart energy, and enhance
the contraction and pumping ability of the heart.

In this experiment, the mitochondrial succinate dehy-
drogenase coenzyme flavin subunit in atrial muscle was
downregulated by 6.9 times, and the expression of cyto-
plasmic malate dehydrogenase was downregulated by 7.3
times after exercise. +e difference in experimental results
may be related to the intensity of exercise. +e duration of
exercise is related to the structure and function of myo-
cardial tissue in different parts. +e main function of the
atrial muscle is not to contract and pump blood. Its ejection
process is short, and the contraction work value is smaller
than that of the ventricular muscle. In addition, there was a
4-week 60%–70% VO2max moderate-intensity aerobic ex-
ercise due to low exercise intensity and short exercise du-
ration. It may be that the body is in the stage of exercise
adaptation and may not produce strong oxidative stress on
atrial muscle cells. Stimulate the expression of malate de-
hydrogenase and mitochondrial succinate dehydrogenase
coenzyme flavin subunits of atrial muscle, but the reasons for
the decrease in expression level need to be further explored
and verified:

Point 265 is identified as pyruvate dehydrogenase Elα1,
which belongs to the pyruvate dehydrogenase complex
system. Pyruvate dehydrogenase complex (PDHc) is the key
enzyme system that catalyzes the oxidation and decom-
pression of ketone acid to form acetyl-CoA and plays an
important role in the body’s aerobic oxidation metabolism
process.

+e expression of pyruvate dehydrogenase Elα1 was
“absent” in the right ventricular muscle of rats after 4 weeks
of moderate-intensity aerobic exercise (70%–80%VO2max).
+ere was no difference in its expression after 8 weeks of
exercise, and its expression after 12 weeks of exercise. +e
expression level was upregulated by 33.3 times. +e ex-
pression of this protein has a time effect. As the body slowly
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Figure 3: Data parallelization process.
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adapts to exercise intensity, it finally shows a high expression
of adaptability to improve the myocardial oxidative meta-
bolism capacity. Studies have found that the protein ex-
pression in right ventricular muscle is upregulated by 5.3
times after 8 weeks of exercise (60%–70% VO2max aerobic).
In the results of this experiment, 4 weeks of moderate-in-
tensity aerobic exercise induced an upregulation of the
protein expression in atrial muscle and left ventricular muscle
by 6.4 and 5.8 times, respectively. Based on the above research
results, long-term moderate-intensity aerobic exercise can
promote pyruvate dehydrogenase Elα1 increased expression
in various parts of myocardial tissue and, as a result, accel-
erates the oxidative decompression of pyruvate in the body,
provides sufficient acetyl-CoA for the myocardial triacyl acid
cycle process, improves the energy supply of the heart, and
enhances the contraction and pumping ability of the heart.

+e effect of moderate-intensity aerobic exercise on the
amino acid metabolism of atrial muscle: point 393 is
identified as isovaleryl-CoA dehydrogenase. It is involved in
the metabolic decomposition of leucine, an important cat-
alytic enzyme for leucine metabolism. Point 236 is identified
as mitochondrial dihydrolipoic acid dehydrogenase, which
belongs to the multienzyme complex of glycine dehydro-
genase and reductase and participates in the metabolism of
glycine. In addition, it also works with pyruvate dehydro-
genase and dihydrolipoic acid acetyltransferase. It consti-
tutes the pyruvate dehydrogenase complex and belongs to
the FAD-dependent enzyme.

After an acute exhaustive exercise intervention, iso-
valeryl-CoA dehydrogenase is “absent” expression in the
atrial muscle, which may cause the accumulation of iso-
valeric acid, a metabolite of leucine, in the process of leucine
degradation, and make the intracellular pH. When the value
increases, the energy metabolism of myocardial cells is
impaired, and the myocardial contractility decreases. +is

experiment found that 4 weeks of moderate-intensity ex-
ercise reduced the expression of isovaleryl-CoA dehydro-
genase in atrial muscle by 6.9 times, and the expression of
mitochondrial dihydrolipoate dehydrogenase by 5.7 times.
+e oxygen demand is great, and the energy supply process
of mature cardiomyocyte activity is mainly supplied by the
aerobic oxidation of sugar, and the energy supply ratio of
amino acid is very small. Hafstad’s research shows that
moderate-intensity treadmill exercise (65%–70% VO2max)
improves the utilization of rat myocardial glucose and
improves the aerobic capacity of the body. +erefore, the 4
weeks of moderate-intensity aerobic exercise in this study
does not require a large amount of amino acid mobilization.
It may be so in order to save the body’s amino acids and
protein. After exercise, the expression of the above two
proteins in atrial muscle was inhibited. In this experiment,
the downregulation of the expression of mitochondrial
dihydrolipoate dehydrogenase may also be related to the
upregulation of pyruvate deoxygenase Elα1. In order to
optimize the energy supply structure, the upregulation of
pyruvate deoxygenase Elα1 competitively inhibited dihy-
drolipoic acid dehydrogenation. For enzymes, the rela-
tionship between them in the metabolism of cardiomyocytes
needs to be further explored.

+e number point is identified as methylmalonate
semialdehyde dehydrogenase [acyl], which plays a role in the
metabolism of glycine and HI and belongs to the dehy-
drogenase family. +ere is no in-depth study of this protein
in the field of sports medicine research: in this experiment, it
was found that the expression level of this protein was
upregulated by 6.3 times after 4 weeks of moderate-intensity
aerobic exercise, which may bring new research content to
the study of exercise to improve myocardial material and
energy metabolism.

At present, with the continuous development of pro-
teomics research technology, more and more researchers
have applied proteomics and related technologies to the
research of cardiovascular diseases and have made good
progress, involving the expansion type proteomics research
on cardiomyopathy, acute coronary syndrome, heart failure,
hypertension, coronary heart disease, atrial fibrillation,
myocardial infarction, vascular disease, and hyperlipidemia.

+e research of sports heart proteomics is still in a
preliminary stage of exploration. In recent years, the re-
search on this topic is gradually increasing and deepening.
+e results of the study found that high-intensity exercise
caused significant differences in the expression and quality
of the proteome of rat myocardium. +e effect of high-in-
tensity exercise on the differential expression of the pro-
teome of atrial and ventricular muscles in rats and exercise is
studied. +e duration of the load is related. With the ex-
tension of the duration of the exercise load, the rat’s
myocardial proteome changes adaptively, and the expression
of more and more types and numbers of protein spots
changes adaptively.

In this study, moderate-intensity aerobic exercise during
a certain period of cycle does not require a large amount of
amino acid to be mobilized for energy. After exercise, the
expression of the above two proteins in atrial muscle
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Fault simulation platform
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Figure 6: Establishment and verification of abnormal event
database.
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probably was inhibited in order to save amino acids and
protein in the body.

+e research of sports heart proteomics is still in a
preliminary stage of exploration. In recent years, the re-
search on this topic is gradually increasing and deepening.
Moderate-intensity aerobic exercise can make good adapt-
ability changes in the heart. +e study of the myocardium
under this exercise intensity from the molecular level of
protein can provide a theoretical basis for explaining the
related mechanism as a whole. +e changes in the myo-
cardial proteome caused by long-term moderate-intensity
exercise mainly occurred in the first 8 weeks, and different
myocardial parts showed different differential expression
characteristics.

Judging from the physical fitness classification of posttest
and backtest, the physical fitness test results of the experi-
mental group rats showed a phenomenon that the con-
centration of the rats in the test group rose from the “pass”
level to the “good” level before the intervention, while, in the
control group rats, all three physical fitness test results
showed that they were gathered at the “pass” level (Figure 7).
+is also shows that intervention education has a good effect
on improving the physical fitness of rats.

+e exercise feeling test after the intervention showed
(see Figure 8) that the comparison of the two dimensions of
refreshment and active participation in the experimental
group of rats was significantly higher than that of the control
group (P< 0.05), and meanwhile, the quietness decreased,
and fatigue sensation increased, but the difference between
the groups was not significant (C0.05).

In this study, moderate-intensity aerobic exercise in a
certain period of time does not require a large amount of
amino acid mobilization for energy. It may be so in order to
save amino acids and protein in the body; after exercise, the
expression of the above two proteins in atrial muscle was
inhibited.

+e research of sports heart proteomics is still in a
preliminary stage of exploration. In recent years, the re-
search on this topic is gradually increasing and deepening.
Moderate-intensity aerobic exercise can make good

adaptability changes in the heart. +e study of the myo-
cardium under this exercise intensity from the protein
molecular level can provide a theoretical basis for explaining
the related mechanism as a whole. +e changes in the
myocardial proteome caused by long-term moderate-in-
tensity exercise mainly occurred in the first 8 weeks, and
different myocardial parts showed different differential ex-
pression characteristics.

Long-term aerobic exercise can improve the heart and
exercise capacity of the elderly to a certain extent, which in
turn promotes the improvement of the cardiovascular skills
of the elderly. From the perspective of proteomics, it can be
seen that moderate aerobic exercise is beneficial to the heart
and can provide a certain practical basis for cardiovascular
rehabilitation and treatment of the elderly. Meanwhile,
moderate-intensity and continuous practice can physio-
logically reshape the heart, guide the heart to transform to
the direction of contraction and pumping function, and
finally complete the continuous expression of
differentiation.

5. Conclusions

+e continuous development of social economy has
promoted people’s attention to the body more and more.
How to effectively carry out physical exercise and en-
hance nutrition is extremely important. In response to
these problems and limitations, aerobic exercise moni-
toring is performed for a certain period of time based on
smart fog computing technology, through combining the
business scope of myocardial proteomics, realizing the
effective analysis of aerobic exercise on myocardial
proteomics, and a certain verification is performed
through simulation analysis. +e experimental results
show that the method is effective, can promote effective
metabolism, and can achieve an effective improvement of
digestive ability.
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Traditional cold chain logistics has problems such as centralized data storage, low data reliability, easy data tampering, and
difficulty in locating responsible persons, which leads to the inability to guarantee consumer rights. To solve these problems, a cold
chain logistics traceability system is proposed for fresh agricultural products based on blockchain. Both alliance chain and private
chain are used in the paper in order to ensure that the product traceability system not only has certain openness but also must
contain enough privacy and security. Alliance chain is mainly used to query and share product traceability information. -e
private chain will be used to collect and store the product traceability information of each enterprise and then connected to the
alliance chain via hash pointers. -e proposed system is beneficial for reducing the burden of network transmission of alliance
chain and improving the efficiency of consumer product data query. At the same time, the private chain ensures the security and
privacy of enterprise product data, which not only has high data storage efficiency but also can meet the requirements of all
participants for the traceability system. In the experimental part, the feasibility of this system is verified through simulation
experiments, which provides a reference for the combination of blockchain technology and cold chain logistics traceability system.

1. Introduction

Agricultural products and cold chain logistics system from
farmland to table involve production, processing, packaging,
transportation, storage, sales, and other different links. Each
link may have unsafe factors. In recent years, such incidents
as “cadmium rice” [1], “aquatic crab,” and “smuggled frozen
meat” in Guangdong [2] and “malachite green” for bass [3]
and “crayfish” in Nanjing have seriously damaged the in-
terests of consumers [4]. At the same time, the production of
fresh agricultural products and cold chain logistics enter-
prises also suffered a heavy blow. -ese events further
triggered a crisis of trust between consumers and fresh
agricultural products enterprises [5, 6]. Traceability system
has become an effective means of supply chain quality
management of fresh agricultural products by reducing

quality and safety risks, improving product recall efficiency,
and ensuring public health [7, 8]. -e research and estab-
lishment of cold chain logistics traceability system for fresh
agricultural products, which can achieve effective supervi-
sion of the whole process from production to consumption,
have become a hot issue of general concern.

-e cold chain logistics traceability of fresh agricultural
products involves agricultural supplies suppliers, farmers
and other producers, processors, middlemen, and end
consumers. Among them, middlemen further include lo-
gistics service providers, wholesalers, distributors, and re-
tailers. -erefore, the cold chain logistics traceability system
of fresh agricultural products is characterized by many
points, long lines, wide areas, and intricate intersections
[9, 10]. -is makes food safety supervision and traceability
particularly difficult in operation.-e traditional traceability
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system relies on the authority to manage the central database
in practice, which has the problem of data centralization.
Traceability data on each supply chain node is managed by
the enterprise itself and is easy to be tampered with. At the
same time, the reliability of information transmission
among various roles in the supply chain remains to be
solved.

Blockchain technology is characterized by tamability,
distribution, decentralization, traceability, and high avail-
ability. Using these characteristics of blockchain, the com-
bination of blockchain technology and cold chain logistics
traceability of fresh agricultural products provides the
possibility of solving the problems existing in the current
traditional agricultural products traceability system. In re-
cent years, domestic and foreign scholars [11–14] have
carried out exploration and research in the field of agri-
cultural product traceability. -e existing methods are
mostly based on the existing common blockchain systems
such as Bitcoin, Ethereum, and Hyperledger Fabric system
for application development. -ey have some bottleneck
problems in data storage, such as low query efficiency, high
data storage pressure, and poor data security. In practical
applications, the following problems may occur when
blockchain is used as a data management platform for
traceability applications. As the quantity of nodes and data
increases, the underlying storage system is frequently
accessed by users. -is puts forward high requirements on
the function and performance of the data storage system.

-erefore, this paper proposed a cold chain logistics
traceability system of fresh agricultural products based on
blockchain, which is from the perspective of improving the
efficient information storage and fast query efficiency of the
cold chain logistics traceability system of fresh agricultural
products. In order to ensure the high reliability of block-
chain operation environment, the traceability system adopts
the dual chain structure design of alliance chain and private
chain. In the experiment, the feasibility of the system is
verified by simulation experiment.

2. Related Work

2.1. Traceability to the Safety of Cold Chain Logistics. Cold
chain logistics generally refers to system engineering to
ensure product quality and reduce product loss, keeping
refrigerated and frozen products in a specified low tem-
perature environment all the time. Production, storage,
transportation, distribution, sales, and consumption before
the purchase of each link are included among them. Studies
have found that every 6° increase in temperature will double
the growth rate of bacteria in food and shorten the shelf life
by half [15]. When ambient temperatures rise at any point,
bacteria multiply more quickly. -is is the impact of tem-
perature change on food safety that most people are not
aware of.

-e essence of traceability is to turn the physical cir-
culation of industrial chain into information flow. -e
production and circulation information of products can be
obtained according to the tracking and query of information
flow [16]. Agricultural product safety traceability refers to

the ability to track the flow of products when there are safety
problems in agricultural products, then recall the prob-
lematic food, cut off the source, and eliminate the harm.
-erefore, each link needs to record the corresponding
information from the production, circulation, and final
consumption of agricultural products. For consumers,
traceable agricultural products provide transparent product
information. -is enables consumers to fully enjoy the right
to know when buying and to make the right purchase choice.
It has always been regarded as the most complicated and
difficult part of food traceability because of the wide cir-
culation range, long chain, and many links of agricultural
products.

-e accurate and real-time whole process record pro-
vided by cold chain logistics provides conditions to trace
agricultural product information accurately and effectively.
-e working principle of cold chain logistics relies on
modern information technology with the help of advanced
management methods and organization. Typically, a com-
bination of RFID (Radio Frequency Identification), GPS
(Global Positioning System), GIS (Geographic Information
System), mobile communications, and temperature sensing
technology is used [17]. -en, the record of temperature and
humidity change is uploaded to the management platform
for real-time management of product quality. -is intelli-
gent, information-based cold chain logistics process pro-
vides technical support for agricultural products traceability.
However, in order to complete the traceability management
of agricultural products, it is necessary to establish the
necessary basic information base for its core information
such as planting, storage, processing and distribution, sales,
and consumer attention. -rough the information man-
agement platform, the discovered problems can be queried,
and the generated problems can be held accountable.

2.2. Basic Introduction to Blockchain

2.2.1. Blockchain. Blockchain is a chain structure of blocks
of data arranged in chronological order through cryptog-
raphy algorithms. It can realize decentralized, tamper-proof,
traceable, and multiparty jointly maintained distributed
database [18]. Each party must agree to update the data
according to the pre-agreed rules and implement infor-
mation sharing and monitoring among the parties. Block-
chain integrates P2P network, cryptography [19], smart
contract [20], consensus mechanism [21], timestamp [22],
blockchain structure, and other technologies. It can realize
self-verification and management of data without relying on
third parties.

2.2.2. Block Structure. Blockchain is an ordered chain of
data block structure with block as unit, and each block is
composed of block head and block body [23]. As shown in
Figure 1, each block header contains the hash value of the
previous block header. -e original block is connected to
the current block and forms a chained data storage
structure. -e properties of the Merkle tree structure and
the connection between timestamps and blocks are
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utilized to ensure that each block is connected chrono-
logically and the data is not susceptible to tampering [24].
Even if it is tampered with, it can be quickly located, which
ensures the reliability and credibility of the traceability
system data [25].

2.2.3. Hash Algorithm. -e hash algorithm can map data of
any length to a short-fixed length binary value through hash
function [26, 27]. It is an irreversible mapping from plaintext
to ciphertext; that is, the same input always yields the same
output. Using the characteristics of hash function, it can not
only verify whether trace data is tampered with, but also
ensure the security of data. In practical applications, MD5
[28] algorithm is usually adopted, which generates a 32-bit
hexadecimal sequence value for the input of arbitrary length
string.

2.2.4. Blockchain Classification. According to the degree of
regional decentralization, blockchain is mainly divided
into public chain, alliance chain, and private chain [29].
In the traceability system, the responsible subjects of the
agricultural supply chain belong to the cooperative re-
lationship, but at the same time, they cannot be com-
pletely trusted. -ere is already association, horizontal
interconnection and cooperation, or vertical transaction
relationship. -erefore, alliance chain is usually used as

the technical framework for agricultural product trace-
ability system research [30].

3. The Proposed Model in This Paper

3.1. ColdChainLogistics Process Analysis of FreshAgricultural
Products. In order to design the traceability system of fresh
agricultural products, the management mode of its gener-
ation to sales will be analyzed first, and then the traceability
management method will be designed according to the
characteristics of each link. -e main body of “base-
+ supermarket” agricultural cold chain logistics is clear, and
the key points of traceability information flow are easy to
define compared with other complex and diverse circulation
forms of agricultural products. -e specific process is as
follows.

3.1.1. Planting and Harvesting. When agricultural products
are still in the “field,” their growth process will suffer from
the soil pesticide residues, heavy metals, and other irre-
versible harm. Improper fertilization can also cause quality
problems in agricultural products. -erefore, all production
plots and greenhouses need to be numbered uniformly. -e
turnover box of picking agricultural products should also be
managed by numbering, and strict and accurate records
should be made. -e harvest time of agricultural products is
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Figure 1: Structure diagram of block data.
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short, and the process has little impact on the quality of
agricultural products. In this stage, process records and
quality testing reports are mainly carried out.

3.1.2. Storage and Processing. Harvested agricultural prod-
ucts that are not immediately listed need to be stored or
circulated for processing. -is link should strengthen pro-
duction monitoring. -e agricultural products cold storage
requirements and the absolute safety of processing are en-
sured, depending on the temperature sensing technology. In
this link, records of storage temperature, humidity, pro-
cessing, and storage time should be made.

3.1.3. Transportation and Distribution. Transport vehicles
for agricultural products shall comply with health require-
ments and be equipped with a continuous output of tem-
perature records that cannot be artificially altered. -e
docking of agricultural product information should be
carried out before transportation and distribution. In the
process of distribution and transportation, GPS and GIS
should be relied on to track and monitor the situation of
agricultural products and refrigerated vehicles. -is is to
prevent damage to agricultural products caused by improper
handling or microbial damage. In this link, records of
transportation temperature, humidity, geographical loca-
tion, and transportation time should be made. -e logistics
information recording process is shown in Figure 2.

3.1.4. Supermarket Sales. -e sales of agricultural products
still need refrigeration preservation technology to ensure the
quality of agricultural products, which usually should be
displayed and sold in accordance with the storage tem-
perature and humidity of agricultural products. In this link,
the refrigeration temperature, humidity, purchase and sale
time, and other information should be well recorded.

-e record of the above key points provides the pre-
requisite for the establishment of agricultural products
traceability system. First, base operators generate retro-
spective two-dimensional code for the harvested agricultural
products according to the production number and paste it
on the packaging of agricultural products. -e additional
information is mainly the production experience of agri-
cultural products, for example, the planting date; the fer-
tilization date; the fertilization duration; and the use of
pesticides, growth promoters, and other related auxiliary
products. Record the names; sources; users; and pickers of
pesticides, fertilizers, and regulators used. Upload produc-
tion file information to the platform through information
technology. In the subsequent cold chain logistics, the
storage file, transportation file, and distribution file of each
link should be recorded. -en, the cold chain logistics
operator will upload them to the platform in real time.
Finally, consumers who buy products at a supermarket scan
a QR code on the package. Users can query the detailed
information and quality test report of agricultural products
from planting, production, transportation, storage, and sales
through the platform. At the same time, the upstream

subject can also track the information of agricultural
products in each link of circulation through the platform.
-e traceability system of “base + supermarket” agricultural
cold chain logistics integrates the records of planting, col-
lection, and key points of cold chain logistics into the da-
tabase information of the traceability system. -rough the
operation of the traceability service management platform,
the main body of the agricultural supply chain can share
information and achieve convenient and accurate trace-
ability of agricultural products.

3.2. Data Structure of Private Chain and Alliance Chain

3.2.1. Participant Setting of the Anticounterfeiting Trace-
ability System. -e function and nature of product trace-
ability determine that it has many participants, mainly
including various manufacturers, relevant national depart-
ments, and consumers. Product traceability system must
contain sufficient privacy and security while requiring
certain openness. -is paper proposes an anticounterfeiting
traceability system using both alliance chain and private
chain. -e alliance chain is mainly used to query and share
product traceability information. -e private chain will be
used to collect and store the product traceability information
of each enterprise and then connected to the alliance chain
through the hash pointer. -is design method is beneficial
for reducing the burden of network transmission of alliance
chain and improving the efficiency of consumer product
data query. -e private chain ensures the security and
privacy of enterprise product data. It not only has high data
storage efficiency, but also can meet the requirements of all
participants for the traceability system. -e production
department, transportation and storage department, sales
department, information technology department, and na-
tional supervision department of each enterprise jointly
maintain the private chain and add product traceability
information and audit information of the supervision de-
partment to the private chain. Among them, the state
supervision department, as the organizer of the private
chain, will participate in the audit and authorization of
enterprises. -e information technology department is re-
sponsible for collecting information packaging blocks as the
holder of billing rights for the private chain. Other de-
partments in each enterprise and national law enforcement
departments jointly maintain the alliance chain and provide
external tracing information query function.

3.2.2. Product Traceability Information Structure.
Blockchain does not prevent the initial data fraud; that is, it
does not prevent companies from falsifying product raw
materials, warehousing, and other information. -us, com-
panies will use IoT (Internet of-ings) technology tomonitor
production, processing, and warehousing in real time and
establish a set of intelligent production lines and storage lines
to ensure the authenticity of the source data reliability.

As shown in Table 1, for a certain product, the pro-
duction information P generated by the production de-
partment of the enterprise includes but is not limited to
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product ID, product name, raw material information
(recorded by sensors and transmitted to the production
department), signature Sx of the person in charge, and hash
value H(P) of the production information.

As shown in Table 2, for a certain product, the trans-
portation and storage information T generated by the
transportation and storage department of the enterprise
includes but is not limited to transportation time, trans-
portation mode, storage information (transmitted through
temperature sensors, etc.), signature Sy of the person in
charge, and hash value H(T) of the transportation and
storage information.

As shown in Table 3, for a certain product, sales in-
formation S generated by the sales department of the en-
terprise includes but is not limited to sales time, sales
quantity, sales method, signature Sz of the person in charge,
and hash value H(S) of sales information S.

In order to prevent enterprises from tampering with
their product traceability information, the above three types
of traceability information should also be submitted to the
national regulatory authorities for audit, and the audit in-
formation C can be obtained. Using the input sensitive
property of hash function, check whether trace information
is tampered with. In case of alteration, responsibility can be
quickly confirmed according to the signature of the person
in charge in each process to prevent the circulation of illegal
products. If there is no alteration, it will be handled by the
enterprise information technology department.

After the examination and verification by the national
supervision department, the information technology
department of the enterprise shall collect production
information P, transportation and storage information T,
sales information S, and audit information C, and then Si

is signed by the head of the information technology

department. A transaction in a private chain block, the
structure of which is shown in Table 4 is constituted.

After the above procedure is performed, a secure and
reliable private chain of product traceability information will
be generated. In order to prevent the leakage of enterprise
privacy data, enterprises can only query the information of
their own products on the private chain. Due to the large
amount of data transmitted in the private chain, it is not
suitable for transmission in the alliance chain that provides
the query function. -erefore, it is not necessary to store
complete product traceability information in the alliance
chain block body, but to store the block header hash value of
each block in the private chain. -is can improve the effi-
ciency of data transmission in the alliance chain. At the same
time, according to the characteristics of Merkle tree and hash
function, product traceability information items will cor-
respond one by one, and there is no confusion of traceability
information. -e header of the block in the alliance chain
consists of the current block hash, the hash of the previous
block header, the timestamp, the Merkle root, and the as-
sociated responsible signature. -e block body contains the
hash value of each block header in the private chain. Figure 3
shows the data structure of the private and alliance chains.

3.3. 1e Proposed Cold Chain Logistics Traceability System

3.3.1. Storage Mechanism Design. -ere are many partici-
pating nodes in the blockchain-based agricultural supply
chain, and the data collection volume of nodes in each link is
large. If all the nodes are uploaded to the blockchain network
at one time, in addition to the slow upload speed, the op-
eration cost will be greatly increased, and the hardware
requirements for nodes in each link will be high. -erefore,

loading

Cold chain
transportation unloadingArrived in

Pre-sale save

Transport information
record

Record outgoing status
information

Arrival information
record

Fresh products out
of stock

Logistics began

Figure 2: Logistics information recording process.
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the dual-storage mechanism will be adopted in this paper;
that is, the collected data information of nodes in each link
will be stored together in the blockchain network and the
relational database. However, the summary of information
generated by SHA-3 (Secure Hash Algorithm 3) is stored in
the blockchain network, while the complete information is
stored in the database. -is not only improves the opera-
tional efficiency of blockchain, but also solves the scalability
problem faced by blockchain.

3.3.2. Design of the Traceability System of Fresh Agricultural
Products. After the above process analysis and storage
mechanism design of agricultural supply chain, the structure

diagram of agricultural product traceability scheme is
designed, as shown in Figure 4.

-e data stored in the traceability solution is stored by
the blockchain system and the database. Introducing the
relational database can solve the scalability problem of the
blockchain system. Only a summary of the data is stored in a
blockchain system, and the complete data is stored in a
database. -e database is maintained by the Administration
for Industry and Commerce, while the blockchain system is
jointly maintained by production enterprises, transportation
enterprises, warehouse storage enterprises, sales enterprises,
Food and Drug Administration, and Industry and Com-
merce Administration. -e original intention of this system
is to provide traceability inquiry services for consumers and
provide more convenient and efficient supervision services
for the regulatory authorities, so it also includes external
users such as the regulatory authorities and consumers.

-e information input process of the production en-
terprise, transportation enterprise, warehouse storage
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Figure 3: Data structure of private chain and alliance chain.

Table 1: Production information.

Product ID Product name Raw material
information Sx H(P)
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enterprise, and sales enterprise is the same. Taking the
production enterprise as an example, the production en-
terprise packages the collected data and inputs it into the
node and database at the same time. -e production en-
terprise node generates a summary of the input data using
SHA-3 and sends it to the blockchain. After reaching a
consensus, the participating nodes write a summary of the
information into the block. At this point, the block returns a
hash value to be stored in the database, which can be used for
data indexing. -e Administration for Industry and Com-
merce and the Food and Drug Administration supervise the
behavior of the above nodes.

Consumers purchasing food can use the code on the
package in the database for traceability inquiry. If you have
doubts about the queried information, you can query and
compare the summary of the information in the blockchain
to determine whether the data has been changed. If the
information summaries are consistent, the data is true and
unchanged. When it is found that the query data has been
changed, consumers can complain to the Administration for
Industry and Commerce. -e complaint information will be

stored in the database and blockchain system in the same
way as evidence.

Due to the large amount of data collected in each link of
the agricultural supply chain, informationmay be omitted or
incorrectly recorded due to manual error or other external
interference during information input. In addition, once the
information is entered into the blockchain system, the data
cannot be changed, so the Food and Drug Administration is
introduced into this scheme. If any node in the agricultural
supply chain finds any error in the input information, it can
send an information correction request to the Food and
Drug Administration. After being verified by the Food and
Drug Administration, the corrected information can be
uploaded to the blockchain system by the FDA node. -ese
methods can eliminate the huge loss of information input
errors caused by human operation errors.

-e design of agricultural product traceability scheme
based on blockchain ensures that data cannot be tampered
with and the centralized structure is removed. -e trace-
ability of information flow has realized the function of quick
search and accurate positioning. According to the actual

Table 2: Transportation and storage information.

Transportation time -e mode of transportation Storage information Sy H(T)

Table 3: Sales information.

Sales time -e sales amount Sales way Sz H(S)

Table 4: Private chain transaction structure.

Production information P Transport warehouse information T Sales information S Audit information C Si
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Figure 4: Structure of the proposed traceability system.

Computational Intelligence and Neuroscience 7



needs of targeted introduction of Food and Drug Admin-
istration and Industry and Commerce Administration. -e
Food and Drug Administration can not only deal with in-
formation entry errors at all stages of the supply chain, but
also provide data correction needs. It can also recall prob-
lematic food that may cause damage to human health. -e
Administration for Industry and Commerce is responsible
for the timely acceptance of consumer complaints. Infor-
mation about complaints that may damage consumers’
health will be shared with the Food and Drug Adminis-
tration in a timely manner, carrying out food recall work in a
timely manner.

3.3.3. Traceability Architecture Based on Blockchain.
Figure 5 shows the traceability system hierarchy based on
blockchain.-e architecture is mainly divided into six layers
from bottom to top, namely, operation layer, data acqui-
sition layer, data layer, consensus and network layer, pre-
sentation layer, and user layer. -e bottom layer is the
operation layer, which refers to the production enterprises,
transportation enterprises, warehouse storage enterprises,
and sales enterprises that need to collect data. It is the source
of the entire traceability data. Data acquisition layer refers to
the use of radio frequency devices, information acquisition
terminals, and application sensors to collect and transmit
data at the operation layer and can improve the overall
efficiency of agricultural supply chain. -e data layer
transfers data from the data acquisition layer to the data
storage layer. It adopts the dual blockchain mechanism of
alliance chain and private chain. Only a summary of the
processed information is stored in a blockchain network,
while the complete data and the hash values returned after
the summarization are stored in a relational database.
Consensus and network layer refers to key technologies of
blockchain including P2P network, authentication mecha-
nism, propagation mechanism, and PoW and PoS consensus
mechanism. Presentation layer refers to the use of B/S ar-
chitecture and JSP (Java Server Pages) technology to display
data according to user needs. -e top layer is the user layer,
including production enterprises, transportation enter-
prises, warehouse storage enterprises, sales enterprises,
regulatory departments, and consumers. Production en-
terprises, transportation enterprises, warehouse storage
enterprises, and sales enterprises are responsible for infor-
mation entry. Regulatory authorities and consumers can
query product information in the system according to their
needs.

4. Experiment

4.1. Experimental Environment. In this simulation experi-
ment, three PCs are mainly used to achieve traceability by
building simulation private chain, alliance chain, and
traceability platform. -e experimental environment is
shown in Table 5. -e test is conducted in virtual machine
simulation test, and its environment is based on CentOS 8.0.
-e operating memory is 8GB, the hard disk is 500GB, and
the bandwidth is 200Mb/s. -e Fabric network contains

four Peer nodes and one Orderer node. -e default LevelDB
database in the Fabric has a single query form. CouchDB
meets real world needs and supports rich queries. Composite
keys are modeled to support equivalent queries for multiple
parameters. -erefore, this paper chooses CouchDB as the
test database. Node SDK was used to develop test programs,
and REST interface was used to call resources.

4.2. Analysis of Data Generation Efficiency. In the experi-
ment, a simple private chain systemwas built on PC1 to store
detailed product traceability data, in which raw material
information and storage information were roughly repre-
sented as product origin and raw material storage place. -e
traceability data of 20 kinds of products are simulated in the
experiment, and the traceability function is realized by
connecting them together according to previous_hash. At
the same time, any modification of the data will destroy the
chain structure and ensure that the data cannot be modified
by changing.

-en, a simple alliance chain system is built on PC2 to
store the hash value of the block header of the private chain.

Finally, a small product information traceability plat-
form is built on PC3, and its data sources are from private
chain and alliance chain. For the query of the traceability
data of a product, the system will automatically take its hash
value after the user enters the commodity name and then
turn it over to the relevant block of the private chain for
search after the processing of the alliance chain.-e data will
be returned to the platform matching request first and then
to the user data. If the traceability information is not found,
the user can submit feedback.

In terms of system performance, the running time of the
anticounterfeiting traceability system proposed in this paper
is mainly spent on the collection, transmission, and audit of
traceability data. In the process of generating traceability
data, the sensor can transmit accurate data in real time and
consume less time. In addition, the information generated by
each department depends mainly on network factors. As
shown in Figure 6, under common network conditions, the
system built in this paper was tested 20 times, in which the
generation time of private chain transaction data ranged
from 524 to 890ms, with an average of 632ms. -e gen-
eration time of alliance chain transaction data ranged from
513 to 73ms, with an average of 617ms.

4.3. Query Efficiency Analysis. Based on realizing the design
of the above traceability system, it is necessary to show the
information of the growth and circulation of agricultural
products to consumers. -erefore, it is necessary to quickly
trace the information of agricultural products batch.
According to the different ways of storing blockchain
traceability data, there are two commonly used query
methods as follows:

(1) -e first method is the key traversal query, namely,
key method. Data information items about the
growth, processing, logistics, and sales of agricultural
products will be written into the blockchain one by
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one. -e ID of the traceability information is used as
the key value, and the traceability information is
stored in the blockchain as the value. -e key is used
as the index to traverse the previous block from the
latest block to obtain the matching value during
querying the traceability information. In addition to
the fresh agricultural product traceability business,
there are multiple traceability information uploading
records of agricultural product batches. Batch in-
formation is usually obtained during query, re-
quiring multiple traversals of the block by key. -e
number of iterations is related to the number of
agricultural products batch traceability records.

(2) -e second method is to query information by the
field of batch number, namely, batch method. Spe-
cifically, the growth, processing, logistics, and sales of

agricultural products are written into the blockchain.
-e ID of the traceability information is used as the
key value, and the traceability information is stored
in the blockchain as the value. -e query uses
CouchDB’s rich query to traverse from the latest
block to the previous block by the batch number field
in value. To obtain all the traceability information of
a batch of agricultural products, you only need to
traverse all blocks once to get all the traceability
information of a batch of agricultural products.

-is paper tests and compares the above two query
methods. During the experiment, the same query operation is
executed under the same circumstances, and the query time will
fluctuate in a certain range. To ensure the objectivity of the data,
each set of data is executed 10 times, and its average is calculated
as the final value. -e above methods were used to test the
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Figure 5: Hierarchy diagram of the proposed traceability system.

Table 5: Description of experimental environment.

Name CPU/memory Operating system Main function
PC1 i7-9700/8GB CentOS 8.0 Deploying private chains
PC2 i7-9700/8GB CentOS 8.0 Deploying alliance chain
PC3 i7-9700/8GB CentOS 8.0 Building traceability platform
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experiment, and the correlation analysis of the test results was
carried out. -e correlation coefficient can be calculated by

R(X,Y) �
Cov(X, Y)
�����
D(X)

 �����
D(Y)

 , (1)

where Cov(X, Y) is the covariance of X andY. D(X) and
D(Y) are the variances of X and Y, respectively.

-e comparison diagram of the relationship between the
query time and the number of trace records under the specific
total amount of trace records for these two query methods is
shown in Figure 7. Figures 7(a)-7(c) show the comparison of
query time in two different ways when the total number of
retrospective records is 1x104, 5x104, and 9x104, respectively.
-e abscissa is the number of batch traceability records, which
is 1, 200, 400, 600, 800, and 1000. -e ordinate indicates the
time it takes to query information. R represents correlation
coefficient. Among them, the query time of key method is
positively correlated with the number of batch traceability
records. Correlation coefficients R were all >0.89. However,
the correlation coefficients of time and trace records by batch
method were all <0.5, showing a weak correlation.

Based on the above correlation analysis, the query ef-
ficiency improvement rate of the two methods is further
analyzed, and its calculation equation is

n(A,B) �
tB − tA

tB
× 100%, (2)

where n(A,B) represents the efficiency improvement rate of A
over B. tB and tA represent the time required by A and B,
respectively.

As can be seen from Table 6, when querying a single
traceability record, the query efficiency of batch query
method fluctuates compared with that of key method. -is
is because the time required by a single query is small and
the data fluctuation interval is large, resulting in a large
difference in query time. When the number of batch
traceability records is more than 200, the query efficiency
of batch query method is basically stable at 60.77%–

72.42% compared with key method. In practice, agricul-
tural product batches are recorded in the range of
200–400, while the total number of traceability records in
the blockchain system increases with each node and time.
When the number of batch traceability records is 200, and
the total number of traceability records is 1 × 10⁴, 3 ×10⁴, 5
× 10⁴, 7 × 10⁴, 9 × 10⁴, and 11 × 10⁴, the query efficiency of
batch method is improved by 70.77%, 71.43%, 69.53%,
69.58%, 69.2%, and 67.73%, respectively, compared with
key method. When the number of batch traceability
records is 400 and the total number of traceability records
is 1 × 10⁴, 3 × 10⁴, 5 × 10⁴, 7 × 10⁴, 9 × 10⁴, and 11 × 10⁴, the
query efficiency of batch method is improved by 70.35%,
73.33%, 70.91%, 69.82%, 69.16%, and 71.57%, respectively,
compared with key method. From the perspective of the
number of batch traceability records, the query efficiency
of the content query method increases with the increase of
the total number of traceability records.

4.4. System Security Analysis. -e anticounterfeiting trace-
ability system based on double blockchain and Internet of
-ings technology proposed in this paper has strong se-
curity, which is mainly reflected in the following aspects:

(1) Any modification of product traceability data will
inevitably break the blockchain chain structure based
on the security of blockchain itself, such as decen-
tralization, immutability, and high fault tolerance.
-is increases the cost and difficulty of data modi-
fication and ensures the authenticity and reliability of
traceability data. At the same time, it can also urge
enterprises not to fabricate information in the
process of product production to a certain extent.

(2) Use the Internet of -ings technology to generate real
and objective product data and transfer it to the
product data of relevant departments to block the
possibility of data source fraud.-is measure improves
the security and reliability of product traceability data.
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1000
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Figure 6: Time of data generation.
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(3) -e double-chain structure of alliance chain and
private chain can ensure the high reliability of
blockchain operation environment. Alliance chains

and private chains are built, deployed, and run based
on a trusted partnership. All participants are vetted
before joining the blockchain network, which greatly

Table 6: Percentage of efficiency improvement.

Total traceability record
Number of batch total traceability records (batch method is compared with key method)

1 × 10⁴ 3 × 10⁴ 5 × 10⁴ 7 × 10⁴ 9 × 10⁴ 11 × 10⁴
1 34.07 7.1 11.96 8.86 21.78 -22.37
200 70.77 71.43 69.53 69.58 69.2 67.73
400 70.35 73.33 70.91 69.82 69.16 71.57
600 69.98 70.43 70.3 64.87 69.85 70.34
800 70.85 71.08 70.78 68.96 72.42 71.38
1000 60.77 68.74 64.21 61.92 60.23 65.85
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Figure 7: Time comparison between the two query methods.
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reduces the possibility of malicious nodes in the
system.-is can also prevent internal attacks, further
improving the security of the system.

5. Conclusion

On the premise that more and more people pay attention to
product safety, many problems of traditional product
traceability system, such as centralized storage, low reli-
ability of data, easy data tampering, and difficulty in locating
the responsible person, are analyzed in this paper. Besides,
the related work of other scholars in the field of product
traceability is sorted out, and the characteristics of infor-
mation traceability and non-tampering of blockchain
technology are expounded. In order to solve the security and
privacy problems in the cold chain logistics traceability
system of fresh agricultural products, a traceability system
based on blockchain is proposed in the paper. Specific work
includes the following: (1) -e whole process of cold chain
logistics of fresh agricultural products is systematically
analyzed. (2) -e data structure of private chain and alliance
chain is analyzed. (3) Logistics traceability system based on
private chain and alliance chain is designed. -e alliance
chain is mainly used to query and share product traceability
information. -e private chain will be used to collect and
store the product traceability information of each enterprise
and then connected to the federation chain via hash
pointers. -e feasibility of this system is verified by simu-
lation experiments, which provides reference for the com-
bination of blockchain technology and cold chain logistics
traceability system. At present, the product anticounter-
feiting traceability system using blockchain technology is
still in the initial stage of exploration, and its applicable
product types need further analysis. -ere are also some
security issues with its integration with the Internet of
-ings.-e next step will continue to refine the details of the
combination of the two and improve the product traceability
system.
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Traditional agricultural product traceability system adopts centralized storage, and the traceability process is solidified, which
results in the low reliability of traceability results and the poor flexibility of the system. Aiming to solve this problem, blockchain
technology is applied to supply chain traceability, and a supply chain traceability system based on sidechain technology is
proposed. Goods management, information sharing, and product traceability in supply chain are realized through Ethereum
smart contract. )e sidechain technology is adopted to expand Ethereum so that it can meet the needs of practical applications.
)e experiment results show that the proposed system has a transaction function and information sharing function. Compared
with similar trading systems, the proposed system has more advantages in throughput and security.

1. Introduction

ptTraceability of agricultural products refers to the forward
tracing and reverse tracing of all links of the industrial chain
from production to circulation of agricultural products [1].
After years of development, the traceability system of ag-
ricultural products in China is becoming perfect. However, it
still has some problems, such as low reliability of traceability
results and poor system flexibility. From the very beginning,
the agricultural product traceability system has attracted the
attention of experts at home and abroad. As early as 2002,
the US Congress passed the “Bioterrorism Act” to establish
the traceability system of agricultural product quality and
safety [2]. So far, the community has reached a consensus on
the importance of traceability of agricultural product quality
and safety. )e construction of relevant systems and systems
has also achieved initial results, but there are still many
problems in practical work.

In the context of the rapid development of industry 4.0,
many new technologies have been applied in the production,

management, and harvesting of agricultural products. )e
application of these technologies makes the production
management of agricultural products more intelligent, effi-
cient, and transparent. Among them, agricultural product
traces technology also to ascend a new step. Literature [3]
describes the possibility of realizing food quality testing during
transportation from manufacturer to consumer. It uses a
sensor remote monitoring system combined with the Internet
of )ings technology to propose a low-cost solution based on
Internet of )ings real-time food tracking and food trans-
portation process monitoring. Although the Internet of)ings
technology is mature enough, the production and sales system
of agricultural products involves many subjects, complicated
uncertainties affecting the system, and large resource con-
sumption for real-time monitoring with the help of sensors
[4]. )ese will lead to difficult and inefficient management of
quality and safety traceability system; especially, data storage
security is still facing many challenges and problems.

In order to improve the reliability and flexibility of
agricultural product traceability system, blockchain can
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be used to replace the traditional centralized database. It
ensures the safe storage of traceability data and non-
repudiation of information source to achieve reliable
traceability of agricultural products [5]. In addition, it can
decouple the whole industrial chain into multiple inde-
pendent links and combine them with independent
channels in the super ledger into link modules. It can
coordinate with the module allocation mechanism, dy-
namically adjust the traceability process according to the
actual production, and finally realize the dynamic
traceability of agricultural products. In literature [6], it is
proposed to use blockchain distributed storage technol-
ogy to solve the possibility of tampering or destroying data
in the data storage stage by virtue of the irreversibility of
blockchain.

Developed from the underlying technology of Bitcoin,
blockchain is a distributed storage technology featuring de-
centralization, traceability, nontampering, openness and
transparency, consensus mechanism, and transaction ano-
nymity. However, compared with other industries, block-
chain technology for agricultural product quality and safety
traceability puts more pressure on the storage of IoT data. In
order to achieve the consistency of distributed nodes, the
block generation speed and transaction processing capability
of blockchain are limited. )erefore, it is not possible to
directly apply blockchain technology to process and store
large amounts of sensor data. In order to solve the storage
problem, cloud computing and cloud storage technologies are
used in literature [7] to provide applications. As mentioned in
literature [8], the traditional security problems still exist in
cloud computing environment, and even traditional security
mechanisms are no longer applicable to applications and data
in cloud. In literature [9], the dual-chain structure of
blockchain is proposed, which uses a chained data structure to
store blockchain transaction hashes. It works with the
blockchain to form double-chain storage that ensures that
agricultural data cannot be tampered with or destroyed. As
there are many standards involved in agricultural product
traceability, effective policy control is needed for participating
nodes. As the amount of data increases, the efficiency of
blockchain transactions also increases. A complete public
chain can no longer meet these variable needs. Compared
with public chain, alliance chain has more advantages in high
availability, high performance, programmability, and privacy
protection. It is considered as the “partially decentralized” or
“polycentric” blockchain. Alliance chain simplifies the
number of nodes, which can make the system run more
efficiently and cost less. It can confirm that the number of
transactions per unit of time is much larger than the public
chain, and it is easier to land in the agricultural product
quality and safety traceability system.

)ere are two main problems in big data recording. )e
first is the issue of record speed caused by the blockchain
consensus algorithm. While anyone is free to use Bitcoin’s
blockchain, only seven writes per second are the limit of its
performance. )e second is the boundary of the number of
participating nodes. Even in participant-limited blockchains
targeted at commercial use, the performance deteriorates

dramatically when the number of participating nodes ex-
ceeds a few dozen.

In view of the problems existing in the traditional ag-
ricultural supply chain system, such as difficulties in trust
transmission, opaque transaction information, and difficult
information sharing, this paper proposes an agricultural
products traceability system of blockchain. In the agricul-
tural product traceability system, the performance of the
blockchain is affected as the agricultural product data in-
creases. Sidechain technology can provide some functions
such as smart contracts and privacy protection on top of the
main chain. )ese features ensure that users can use them
without affecting the performance of the main chain.
)erefore, in order to improve the performance of the main
chain, this paper uses sidechain technology to expand the
capacity of Ethereum to meet the demand of supply chain
traceability information on the chain. )e innovations and
contributions of this paper are listed as follows:

(1) Aiming to solve the problem that the traditional
agricultural product traceability system has the low
reliability of traceability results and poor flexibility,
this paper proposes a supply chain traceability sys-
tem based on sidechain technology.

(2) Goods management, information sharing, and
product traceability in supply chain are realized
through Ethereum smart contract. )e sidechain
technology is adopted to expand Ethereum so that it
can meet the needs of practical applications.

)e structure of this paper is as follows. )e traditional
agricultural products traceability system is described in the
next section. )e current state of blockchain traceability
systems is described in Section 2. Section 4 focuses on the
design of an agricultural product traceability system. Section
5 presents the experiment and analysis. Section 6 is the
conclusion.

2. Traditional Agricultural Products
Traceability System

2.1. Traditional Traceability Mode. In 2006, China proposed
the establishment of agricultural product quality and safety
traceability system [10], which has achieved fruitful results
after years of development. Literature [11] proposed a
technical system of agricultural product quality safety
traceability system of “one core, two axes, and three chains”
based on the characteristics of Internet of)ings technology.
Literature [12] proposed the traceability chain hierarchical
model of the traceability system based on the food chain.
Literature [13] designed a multilateral traceability system for
agricultural product quality safety in view of the decen-
tralized and noncentralized characteristics. Literature [14]
constructed a design scheme of agricultural product quality
traceability system based on Fabric blockchain imple-
mentation strategy. By analyzing the typical traceability
system, the traceability model of traditional agricultural
products is obtained, and its structure is shown in Figure 1.
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Traditional agricultural product traceability system
generally centers on a centralized database. In the actual
production process, the supply, planting, storage, logistics,
and sales of production materials in the industrial chain are
arranged in sequence. )en, the traceability data is uploaded
to the centralized database. )e quality supervision de-
partment supervises the quality of agricultural products by
collecting information from centralized databases. Con-
sumers send a query request to the centralized database to
obtain the traceability information of purchased agricultural
products.

2.2. Existing Problems. In the early stage of agricultural
product traceability research, researchers usually focus on
the full collection of traceability data and complete coverage
of the industrial chain. )e research on data security storage
and system dynamic traceability is relatively few, which leads
to the lack of reliability and flexibility of traditional agri-
cultural product traceability system. Some researchers apply
blockchain technology to the traceability of agricultural
products but seldom optimize the traceability process and
system structure by combining the characteristics of both.
While the traceability results obtained are reliable, there is
still a lot of room for improvement in the flexibility of the
system.

Traditional agricultural product traceability system
stores data in a centralized database, which brings a series of
data security problems. )is reduces the credibility of the
traceability system for agricultural products. Traditional
traceability systems usually trace specific agricultural
products in a narrow range. )e limitation of traceability
objects and production process leads to the solidified
transaction processing process of the traceability system. It
cannot dynamically adjust the sequence of production link
combination according to the actual production scene,
which is not conducive to system function expansion and

upgrade. )ese factors lead to poor flexibility of the trace-
ability system.

3. The Current State of Blockchain
Traceability Systems

3.1. Supply Chain Traceability System Based on Blockchain.
At present, there are many researches and applications in
academia and industry to realize supply chain traceability by
using blockchain. Literature [15] applied blockchain to drug
supply chain traceability system. It used affiliate link tech-
nology and quick response (QR) encrypted codes to establish
full-chain traceability for drugs from manufacturer to seller.
Literature [16] proposed a new two-step block-out method
and designed a joint distributed ledger CoC (supply chain on
blockchain) based on this method for supply chain man-
agement system.)e experimental results show that the two-
step block extraction method has good performance, which
is faster, more efficient, and safer. Literature [17] used
blockchain technology to enhance the elasticity of the supply
chain and studied the basic framework of blockchain and its
underlying technology. It analyzed the various risks facing
the current supply chain and described the specific appli-
cation scenarios of blockchain technology in the supply
chain.

)e above literature involves the research of supply chain
traceability system but generally does not involve the
underlying blockchain platform. In addition, it lacks run-
ning and testing on the blockchain. In industry, food in-
dustry giants are using blockchain technology to reform the
food supply chain. Walmart, IBM, https://www.JD.com, and
Tsinghua University set up a safe food blockchain trace-
ability alliance. It uses blockchain technology to track the
food supply chain and build safe tables. Among them,
Hyperledger developed by IBM, as a kind of underlying
blockchain technology, has been widely applied in various
fields of supply chain by major companies. In China, Tmall

Supplier of
production
materials

Plant body warehouse Logistics company seller

Quality control
department Consumer traceability

market

supervision

Traceability data tracing

Centralized database
The query

Figure 1: Structure of traceability model for traditional agricultural products.
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International products use ant blockchain independently
developed by Alibaba for cross-border product traceability,
which greatly increases the security of imported goods. )e
Institute of Intelligent Supply Chain Management of
Tsinghua University cooperated with Yonghui Supermarket
to use steel gash to trace the numbers of Xingcheng Turbot
fish. It achieves one yard per fish to ensure food safety and
has been promoted to more than 10 kinds of fresh products.
Jingdong Y Business Department launched the Baas plat-
form of “Zhizhen Chain” to realize the traceability of some
commodities in Jingdong supermarket by using this
platform.

At present, alliance chain technology is basically used in
supply chain traceability projects. An affiliate chain is a
blockchain network that allows only certain group members
and limited third-party access. Because of the access
mechanism, the small number of nodes, the use of a high-
performance consensus algorithm, and other reasons, the
alliance chain usually has higher transaction performance
than the public chain. Moreover, the alliance chain can
provide queries and other functions to the third party in the
form of open API, which is more friendly to supervision.
)erefore, it is called “Blockchain 3.0,” which flaunts the
future development direction of blockchain. )e demand
and background of the supply chain are consistent with the
alliance chain: the members of the supply chain are limited
and fixed. )e up-chain of supply chain information re-
quires faster transaction speed and lower transaction cost.
Supply chain traceability needs the supervision of relevant
departments. )erefore, alliance chain technology is suitable
for supply chain traceability system. Currently, one of the
more active and recognized open-source consortium proj-
ects is Hyperledger Fabric developed by IBM. Most block-
chain platforms are improved and encapsulated based on
Hyperledger.

However, relevant researches show that there are many
difficulties in the realization of the alliance chain. Its main
bottleneck lies in the weak financial strength of small and
micro enterprises, that is, they are unable to maintain the
servers required by the alliance chain. Consensus nodes are
typically deployed in large enterprises and some third-
party organizations. Small and microenterprises in the
supply chain generally only have terminal or Internet of
)ings acquisition devices and do not configure a con-
sensus server. )is leads to the imbalance of consensus
rights in the alliance chain and the failure of consensus
strategies due to too few consensus nodes. In actual de-
ployment, core enterprises gradually deploy consensus
nodes in the same consensus domain. Docker container
technology is used to generate four nodes on the same
server for consensus, and other enterprises in the supply
chain use clients to access the alliance chain. )is oper-
ation saves costs and facilitates small applications and
early commissioning. However, it violates the original
intention and principle of the alliance chain and cannot
play the role of the alliance chain. )is system is developed
based on Ethereum smart contract to realize supply chain
traceability in a decentralized way to save costs for en-
terprises on the chain.

3.2. Sidechain Technology. To implement supply chain
traceability on Ethereum, transaction costs must be con-
sidered. Suppliers, processors, and distributors shall chain
raw material information, product processing information,
and product sales information, respectively. )is data can
put a lot of pressure on the Ethereummain network and lead
to high transaction fees, as well as high confirmation delays.
In this paper, sidechain technology is used to expand
Ethereum to meet the demand of supply chain traceability
information.

)e sidechain technology was first used in the expansion
of Bitcoin. It is a protocol that allows Bitcoin to be safely
transferred to other blockchains and safely returned to the
main Bitcoin chain from other blockchains. )e protocol
moves some frequent, small transactions onto the sidechain.
)is not only improves the efficiency of Bitcoin’s main
network but also significantly reduces transaction fees.
)erefore, the deployment of the corresponding sidechain
technology on Ethereum can reduce the pressure on the
main network of Ethereum and improve transaction effi-
ciency. At present, common Ethereum sidechain protocols
include Loom Plasma Chain and Snarky. )e Loom Plas-
maChain is a high-performance DPoS (delegated proof of
stake) sidechain that implements the Plasma Cash frame-
work model. It can gain security endorsement from
Ethereum’s underlying network, allowing users to enjoy the
high-performance consensus of DPoS algorithms when
using tokens supported by ERC 20 and ERC 721. Snark
sidechain solution can expand Ethereum network transac-
tion capacity up to 17000 TPS as a kind of down chain
expansion. Snark allows users to transfer tokens and ETH
outside Ethereum.

In the existing studies, the sidechain expansion schemes
of Bitcoin and Ethereum only include token transfer. Token
transactions are transferred to the sidechain for higher
throughput and lower handling fees. )is paper constructs a
sidechain model of user data transfer to provide an ex-
pansion scheme for supply chain traceability information so
that the supply chain traceability system based on Ethereum
can be applied to the actual production.

4. The Design of Agricultural Product
Traceability System

4.1. System Architecture. In this paper, aiming at the
shortcomings of the existing agricultural supply chain
traceability scheme, Ethereum and smart contract are used
to design and implement a supply chain traceability system
based on sidechain technology. Its architecture is shown in
Figure 2. )e smart contract module contains the business
logic of the system. It deploys this module on the sidechain,
which can greatly increase the efficiency of Ethereum usage,
reduce transaction confirmation time, and reduce transac-
tion costs. )e data synchronization module is responsible
for processing each batch of transaction data and using the
Merkle tree algorithm to obtain the transaction hash value. It
synchronizes the hash value to Ethereum for locking. When
consumers and regulators query, the data synchronization
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module can be used for calculation and verification to
prevent data tampering.

In the blockchain supply chain traceability system net-
work, enterprises such as suppliers, manufacturers, and
distributors use the Internet of )ings collection equipment
to collect product information. It generates raw data, uses a
terminal for data processing, and sends it to a sidechain
server. )e sidechain server is maintained by the core en-
terprise and runs the Ethereum sidechain process. It connects
to the Ethereum public chain for data storage. )e supervisor
and the user use PC and mobile device, respectively, to access
the sidechain server and verify the authenticity of the data on
the Ethereum public chain.

4.2. Contract Design. )ere are five types of participants in
the supply chain traceability system based on blockchain. As
a raw material supplier, the supplier is the source of a batch
of product information traceability. It requires the creation
of an initial file and traceability number for the raw material.
)e manufacturer processes and distributes the raw mate-
rials and is the source of information for the smallest selling
unit of the product. It needs to assign batch numbers and QR
codes to traceability products, to achieve one code for one
thing. Dealers buy from manufacturers and sell through
different channels. It needs to provide information on
warehousing, logistics, and so on. )e supervisor supervises
the production, circulation, and operation of commodities.
Consumers can scan the QR code to view the traceability
information of the whole life cycle of the product. )e
relevant operations and processes of participants on smart
contracts are shown in Figure 3.

Smart contract includes the following five functions:

(1) User registration. Since the public chain itself has no
identity authentication mechanism, it needs to re-
alize user access through smart contract. Companies
in the same supply chain need to agree on a number
before entering information.)e user is registered by
executing the userRegister() function. )is number
groups these companies into a user group, and only
the users in the group can add traceability infor-
mation to the products on the chain.)e pseudocode
of the userRegister() function algorithm is shown in
Algorithm 1.

(2) Input rawmaterials. As the information source of the
supply chain, suppliers need to use the Internet of
)ings equipment to collect the data of the pro-
duction environment, production cycle, and the
person in charge of operation of raw materials. )e
rawRegister() function is then used to chain up the
data, create an initial file for the raw material, and
assign the raw material lot number. For example, a
batch of raw material traceability file is modeled as
<rawID, rawName, rawFac, produceTime, rawInfo>.
)e rawRegister() algorithm pseudocode is shown in
Algorithm 2.

(3) Product production.)e manufacturer processes the
raw materials provided by the supplier to produce
the minimum selling unit of the commodity. In this
link, product files based on traceability source code
are formally established and provided to consumers
in the form of two-dimensional code for inquiry.)e
manufacturer needs to call the newProduct() func-
tion to integrate the raw material information. It can
also write URLs to production environment,

supplier

producers

dealers

consumers

regulators

Smart Contract
Module

Data
synchronization

module

Hash lock

Validation
query

The client

Side chain
The main
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Figure 2: Supply chain traceability system architecture.
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production video, and other large files in the pro-
duct_info field.

(4) Product distribution. )is feature records the cir-
culation of products, helps consumers to check the
source of goods, and helps manufacturers to prevent
the diversion of goods. After handling the goods, the
distributor or logistics enterprise uses the pro-
duct_deal() function to add the distribution infor-
mation to the goods. Because one or more handling

enterprises exist, product information is stored in the
structure using the dynamic array Bytes32[] retai-
lerNames. Since the code logic is like raw material
entry, the pseudocode of the production and dis-
tribution functions will not be described here.

(5) Supervision and inquiry. Consumers can query the
traceability information of the batches to which the
goods belong, and supervisors have higher authority
when querying the goods. In the query function, the

Sup

Pro

Dea

Spv

Cus

2

Raw reg

Process3

User register1

Retail

4

Intelligent contract

Sup: supplier
Pro: producer
Dea: dealers
Spv: regulators
Cus: consumers

Query5

Figure 3: Operation flow of smart contract.

)e input: Supply Chain Contract address base_addr, User group id user_group, user ID user_id, user role user_name, contract
publisher owner
)e output: )e user registration is complete or failed
Require: the registered user_id is not in use
if msg.sender� � owner then
)e user group id is not occupied
if user_group[msg.sender].occupied� � 0 then

user_group[msg.sender].occupied� � 1
Return Completes the user group registration

end if
else

)e user group number is required to be registered
user_group[user_group].add(user_id)
user.id� user_id
user.name� user_name

end if
final
return: )e user registration is complete

ALGORITHM 1: userRegister() function.
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identity of the inquirer is first authenticated, and the
batch file of the product is returned to the inquirer
after passing.

4.3. Data Synchronization and Verification. After the
product traceability information is stored on the sidechain,
the Merkle tree algorithm is used for hash locking, and the
resultingMerkle Root is synchronized to the Ethereummain
chain. Merkle Root changes when traceability information is
tampered with.

After a round of trading, the information uploaded by
suppliers, manufacturers, distributors, and other nodes in
the sidechain is taken as the leaf nodes of the Merkle tree to
calculate its hash value. If there are multiple suppliers or
resellers, the information from the different nodes is pro-
cessed as leaf nodes. After obtaining several hashes (H1, H2,
. . .), perform pairwise hash operation on (H1, H2, . . .) to
obtain the hash value. )e pseudocode of the Merkle tree
algorithm is shown in Algorithm 3.

Bind Merkle Root to the product batch number and
synchronize it to the Ethereum main chain, which can be
used as the traceability verification code of this batch of
products. After the user queries the product traceability
information, the same method is used to obtain Merkle
Root. )is can be compared to a reliable value on Ethereum
to determine whether the traceability information for the
product has been tampered with. Once the data is incorrect,
regulators can use the Merkle tree algorithm to locate more
quickly which branch the tampered data came from. )en,
the accountability can be investigated in the corresponding
supply chain links.

4.4. System Business Process. )e business process of supply
chain traceability system designed in this paper is shown in
Figure 4. Goods are traced back to their original raw
materials. )e process from rough machining by the
supplier to finish machining by the manufacturer can be
traced. )e process from sales channels to consumers can
also be traced back. All information can be tracked in an

all-round, multiangle, and wide field. In this way, the origin
and destination of products can be traced.

5. Experiment and Analysis

5.1. Fault Tolerance Test of Trading System. )e ability to
operate stably when a system is attacked by a malicious node
is called system fault tolerance. )erefore, the probability of
a certain number of malicious nodes successfully destroying
the normal operation of the system is taken as an index to
evaluate the fault tolerance performance of the system.
Considering the experimental effect and equipment per-
formance, the number of nodes in the supply chain system
was set to 50, and the number of malicious nodes gradually
increased from 0 to 30. )e successful rate of attack of
malicious nodes in different states is obtained through
several experiments under different number of malicious
nodes.

In the supply chain system, the core enterprise will check
the qualification of the enterprise applying to join the supply
chain. )erefore, the probability that the number of mali-
cious nodes exceeds 1/3 of the total number of nodes is low.
At this time, according to Figure 5, the attack success rate is
very low. )e system has a high fault tolerance performance
under the current conditions, but considering malicious
attacks outside the system, the system fault tolerance per-
formance needs to be further improved.

5.2.7roughput Analysis of Trading System. Transaction Per
Second (TPS) is used to evaluate system throughput. )e
transaction system undertakes the transaction function of
the supply chain and has certain requirements on the real-
time performance of the system. )is paper analyzes the
throughput of the supply chain transaction system through
experiments, which provides a good foundation for system
upgrade and deployment. )e number of nodes of the
trading system was taken as a variable in the experiment, and
the number of nodes increased from 0 to 70.)e experiment
was repeated under different number of nodes. Finally, the
TPS value of various nodes is used as the indicator of system
throughput in various states.

)e input: supplyChain contract address base_addr, raw material name raw_name, raw material batch id raw_id, manufacturer
raw_factory, production information raw_info, timestamp
)e output: raw material entry completed or failed
Require: the input raw_id is not occupied
Require: users are registered
if r.raw_id!� 0 ‖ supplierMap[msg.sender].id� � 0 then
return FALSE;

end if
r.rawID� raw_id;
r.rawName� raw_name;
r.rawFac� raw_factory;
r.produceTime� timestamp;
r.rawInfo� raw_info; final return: true

ALGORITHM 2: rawRegister() function.
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It can be seen from Figure 6 that when the number of
nodes is 5–45, the throughput of the transaction system rises
with the increase of the number of nodes, and the upward

trend remains basically unchanged. )e throughput of the
system in this paper is still small, even in the experimental
environment where the operating environment is stable, and

)e input: list info� [T1, T2, . . ., t1, t2, . . .]
)e output: root hash merkle_root
Define hashed_info[] to hold the result of the hash operation
Define the array temp_info[] to hold the result of each layer of hash
for true do
for index� 0; index< len(list_info); index+� 2 do
current� list_info[index];
cur_right� list_info[index+1];
cur_hash� sha256(current);
cur_right_hash� sha256(cur_right);
hashed_info[list_info[index]]� cur_hash;
hashed_info[list_info[index + 1]]� cur_right_hash;
Place (cur_hash + cur_right_hash) in temp_info[];

end for
if len(list_info)� � 1 then
break;

else
list_info� temp_info;

end if
end for
)e last hash in the hashed_info array is merkle_root
return merkle_root

ALGORITHM 3: Merkle tree algorithm.
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Figure 4: Business process of the traceability system.
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the interaction content is simple. )ere is still a gap between
this and the huge data transaction demand of the supply
chain. )erefore, according to the actual demand of the
supply chain, multichain and layered technologies will be
combined to optimize the system architecture in the sub-
sequent research. At the same time, the consensus algorithm
is improved by using the advantages of the alliance chain and
supply chain system to improve the consensus efficiency and
increase the system throughput.

5.3. Comparison of Transaction7roughput. )e throughput
is an important indicator to evaluate the transaction system
and blockchain system. )erefore, the throughput of the
transaction system in this paper is compared with that of the
transaction system in literature [18–20]. In the experiment,
the number of nodes of the trading system was taken as a
variable, and the number of nodes increased from 0 to 60.
)e experiment was repeated under different number of
nodes, and the average value of TPS under different states
was obtained as shown in Figure 7.

According to the experimental results, when the number
of nodes is less than 40, the transaction system in this paper
has certain advantages in throughput performance. How-
ever, the throughput of the transaction system in literature

[18, 19] continues to rise and does not decline when the
number of nodes reaches 60. )erefore, when the number of
nodes in the transaction system is small, the transaction
system in this paper has certain advantages in throughput
performance. However, the system throughput peak value is
small, which has a certain gap with the actual application
demand of the supply chain system, and the system
throughput performance has a large space to improve.

6. Conclusion

Traditional agricultural product traceability system is gen-
erally centered on a centralized database, which leads to the
difficulty of traceability and inflexibility of the system. While
blockchain technology is in the development stage, how to
break through the technical bottleneck of blockchain and
better apply it to the production of agricultural products has
become the focus of the industry. In order to promote the
cooperation between enterprises in the supply chain and
improve the efficiency of supply chain cooperation, this paper
designs a chain traceability system of agricultural products
based on sidechain technology. It provides a trusted platform
for data sharing, which is independent of third parties. )e
experimental results show that the system combines sidechain
technology with supply chain traceability, and it provides an
expansion scheme for nontransfer transactions. )e future
work is to compare and analyze different sidechain protocols
and select the high-performance sidechain technology that is
more suitable for supply chain traceability system to improve
the transaction performance of the system.
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)e labeled dataset used to support the findings of this study
is available from the corresponding author upon request.

Conflicts of Interest

)e authors declare that they have no conflicts of interest.

0.00

0.20

0.40

0.60

0.80

1.00

1.20

N
um

be
r o

f s
uc

ce
ss

fu
l a

tta
ck

s

5 10 15 20 25 30 350
Number of malicious nodes

Figure 5: Success rate of trading system attack.

0
5

10
15
20
25
30
35
40
45

Tr
an

sa
ct

io
n 

Pe
r S

ec
on

d

10 20 30 40 50 60 700
Number of nodes

Figure 6:)e throughput of the transaction system under different
number of nodes.

Literature[18]
Literature[19]

Literature[20]
The proposed

0
5

10
15
20
25
30
35
40
45
50
55

Tr
an

sa
ct

io
n 

Pe
r S

ec
on

d

10 20 30 40 50 600
Number of nodes

Figure 7: )roughput comparison of the trading system.

Computational Intelligence and Neuroscience 9



References

[1] D. Prashar, N. Jha, S. Jha, Y. Lee, and G. P. Joshi, “Blockchain-
based traceability and visibility for agricultural products: a
decentralized way of ensuring food safety in India,” Sus-
tainability, vol. 12, no. 8, p. 3497, 2020.

[2] Z. Ning, X. Hu, Z. Chen et al., “A cooperative quality-aware
service access system for social Internet of vehicles,” IEEE
Internet of 7ings Journal, vol. 5, no. 4, pp. 2506–2517, 2018.

[3] M. Maksimovic, V. Vujovic, and E. Omanovic-Miklicanin, “A
Low-Cost Internet of )ings Solution for Traceability and
Monitoring Food Safety during Transportation,” in Pro-
ceedings of the HAICTA 2015, 7th International Conference on
Information and Communication Technologies in Agriculture,
Food and Environment, pp. 583–593, Kavala, Greece, Sep-
tember 2015.

[4] R. Ostapenko, Y. Herasymenko, V. Nitsenko, S. Koliadenko,
T. Balezentis, and D. Streimikiene, “Analysis of production
and sales of organic products in Ukrainian agricultural en-
terprises,” Sustainability, vol. 12, no. 8, p. 3416, 2020.

[5] J. F. Galvez, J. C. Mejuto, and J. Simal-Gandara, “Future
challenges on the use of blockchain for food traceability
analysis,” TRAC Trends in Analytical Chemistry, vol. 107,
pp. 222–232, 2018.

[6] S. Choi and J.-H. Lee, “Blockchain-based distributed firmware
update architecture for IoT devices,” IEEE Access, vol. 8,
pp. 37518–37525, 2020.

[7] Z. Zhu, G. Qi, M. Zheng, J. Sun, and Y. Chai, “Blockchain
based consensus checking in decentralized cloud storage,”
Simulation Modelling Practice and7eory, vol. 102, Article ID
101987, 2020.

[8] P. Sharma, R. Jindal, and M. D. Borah, “Blockchain tech-
nology for cloud storage: a systematic literature review,” ACM
Computing Surveys, vol. 53, no. 4, pp. 1–32, 2020.

[9] W. Liang, X. Lei, K.-C. Li, Y. Fan, and J. Cai, “A Dual-Chain
Digital Copyright Registration and Transaction System Based
on Blockchain technology,” in Proceedings of the International
Conference on Blockchain and Trustworthy Systems, pp. 702–
714, Manhattan, NY, USA, December 2019.

[10] H. Peng, B. Hu, Q. Shi et al., “Removal of ocular artifacts in
EEG-an improved approach combining DWT and ANC for
portable Applications,” IEEE journal of biomedical and health
informatics, vol. 17, no. 3, pp. 600–607, 2013.

[11] X. Yang, J. Qian, C. Sun, and Z. Ji, “Key technologies for
establishment agricultural products and food quality safety
traceability systems,” Transactions of the Chinese Society for
Agricultural Machinery, vol. 45, no. 11, pp. 212–222, 2014.

[12] R. Shankar, R. Gupta, and D. K. Pathak, “Modeling critical
success factors of traceability for food logistics system,”
Transportation Research Part E: Logistics and Transportation
Review, vol. 119, pp. 205–222, 2018.

[13] C. Xie, H. Y. Guo, and D. F. He, “Research on the Con-
struction of Traceability System for Ecommerce Agricultural
Products Quality and Safety in China Based on blockchain,”
in Proceedings of the 4th International Conference on Social
Science and Contemporary Humanity Development (SSCHD
2018), Wuhan, Hubei, China, December 2018.

[14] K. Gao, Y. Liu, T. Han, and H. Xu, “Design and imple-
mentation of food supply chain traceability system based on
Hyperledger Fabric,” International Journal of Computational
Science and Engineering, vol. 23, no. 2, pp. 185–193, 2020.

[15] Y. Dong, B. Ding, G. Zhang, G. Jin, and X. Zhao, “Quality and
safety traceability system based on agricultural product supply

chain,” Transactions of the Chinese Society of Agricultural
Engineering, vol. 32, no. 1, pp. 280–285, 2016.

[16] J. Sidhu, “Syscoin: A Peer-To-Peer Electronic Cash System
with Blockchain-Based Services for e-business,” in Proceed-
ings of the 2017 26th International Conference on Computer
Communication and Networks (ICCCN), pp. 1–6, Vancouver,
BC, Canada, July 2017.

[17] T.-M. Choi, X. Wen, X. Sun, and S.-H. Chung, “)e mean-
variance approach for global supply chain risk analysis with
air logistics in the blockchain technology era,” Transportation
Research Part E: Logistics and Transportation Review, vol. 127,
pp. 178–191, 2019.

[18] F. Jamil, L. Hang, K. Kim, and D. Kim, “A novel medical
blockchain model for drug supply chain integrity manage-
ment in a smart hospital,” Electronics, vol. 8, no. 5, Article ID
505, 2019.

[19] I. Makhdoom, I. Zhou, M. Abolhasan, J. Lipman, and W. Ni,
“PrivySharing: a blockchain-based framework for privacy-
preserving and secure data sharing in smart cities,” Computers
& Security, vol. 88, Article ID 101653, 2020.

[20] C. Wang, S. Chen, Z. Feng, Y. Jiang, and X. Xue, “Blockchain-
Based Data Audit and Access Control Mechanism in Service
collaboration,” in Proceedings of the 2019 IEEE International
Conference onWeb Services (ICWS), pp. 214–218, Milan, Italy,
July 2019.

10 Computational Intelligence and Neuroscience



Research Article
Selection and Exploration of Cultural and Creative Tourist
Attractions Based on BP Network

Nian Xing

School of Journalism and Communication, Sichuan International Studies University, Chongqing 400031, China

Correspondence should be addressed to Nian Xing; 99002333@sisu.edu.cn

Received 9 December 2021; Revised 30 December 2021; Accepted 7 January 2022; Published 29 January 2022

Academic Editor: Huihua Chen

Copyright © 2022 Nian Xing. (is is an open access article distributed under the Creative Commons Attribution License, which
permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

In order to improve the selection and exploration effect of cultural and creative tourist attractions, this paper applies BP network
to the selection and search of cultural and creative tourist attractions. Moreover, this paper improves the algorithm to promote the
interrelation of cultural and creative industries and tourism industries to promote each other to form a complex and changeable
dynamic system and proposes a personalized recommendationmodel for tourist attractions based on domain adaptation. Domain
adaptation can effectively reduce the distribution difference between different data. In addition, this paper combines experimental
research to verify the system model of this paper. (e research results show that the cultural and creative tourist attractions
selection search system based on the BP network proposed in this paper has a good selection effect of tourist attractions and has an
important role in promoting the development of cultural and creative tourism.

1. Introduction

At present, creative products based on regional culture are
mostly concentrated in art exhibitions and high-end crafts,
which make the audience group smaller. Tourism products
on the traditional market have low cultural content and poor
product quality, and a large part of the products are direct
applications of pictures, so there is no innovation. Domestic
and foreign scholars are doing more and more research
studies on regional culture, but the design and application of
regional cultural elements are in the initial stage. (erefore,
it is necessary to start with cultural elements and develop and
design tourism cultural and creative products based on
regional culture as the research content. Moreover, it is
necessary to analyze the cultural elements with the most
regional characteristics through the study of regional cul-
ture, conduct research and analysis on them, and establish a
material library of regional cultural elements, which is
conducive to increasing the added value of products and is
conducive to product serialization and branding.

At present, many tourism, cultural, and creative prod-
ucts centered on regional culture are seriously homogenized,
and many products in scenic spots only replace the parts of

the products that can be pasted, resulting in similar products
with little difference. Most tourism products have no sense
of design, messy types, and no special features. Except for the
different pictures, the product modeling functions of the
direct map products are almost the same. On the surface, it is
because tourism products lack cultural connotation. At a
deeper level, it is that the level of cultural excavation is not
enough. New technologies and new media are used to
rearrange and utilize the regional culture, build a regional
cultural material library, and preserve the culture at the same
time. More people know the regional culture. Second, the
establishment of a regional cultural material library is
conducive to the development of the cultural industry,
thereby supporting the development and iteration of sub-
sequent cultural creative products. (ird, through the study
of regional culture, establish a relevant cultural research
system, explore relevant research methods and research
models, and apply them to the design and research and
development of cultural creative products to guide the de-
velopment of cultural creative products, upgrades, and
changes in the current market, so that the products are no
longer low quality and low culture. Because of its particu-
larity, regional culture also represents ancient Chinese
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culture at a certain level. Using regional cultural elements to
develop cultural and creative products will help promote the
public to understand regional culture and history and un-
derstand Chinese culture. It can not only promote the de-
velopment of local culture but also enhance tourists’
awareness of local culture, thereby driving regional eco-
nomic development. Development is more conducive to the
establishment of national cultural self-confidence.

Regional culture refers to the cultural connotation with
regional characteristics within a region containing material
and spiritual characteristics, including the development
form and social lifestyle of the place from time to time, as
well as the unique cultural heritage and material heritage [1].
Natural resources and human resources are integrated into a
cultural characteristic that can reflect national characteris-
tics, thoughts, concepts, customs, beliefs, morals, ethics, and
so on. Hundred schools of thought, piano, chess, calligraphy
and painting, literature, drama, festivals, folk houses, ar-
chitecture, characters, language, costumes, stories, charac-
ters, customs, dialects, singing and dancing, food, traditional
Chinese medicine, religion, belief, philosophy, craftsman-
ship, martial arts, and other diverse regional cultures con-
stitute the broad Chinese culture [2].

Packaging design research based on regional culture is to
study the application of regional culture in packaging design.
Taking Baminjin series packaging design examples as the
starting point, it explores research approaches suitable for
Baminjin packaging design, and through the inheritance and
development of Bamin regional culture, it reflects the value
of cultural innovation and wins a better investment market.
It is necessary to apply regional culture in product packaging
design and design according to consumers’ cultural identity
and emotional bonds of the brand, so as to enhance the
cultural value of packaging design [3].

(is paper applies the BP network to the selection of
cultural and creative tourist attractions and builds an in-
telligent system based on the actual situation to promote the
further development of cultural and creative tourism.

2. Related Work

For the study of cultural and creative industries, there have
been relatively mature and systematic research results
abroad. Literature [4] awakened the definition of the concept
of creative industries based on the perspective of cultural
economics. Literature [5] analyzed and compared the
similarities and differences between the two terms “cultural
entrepreneurship industry” and “creative industry” and
pointed out that they have essentially the same character-
istics. Literature [6] expanded the extension of the creative
industry and collectively referred to the cultural industry
and the art industry as the creative industry. Literature [7]
analyzed the driving factors of innovation and pointed out
that market demand plays a key role in guiding innovation,
but it also restricts the development of innovation. Com-
pared with technology, market demand has a greater driving
role. Literature [8] put forward the “dual-factor theory” for
the development of cultural and creative industries and
believed that supply and demand are the two main driving

forces that promote the development of entrepreneurial
industries. Literature [9] systematically proposed the theory
of creative economics, which led to the vigorous develop-
ment of theories of creative economics. Literature [10]
studied the industrial characteristics of traditional handi-
crafts and pointed out that cultural creativity can give
handicrafts more added value. Literature [11] combined
creative industries with tourism and pointed out creative
tourism, a new idea for the development of tourism. Lit-
erature [12] believed that under different economic envi-
ronments, entrepreneurial industries should apply different
development models and advocate different models. (e
former focuses on market orientation, while the latter be-
lieves that government leadership can better promote the
development of creative industries. Literature [13] defined
industrial agglomeration, took major cities in the world as
the research object, and defined the new urban development
model of “creative cities.” Literature [14] compared several
major cultural and creative industry development models.
Literature [15] pointed out the evolution trend of Singa-
pore’s cultural and creative industries based on the per-
spective of potential mining. Literature [16] comparatively
analyzed the creative industry, cultural industry, and cul-
tural creative industry and sorted out the main similarities
and differences of the three. Literature [17] analyzed the
main influencing factors driving the development of cultural
and creative industries based on the perspective of industrial
competitiveness and further analyzed the value of cultural
and creative industry chain research. Literature [18] studied
the value chain creation mechanism of cultural and creative
industries. Literature [19] pointed out that human resources,
market demand, institutional environment, and basic en-
vironment are the key factors that promote the development
of cultural and creative industries. On this basis, a frame-
work of influencing factors of the cultural entrepreneurship
industry is constructed. Literature [20] pointed out that the
policy environment and cultural environment play a key role
in the development of Beijing’s cultural and creative
industries.

3. Recommendation Algorithm Based on BP
Neural Network Model

According to the above conclusions, it is known that the
deep convolutional neural network cannot process data in
non-Euclidean space and loses its effectiveness when en-
countering topological structure graph data. However, graph
structures are common in real life, so more and more people
are beginning to explore how to define convolution oper-
ations for graph data.

(e main challenges of using convolutional neural
networks for graph structures are as follows:

(1) (e graph structure data do not satisfy the trans-
lation invariance; that is, the structure of each node is
different, and the number of connected neighbor
nodes is uncertain, so it is impossible to use a
convolution kernel of the same size to perform
convolution operations.

2 Computational Intelligence and Neuroscience



(2) (e graph structure data have directionality. For
example, users in social networks are connected.

(e graph convolutional neural network for non-Eu-
clidean spatial data is divided into two directions: spectral
domain method and vertex domain method.

(e vertex domain method of graph convolutional
neural network has two ideas. One idea is to design con-
volution kernel and convolution operation based on graph
structure data, and the other idea is to convert graph
structure data into Euclidean space data structure.

Like the traditional convolutional neural network, the
goal of the BP neural network model is to learn a function to
extract features. Each neural network layer can be written as
a nonlinear function:

H
(l+1)

� f H
l
, A , H

(0)
� X, H

(L)
� Z. (1)

Among them, L represents the number of layers, and
f(·; ) of each layer differs only in parameters, and Z rep-
resents the final output.

f H
(l)

, A  � σ AH
(l)

W
(l)

 . (2)

(e feature matrix, adjacency matrix, and weight matrix
are subjected to matrix multiplication to reflect the physical
meaning of convolution. Obviously the weight matrix is easy
to understand. Multiplying the adjacency matrix and the
feature matrix is to learn the traditional convolution op-
eration. (e traditional convolution operation is to sum the
product of the convolution kernel and the corresponding
element. (e convolution operation of the graph structure
also needs to meet the translation invariance; that is, the
number of elements in the convolution kernel participating
in the convolution operation must change according to the
graph structure, and the translation invariance in the graph
structure is reflected in the adjacency matrix. Graph
structure data are as shown in Figure 1.

X �

a11, a12, a13, . . . , a16

a21, a22, a23, . . . , a26

a31, a32, a33, . . . , a36

a41, a42, a43, . . . , a46

a51, a52, a53, . . . , a56

a61, a62, a63, . . . , a66

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

A �

0, 1, 1, 0, 0, 0

1, 0, 1, 0, 0, 1

1, 1, 0, 1, 1, 0

0, 0, 1, 0, 1, 1

0, 0, 1, 1, 0, 0

0, 1, 0, 1, 0, 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

(3)

Q � AX, and we only list the first line of Q:

Q1• � a21 + a31, a22 + a32, a23 + a33, a24 + a34, a25 + a35 .

(4)

Q1 can be expressed as the sum of the feature vectors of
the two neighbor nodes of x1. If the weight matrix is added,
the meaning of weighted average can be expressed, which is
the convolution operation in the traditional sense. However,
there is one point that needs to be explained here. Since the
convolution operation is a weighted average of the central
node and the surrounding nodes, the above formula does
not involve the central node, the adjacency matrix A is
improved, and the original adjacency matrix A is added with
its own node.

A � A + I. (5)

A is normalized to

A � D
− 1/2 A D

− 1/2
,

f H
(l)

, A  � σ D
− 1/2 A D

− 1/2
H

(l)
W

(l)
 .

(6)

Although this model is very simple, the model effect is
very powerful. Figure 2 shows the use of a simple GCN
model on the famous Taekwondo club data set in this paper.
After experimentation, it is found that only 3 levels are
needed to classify club members. Moreover, the experi-
mental result of using the identity matrix as the charac-
teristic matrix when the characteristic matrix of the node is
not known is also very impressive. For many graph net-
works, there may be no node characteristics, and graph
convolutional neural networks can also be used at this time.
(e identity matrix I replaces the feature matrix X operation.

(e second airspace method converts graph structure
data into Euclidean space data. First, it selects a represen-
tative node sequence from the graph structure and second
designs a neighborhood with a fixed convolution kernel size
for each node. (en, it converts each graph structure data
into Euclidean space data, which can be solved by using
traditional convolution operations.

Each image can be regarded as a special graph, and each
pixel in the image can be represented as a node. (e con-
volution operation for each image is the weighted average of
n central pixels and the surrounding pixels. (erefore, each

1

2

3

4

5

6

Figure 1: Graph structure data.
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graph structure can also be regarded as a weighted average of
n central vertices and corresponding neighborhoods, so that
the graph structure can be converted into Euclidean space
data. Traditional convolution operation is as shown in
Figure 3, and graph structure transformation is as shown in
Figure 4.

(is paper selects n representative nodes, and the node
selection is based on the Weisfeiler–Lehman algorithm. It
can be understood as calculating the centrality of each node,
sorting according to the size of the value, and then taking the
first n representative nodes.

(e neighborhood of the node is constructed by nor-
malizing the neighborhood in the previous step. Normali-
zation makes the nodes of the neighborhood graph have an
order so that the unordered graph space is mapped to the
vector space in a linear order. Moreover, this paper defines
the optimal graph normalization problem and finds the
optimal order by optimizing the function. (e operation
steps are shown in Figure 5.

argminlEG dA A
l
(G), A

l
G′(   − dG G, G′( 



 . (7)

Each graph structure data can map the disordered
neighborhood to the vector space through node selection
and node neighborhood construction. (erefore, the
method proposed in this paper is to build a bridge between
graph structure data and convolutional neural network and
solve the transformed Euclidean space data through tradi-
tional convolutional neural network.

In the traditional Fourier transform
f(ω) �  f(t)e− iωtdt, the integral operation here can be
understood as a linear combination of f(t) and basis
function e− icx. We only need to compare the basis function h
used here to find the basis function on the graph.

(e eigen decomposition of Laplacian matrix L is

L � U

λ1
⋱

λn

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦U
− 1

. (8)

Because L is an orthogonal matrix,

L � U

λ1
⋱

λn

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦U
T
. (9)

(e characteristic matrix U of the Laplacian matrix L is
the base matrix of the graph convolution, so the graph
Fourier transform operation f(ω) � i�1f(i)u∗l (i) is con-
verted into a matrix form:

f
∗
g �

u1(1) u1(2) · · · u1(N)

u2(1) u2(2) · · · u2(N)

⋮ ⋮ ⋱ ⋮

uN(1) uN(2) · · · uN(N)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

f(1)

f(2)

⋮

f(N)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (10)

Among them, f and g are the original signals, F(f) is the
Fourier transform of f, · represents the product, and ∗
represents the convolution operation.

f
∗
h � F

− 1
(f(w)h(w)) �

1
2π

 f(w)h(w)e
iex

dω . (11)

Analogy to f∗h � U(fh) in the graph, the Fourier
transform h(λl) � 

N
i�1h(i)u∗l (i) of the convolution kernel h

is written as a diagonal matrix as follows:

h �

h λ1( 

⋱
h λn( 

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (12)

(erefore, the generalized convolution on the graph is as
follows:
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Figure 2: Diagram structure of Taekwondo club.
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f
∗
g � U

h λ1( 

⋱
h λn( 

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
U

T
f, U � u1

�→
, u2
�→

, · · · , un
�→

).( (13)

U is the unit eigenvector matrix of the Laplacian matrix.
Later, in many spectral domain graph convolution papers, it
is often represented by (f∗h)G � U((UTh)ΘUTf)), whereΘ
is the Hadamard product.

(e setting of the first-generation convolution kernel
directly selects the parameter diagonal matrix to represent.

gθ(Λ) �

θ1
⋱

θn

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (14)

Among them, Θ(θ1, θ2 · · · θn) is n arbitrary parameters.
It can be seen that the Laplacian matrix needs to be eigen-
decomposed when seeking graph convolution.

Due to the large dimension of the Laplacianmatrix of the
graph data, calculating the eigenvalues will consume a lot of

time. Moreover, because the first-generation convolution
kernel does not have local features, many scholars have
begun to modify the convolution kernel and proposed the
second-generation convolution kernel.

gθ(Λ) �



K

j�0
αjλ

j
1

⋱



K

j�0
αjλ

j
n

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (15)

(e ingenious thing is

Λj
�

λj
1

⋱

λj
n

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (16)

When substituting it into the above formula, we can get

Figure 3: Traditional convolution operation.
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gθ(Λ) �



K

j�0
αjλ

j
1

⋱



K

j�0
αjλ

j
n

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

� 
K

j�0
αjΛ

j
,

U 
K

j�0
αjΛ

j
U

T
� 

K

j�0
αjUΛ

j
U

T
� 

K

j�0
αjL

j
.

(17)

(erefore, the convolution operation is transformed into

youtput � σ 
K

j�0
αjL

j
x⎛⎝ ⎞⎠. (18)

Compared with the first-generation convolution kernel,
the second-generation convolution kernel reduces the
number of parameters, reduces the complexity of the pa-
rameters, and speeds up the calculation. (e convolution
operation avoids the eigen decomposition of the Laplacian
matrix, and the convolution kernel adds the local features of
each node.

In addition to cleverly designing the convolution kernel
to avoid the eigendecomposition of the Laplacian matrix,
Chebyshev polynomials can also be used to fit the convo-
lution kernel, which is a widely used method in GCN papers.
(e third-generation graph convolutional network (GCN) is
proposed.

(e first-generation convolution kernel is

youtput � σ Ugθ(Λ)U
T
x . (19)

Among them, U is the matrix formed by the eigenvectors
of the Laplacian matrix.

Using the Chebyshev polynomial instead of the original
convolution kernel, we can get gθ(Λ) � 

K−1
k�0 βkTk(Λ) ,

where Tk(·) is the k-order Chebyshev polynomial, βk is the
corresponding parameter, and Λ is the diagonal matrix of
eigenvalues.

Λ �
2Λ
λmax

− I. (20)

It can be seen that the elements of the characteristic
diagonal matrix are limited to [0, 1] at this time. (e reason
for this operation is that the Chebyshev polynomial has a
domain of [−1, 1].

youtput � σ U 
K−1

k�0
βkTk(Λ)UT

x⎛⎝ ⎞⎠,

yowput � σ 
K−1

k�0
βkTk

UΛUT
)x ), youpput � σ 

K−1

k�0
βkTk(L)x ).⎛⎝

(21)

Among them,

L �
2L

λmax
− I, Tk(L) � 2 LTK−1(

L) − Tk−2(
L), T0(

L) � I, T1(
L) � L, L � I − D

−
1
2AD

−
1
2. (22)

We can see that

(1) Chebyshev polynomial as a convolution kernel
avoids the eigen decomposition of the Laplacian
matrix.

(2) By introducing the adjacency relationship of the
graph, the convolution kernel has local features.
(erefore, the graph convolutionmodel based on the
spectral domain method is a further promotion of
the basis function of the Fourier transform and the
convolution kernel of the convolution operation.

(e data in the social recommendation system can be
naturally expressed as a user-user social graph and a user-
item graph, and the BP neural network can integrate the
node information in the above two graph structures.

(erefore, BP neural network is widely used in product
recommendation, movie recommendation, and other fields.
User Modeling integrates the user information extracted
from the user’s social network (which can be understood as
the characteristics of friends in the user’s social relationship
and reflects some of the characteristics of the user) with the
user information extracted from the user-item graph
structure (can be understood as the user’s rating of the item
and reflects the user’s characteristics).

(e Graphrec model includes User Modeling, Item
Modeling, and Rating Prediction (Figure 6). Item Modeling
integrates the characteristics of the item with the charac-
teristics of the users participating in the evaluation of the
item to reflect the characteristics of the item. Rating Pre-
diction combines the user potential features extracted from
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the User Modeling and ItemModeling described above with
the potential features of the item to predict the rating of each
item.

(e following is a detailed introduction to the content of
the paper.

3.1. User Modeling. In order to understand the potential
characteristics of users, the user model is divided into two
parts, user-item graph and social network, and the two parts
are described separately.

3.1.1. User-Item Graph Model

h
I
i � σ W · aggre item xia,∀a ∈ C(i) (  + b( . (23)

Among them, C(i) is the item evaluated by user u(i),
W, b is the weight and bias of the neural network, and σ is a
nonlinear function.

Users will express their opinions when scoring items, so
items and item scoring can help users model.

xia � gv qa ⊕ er ( . (24)

Among them, xia is the integration of users and items,
xia is the interactive representation of each item and the
score, qa is the feature vector of the item, er is the feature of
the five evaluation levels, and ⊕ is the connection of two
vectors.

Generally, the abovementioned aggretions fusion
function directly integrates multiple items evaluated by each
user on an average basis, which as follows:

h
l
i � σ W · 

acc(t)

αixia

⎧⎪⎨

⎪⎩

⎫⎪⎬

⎪⎭
+ b⎛⎜⎝ ⎞⎟⎠,

αi �
1

|C(i)|
.

(25)

Because the proportion of each item is different for users,
it is not possible to directly calculate the average integration.
In order to make up for the lack of average integration, the
attention mechanism is introduced.

h
l
i � σ W · 

acC(i)

αiaxia

⎧⎪⎨

⎪⎩

⎫⎪⎬

⎪⎭
+ b⎛⎜⎝ ⎞⎟⎠, (26)

where αia is the weight of the attention mechanism.

α∗ia � w
T
2 · σ W1 · xia ⊕pi (  + b1  + b2,

αia �
exp α∗ia( 

aϵC(i)exp α∗ia( 
.

(27)

Among them, pi is the feature vector of user ui, the
interaction of items and ratings is connected with the feature
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Figure 6: Graphrec model.
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vector of the user, andW1 andwT
2 , b1, and b2 are weights and

biases. (e Softmax function is used to normalize the above
attention weights to obtain the final attention weights, which
can be understood as the contribution of the interaction to
the user-item space user latent factor.

In the interaction between users and friends, it can be
found that users’ evaluations of products are similar to their
own friends’ evaluations. (erefore, this paper proposes to
obtain the potential characteristics of the user by fusing the
evaluation of the user’s friends on the project and the
characteristics of the project itself and design the following
fusion function:

h
S
i � σ W · Aggre neighhors h

I
o, ∀o ∈ N(i)   + b ,

h
S
i � σ W · 

oeN(i)

βioh
I
o

⎧⎪⎨

⎪⎩

⎫⎪⎬

⎪⎭
+ b⎛⎜⎝ ⎞⎟⎠.

(28)

Since different friends have different influences on users,
this paper introduces an attention mechanism to users’
friends.

β∗io � w
T
2 · σ W1 · h

I
o ⊕pi  + b1  + b2,

βio �
exp β∗io( 

o∈N(i)exp β∗io( 
.

(29)

(e potential user characteristics obtained by the user-
item graph model and the user potential characteristics
obtained by the user social network model are merged, and
the two parts of user characteristics are extracted through the
full convolutional neural network to obtain the final user
potential characteristics.

c1 � h
l
i ⊕ h

s
i ,

c2 � σ W2 · c1 + b2( ,

· · ·

hi � σ Wl · cl−1 + bl( .

(30)

3.2. Item Modeling. (e project model is to extract the
potential features of the project and extract the potential
features of the project by fusing the characteristics of the
users participating in the project evaluation and the user’s
score.

fjt � gut pt ⊕ er ( . (31)

Each user feature is fused, and the fusion function is
designed as follows:

zj � σ W · Aggre users fjt, ∀t ∈ B(j)  + b  ,

zj � σ W · 
t∈B(j)

μjtfjt

⎧⎪⎨

⎪⎩

⎫⎪⎬

⎪⎭
+ b⎛⎜⎝ ⎞⎟⎠.

(32)

Since each user has a different proportion of item feature
extraction, this paper adds an attention mechanism.

μ∗jt � w
T
2 · σ W1 · fjt ⊕ qj  + b1  + b2,

μjt �
exp μ∗jt 

t∈B(j)exp β∗jt 
.

(33)
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3.3. Rating Prediction. Recommendation can be simplified
as a matching problem between users and items, which
matches suitable items for suitable users and derives users’
predictions for items. Proved that the full convolutional
layer (MLP) can approximate any measurable function with
arbitrary accuracy, so similarity can also be learned using the
full convolutional layer (MLP).

g1 � hi ⊕ zj ,

g2 � σ W2 · g1 + b2( ,

· · ·

gl−1 � σ Wl · gl−1 + bl( ,

rij
′ � w

T
· gl−1.

(34)

3.4. Loss Function

L oss �
1

2|O|


i,j∈O
rij
′ − rij 

2
. (35)

Among them,O is the set of tuples (i, j), where the tuples
represent the user ui and the rated item vj, so this loss
function calculates the loss for all rated items and does not
consider the loss for the unrated items.

4. Selection Model of Cultural and Creative
Tourist Attractions Based on BP Network

From the above introduction to system theory, we can find
that the essence of a system is a process. (is process has
always been in dynamic change and development, and the
system structure is themanifestation of this dynamic change.
Under the guidance of this theory, this paper combines the
economic “supply-demand” structure theory to construct a
dynamic process of the integration of cultural and creative

industries and tourism industries. Based on the perspective
of system theory, the concept of industry is defined as a
systematic combination of related elements such as tech-
nology, products, enterprises, markets, and systems. Dif-
ferent industrial factors interact with each other,
continuously differentiate and restructure, and promote the
development of the industrial system. It can be said that the
integration mechanism of industries is the result of the
evolution of different divisions of labor between industries
or within industries. (is evolution process is shown in
Figure 7.

(e interrelationship and mutual promotion of cultural
and creative industries and tourism industries constitute a
complex and changeable dynamic system. (e main driving
force of this dynamic system comes from the continuous
expansion of the demand for tourism creativity and the
continuous increase of the supply of tourism creativity
products. (is interactive dynamic system can better pro-
mote industrial integration with the support of regional
cultural creativity and mature tourism market. (e driving
force generated by the interaction between the demand
thrust and the supply pull and the interaction of various
factors in the external market environment constitutes the
main driving force for the industrial integration of the
cultural and creative industries and the tourism industry.

(e recommendation performance of the cultural and
creative personalized tourist attraction recommendation
system will be greatly reduced, and manual labeling of
training data is time-consuming and laborious. (erefore, it
is considered to introduce a labeled auxiliary data set related
to the target data set to solve the problem of the lack of
labeled data in the target data. However, there is a distri-
bution difference between the auxiliary data set and the
target data set, so the data distribution difference between
the two must be eliminated before it can be used to train a
personalized travel recommendation system. (erefore, a

Table 1: Search results of the cultural and creative tourist attractions selection model based on BP network.

No. Attractions search No. Attractions search
1 91.70 21 88.49
2 88.46 22 91.58
3 91.00 23 88.91
4 88.75 24 88.20
5 90.53 25 95.82
6 88.78 26 90.62
7 94.41 27 90.74
8 94.92 28 92.49
9 92.25 29 93.05
10 95.13 30 90.12
11 95.17 31 90.12
12 91.50 32 94.91
13 95.27 33 94.66
14 95.43 34 91.40
15 94.27 35 88.94
16 93.82 36 91.83
17 91.22 37 92.65
18 93.70 38 94.74
19 89.54 39 94.22
20 91.77 40 94.23
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personalized recommendation model for tourist attractions
based on domain adaptation is proposed. Domain adapta-
tion can effectively reduce the distribution difference be-
tween different data. (e block diagram of the personalized
recommendation model for cultural and creative tourist
attractions based on domain adaptation is shown in Figure 8.

Figure 9 is a schematic diagram of setting the time
boundary threshold t and the popular/not popular boundary
threshold b. It can be seen that the comment values of a large
number of scenic spots are concentrated in the lower area of
the figure. (is distribution of the number of reviews is
consistent with the “long-tail effect” in the distribution of
scenic spots mentioned in Section 4 and is consistent with
the setting of using the number of reviews to reflect the
popularity of scenic spots. It is reasonable to set the b value in

the interval shown in the figure. In order to avoid the ex-
cessive subjective influence caused by the need to manually
set the b value, this paper considers setting the experiment to
select multiple thresholds b and analyzes the influence of the
scenic spot popularity prediction under different b values.

Based on the above analysis, the effect of this model is
verified. (e system model in this paper is mainly applied to
the selection and search of cultural and creative tourist
attractions. (erefore, this paper conducts a simulation
experiment on the search effect of the cultural and creative
tourist attractions selection model based on the BP network
and obtains the results shown in Table 1 and Figure 10.

(e above research verifies the search effect of the
cultural and creative tourist attractions selection system
based on BP network. On this basis, a user satisfaction
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Figure 10: Statistics diagram of search results of the cultural and creative tourist attractions selection model based on BP network.

Table 2: User satisfaction of the model.

No. Satisfaction No. Satisfaction
1 88.41 21 92.64
2 83.13 22 87.99
3 91.48 23 82.11
4 92.59 24 86.38
5 89.73 25 88.98
6 86.58 26 85.43
7 91.90 27 90.18
8 82.18 28 88.10
9 86.12 29 90.03
10 91.63 30 84.70
11 92.07 31 91.36
12 83.39 32 86.21
13 92.24 33 84.02
14 88.62 34 91.44
15 82.25 35 88.98
16 86.05 36 85.03
17 86.27 37 91.84
18 87.57 38 92.45
19 86.85 39 83.13
20 92.41 40 93.31
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survey is conducted on the model in this paper, and the
results are shown in Table 2 and Figure 11.

From the above and the research results, we can see that
the cultural and creative tourist attractions selection search
system based on BP network has good user satisfaction. On
the whole, the cultural and creative tourist attraction se-
lection search system proposed in this paper based on the BP
network has a good selection effect of tourist attractions and
has an important role in promoting the development of
cultural and creative tourism.

5. Conclusion

(e development of China’s cultural industry has entered
a “new stage,” and the innovative design of regional
tourism cultural and creative products in the cultural
industry has risen from corporate behavior to an im-
portant position in the national economy. For this reason,
the focus of designers has shifted from traditional
products to innovative products that highlight the five
thousand years of Chinese culture and characteristic re-
gional culture, which makes the cultural and creative
industry hot. Chinese history and culture have a long
history and a history of 5,000 years. (e harmonious
development of society and nature is based on the basic
condition that the diversity of culture and nature is
equally important. (is paper applies the BP network to
the selection and exploration of cultural and creative
tourist attractions and builds an intelligent system based
on the actual situation. (rough experimental research, it
can be seen that the cultural and creative tourist attraction
selection search system proposed in this paper based on
the BP network has a good selection effect of tourist at-
tractions and has an important role in promoting the
development of cultural and creative tourism.
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Hydropower offers significant value for global carbon peak and carbon neutrality. However, the construction of hydropower
stations leads to significant changes in land use and cover structure in reservoir areas, which affect ecosystem services including
carbon balance. Furthermore, the development and operation of hydropower project require vast investment. However, the
reservoir ecosystem’s carbon storage and carbon emission reduction caused by hydropower could offer economic benefits when
the official carbon market trading in China was launched in 2021. (erefore, it is necessary to assess comprehensively the changes
in carbon storage and its value to the ecosystem in reservoir areas.(e evaluation is of great importance for carbon loss reduction,
land management, and hydropower development. (is study provides a comprehensive and effective framework for evaluating
changes in carbon storage and has its value to the reservoir ecosystem. It combines land utilization classification data obtained
from remote sensing image interpretation and the Integrated Valuation of Ecosystem Services and Tradeoffs (InVEST) carbon
storage model. Based on the case study of the Xiluodu reservoir area, they were evaluated from two aspects: physical quantity and
value quantity. (e results show that the carbon storage in the Xiluodu reservoir area increased by 8,504.42Mg from 2000 to 2018.
(e spatial distribution of the carbon storage shows a trend of high in the north and west, but low in the south and east. (e
construction of hydropower stations and the rise of reservoir water level covered a large amount of land, which led to the loss of
carbon storage in reservoir areas. By implementing soil and water conservation and vegetation protection policies, parts of the
cultivated land and grassland were converted into forestland, which was the main source for increasing the ecosystem’s carbon
storage. Moreover, carbon emission reduction was achieved by hydropower. In terms of the monetary value, the carbon storage
value of the reservoir ecosystem increased to 19 million RMB during the construction period (2005–2015). (e carbon storage
value of the reservoir ecosystem increased to 611 million RMB during the operation period (2015–2018). (e latter was greater
than the maintenance cost of the hydropower station and exceeded the amortized cost of hydropower development, indicating the
feasibility and economic benefits of hydropower development. (ese findings provide guidance for future hydropower devel-
opment decisions in Jinsha River Basin and also others.

1. Introduction

Global warming is one of the biggest challenges to sus-
tainable development of human society and natural eco-
system. It has gradually become a hot issue worldwide [1–3].
Previous studies show that carbon emissions caused by
human activities are the main reason of climate change,

mainly from burning of fossil fuels [2]. China is working on
local and global environmental challenges [4]. (ese include
a commitment to peak CO2 emissions around 2030
according to the Paris Agreement signed in 2015 and a
commitment to achieve carbon neutrality by 2060 at the 75th
UNGeneral Assembly in 2020 based on the Paris Agreement
[5–7]. Considering the global carbon peak and carbon
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neutrality deadlines, it is necessary to reduce dependence on
fossil fuels, attach importance to clean energy development,
and optimize energy structure.

As the largest share of clean energy (85%) and the most
mature and sustainable power resource, hydropower
continues to be the focus of future development [7, 8].
However, extensive hydropower development profoundly
impacts the ecosystem, changing the local land use status,
ecological diversity, and vegetation coverage [9, 10].
Previous studies showed that land use and cover change
(LUCC) is the main cause of global carbon cycle imbal-
ance and an important source of carbon emissions that
ranks secondary after fossil fuels [11]. (e impact of
LUCC on the carbon cycle has become an important
aspect of ecological benefit literature, mainly focusing on
impacts of soil carbon storage and biomass carbon storage
in specific ecosystems. However, the impact of LUCC on
multiple carbon pools in composite ecosystems remains
unclear [12].

Previous studies have confirmed the influence of
hydropower station construction on changes of land use
and cover type in the reservoir area. Zhang et al. found
that the cultivated land, forestland, and grassland in the
reservoir area kept decreasing, while the built-up area and
the water area kept increasing during 1978–2005 due to
the construction of the (ree Gorges Dam and envi-
ronmental protection policies after the completion of the
dam [13]. Guan et al. believed that the construction of the
(ree Gorges Dam changed the land use structure. (ey
used Logistic-CA-Markov and WLC-CA-Markov models
to simulate Chongqing’s future land use pattern in the
(ree Gorges Reservoir area. It was found that the
grassland and cultivated land in the reservoir area would
continue to decrease while the water area would remain
stable, and the forestland and construction land would
continue to increase [14]. Rufin et al. collected 178 cases of
land use structure change caused by hydropower station
construction and concluded that land cover change is
mainly related to hydropower stations. Moreover,
scholars have discussed the influence of hydropower
station construction on soil carbon storage and forest
carbon cycle in the reservoir area [15]. Kumar and Sharma
and Pereira et al. studied the influence of water flooding of
hydropower station on the soil carbon content in nearby
forests [16, 17]. Dullah et al. discussed the influence of
hydropower station construction on forest plant carbon.
(ey believed that the carbon sequestration rate of the
remaining forest in studied areas was still considerable,
and the carbon sequestration potential was acceptable
[18].

However, previous studies on influence of hydropower
station construction on carbon storage were mainly con-
centrated on one or two carbon pools (plant carbon and soil
carbon) of particular ecosystem. (erefore, it is necessary to
comprehensively evaluate changes in various carbon pools
in the reservoir area. Such an assessment is very important
for carbon reduction, land management of future reservoir
areas, and hydropower station management. (e Integrated
Valuation of Ecosystem Services and Tradeoffs (InVEST)

model can be linked to Geographic Information Systems
(GIS) mapping to evaluate various service functions of
ecosystem services [19–21]. (e carbon storage and capture
models in the InVEST model include four carbon pools:
aboveground biomass, underground biomass, dead organic
carbon, and soil carbon. (ey can accurately reflect changes
in carbon storage caused by LUCC in terrestrial ecosystem.

(e InVESTmodel has been widely used to evaluate and
simulate carbon cycles of terrestrial ecosystems at different
scales due to its visualization on evaluation results, data
accessibility, and ease of operation [22–24]. However,
previous studies with the InVESTmodel mainly focused on
impacts of urban expansion, shelterbelt construction, and
returning farmland to grassland on carbon storage. Few
scholars used the InVESTmodel to study impacts of land use
change caused by hydropower station construction on
carbon storage in terrestrial ecosystems. Moreover, the
development and operation of hydropower require vast
investment. Taking the hydropower base in the Jinsha River
Basin as an example, over 500 billion RMB has been invested
in hydropower during past 20 years. With the official launch
of carbon market trading in 2021, changes on carbon storage
in the reservoir ecosystem and carbon emission reduction
caused by hydropower during operation also have specific
economic values. (erefore, this paper estimates the value of
changes in ecosystems’ carbon storage in the reservoir area
from the perspective of carbon market value, considering
carbon emission reduction caused by hydropower.(en, the
value is compared with the hydropower investment and
operating costs to evaluate the economic contribution to the
reservoir area in different periods. (e study provides
guidance for decision-making of hydropower development
and reservoir ecosystem management. Moreover, the study
provides a comprehensive and effective framework for
evaluating changes in carbon storage to reservoir ecosystems
and their economic value which is based on integrating land
use classification data obtained from remote sensing image
interpretation and the InVEST carbon storage model.

(e Jinsha River Basin has the largest hydropower re-
sources in China. At present, three of the world’s top ten
hydropower stations are located here in terms of installed
capacity and adequate resources for subsequent develop-
ment. (e Xiluodu hydropower station is the fourth largest
station in the world and is located in the Jinsha River Basin.
In the past 20 years, a large amount of land resources has
been occupied by the construction, infrastructure, and
immigrant resettlement along with the station development.
(e stored water has flooded the adjacent land causing the
land use and cover of the reservoir area to change signifi-
cantly. Functions of ecosystem service in the reservoir area
have been affected, including carbon balance. (erefore, the
Xiluodu reservoir area was selected for this study as a typical
case. Particularly, four stages were selected: the period before
hydropower station was built (2000); the beginning of
construction (2005); the completion of construction (2015);
the operation period (2018). Changes in carbon storage in
the reservoir area from 2000 to 2018 were studied with an in-
depth discussion on impacts of the station. Detailed topics
show as follows:
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(1) Distribution of land use and cover types in Xiluodu
reservoir area in 2000, 2005, 2015, and 2018 due to
hydropower station construction, combined with
satellite data and environmental changes.

(2) Current changes of carbon storage in reservoir
ecosystem and its main reasons, combined with land
use, cover types, and carbon density data.

(3) Calculating economic value associated with carbon
storage changes in the reservoir area with the market
value method. (e method accounts for carbon
emission reduction caused by hydropower and
compares the hydropower investment and operation
costs to evaluate the economics of hydropower
development.

2. Materials and Methods

2.1. Research Area. (e reservoir area is located at
102°49′36″E-103°48′9″E, 27°15′20″N-28°17′31″N (Figure 1).
(e reservoir area (3,613,657 hm2) is situated in a small
watershed within the first ridgeline between the Baihetan
hydropower station and the Xiluodu dam site. (is location
is within the first level watershed of Xiluodu hydropower
station which is at the junction of Yunnan and Sichuan
Province. (ere are nine counties (districts) in these two
provinces. (is area belongs to subtropical monsoon climate
which is dry and hot. (e annual precipitation ranges from
600mm to 1100mm.(e annual average temperature varies
from 10.1°C to 19.7°C. (e altitude ranges from 265 to
3,656m (data source: Environmental Impact Assessment
Report of Xiluodu Hydroproject, Edited by Chengdu En-
gineering Corporation Limited, April 2005). (e reservoir is
an ecologically sensitive area in China with steep slopes, high
and middle gorge landforms.

(e Xiluodu hydropower station is located in the Xiluodu
Valley because of abundant water in this area which borders
Yongshan County of Yunnan Province and Leibo County of
Sichuan Province at the lower Jinsha River. (e main pro-
gram of the hydropower station was started in June 2004 and
put into operation in October 2015. After Xiluodu hydro-
power station started operation, the water area in the reservoir
area increased by approximately 10,000 hectares, and the
cultivated land decreased by approximately 8,000 hectares.

2.2. Research Framework. (e purpose of this study is to
provide a framework for assessing impacts of hydropower
programs on carbon storage of reservoir ecosystem and
provide guidance for future hydropower construction and
reservoir ecosystem management. Since the carbon trading
market was officially launched in the Shanghai Environment
and Energy Exchange (SEEE) in 2021, rights of carbon
emission have been endowed with an economic value.
(erefore, the evaluation of impacts of hydropower pro-
grams on carbon storage can be measured from two aspects:
physical quantity and value quantity (Figure 2).

During the studied period from 2000 to 2018, the data
obtained from remote sensing image interpretation were
used to generate maps of the land use and cover type changes

and the land use transfer matrix of the Xiluodu reservoir area
from 2000 to 2018. Complementing in-situ monitoring of
carbon storage changes, the InVEST model has advantages
of data accessibility and visibility to results [25, 26]. It can
simulate changes in the value of ecological services of various
terrestrial, freshwater, and marine ecosystems. (erefore,
the InVEST carbon storage model was used to evaluate
physical changes in carbon storage in the reservoir eco-
system caused by hydropower programs.

A change in physical amount of carbon storage in the
reservoir area reflects the situation of carbon sequestration
and carbon emission. (erefore, a positive net change in-
dicates that the ecosystem absorbs carbon from atmosphere,
stores it in the ecosystem, and reduces the content of
greenhouse gases in atmosphere. On the other hand, a
negative net change indicates that the land use change leads
to greenhouse gas emissions. (erefore, considering the
carbon emission reduction caused by hydropower programs,
the value of the reservoir ecosystem’s carbon storage in this
study refers to monetizing the carbon sequestration (or
carbon emission) and emission reduction by hydropower in
the reservoir area.(e market value method has been widely
used to measure the economic value of the forest carbon
sink. Price per unit of the carbon sink is an important factor.
(is paper uses the market value method to calculate
changes in the value of the reservoir ecosystem’s carbon
storage considering carbon emission trading price of the
SEEE. In addition, the calculated value was compared with
the carbon sink cost (hydropower investment and operation
costs) to discuss the economics of hydropower development.

2.3. Calculation Method

2.3.1. Data Source and Processing. We employed the digital
elevation model (resolution 30m× 30m) to process land use
and cover data used obtained from the Data Center for
Resources and Environmental Sciences, Chinese Academy
of Sciences. (e land use and cover data was sourced from
Xiluodu reservoir area in 2000, 2005, and 2015, and data in
2018 were from the Landsat TM/ETM+/OLI satellite remote
sensing images of the United States Geological Survey
(USGS). (e remote sensing images were preprocessed by
radiometric correction, geometric correction, color en-
hancement, splicing, cutting, and then artificial visual in-
terpretation. (e accuracy of land use and the cover was
greater than 85% which meets research requirements.

According to the classification standards issued by the
Ministry of Natural Resources of China and the research
needs of ecological environment of the Xiluodu reservoir
area, the land use and cover types were divided into five
types: (1) cultivated land (dry land, paddy land); (2)
woodland (woodland, shrubbery, open woodland, and other
woodland); (3) grassland (high coverage, medium coverage,
and low coverage); (4) water area; and (5) construction land.

2.3.2. Carbon Storage Model: Application of the InVEST
Model. In this paper, the carbon storage and capture model
in the InVESTmodel (version 3.5.0) was used to estimate the
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carbon storage of the reservoir area over time, based on the
spatial distribution map of land use at different times and
carbon density of each land type. (e InVEST model sim-
ulated the carbon storage of four carbon pools, including
aboveground and underground biomass, dead organic
carbon, and soil carbon. (e top 20 cm layer of soil was
studied in this paper. (e calculation formula of carbon
storage of reservoir ecosystem is as follows:

, , Ctotal � Cabove + Cunder + Cdead + Csoil. (1)

2.3.3. Carbon Density. (e carbon density data of the
Xiluodu reservoir area mainly came from areas with a similar
natural environment and same classification system as
Xiluodu. Data about vegetation type, plant species compo-
sition, and vegetation coverage were collected by other
scholars via field measurements in the reservoir and nearby
areas. Previous studies showed that the conversion coefficient
of the biomass to carbon of forest was 0.45–0.50, and that of
grassland was 0.40–0.45. (e carbon density of the under-
ground root system was determined by ratios of the above-
ground biomass to the underground biomass of different land
types. (e carbon density of the dead organic matter was
determined by the ratio of aboveground dead matter to
underground deadmatter [27, 28].(e final organized data of
carbon density of Xiluodu reservoir area are shown in Table 1.

2.3.4. Market Value. Carbon market trading was officially
launched on SEEE on July 16, 2021.(e closing price on that
day was 51.23 CNY/Mg. (e carbon in this paper refers to

elemental carbon, while the carbon trading in China uses
CO2eg per ton as trading object. According to the mass
conversion coefficient of carbon per ton converted into
CO2eg, which is 3.67, the carbon trading price per ton in this
study is converted to 188 CNY/Mg [40].

A previous study showed that the hydropower carbon
footprint of the Xiluodu hydropower station is 7.6 gCO2eg/
(kW·h), while the coal-power carbon footprint is
822 gCO2eg/(kW·h) [41]. (e clean energy provided by
hydropower station can effectively reduce carbon emissions.
By the end of 2018, the cumulative power generation of the
station exceeded 300 billion kW·h (date source: China’s
National Energy Administration, available online), with an
emission reduction of 1856.83 million tons of CO2eg,
equivalent to 50.13 million tons of elemental carbon (C).
(erefore, the value of carbon storage in the reservoir area
can be calculated as follows:

Vc � Ca + Ch(  · Pc. (2)

Vc is value quantity, Ca is physical quantity change of
carbon storage in the reservoir area, Ch is carbon emission
reduction by hydropower, and Pc is carbon price (CNY/Mg).

3. Results and Analysis

3.1. LUCC of the Xiluodu Reservoir Area in 2000–2018

3.1.1. Spatiotemporal Pattern of LULC. (e land use and
land cover map (LULC) and area changes in the Xiluodu
reservoir area from 2000 to 2018 are shown in Figure 3 and
Table 2. Before the start of the construction in 2000, the
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Figure 1: Geographic location of Xiluodu reservoir area.
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forestland was the main land use and cover type, accounting
for 38.91% of the total area of the reservoir area. It was
mainly distributed in the mountainous area with a high
elevation and a large slope. (e grassland accounted for

32.75% of the total area and was distributed in the middle
and low altitude areas along the lower Jinsha River. (e
water area and the construction land accounted for only
0.9% and 0.19% of the reservoir area, respectively. (e water
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Figure 2: Methodological framework of the study.
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area was distributed in the river valley area with a low al-
titude level and a gentle slope, while the construction land
was scattered in the upstream river.

During the initial stage of the station construction in
2005, no large-scale engineering construction was carried
out since it is at the preparation stage of Xiluodu hydro-
power station.(erefore, the area was kept under the natural
environment, and there were no significant changes in the
various land use and cover types. After the station’s con-
struction in 2015, the area and distribution of the various
land use and cover types changed significantly, with an area
reduction of the cultivated land and the grassland. (e
cultivated land area decreased most, reaching 4732.92
hectares. (e forestland area, water area, and the con-
struction land area increased to 39.95%, 1.2%, and 0.2%,
respectively. (e forestland area increased most, reaching
3736.98 hectares. (e increase of forestland was mainly on
the west bank of Jinsha River in the hinterland, while the
increase of construction land was mainly in the low altitude
areas at the front and tail of the reservoir. (e increase of the
water area occurred mainly on both sides of the Jinsha River.

After the station was completed and put into operation
in 2018, the cultivated land and grassland areas in the
reservoir further decreased. (e biggest reduction in the
grassland area decreased to 30.77% and was mainly dis-
tributed in the middle and low altitude areas of the central
region.(e forestland and construction land areas decreased
by 788.38 hectares and 293.85 hectares, respectively, com-
pared to 2015, and the reduction was mainly distributed on
both sides of the Jinsha River. Only the water area increased
greatly, and its proportion increased to 3.7%, mainly dis-
tributed in the valley area with a low altitude and a gentle
slope.

3.1.2. Land Use and Cover Type Change Directly Caused by
Hydropower Station Construction. (e land use and cover
areas of the Xiluodu hydropower station during preparation
(2000–2005), construction (2005–2015), and operation

(2015–2018) periods are shown in Figure 4. Due to con-
struction, the cultivated land and grassland areas in the res-
ervoir decreased considerably, while the water area increased
themost, followed by the forestland and construction land area
(Table 3). (e following observations are noted:

(1) During the construction period, the woodland and
construction land were mainly added to the reservoir
area, while the cultivated land was mainly removed
from the reservoir area. (e increased area of both
forestland and construction land came from culti-
vated land and grassland.

(2) Change in the construction land was the greatest,
which was four times that in 2005.(e increased area
was mainly the engineering site of station at the head
of reservoir and the immigrant resettlement area at
the tail of reservoir.

(3) (e forestland area increased by 3726.98 hm2 down-
stream of the Jinsha River due to the vegetation res-
toration measures such as afforestation and natural
forest closure during events such as “returning farm-
land to forest,” engineering construction, and immi-
grant resettlement that began in 1998. Although some
forestlandwas submerged due to water level rise during
the station operation, the forestland area still increased
compared to 2000. (e construction of Xiluodu hy-
dropower station did not cause severe damage to in-
land plants in the reservoir area.

(4) During the operation period, the water level was
raised to inundate other lands in the reservoir area,
resulting in a significant increase in water area. (e
cultivated land and grassland were main sources of
the increased water area.

3.2.CarbonStorage in theXiluoduReservoirArea from2000 to
2018

3.2.1. Spatial and Temporal Distributions of Carbon Storage.

Table 1: Carbon densities of different land use types in Xiluodu reservoir area.

Land use and cover types (Mg/hm2)
Ci,above Ci,under Ci,soil Ci,dead Reference

Category Type

Woodland

Woodland 31.95 6.38 146.82 2.96 [29–31]
Shrubwood 8.1 1.62 91.7 2.48 [31, 32]

Open woodland 8.1 1.62 91.7 2.48 [29, 30, 33]
Other woodland 35.03 7.01 142.58 3.75 [29, 30, 33]

Cultivated land Paddy field 5.42 1.96 92.9 0 [34, 35]
Dry land 3.64 0 33.46 13 [35, 36]

Grassland
High coverage 2.75 7.37 64.03 4.07 [37, 38]

Medium coverage 2.205 5.365 48.41 3.035 [37, 38]
Low coverage 1.66 3.36 25.79 2 [37, 38]

Water area Water area 0.3 0 0 0 [39]
Construction land Construction land 0 0 22.25 0 [39]
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(e total carbon storage of the Xiluodu reservoir area in
2000, 2005, 2015, and 2018 was 31,057,361Mg,
31,955,862Mg, 31,510,555Mg, and 31,067,232Mg, respec-
tively (Figure 5). (e corresponding average carbon

densities were 85.94Mg/hm2, 85.93Mg/hm2, 87.19Mg/hm2,
and 85.97Mg/hm2. SOC was the main carbon pool, followed
by AGC, DOC, and BGC.(e carbon storage of the reservoir
ecosystem decreased by 1,499Mg from 2000 to 2005. (e
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Table 2: Land use and cover change between 2000 and 2018.

Land use type
2000 2005 2015 2018

Area (hm2) Proportion
(%) Area (hm2) Proportion

(%) Area (hm2) Proportion
(%) Area (hm2) Proportion

(%)
Woodland 140601.51 38.91 140651.28 38.92 144388.26 39.95 143599.88 39.73
Cultivated land 98495.55 27.26 98483.31 27.25 93750.39 25.94 90660.42 25.09
Grassland 118334.79 32.75 118250.82 32.72 116041.59 32.11 111189.33 30.77
Water area 3246.75 0.90 3287.25 0.91 4340.97 1.20 13364.82 3.70
Construction
land 702.45 0.19 707.13 0.20 2859.93 0.79 2566.08 0.71
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Figure 4: Change in each land use and cover type.

Table 3: (e land use transfer matrix of the Xiluodu reservoir area from 2000 to 2018.

Time Land use type Woodland Cultivated land Grassland Water area (hm2) Construction land

2000–2005

Woodland 139961.25 313.02 313.83 11.97 1.08
Cultivated land 388.89 97684.92 389.34 23.13 9.09

Grassland 292.59 472.77 117530.82 37.8 0.72
Water area 7.2 8.37 16.02 3214.35 0.18

Construction land 1.35 4.23 0.81 0 696.06

2005–2015

Woodland 137507 1101.69 1685 217.80 139.77
Cultivated land 2513 91321.56 2606 467.73 1574.37

Grassland 4265 1195.02 111614 661.05 516.15
Water area 38 120.06 135 2993.58 0.81

Construction land 65 11.88 1 0.36 628.83

2015–2018

Woodland 135881.64 3437.82 3821.22 1211.76 35.46
Cultivated land 3532.86 82451.25 4587.84 2950.29 227.88

Grassland 4086.55 4578.12 102558.87 4759.11 59.49
Water area 66.16 40.5 50.76 4179.33 3.69

Construction land 32.67 152.73 170.64 264.33 2239.56
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carbon storage increased by 453,193Mg during the con-
struction period of 2000–2015.(e carbon storage decreased
by 443,322Mg during the operation period of 2015–2018.
(e carbon storage increased by 8504.42Mg in 2018 com-
pared to 2000 when the hydropower station was not built.

From changes in proportions of land use carbon storage
in the reservoir area (Table 4), the forestland was the largest
carbon pool in Xiluodu reservoir area. (e forestland had a
high distribution density and high carbon density, ac-
counting for 54.55%–57.2% of the total carbon storage of the
reservoir area ecosystem, and its proportion continued to
rise. (e carbon storage of the grassland ranked next to the
forestland. (e grassland and the cultivated land accounted
for 25.34%–26.66% and 17.15%–18.73% of the total carbon
storage, respectively. (e carbon storages of the grassland
and the cultivated land continuously decreased each year.
(e carbon storage of the construction land and the water
area ranked the lowest, which accounted for only 0.05%–
0.22%. Although the water area increased significantly from
2000 to 2018, its carbon storage was still the lowest which is
only 0.02% due to low carbon density.

In terms of spatial distributions, the carbon storage in
the reservoir area was higher in the north and west, but lower
in the south and east. (e high carbon storage areas were
mainly distributed in the high-altitude mountainous forest
areas at the upstream and the western boundary of the
reservoir. (ese areas had high vegetation coverage and
good vegetation growth which is seldom affected by human
activities. (erefore, their natural plants were well main-
tained. (e second high carbon storage area was the
grassland area in the south of the reservoir area. (e water
area was mainly distributed in the mainstream of the Jinsha
River and its tributaries with the lowest carbon storage
(Figure 6).

(e carbon storage and spatial distribution did not
change significantly from 2000 to 2005. However, with the
construction of Xiluodu hydropower station, the carbon
storage and spatial distribution changed significantly
from 2005 to 2015 during the construction period. (e

carbon emission was mainly from the hydropower station
construction area in the north and the immigrant reset-
tlement area in the south. (e carbon sequestration area
was mainly the forestland on the western bank of Jinsha
River in the middle of the reservoir area. As the station
entered its operation period, the carbon storage along the
mainstream and tributaries of Jinsha River decreased
significantly from 2015 to 2018. Compared with the
construction period in 2005–2015, the carbon emission
area increased significantly, mainly due to the water level
rise in the operation, which flooded vast grassland and
cultivated land (Figure 7).

3.2.2. Carbon Storage Change Directly Caused by the Xiluodu
Hydropower Station Construction. Due to the construction
of Xiluodu hydropower station, the vegetation density, land
use, and cover types in the reservoir area changed, which
affect the carbon storage of ecosystem (Table 5). From 2000
to 2005, changes in vegetation densities of forestland, cul-
tivated land, and grassland caused carbon densities to
change from 120.499Mg/hm2, 59.058Mg/hm2, and
69.982Mg/hm2 to 120.514Mg/hm2, 59.070Mg/hm2, and
70.123Mg/hm2, respectively. (e total carbon storage of the
unchanged land use and cover types in the reservoir area
increased by 5042.82Mg. With the area conversion to dif-
ferent land use and cover types, the total increase of the
carbon storage was 49,746.58Mg, and the total decrease was
51,244.96Mg, while the net decrease was 1,498.48Mg. (e
annual carbon emissions of the ecosystem were 299.696Mg/
year.

During the construction period from 2005 to 2015,
changes in the carbon densities of forestland, cultivated land,
and grassland were 123.122Mg/hm2, 58.913Mg/hm2, and
70.123Mg/hm2, respectively. (e carbon storage of un-
changed land use and cover types increased by
106,863.66Mg. Due to the area conversion, the total increase
of carbon storage was 827,971.28Mg, and the total decrease
was 373,278.88Mg, while the net increase was
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Figure 5: Carbon storage changes of different carbon pools.
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456,892.43Mg. (e annual carbon storage of ecosystem was
45,469.24Mg/year.

During the operation period from 2015 to 2018, changes
in carbon densities of forestland, cultivated land, and

grassland were 123.722Mg/hm2, 58.911Mg/hm2, and
70.423Mg/hm2, respectively. (e carbon storage of un-
changed land use and cover types increased by 96,529.62Mg.
(e total increase of the carbon storage caused by changes in
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Figure 6: Spatiotemporal changes of carbon storage between 2000 and 2018 (Mg).

Table 4: Carbon storage of different land use and cover between 2000 and 2018.

Land use type 2000 2005 2015 2018
Proportion (%) Proportion (%) Proportion (%) Proportion (%)

Woodland 54.55 54.56 56.42 57.20
Cultivated land 18.73 18.73 17.56 17.15
Grassland 26.66 25.65 25.83 25.34
Water area 0.00 0.00 0.00 0.02
Construction land 0.05 0.05 0.20 0.20
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land use and cover types was 700,667.40Mg, and the total
decrease was 1,143,990.22Mg, while the net decrease was
443,322.82Mg. (e annual carbon emissions of ecosystem
were 147,774.27Mg/year.

During the entire study period from 2000 to 2018, the
carbon storage of ecosystem caused by land use and cover
type change was mainly due to the increase in forest area.
(e policies of “returning farmland to the forest” down-
stream of Jinsha River since 1998, the Changsha Shelterbelt
Program, and the large-scale artificial planting and natural
forest closure management since the hydropower program
construction influenced the increase in forest areas. (e
forest areas converted from other types of land during period
of 2000–2005, 2005–2015, and 2015–2018 were
38,644.31Mg, 607,448.39Mg, and 309,142.4Mg, respec-
tively, with ratios of 77.68%, 73.36%, and 44.12%.(e carbon
increase from 2000 to 2005 mainly came from converting
cultivated land to forestland. (e carbon increase from 2005
to 2015 mainly came from conversion of cultivated land and
grasslands to forestland. (e carbon increase from 2015 to

2018 mainly came from the conversion of grassland to
forestland.

In these three periods, main sources of carbon loss were
different. Before the construction (2000–2005), the carbon
loss was mainly due to converting forestland and grassland
to other land uses and cover types with a lower carbon
density. During the construction (2005–2015) and operation
(2015–2018) periods, the carbon losses were mainly due to
the conversion of cultivated land and grassland to other land
uses and cover types with a lower carbon density.

From 2000 to 2005, the main reason for carbon loss of
reservoir ecosystem was the conversion of forestland to
cultivated land and grassland. (e carbon loss was
38,077.15Mg, accounting for 74.30% of the carbon loss for
that period. (is was related to China’s strict imple-
mentation of cultivated land protection policies, such as
“Dynamic Balance of the Total Amount of Cultivated Land
in the Region” and “Land Use Control,” and some forestland
has been reclaimed for cultivated land. Meanwhile, the re-
gional ecological environment became fragile due to
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Figure 7: Carbon change between 2000 and 2018.

Table 5: Changes of carbon storage in the process of land use change from 2000 to 2018.

Time Land use type Woodland Cultivated land Grassland Water area (Mg) Construction land

2000–2005

Woodland 2193.84 −19228.63 −18848.52 −1638.30 −104.67
Cultivated land 22879.36 1134.07 4259.64 −1358.15 −322.54

Grassland 14769.21 −7078.17 1680.14 −2632.57 −33.41
Water area 864.88 491.57 1115.94 0.00 4.18

Construction land 130.86 150.35 37.64 0.00 34.80

2005–2015

Woodland 160962.94 −14313.2 28801.23 −27469.83 −55890.3
Cultivated land 366742.35 −67807.95 −84823.58 −26162.65 −13542.65

Grassland 227569.74 −13247.75 13708.67 −46048.19 −23964.42
Water area 5665.72 7032.31 9420.57 0.00 18.81

Construction land 7470.58 531.82 46.54 −8.36 0.00

2015–2018

Woodland 228882.08 −113.63 55349.34 −172808.43 −8054.04
Cultivated land 78510.50 −220115.17 −199255.54 −148782.57 −3530.12

Grassland 219199.17 −51320.75 87762.710 −331100.21 −2769.378
Water area 8161.49 2372.16 3585.571 0.00 85.71

Construction land 3271.24 5397.78 8089.65 −6140.38 0.00
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cultivation of steep slopes and reclamation, and some forest
vegetation was seriously destroyed and changed into
grassland. (e construction of Xiluodu hydropower station,
immigrant resettlement, construction of supporting facili-
ties, and water storage of the Xiluodu reservoir were im-
portant reasons for loss of cultivated land and grassland
from 2005 to 2015.

During the construction period (2000–2015), the carbon
losses caused by conversion of nonconstruction land and
nonwater land into construction land and water area were
99,689.03Mg and 93,397.37Mg (corresponding to 26.70%
and 25.02%), respectively. During the operation period
(2015–2018), the carbon loss caused by conversion from
nonwater area to water area was 652,691.21Mg, accounting
for 57.053% of the carbon loss in the same period. On the
other hand, the carbon loss caused by conversion of non-
construction to construction land accounted for 1.25%. It
can be observed that, during the construction period, the
carbon emission area of the reservoir was distributed in the
converted area of nonconstruction to construction land and
the submerged area with the rising water level. In contrast,
during the operation period, the carbon emission area was
only distributed in the submerged area with the rising water
level.

3.3.MarketValue. In order tomake the carbon storage value
in reservoir area comparable to the cost of the hydropower
program from 2005 to 2018, CPI (consumer price index) was
used to modify value and cost from 2000 to 2018. (e
monetary values in this study were prices in 2000. (e
discount rate of the capital market was assumed to be 8%
[28, 42].

In this study, the economic value was evaluated based on
the value of carbon storage of reservoir ecosystem during
construction (2005–2015) and operation (2015–2018) pe-
riods of Xiluodu hydropower station by considering emis-
sion reduction. (e carbon sink cost refers to the total
investment of hydropower station in three periods. From
2005 to 2015, the total static investment of Xiluodu hy-
dropower station was 44.993 billion Yuan in RMB evaluated
at the price level of 2005. According to the estimated annual
maintenance cost in the environmental assessment impact
report of Xiluodu hydropower station, the annual mainte-
nance cost was 1% of the total static investment, i.e., 449
million RMB (2005 price level) [41] (Table 6).

Before the station’s construction (2000–2005), there
were carbon emissions in the reservoir ecosystem under
natural conditions, and the carbon storage value was −0.1
million Yuan in RMB. During the construction period
(2005–2015), the carbon storage increased, and the value of
carbon storage change was 19 million Yuan. During the

operation period (2015–2018), the carbon storage value
increased significantly to 611 million Yuan considering the
carbon emission reduction caused by hydropower. More-
over, during the construction period (2005–2015), the total
investment of the station was 30.621 billion Yuan. We as-
sumed the life of the station was 100 years [41], so the
investment was evenly divided to 306 million Yuan per year
from the first year of operation. During the operation period
(2015–2018), the maintenance cost of the station was 914
million Yuan. With consideration of construction invest-
ment, the program cost was 1.828 billion Yuan.

It can be seen that the ecological protection measures
during the construction period improved the carbon capture
capacity and made a significant contribution to economy of
the reservoir area. In addition, the rapid growth of carbon
storage value of the reservoir ecosystem was mainly due to
hydropower generation. From 2015 to 2018, the value
brought by carbon storage was greater than cost on hy-
dropower station’s maintenance and slightly exceeded the
amortized cost of the hydropower program. Even if the grid
electricity price was not considered, the above analysis still
demonstrates hydropower development’s excellent feasi-
bility and economic value. Furthermore, Xiluodu hydro-
power station has also played a substantial role in soil
erosion prevention, flood control, sand control, and ship-
ping transportation.

4. Discussion

Based on the InVEST model and the LULC data obtained
from remote sensing images, this paper discusses in detail
the physical and economic value changes of carbon storage
in Xiluodu reservoir area from 2000 to 2018. (e results
show that the construction and operation of station gen-
erated significant changes in land use, cover types, and
fluctuations in ecosystem carbon storage in the reservoir
area. (e hydropower program made positive contributions
to economy of the reservoir area:

(1) (e construction of hydropower station disturbed
the reservoir ecosystem. However, after the con-
struction completion, the ecological restoration
measures brought the carbon storage level of the
reservoir ecosystem higher than the preconstruction
level even though a large amount of land was sub-
merged in the water area. With the comparison of
status of before and after station construction, it was
found that the forestland, water area, and con-
struction land in the reservoir area increased, while
the areas of cultivated land and grassland decreased.
(e water area reached 10,118.07 hectares which
increased most because of water storage in the

Table 6: Carbon storage value and carbon sink cost evaluated at the 2000 price level.

Economic benefit and cost 2000–2005 2005–2015 2015–2018
Value (100 million RMB) −0.001 0.19 19.87
Hydropower program cost (100 million RMB) 0 306.21 9.14
Amortized cost of hydropower program (100 million RMB) 0 0 18.28
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reservoir from 2015 to 2018.(e water has inundated
cultivated land and grassland along the Jinsha River
and its tributaries.(e cultivated land had the largest
reduction in area, reaching 7,835.13 hectares, mainly
due to water flooding, immigrant resettlement, land
occupation for the station construction, and eco-
logical conversion of farmland.

(2) In terms of physical quantity, the carbon storage in
Xiluodu reservoir area increased by 8,504.42Mg
from 2000 to 2018. (e spatial distribution of carbon
storage exhibited a trend of higher in the north and
west while lower in the south and west. During the
construction period (2005–2015), the station occu-
pied a large amount of nonconstruction land, and the
water level rose to flood nonwater area resulting in
the loss of carbon storage. Still, the forest area in-
creased compared to 2005 due to implementation of
water and soil conservation and vegetation resto-
ration policies which increased the carbon storage of
ecosystem. Considering all land use and cover area,
the carbon storage of reservoir ecosystem increased
during the construction period. During the opera-
tion period (2015–2018), the reservoir water level
rose and flooded large cultivated land and grassland.
(is was the main reason for the loss of carbon
storage of ecosystem. However, compared to 2000
when the construction was not started yet, the
carbon storage in 2018 was more significant. (e
change of carbon storage mainly comes from the
losses of carbon storage in the construction area in
the north of the reservoir area, the resettlement area
in the south, the main stream and tributaries of the
lower Jinsha River, and the increase of carbon
storage in the central and western bank of the Jinsha
River. (is change may be due to increased vege-
tation coverage, reduced soil erosion, and a stable
terrestrial ecological environment after the con-
struction of station.

(3) During the operation period (2015–2018), the value
change of carbon storage of the reservoir ecosystem
was greater than operation and maintenance cost on
hydropower station and exceeded the station’s am-
ortized cost. Even if the income from grid electricity
price was not taken into account, the analysis still
showed that hydropower development is feasible and
economical.

(4) Coal power (49.07%, from the year 2020 data) has
been the largest energy source in China. It has be-
come the main option of electrical power develop-
ment due to low construction cost and fast
production. However, the operation cost has in-
creased and the profits have decreased with emer-
gence of carbon emission. Although the initial
investment cost of hydropower is higher and the
construction period is longer, its sales income of
carbon emission rights in the operation period is
greater than the maintenance cost and even the
investment cost. (erefore, the economic value of

hydropower is significantly higher than that of coal
power.

5. Conclusions

(1) (is study proposes a framework for assessing
impacts of hydropower programs on the reservoir
ecosystem’s carbon storage. It provides recom-
mendations for future land management in the
reservoir area and hydropower development
management in Jinsha River Basin and other areas.
(e case study of Xiluodu reservoir area found that
afforestation and forest restoration are main fac-
tors leading to the increase of carbon storage in
reservoir area. Other effective measures to increase
carbon storage of the reservoir system include a
reasonable plan of the proportion of green and
construction land in future land management;
conversion from cultivated land to forest land; and
increase of vegetation coverage and quality.
Moreover, vegetation restoration measures such as
natural forest closure management and afforesta-
tion in future hydropower development can ef-
fectively mitigate the disturbance to the reservoir
ecosystem. (e land use and cover type with a low
carbon density should be selected as much as
possible when determining the inundated area to
reduce carbon loss caused by the rising water level
in the reservoir. In addition, evaluating the carbon
storage value of the reservoir ecosystem can help in
decision-making of hydropower development.

(2) (is paper has several limitations that are subject to
future study. First, most carbon density data came
from previous literature and were fixed values with
which their time variations were disregarded. (e
constant assumption is different from real situation
since the carbon densities are more complex in
different land uses and cover types in different pe-
riods. (erefore, dynamic carbon densities need to
be obtained in future through detailed field moni-
toring in the reservoir area to improve the accuracy
of results. Secondly, the InVEST model can also be
used to quantify the ecosystem services in the res-
ervoir area in addition to carbon storage assessment,
such as habitat quality and soil erosion. (e impacts
of hydropower programs on various ecological
services in the reservoir area can be assessed in future
studies.
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In order to reduce the excessive use of multisource traffic information collection system, a multisource traffic information
collection combination optimization mode is proposed based on genetic algorithm in this paper. -is model is mainly used to
analyze the traffic management data in the city. According to the collected data information, the characteristics of the traffic
equipment can be effectively analyzed. Basing on the market demand and supply relationship, the multisource traffic information
collection combination optimization model is used to complete the reorganization and optimization of the traffic information in
this paper, to acquire the main convolution feature variables of the model. -e data information combination processing is
performed according to the acquired feature variables, and the genetic algorithm is used to adjust the multisource traffic in-
formation. During the process of information fusion data analysis, the multisource traffic information clustering and fuzzy
constraint control can be performed effectively to realize the optimization of the team’s traffic information collection combi-
nation. Finally, the simulation results show that the method proposed in this paper is more accurate in realizing the optimization
process of multisource traffic information collection and combination and has a better degree of information fusion.

1. Introduction

At present, many large-scale cities in China have gradually
increased their investment in urban transportation systems,
especially in the collection of multisource traffic information
[1, 2], wasting a lot of manpower and financial resources. as
the foundation of urban traffic infrastructure, multisource
traffic information can be used to effectively improve the
During accuracy and efficiency of traffic information col-
lection, laying the foundation for improving the urban in-
telligent traffic system [3, 4]. However, currently, due to the
single structure of the existing acquisition system hardware
in the use process, the collected data information is inac-
curate, and the cost of investment is huge. -e limitation of
the single-structured traffic data acquisition equipment lies
in the small acquisition range. Fixed information collection
period and fixed types of acquired data information,
resulting in large-scale investment and serious waste of
resources. Meanwhile, all kinds of information collection

equipment are damaged seriously leading to huge mainte-
nance costs. -e use of different types of information col-
lection equipment will cause repeated collection of traffic
information and increase the workload.

Based on genetic algorithm, a combined model of multi-
source traffic information collection is proposed in this paper.
-e model can be used to effectively analyze the results of the
obtained multisource traffic information, genetic algorithms
are combined to collect and combine the initial traffic infor-
mation, complete the reconstruction of the multisource traffic
information spatial structure, and obtain the convolutional
characteristics of the traffic information. According to the
characteristic variables, the fusion processing and combination
of data information can be carried out. Complete distributed
clustering of multisource information in the fusion space.
Finally, the analysis of experimental simulation results shows
that the method in this paper has superior performance and
information collection ability in the process of extracting
multisource traffic information collection combination.
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2. Information Collection and
Feature Preprocessing

2.1. Collection Combination Optimization System. -e flow
of mobile positioning and real-time monitoring system of
road vehicle is shown in Figure 1, which mainly includes
three parts: extraction and tracking of vehicle targets, road
condition detection and real-time monitoring of traffic flow
[5, 6]. -e extraction and location of vehicle targets are
mainly realized by the construction of the detection back-
ground to extract the characteristics of the moving vehicle,
while monitoring the vehicle parameters in the imple-
mentation. -e road background is based on for modeling
the road condition monitoring, and the road surface can be
divided by the acquired data information, and the vehicle
detection area is extracted to obtain the conversion between
the road plane coordinates and the left side of the multi-
media spectrum plane. -e data of the road and traffic flow
obtained in previous times is integrated by the road traffic to
complete the data analysis and statistics of the traffic flow on
different lanes [7–11]. -is system uses the traffic flow
pictures collected by the cameras placed on the platform.

-e main control software design is mainly composed of
two main programs, which are the main control programs
that can complete different business logics and the programs
that can realize the user-side GUI process control. -e main
control program is mainly to receive external commands,
and meanwhile send the obtained traffic flow information to
the corresponding business module for processing, effec-
tively realizing the business logic between systems.

-e main process uses a message transfer mode in-
cluding a communication module, a message transfer
module, and a business module. -e communication
module mainly establishes a network link [12–14], and sends
the received data information from the control information
obtained to an arbitration level information commands are
sent to the control center through the service interface. -e
control command center module executes in accordance
with the message queue mechanism acquired by the GUI
process system and the method of sending and receiving
information between the corresponding processes. When
the service module mainly processes specific services and all
service modules are initialized, the service function module
sends the command information that needs to be processed
to the message control module. At the same time, when data
information is received, the data control center will send the
command information to the business module for sorting.
-e GUI process is developed based on the embedded
graphics library mimugui, which is mainly a graphical user
interface that realizes the needs of business logic. -e GUI
process communicates with the main process in the same
way as the message queue [15].

-e vehicle positioning detection module mainly com-
municates with the weight measurement platform and
adopts the modbus protocol. -is module is the master, and
the vehicle volume measurement platform is mainly used as
a slave device. -e input of the vehicle positioning detection
module is received using the RS485 interface, and the vehicle

volume detection module is used to extract vehicle volume-
related data information, and at the same time, it is sent to
the message arbitration module to obtain the quantity
statistics operation command from the outside. -e output
of the detection module includes the transmission of the
detection result data to the center via the network. -e
results of the quantity statistics are stored in the database.
-e detection of instructions are sent to the detection
platform through the RS485 interface. the RS485 interface
and the quantity statistics platform are used for the pro-
cessing of the quantity statistics module to construct in-
formation and data associations. Meanwhile, the automatic
fixed time is set at the RS485 interface to automatically and
regularly read the vehicle information from the quantity
statistics platform, and the analysis results are sent to the
module for processing through data analysis. -e interface
to network is used by vehicle positioning detection module
to send statistical results to the control center and stores
them in the database. -e processing steps of the detection
module are shown in Figure 2.

-e GPS module is used to obtain the geographic in-
formation parameters of the vehicle in this paper. When the
vehicle image is acquired, and it is used in the system l, the
processing of the above data can be displayed digitally, and
the obtained results will be stored. -e input GPS device of
the GPS module is GPS information data sent via the
network in this paper. -e output of the GPS module’s data
information is encrypted and protected in the network
center, and then the message arbitration module is used to
store the vehicle-related data information in the GUI
module.-e warning information about GPS is stored in the
database, and the data sent is mainly the warning infor-
mation of GPS. -e paper. GPS module is usually processed
with a dedicated network to obtain the GPS device data
information and use the GPS data analysis function module
to realize the transmission of relevant information data and
relevant alarm information by the network center GPS. As
shown in Figure 3.

-e data transmission task mainly includes the vehicle-
mounted terminal transmitting data to the monitoring
platform. In addition to the real-time data of the vehicle, it
also includes sending the identification information and data
mentioned in the link management task to the mainly in-
cludes branch of monitoring platform as supplement. -e
vehicle-mounted terminal can transmit information to
multiple monitoring centers, so multiple data transmission
tasks coexist. -e data management is performed for co-
ordinating multiple data transmission tasks to prevent
conflicts and resource competition.

2.2. Collection ofMultisource Traffic Information. In order to
realize the optimal collection and fusion dispatching of
traffic in a complex traffic network environment, first the
design of a distributed data structure of multisource and
multisource traffic information shall be carried out in the
complex traffic network environment, and a multisource
traffic information database structure is built in a complex
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network environment,..0 + the fuzzy decentralized preser-
vation center of multisource traffic information needs to be
represented by 4 groups G. Suppose i is the feature space of
the interaction of multiple sources of traffic information in a
complex traffic network environment. -e multisource
traffic information is reconstructed in a high-dimensional
feature space in a complex traffic network environment
using the coupled statistical method of multiple non-linear
components, combined with pattern recognition and

adaptive clustering methods, to carry out the information
fusion and feature extraction of source traffic information in
multiple traffic network environments. Based on the above
analysis, Figure 4 shows the overall structure model of
building a combination of multisource traffic information
collection and fusion collection in a complex traffic network
environment.

According to Figure 4, the multisource traffic infor-
mation collection process contains a large amount of

Weighing module

Weighing data

Network

Center Database Master
program

Database
interface

message
queue

Weighing platform
RS485Weighing data

Analysis/weighing
Command packaging

Weighing
commandAnalysis/weighing

Figure 2: Block diagram of quantity statistics module.

GPS module GPS data analysis
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Figure 3: GPS module block diagram.
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Figure 1: System flow chart.
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interference information and road condition information.
-is multisource traffic information indicates the data by
spectral characteristics. -e multisource and multisource
traffic information contains n variables. y1, y2, . . . , yn  can
be used to represent the variable threshold corresponding to
aj. -e simplified mathematical model of multisource traffic
information can be explained by the following formula.

G1 � b11a1 + b12a2+, . . . , b1nan

G2 � b21a1 + b22a2+, . . . , b2nan

· · ·

Gn � bn1a1 + bn2a2+, . . . , +bnnan

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(1)

Among them, aj and Gk both have a strong correlation,
which represents a distributed array of sensors that collect
multisource traffic information in a complex traffic network
environment, and use multisensor fusion recognition
methods for effective information mining in multisource
traffic in the Internet of Vehicles. -e fuzzy adaptive clus-
tering method is used to construct multisource in multi
traffic information statistical feature quantity, combined
with normalized feature extraction method, the multisource
traffic information autoregressive analysis result is u(xj)ξj,
and the detection problem of multisource traffic information
is transformed into a linear problem of measuring the dy-
namic distribution of multisources in a complex traffic
network environment. According to the above design, the
statistical result model of multisource traffic information is
analyzed, and the statistical feature sampling method is used
to carry out the acquisition of the information of the original
multisource traffic [8].

2.3. Big Data Fusion of Traffic Information. Based on the
time-frequency coupling distribution of the multisource
traffic bit sequence, the genetic algorithm method is used to
remove the interference component and the feature set of
the multisource traffic information [9] and realize the fuzzy
clustering processing of the multisource traffic information
of the automobile network: k(xi, xj)

min
w,b,ξ

1
2
‖w‖

2
+ C 

l

j�1
u xj ξj

s.t. yj w · xj  + b  + ξj ≥ 1

ξj ≥ 0, j � 1, 2, . . . , l

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

. (2)

Regarding the nonlinear collection and combination
problem, based on the temporal variability and random
change characteristics of traffic information, the fuzzy dy-
namic change kernel function k(xi, xj) is introduced for
dynamic feature separation. -e following quadratic plan-
ning shows the information fusion of multisource and
multisource traffic information problem.

min
α

1
2



l

i�1


l

j�1
yiyjαiαjK xi, xj  − 

l

j�1
αj

s.t. 
l

j�1
yjαj � 0

0≤ αj ≤ u xj C, j � 1, 2, . . . , l

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

. (3)

Based on the results of feature extraction, statistical
regression analysis is used to analyze the nonlinear structure
group of multisource traffic information in a complex traffic
network environment [10], and a linear coupling model is
derived:

xk � 

N/2−1

n�0
2 an cos

2πkn

N
− bn sin

2πkn

N
 , k � 0, 1, . . . , N − 1.

(4)

Among them, an represents the feature distribution of
multisource traffic information linear programming in a
complex transportation network environment. -ere are m
multisource traffic information nodes A1, A2, . . . , Am in a

Dynamic traffic
information

collection

Multi-source
information

fusion

Information
feature extraction

Traffic
information
interaction

Information list update

Sample and model update

Figure 4: -e overall structure model combined by multisource traffic information collection and fusion collection.
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complex transportation network environment to construct
multisource traffic information fusion scheduling in a
complex transportation network environment. Its mathe-
matical expression is as follows:

min(f) � 
m

i�1


n

j�1
CijXij,

s.t.



m

j�1
Xij � ai, i � 1, 2, . . . , m



m

i�1
Xij � bi, j � 1, 2, . . . , n

Xij ≥ 0, i � 1, 2, . . . , m; j � 1, 2, . . . , n

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(5)

Assuming that the number of multisource and multi-
source traffic information distribution nodes in the current
complex traffic network environment is n, N1, . . . , Nn the
learning method of fuzzy convolutional neural network is
adopted to realize the big data fusion of traffic information.

3. Collection Combination
Configuration Model

When analyzing traffic conditions, a sufficient amount of
multisource traffic information must be used as a database,
but excessive traffic data will cause data duplication and
redundancy [5]. Meanwhile, too many information collec-
tion devices have limited improvement in real-time moni-
toring of traffic conditions, which also causes a waste of
social resources. -erefore, the basic idea of modeling in this
paper is to comprehensively utilize the advantages of
multiple multisource traffic information collection devices,
make up for the shortcomings of different types of equip-
ment, and form a multi-source traffic information collection
system that constitutes an efficient and low-cost combina-
tion structure for correct collection and analysis of the data
of the communication status.

A single multisource traffic information collection device
is the basis of a composite configuration system. In order to
make full use of the applicability of a single device, the
principle of single configuration is first discussed.

3.1. Layout Based on a Single Multisource Traffic Information
Collection Device. General information collection devices
are considered mainly in this article, which divides the types
of devices into fixed and mobile types, and discusses their
configuration methods.

3.1.1. Layout Method of Fixed Collection Equipment. Set the
road network as G (T, A), where T is the node in the road
network and A is the road section in the road network. αji is
defined as whether i multisource traffic information col-
lection equipment is installed on the j section. If it is set, then
αji � 1, if not set, then αji � 0. Based on the maximization of
utility, the utility maximization model of collection equip-
ment is established [6]:

maxU � 
αi∈A

αjifirj,

αji � 0 or 1,

(6)

where U is the utility of the collection equipment; fj is the
traffic fluctuation coefficient of road section j; and rj is the
objectively important coefficient of road section j.
(1) Determination of Traffic Fluctuation Coefficient fj. -e
traffic variation coefficients in different sections are different.
-e traffic variation coefficient is mainly affected by the
traffic flow [7].

-e traffic fluctuation coefficient is determined by the
traffic volume. Take the observation sample hk,
k � 1, 2, . . . , l, calculate the sample mean μ(hk) variance
μ(hk), let

fk �
δ hk( 

μ hk( 
. (7)

-e maximum is taken through computation, then

fmax � max hk( , k � 1, 2, 3, . . . , m,

fmin � min hk( , k � 1, 2, 3, . . . , m.
(8)

Based on equation (3) (9)



l

k�1
μ2 hk(  � 

l

k�1
δ2 hk( /f2

k. (9)

-en,



l

k�1
δ2 hk( /f2

min ≥ 
l

k�1
μ2 hk( ≥ 

l

k�1
δ2 hk( /f2

max. (10)

Due to change in equal change, the following is obtained

fmax ≥ 
l

k�1
δ2 hk( / 

l

k�1
μ2 hk( ⎡⎣ ⎤⎦

1/2

≥fmin. (11)

-en the fluctuation coefficient of the road section is

fj � 
l

k�1
δ2 hk( / 

l

k�1
μ2 hk( ⎡⎣ ⎤⎦

1/2

. (12)

(2) Determination of the Objective Importance rj of Road
Sections. -e importance of different roads is almost in-
consistent. -e location of the bottleneck in the road net-
work has a great impact on the road network. For example,
sections with heavy traffic during peak hours and sections in
busy streets are compared with the section with small traffic
volume has relatively little impact on the road network. For
example, unimportant sections near the suburbs.

-e importance of the road network can be calculated
according to the traffic volume [8]. -e total traffic flow Q �


r
j�1 qj is defined, where r is the total number of intervals, qj

is the flow of interval j,Q≤L L is the network capacity, andQ
is the historical data. -erefore, the objective importance Tj

of segment j is
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rj �
qj

Q
. (13)

3.1.2. How to Determine the Sample Size of GPS Floating Car.
Different from fixed information collection equipment,
mobile equipment mainly adjusts the input amount to
ensure sufficient data collection [9]. -is article chooses the
floating lane network coverage. c as an index to evaluate the
adequacy of the input amount, there are

c �
r

R
  × 100%. (14)

In the formula: r is the number of road sections that can
be covered by the floating car and R is the total road section
number in the road network.

-e condition for judging whether a road is covered is
that GPS floating car information can be obtained during the
research cycle. With reference to previous research expe-
rience, there is the following relationship between the
number of GPS floating vehicles in the road network and the
capture rate.

c � exp − a0 + a1x2 + a2x2 + a3x3 + a4x4 + a5x5 + a6x6 + a7 ln x7( ( 
2

 ,

c≥C1

x7 ≤C2

dr

dx7

≥C3

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

,

(15)

where c is the coverage of the road network; x1 is the area of
road network, 100 km2; x2 is the ratio of the expressway in
the road network to the total road length; x3 is the ratio of
the main arterial road to the total road length; x4 is the
secondary arterial road to the total road length. X5 is the
proportion of the length of secondary access road to the total
road; x6 is the density of road network, km/km2; x7 is the
number of floating vehicles, (in hundreds); C1 is the min-
imum threshold of road network coverage, (in hundreds);
C2 is maximum number threshold of GPS floating vehicles,
(in hundreds); C3 is the minimum threshold of the marginal
contribution of the number of floating cars to the coverage of
the road network. In the model, a0, a1, a2, a3, a4, a5, a6, and
a7 can be obtained by regression analysis.

3.2. Combination Configuration Principle for Multisource
Traffic Information Collection. -e combination configu-
ration of multisource traffic information collection shall
satisfy the following principles:

(1) Ability to collect more effective multi-source traffic
information;

(2) While minimizing the cost of the arrangement of the
collection equipment, more effective multisource
traffic information can be collected, and multi-
function can be used to limit the overlap of data.

(3) -e reduction of equipment input discussed in this
paper is mainly based on the viewpoint of reducing
the redundancy of data collection and subject to the
optimization goals of other functions of the
equipment.

3.3. Establishment of Model. -e set N is defined as the
number of different types of multisource traffic information
collection devices, and different collection devices can be put
on the same road.

-e defined variable aji indicates whether the ith mul-
tisource traffic information collection device is installed on
the jth road. If is set, then aji � 1; if it is not set, then aji � 0,
aji form matrix A.

3.3.1. Construction of Objective Function considering Eco-
nomic Benefits. Targeting at the lowest total configuration
cost of collection equipment, with collecting the best mul-
tisource traffic information as the premise, there are various
configuration methods for collection equipment. -e cost of
different equipment is different. In order to minimize the
total cost of configuration, the most suitable layout plan can
be obtained by optimizing the combination configuration.

In this article, we only considered general fixed and
mobile collection equipment. In the construction of the
function for the purpose of economic effect, the key variable
of the device needs to be considered for the fixed infor-
mation collection device, and only the number of equipment
needs to be considered for the mobile type.

-e definition φji represents the factor variable of i kinds of
multisource traffic information collection equipment on the j
section, and the decisive factor is the characteristics of the
collection equipment and the characteristics of the road section.

Assuming that there are r sections in the road network,
the numbers of fixed and mobile equipment are l and e,
respectively. In order to minimize the overall cost of the
equipment, the objective function is
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min � 
l

i�1


r

j�1
aji × φji × ci + 

e

i�1
nici. (16)

In the formula: the value of aji is taken as 1; ci is the cost
of the ith type of equipment; and ni is the number of the ith
type of equipment.

3.3.2. Construction of Objective Function considering Com-
prehensive Benefits. In order to meet the basic requirements
for collecting data, a multifunctional comprehensive income
function is also established to reduce the overall cost of the
equipment.

-e variables xik is defined as (xik 0–1 variables), xik

indicating whether the kth data can be obtained by the ith
multisource traffic information collection device, if it can be
obtained, then xik � 1∇(f, f′), if it cannot be obtained, then
xik � 0.

From the above analysis, the following matrix can be
obtained:

Pijk � [A]

x11 x12 · · · x1g

⋮ ⋮ ⋮

x(e+l)1 x(e+l)2 · · · x(e+l)g

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ �

b11 b12 · · · b1g

⋮ ⋮ ⋮

br1 br2 · · · brg

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠,

(17)

where Pijk is a collection of the kth multisource traffic in-
formation obtained by various collection devices on the j
section; A is the matrix formed by aji; bjk is the kth multi-
source traffic information obtained on the j section; g for
multisource traffic information collection� the number of
equipment categories, then

Pijk �

b11′ b12′ · · · b1g
′

⋮ ⋮ ⋮

br1′ br2′ · · · brg
′

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠. (18)

-e effect maximization function of multisource traffic
information collection equipment is

maxU � 
r

j�1


g

k�1
bjk
′fjrj, (19)

where bjk
′ is the k multisource traffic information jointly

acquired by all collection equipment on the j section, when
bjk
′ ≥ 1, bjk

′ � 1, otherwise bjk
′ � 0,. -e coverage rate of

mobile multisource traffic information collection equipment
y is

cy �


r
j�1 ayj

r
, (20)

where ayj as the coverage rate of the Y multisource traffic
information collection equipment in section j.

Finally, the sample supply of y is clarified. In addition, on
the basis of benefit maximization and economic benefit
optimization, the planning function of multiple objectives is

minZ � 
l

i�1


r

j�1
aji × φji × ci + 

e

i�1
nici

maxU � 
l

i�1


r

j�1
bjkfjrj

s.t.

aji ≥ 0, aji � 0 or 1

bjk � 
l+e

i�1
aji × xik

bjk
′, if bjk ≥ 1, bjk

′ � 1, otherwise, bjk
′ � 0

ny � ϕ 
r

j�1
ayj

⎛⎝ ⎞⎠

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(21)

3.3.3. Solving Algorithm. In order to solve the multiobjective
planning function problem, the first step is to maximize the
function

minZ � − 
l

i�1


r

j�1
aji × φji × ci − 

e

i�1
nici

maxU � 
l

i�1


r

j�1
bjk
′fjrj

s.t.

aji ≥ 0, aji � 0 or 1

bjk � 
l+e

i�1
aji × xij

bjk
′, if bjk ≥ 1, bjk

′ � 1, otherwise, bjk
′ � 0

ny � ϕ 
r

j�1
ayj

⎛⎝ ⎞⎠

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(22)

During the process of solving, due to existence of certain
conflicts between multiple targets, it is difficult to obtain the
ideal optimal solution, so intelligent algorithms can be used
to obtain the optimal solution.

In this paper, we use a multisfunctional planning so-
lution based on genetic algorithm to calculate [11]. First, the
priority solution f(x∗) is determined, and the solution is
337519; 39 can be found around the solution. (X∗) is the
satisfaction solution of the model.

By checking the correlation between the two, two gray
correlations can be expressed, that is, a single objective
function converted into a solution

max∇ f, f′( 

s.t.

aji ≥ 0, aji � 0 or 1

bjk � 
l+e

i�1
aji × xik

bjk
′, if bjk ≥ 1, bjk

′ � 1, otherwise, bjk
′ � 0

ny � ϕ 
r

j�1
ayj

⎛⎝ ⎞⎠

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

, (23)
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where the gray correlation ∇(f, f′) is

∇ f, f′(  �
min f′ x

∗
(  − f x

∗
( 


 + ξmax f′ x

∗
(  − f x

∗
( 




f′ x
∗

(  − f x
∗

( 


 + ξmax f′ x
∗

(  − f x
∗

( 



.

(24)

Assuming there are p objective functions in total, the
solutionmodel based on the gray relational degree algorithm
is

max 
k

p�1
ωp

min f′ x
∗

(  − f x
∗

( 


 + ξmax f′ x
∗

(  − f x
∗

( 




f′ x
∗

(  − f x
∗

( 


 + ξmax f′ x
∗

(  − f x
∗

( 




s.t.

aji ≥ 0, aji � 0 or 1

ny � ϕ 
r

j�1
ayj

⎛⎝ ⎞⎠

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

.

(25)

-e approximate optimal solution is obtained through
genetic algorithm, and the final optimal solution is obtained
through repetition.

3.4. Parking Lot Location Guidance Algorithm Based on
Dijkstra Algorithm. Generally speaking, Dijkstra’s algo-
rithm uses an adjacency matrix for storage. -e adjacency
matrix stores the relationship between each node. However,
considering the actual situation of urban roads, although
there are many nodes in the road graph, there are few di-
rectly connected points. -erefore, the actual road graph is a
sparse graph, and the corresponding adjacency matrix is also
a sparse matrix. -erefore, if the adjacency matrix is used to
store the nodes, a lot of space will be wasted.

In this paper, the adjacency list is used to replace the
adjacency matrix, which can reduce the space complexity of
the algorithm.-e comparison of the two storage methods is
as follows:

If it is assumed that there are b nodes in the graph
G � (V, E), then its adjacency matrix A is a symmetric
matrix.

If G is an unweighted graph, its adjacency matrix can be
expressed as

A[i, j] �
1, Vi, Vj  ∈ E(G),

0, Vi, Vj  ∉ E(G).

⎧⎪⎨

⎪⎩
(26)

We believe that the actual city road map is an undirected
weighted map. In the adjacency matrix of G � (V, E), the
elements are

A[i, j] �

ωij, Vi, Vj  ∈ E(G),

0, Vi, Vj  ∉ E(G)& i � j,

∞, Vi, Vj  ∉ E(G)& i≠ j.

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(27)

-at is, the element on the symmetry line of the adja-
cencymatrix is 0, whereωij is the weight between two points,

and ∞ represents that i and j are not connected. A typical
undirected weighted graph is shown in Figure 5:

-e adjacency matrix is

A �

0 1 2 3

1 0 ∞ 4

2 ∞ 0 5

3 4 5 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (28)

On the one hand, the storage space of the adjacency
matrix is only related to the number of nodes and contains
n2 elements in total. However, since the adjacency matrix is
mostly a sparse graph, a lot of space is wasted. On the other
hand, the time complexity of the Dijkstra algorithm using
the adjacency matrix storage method is O(n2), and the time
cost is too large.

-e adjacency list is a very useful storage structure for
sparse graphs. All the nodes in the graph are stored in a one-
dimensional array, and then the edge with it as the end point
is linked after each node to form a linked list. -e linked list
node is composed of three parts: the start point, the end
point, and the weight of the edge. As shown in Figure 6, v0 is
a three-way intersection, and there are 3 sides with it as the
endpoint. -en, we can build a singly linked list connecting
these 3 edges and then connect it to v0.

Figure 7 is stored as an adjacency list as follows:
-e adjacency table storage requires only n+m storage

units, far less than n2.
From the perspective of space complexity, the adjacency

table only needs n + 2m storage units, while the adjacency
matrix requires n2, and the storage efficiency advantage of
the adjacency table is significant. In terms of time com-
plexity, the complexity of the adjacency list O(m + n) is also
much lower than the complexity of the adjacency matrix
O(n2).

In the research process, the graph is regarded as a plane
graph, and the shortest path value from the temporarily
marked node to the starting node and the Euclidean distance
to the target node are added, and this value is regarded as the
characteristic value of the marked node. In the selection
process of permanent marked nodes, it is necessary to use
this value as a theoretical basis to select among the set of
temporary marked nodes, and permanent marked nodes can

V2

V1

V0

V3

1

2

3

4

5

Figure 5: A typical undirected weighted graph.
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select the smallest temporary node of this value.-is method
can ensure that the target node can be foundmore accurately
and quickly through the Dijkstra algorithm, and the search
efficiency can be improved.

-rough the above algorithm, the premise of deter-
mining the permanent mark point is that the above two
values add to the minimum value. -e concept of an ellipse
here is a trajectory corresponding to a point in the surface
where the distance between s and t is added to a constant 2c.
Among them, the point p is located on the trajectory, and the
distances to the two points s and v are dsp and dtp, re-
spectively, then dsp + dtp � 2c can be obtained. -rough this
traversal method to find the shortest path method, the end
point and the meta point can be regarded as two focal points,
which can be regarded as a concentric ellipse. Before Dijkstra
algorithm is optimized, the corresponding search process is
shown in Figure 8:

After Dijkstra algorithm is optimized, the corresponding
search process is shown in Figure 9:

If nodes v1 and vk are both temporarily marked nodes, s
is the starting node, and t is the target node. It can be seen
from Figure 10 that d1 and dk are the shortest path lengths
between v1 and vk and s, respectively, and D1 and Dk are the
Euclidean distances between v1 and vk and t, respectively.
-e Euclidean distance between v1 and vk is C.

In the Dijkstra algorithm before optimization, in terms
of selecting marked nodes, if d1 >dk, the marked node se-
lects vk, otherwise it is v1. After the algorithm is optimized, if
d1 + D1 >dk + Dk, then mark the node selects vk, otherwise
it is v1.

In summary, the search range of the latest algorithm is an
ellipse. After optimization, the search efficiency is improved
and the number of traversed nodes is reduced.

-e ellipse limits the range of the search area, see Fig-
ure 11 for details. s is the starting node, v1 is the boundary

node, t is the target node, and 2a is the maximum limit
distance.-e Euclidean distance between s and v1 is denoted
by |sv1|, and the Euclidean distance between v1 and t is
denoted by |v1t|, and the specific search range is
|sv1| + |v1t|< 2a. If |sv1| + |v1t|> 2a, then these nodes can be
ignored in the algorithm. -e reason is that the distance
traveled by s from v1 to t is greater than 2a. In this way, an
ellipse is formed, the ellipse is composed of all nodes that
meet the condition of |sv1| + |v1t| � 2a, the focus is s and t,
and the major axis is 2a.

In summary, the parameters are set as follows: s and t are
selected for the ellipse focus, and λ|st| is selected for the length
of the major axis. -e Euclidean distance between s and t is
represented by |st|, and the confidence coefficient is λ.

2C

Start knot S Target knot t

Knot V1

Knot V2

Figure 9: -e optimized Dijkstra algorithm.

d1

dk

D1

Dk

Start knot S
Target knot t

Knot V1

Knot V2

Figure 10: Schematic diagram of optimized Dijkstra algorithm.

adj[]
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1

2

n
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Figure 6: vo example diagram.

adj[] adj[0]

adj[1]

adj[2]

adj[3]

0

1

2

3

0 1 1 0 2 2 0 3 3

1 0 1 1 3 4

2 0 2 2 3 5

3 0 0 3 1 4 3 2 5

Figure 7: Adjacency list of undirected weighted graph.

Target knotStart knot

2C

Figure 8: Classic Dijkstra algorithm.
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In the process of setting parameters, the main purpose is
to find a more reasonable long axis, that is, to calculate the
most reasonable λ, and get the desired ellipse search interval.

-e principle of finding λ: among the passing road
network nodes, a group of nodes with strong representa-
tiveness is selected, and the starting node set and the target
node are formed by multiplying A and B, which is the C
composed of A and B of the required shortest path. C is also
a set, that is,

C � A × B

� (a, b) | aEAαbeB{ }.
(29)

Among them, the starting node is represented by al, the
target node is represented by bl, the Euclidean distance
between the two is represented by Ealbl

, and Palbl
is the

specific value of the shortest path. -rough λi � Palbl
/Ealbl

, λi

can be obtained. Regarding what kind of data is selected, the
coefficient size of the specific ratio is obtained, and it is
expressed in the form of a set, which is Γ. By studying the
elements in it, λ0 is obtained. -en, at λi ≤ λ0, the confidence
level is 95%.-en, λ0 is the specific coefficient size, so the size
of the major axis can be obtained: 2a � λ0|st|.

It can be seen from Figure 12 that s belongs to any el-
ement in A, t belongs to any element in B, λ � Pst/Est, and
the shortest path between s and t is represented by Pst, which
is s⟶ v1⟶ v2⟶ v3⟶ · · ·⟶ t. -e Euclidean
distance between s and t is denoted by Est. In the process of
calculating λ, Est is divided into segments, the number is n,
and any segment is denoted as Est1 � Est2 � · · · �

Est � Estn(i � 1, 2, 3, . . . , n). According to the situation of
segmentation, Pst is also segmented, the number is also n,
and any segment is Pst1 � Pst2 � · · · � Psti � Pstn(i � 1, 2, 3
, . . . , n), and there is Psti � Esti/cos θi.

-e calculation process of λ is

λ �
Pst

Est

�
Pst1 + Pst2 + · · · + Psti + · · · + Pstn

Est

�
1
n

1
cos θ1

+
1

cos θ2
+ · · · +

1
cos θn

 

�
1
n



n

i�1

1
cos θi

.

(30)

In urban roads, θi generally takes a value on [0, π/4]. -e
following three cases discuss the value of λ:

(1) If s and t have a relatively close distance, n has a
smaller value. In order to prevent the shortest path
from being found in the search range and to ensure
that all valid nodes are included in the ellipse range,
the maximum value of λ can be selected at this time.

λmax �
1
n



n

i�1

1
cos θi

�
1
n

· n
�
2

√

�
�
2

√
.

(31)

(2) If s and t have a very long distance, n is infinite. On
[0, π/4], θi conforms to a uniform distribution, then
λ is

λ∞ � 

π
4
0

1
cos θ

4
π
dθ

�
4
π
ln|sec θ + tan θ||

π
4
0

�
4
π
ln(

�
2

√
+ 1)

≈ 1.122.

(32)

x

Y

2C

2a

Start knot S Target knot t

Knot V1

Figure 11: Search range restricted by ellipse.

s
t

V2

V1

V3Estj

Pstj

θ

Figure 12: Schematic diagram of the research on the rule of λ value.
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(3) If s and t have a longer distance, n has a larger value,
and λ basically conforms to the normal distribution,
then N(μ, σ2/n), and the specific formula is

μ � E
1

cos θ
 

� 

π
4
0

1
cos θ

4
π
dθ

≈ 1.122,

σ2 � D
1

cos θ
 

� E
1

cos2 θ
  − E

1
cos θ

  
2

� 

π
4
0
sec2θ

4
π
dθ − 

π
4
0

1
cos θ

4
π
dθ⎡⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎦

2

�
4
π

−
4
π
ln(

�
2

√
+ 1) 

2

≈ 0.01412.

(33)

It can be seen that the larger the value of n, the more
normal distribution is obeyed. -erefore, in order to obtain
more accurate data results, this paper chooses the ellipse
with the largest area, then λ� 1.414. Moreover, when there is
a long distance between s and t, when the study is conducted
from the perspective of normal distribution, according to the
confidence level query, the confidence level reaches 95%.

-e performance analysis of the ellipse search algorithm
is as follows:

(1) Algorithm validity analysis
In this regard: the main focus of attention is running
time. -e search range of the Dijkstra algorithm
before optimization is

SDiksrva � πr
2

� π
λ + 1
2

|st| 

2

.

(34)

-e search range of the ellipse restricted area algo-
rithm is

Sllipse � πab

� π
|st|

2

����������
x
2

− 1 |st|


2
.

(35)

(2) Reliability analysis of the algorithm

-e so-called reliability is to ensure that the path
found belongs to the shortest path.
In a specific road network, nodes do not exist alone
and have strong connectivity. -ere are basically
paths connected between two points. If there is a
small straight-line distance between the starting
node and the target node, it will have a relatively
small distance. -e traversal range is small, and the
path to China Unicommay not be found. In order to
avoid this problem, in the research process of this
paper, the eccentricity selected by the ellipse algo-
rithm is the largest, that is, the ellipse area is the
largest.
In summary, in the case of λ� 1.414, the confidence
level is 95%, that is, only 5% may not be able to find
the required shortest path.

(3) Algorithm applicability analysis

In the application process of the ellipse search algorithm,
the search range is limited, the work efficiency is improved,
and the traversal time is reduced. However, in order to make
it clear that all newly appearing nodes are within this range
through this method, it is necessary to perform many op-
erations of product and square root extraction, so it takes a
lot of time.

-e algorithm flow is
-e first step is to initialize the data. -e algorithm

clarifies s and t and calculates the straight-line distance |st|
between them based on their latitude and longitude
calculations.

-e second step is to define the ellipse area.-e focus is s
and t, λ � 1.414, from which the eccentricity can be known,
and the elliptical area can be obtained.

-e third step is to select the breadth-first search method
to find the node and compare the value of the sum of the
Euclidean distance between the node to b and t with the
length of the long axis of the ellipse. If |sv1| + |v1t|< 2a, then
this node is included in the area.

-e fourth step is to find the shortest path st in the ellipse
interval using Dijkstra’s algorithm and then terminate the
algorithm.

-rough the understanding of the algorithm of the el-
lipse restricted search area, it is found that the calculation
process has a slower speed, takes more time, and has lower
work efficiency. -erefore, the algorithm is analyzed and
researched. In the calculation process of the rectangular
restricted search area algorithm, the required result can be
obtained without a lot of calculation, and it has a good effect.
-e algorithm mainly calculates the circumscribed rectangle
of the ellipse area and treats it as a restricted search area, so it
achieves the effect of reducing the calculation amount of the
algorithm.

-e specific content is shown in Figure 13. s is the
starting node, t is the target node, and the ellipse equation
can be described by s, t, λ. In this process, in order to make
the calculation easier, the center of the ellipse is assumed to
be the origin of the coordinates, and the two focal points of
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the ellipse are above the g axis, then the coordinates (−xs, 0)

of s and the coordinates (xt, 0) of m are obtained, and
xe � xt � c.

-e elliptic equation is

x
2

a
+

y
2

b
� 1. (36)

-e parametric equation is

x � a cos θ

y � b sin θ
(θ ∈ [0, 2π]) (37)

In the above formula, c2 + b2 � a2, a � λc.
-e elliptic equation is used to derive the derivative of x:

y′ � −
b
2

a
2

x

y
. (38)

As shown in Figure 13, when a point (x0, y0) is taken, the
tangent equation is

y � −
b
2

a
2

x

y
x − x0(  + y0. (39)

When m � −b2/a2x0/y0, the tangent equation is

y � mx ±
��������

a
2
m

2
+ b

2


. (40)

-en the distance between the two tangents is

d1 �
2

��������
a
2
m

2
+ b

2


������
m

2
+ 1

 . (41)

As shown in Figure 14, we take a point (x1, y1) and its
tangent is

y � −
1
m

x ±

�������

a
2

m
2 + b

2



. (42)

-en the distance between the two tangents is

d2 �
2

��������
a
2

+ b
2
m

2


������
m

2
+ 1

 . (43)

If the ellipse has a circumscribed rectangle with the
smallest area, then the formulas (38) and (40) can be used to
obtain Srectangle :

Srectangle � d1 · d2 �
4

��������
a
2
m

2
+ b

2


·
��������
a
2

+ b
2
m

2


m
2

+ 1
. (44)

It can be seen from the above formula that if m2 is equal
to 0, that is, in the case of m � 0, the ellipse has a cir-
cumscribed rectangle with the smallest area. If the tangent
line passes through (x0, y0), it is parallel to the axis, and if
the tangent line passes through (x1, y1), it is parallel to the
axis.

Ifm � 0, that is, in the case of θ � kπ/2(k � 0, 1, 2, 3, . . .),
the area of the rectangle is the minimum:

Srectargle � 4ab � 4λ
�����

λ2 − 1


|st|
2
. (45)

If m � 1, that is, in the case of
θ � π + 2kπ/2(k � 0, 1, 2, 3, . . .), the area of the rectangle is
the maximum:

Srectargle � 2 a
2

+ b
2

  � 2 2λ2 − 1 |st|
2
. (46)

It can be seen from Figure 14 that the figure can be
obtained as a standard ellipse rotation. -e rotation angle is
θ, and it translates xc and yc in the x and y directions,
respectively. -e elliptic equation can be obtained by the
coordinate values of s and t:

x − xc( cos θ + y − yc( sin θ 
2

a
2

+
− x − xc( sin θ + y − yc( cos θ 

2

b
2 � 1.

(47)

In the above formula, c2 + b2 � a2, xc � xs + xt/2,

yc � ys + yt/2, θ � arctanyt − ys/xt − xs. x and y:

X

Y

A B

C D

S

t

(XS, YS)

(Xt, Yt)

Figure 14: Comparison of ellipse and rectangular restricted areas.

s t
x

d1 d2

(Xs, 0) (Xt, 0)

o

Y

(X0, Y0) (X1,Y1)
Smediangle

θ

Figure 13: Schematic diagram of ellipse algorithm coordinates.
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xm � xc ±
����������������

a
2cos2 θ + b

2sin2 θ


,

ym � yc ±
����������������

b
2cos2 θ + a

2sin2 θ


.

(48)

By reduction, the boundary of the rectangular area is
obtained:

xm � xc ± |st|

����������

λ2 − sin2 θ


,

ym � yc ± |st|

����������

λ2 − cos2 θ


.

(49)

-en, the area of the rectangular area is
Srectargle ∈ [4ab, 2(a2 + b2)]

Performance analysis of rectangle search algorithm:

3.4.1. Algorithm Validity Analysis. If the area of the rect-
angle is the smallest, the ratio of the search area of the
rectangle and the ellipse is

Srectargle

Sellipse
�
4ab

πab
≈ 1.27. (50)

If the area of the rectangle is the largest, the ratio of the
search area of the rectangle and the ellipse is

Srectangle

Sellipse
�
2 a

2
+ b

2
 

πab

�
4λ2 − 2

πλ
�����
λ2 − 1

 .

(51)

3.5. Parking Space Reservation Module. After the user finds
the target parking lot, he may need to make a parking space
reservation. Generally speaking, there are two ways to make
a reservation: reserve a parking lot or reserve a parking
space. -e following is an analysis of possible reservation
methods: (1) reserve a parking lot with precise reservation: if
the reservation method provided to the parking lot of the
parking lot means that it cannot fully guarantee that the user
will leave a space for reserved vehicles after driving to the
parking lot. -erefore, scientific traffic forecasting is re-
quired to ensure that a certain number of reserved vehicles
arrive at the time of arrival. It can also guarantee a certain
parking space. -e calculation process of this method is too
complicated, and for the peak parking period, the supply is
often in short supply. -erefore, it is difficult to realize the
reservation behavior of reserved parking. Fuzzy reservation:
the parker makes a reservation for a fixed parking time. -e
parking lot guarantees that the parking space is free at the
scheduled time and will not be illegally occupied. In order to
ensure the above effects, it is necessary to ensure that there is
a certain amount of vacant parking spaces that can be turned
over. -e berth cannot be used at the highest efficiency. (2)
Precise reservation of the reserved parking space: the
parking space and the start and end time are accurately
reserved by the parker. -e system needs to have parking

space status detection equipment and parking space occu-
pancy equipment. But for CBD commercial buildings,
hospitals, and other areas, parking behavior is of high fre-
quency and changeable. A parking personmay delay parking
and affect the next scheduled parking person to park the
vehicle. -erefore, this kind of contradiction is difficult to
solve, so stop. Accurate prediction of the position is not
feasible. Fuzzy reservation + precise reservation: fuzzy
means that you do not book an accurate parking start time,
and precisionmeans that the object of pleasure is the parking
space. When a parker chooses a predetermined behavior, the
general understanding is that the parker is worried that it is
difficult to find a parking space within the arrival time or that
the parking space best meets the user’s expectations and
wants to book in advance. -erefore, the system adopts this
method. Specifically, the user has reserved a parking space in
a parking lot, and since the reservation, the user’s billing
starts. In order to balance the user’s affordability and the
parking revenue, the reservation fee is set as 50% parking fee,
the strategy can be optimized in the future, such as different
charging standards in different time periods. In summary,
only the fuzzy reservation + precise reservation mode for
parking spaces is suitable for this system. Parkers can decide
whether to reserve a parking space based on the predicted
number of empty parking spaces mentioned in the previous
chapter and their own needs. If there is a reservation in this
mode, the reservation function can be designed with ref-
erence to the reservation business process, as shown in
Figure 15:

When the user clicks on a parking lot in the reservation
module, he enters the parking space reservation details page.
-e module has a parking space map of the parking lot, and
the parking space map indicates the best parking space
recommended by the system. -e most important factor in
the problem of the best parking space in the parking lot is the
parking distance, which can be regarded as the shortest path
problem (other factors have a weak influence and are not
considered for the time being). -at is to find the minimum
value of stopping distance + driving distance away, so the
shortest path algorithm is used to calculate the parking space
and guidance path of the shortest path. -is module can
greatly improve the decision-making efficiency of parking
seekers.

Suppose the entrance of the parking lot is E and the exit
is S. If a certain free parking space is Pi (i � 1, 2, . . . , n), the
shortest path corresponding to the entrance process is
path(E, P), and the shortest path corresponding to the exit
process is path(pi, s).

-en the entire shortest path length corresponding to the
parking space is dpath(E, pi) + path(pi, s)

-e shortest path length corresponding to the best
parking space can be described asmin dpath(E, p1) +

path(pi, s), dpath(E, p2)

+path(p2, s), . . . , dpath(E, pn) + path(pn, s)}.
In other words, the core of this algorithm is to find the

point and path of the minimum value of dpath
(E, pi) + path(pi, s).
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4. Development and Design of System Software

Based on the design of the above-mentioned multisource
traffic information collection and combination algorithm,
the intelligent multisource traffic information collection
combination optimization model is designed for the net-
work design and software design of the multisource traffic
information collection combination optimization model, to
carry out the network design of multisource traffic infor-
mation collection combination optimization mode. ZigBee
network technology is used to build a three-layer structure
model of multisource traffic information collection and
optimization model, and ITU-TH.323 and IETFSIP network
signaling is used for multisource traffic information col-
lection combination optimization model network control, to
design human-computer interaction module, to realize
multisource traffic information collection combination
optimization mode human-computer interaction response
design, an to build in a single network environment mul-
tisource traffic information fusion and information dispatch
center (Figure 16).

In the MVB bus control protocol and embedded envi-
ronment, the software development and design of the
multisource traffic information collection combination
optimization model is realized, and the ZigBee, GPRS, and
other network technologies are used to carry out the network
design of the multisource traffic information platform.
Under the B/S structure system, the network design of the
multisource traffic information collection combination

optimization model is carried out, the process management
and bus scheduling are carried out under the MVB bus
control protocol, the Sip protocol stack is used to establish
the session protocol of the multisource traffic information
platform, and SIP is called.-e call interface is used to create
an INVITE message, and the data source is wrote to the
multisource traffic information collection and combination
optimization model DataSet. during Web programming,
ADO. NET is used to query, update, and database man-
agement of the large-scale multisource traffic information
collection and optimization model. -rough the above
analysis, the software development and design of the system
can be realized.

-e intelligent parking lot management system
designed in this paper is mainly composed of parking lot
server and mobile phone client. Communication methods
include network communication based on TCP/IP pro-
tocol, Bluetooth communication, and Wi-Fi communica-
tion. -e server uses a PC with Window 10 operating
system as the socket communication and data storage
device, responsible for socket communication with the
mobile phone, and manages user information and parking
lot information; adopts the ARM 6410-based development
board as the core control of Bluetooth communication
module, expand the Bluetooth module outwards, respon-
sible for Bluetooth communication with mobile phones;
use Wi-Fi routers to establish a local area network to
simulate network communication between users and
servers; and simulate the scene of opening the door when

User registration
login

Search for a parking lot near
the destination (destination)

Make an appointment
for parking space

Make an appointment to
keep the parking space

Navigate to the
parking lot

Connect WIFI

Check whether to book a
parking space

Navigate to the
parking lot

Assign
parking

space

Navigate to the
parking lotN

N

Parking space goes
back to the database

Update the parking
status

Calculate parking fees
Automatically deduct fee

The parking space detection
module detects whether the

vehicle is leaving

The vehicle stops in
the parking space

.Billing begins

The instructions are
transmitted through the

background to the ground
lock

Small program
unlock

N

Y

Figure 15: Business process of parking space reservation.
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users arrive at the entrance of the parking lot. -e mobile
client uses a smartphone with Android operating system,
equipped with Wi-Fi function, Bluetooth function, and
GPS positioning function, etc. -e Wi-Fi function is used
to detect Wi-Fi signals and communication within the local
area network. -e Bluetooth function is used to commu-
nicate with Bluetooth nodes in the parking space. GPS
positioning is used to query the current position. -e SDK
provided by BaiduMaps gives the distance from the current
position to the parking lot. -e SDK provided by Baidu
Maps gives the driving route from the current location to
the entrance of the parking lot. -e overall architecture of
the intelligent parking lot guidance system designed in this
paper is shown in Figure 17.

In order to prevent data loss during the communication
process between the user and the server, this design adopts a
connection-oriented and reliable TCP/IP protocol, and the
communication process is implemented through the socket
interface. -e function of socket is mainly to provide an
interface for data transmission between two different pro-
grams. Users only need to know the IP address and port of
the server to establish a connection with the server and
perform network communication.-e workflow is shown in
Figure 18.

In this design, the user’s mobile phone first accesses the
LAN Wi-Fi and automatically obtains an IP address. Es-
tablish a connection with the server through the server’s IP
address and port. -e establishment of each connection
requires the server to open a new socket thread to receive the
registration, login, query, appointment, and other requests
sent by the client to the server after the server receives the
request, -rough the operation of inserting and modifying
the database, realize the functions of user registration and
appointment; through the query operation to verify the
correctness of the user information. -e server returns the
request result to the user through the user’s IP address, as
shown in Figure 19.

In this design, an independent Bluetooth node is in-
stalled in each parking space, and the Bluetooth node and the
parking number are bound one-to-one and stored in the
database. When the user receives the parking space address
from the server, the Bluetooth on the mobile phone is au-
tomatically turned on and starts to detect the Bluetooth
address on the parking space. Since the distance of Bluetooth
communication is only within 10 m, when the user’s car
reaches the parking space, the pressure sensor detects the
pressure signal. After turning on the Bluetooth module, the
mobile phone Bluetooth can search for the address of the
Bluetooth module, which can ensure that the user will park
the car in the correct parking space and will not match the
Bluetooth in other parking spaces. -e Bluetooth matching
process adopts an automatic matching method. Automatic
matching requires program control on the mobile phone.
-is can reduce the user’s operation on the mobile phone
and improve the safety of the user’s driving. -e Bluetooth
composition block diagram of this system is shown as in
Figure 20.

Figure 21 is a schematic diagram of the entrance to the
parking lot. According to the data, there is a negative
correlation between Wi-Fi signal strength and distance. As
shown in the figure, the distance between the user’s mobile
phone and Wi-Fi is equal to the distance between the cars
plus the length of the car, and the distance between the first
car and the second car from the Wi-Fi is one car length plus
the distance between the cars. Generally, the length of a
family car on the market is about 4 meters to 5.5 meters. -e
signal strength difference caused by this distance difference
is huge. -erefore, it is not possible for two users to detect
the same Wi-Fi signal strength.

-e entire urban parking process can be represented as
a circular ecosystem, as shown in Figure 22, which consists
of three parts and two processes. Among them, the three
parts are parking users, parking lots, and parking space
recommendation systems. Contains the following entities,

camera camera

Gateway data center Remote data center
server

Host

htelligent mobile
terminal

Zigbee sensor
node 1

Zigbee sensor
node n

Zigbee sensor
node

Hard disk
video reorder

Figure 16: System network networking design.
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parking drivers, vehicles, and various sensors on them,
parking lot management systems and parking space de-
tection equipment, and parking space recommendation

systems. -e two processes are data flow and traffic flow.
-e traffic flow occurs on the road where the driver is
looking for a parking space and when the vehicle arrives or
leaves the parking lot, which is represented by the yellow
double-headed arrow in Figure 22; the data flow occurs
during parking.-e process of interaction between the user
and the parking lot and the parking space recommendation
system is represented by a black arrow in Figure 22. -e
parking space sensor or parking lot management system
installed on the roadside uploads the collected real-time
parking space data to the parking space recommendation
system. -e driving vehicle uploads its real-time position,
speed, and other status data, and the parking space rec-
ommendation system processes the data into effective
information, release information on the availability of
parking spaces in each parking lot, drivers can obtain the
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latest parking information from smart terminals that ex-
change information with base stations and other trans-
ceiver platforms, and turn to the parking area they want,
and then park. When the vehicle arrives or leaves the
parking space, the parking space sensor updates the
parking space available information and uploads the in-
formation to the driver looking for the parking space
through the intelligent terminal. Considering that when
there are many drivers looking for parking spaces in a

certain area, they can all receive parking space availability
information. It is very likely that competition for a certain
free parking space resource will result in parking conflicts.
-erefore, the system should have a reservation mecha-
nism. -e reservation mechanism includes the reservation
of free parking spaces, the cancellation or recycling of
reservation orders, etc. -e reservation operation causes
data flow between the driver, the parking lot, and the
parking space recommendation system.
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Table 1: System parameter settings.

Dispatching data Number of tasks Percentage of dynamic traffic collection combination (%)
33 1–6 55
41 4–33 44
51 33–51 33
56 51–61 21
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Recommending suitable parking lots and parking
spaces for drivers with parking needs so that they can
quickly find their own satisfactory parking spaces is the
original intention of this research. From the above analysis
and combined with the driver user use case diagram, it can
be seen that the parking space recommendation system
must have parking lot recommendation, parking space
reservation, and order management after reservation.
However, the realization of a parking application software
for driver users requires some other functions, such as
system login/registration, user information addition, etc. to
be more complete. In addition, the analysis of the circular
ecosystem formed by the above-mentioned urban parking
process shows that the realization of the parking space
recommendation system requires two key steps, namely,
real-time data collection and management and parking-
related services. Real-time data collection and management
includes the collection and management of parking space
data and vehicle data. Among them, data collection is the
basis for the system to provide parking-related services.
However, due to the different parking detection

technologies used in the current parking lot, the parking lot
application has not been unified. -ere is no unified
standard for the data interface and exchange mechanism.
-e heterogeneity of parking space data makes the current
parking application have a strong closedness, which has
great limitations in data collection and use, and it is im-
possible to obtain more information. Comprehensive
parking information provides users with good parking
recommendations. At the same time, there are many types
of user vehicles, and there are many types of sensors on
them. Even sensors of the same type may have different
data formats and transmission methods among vehicles,
making it difficult to use vehicle data. -e system needs to
provide a processing method for raw data so that various
heterogeneous data can be represented in the same way to
support parking-related services. -erefore, the system
should also have real-time data collection and management
functions. In summary, the functions of the parking space
recommendation system based on resource agents in this
subject are proposed. -e system function structure is
shown in Figure 23.
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5. Simulation Experiment and Result Analysis

In order to test the application performance of the combined
optimization model for multisource traffic information
collection designed in this paper, software debugging and
simulation experiments are carried out. -e multisource
traffic information collection combination optimization
model provides users with a simple and unified system call
interface. -e packet size is set to 24 kB/s, the weighting
factor w � 2.19, the traffic information collection time is
1025, and the size of combined sequence training group is
2100 parameters.

According to the analysis results in Table 1, multisource
traffic information collection is combined, as shown in
Figure 24, to test the access delay rate of traffic information
collection combinations in various cache percentages.

According to Figure 24, the access delay rate of the traffic
information collection combination using this method is
low. -e delay rate of the traffic information collection
combination of various data scales is tested, and the test
results are obtained as shown in Figure 25.

After analyzing the above simulation results, it is found
that using this method, the combined accuracy of multi-
source traffic information collection is high, the degree of
information fusion is improved, and the delay is low.

6. Conclusions

In this paper, the combination ability of dynamic traffic
information is improved. According to the improved in-
formation data, on the basis of collecting multisource traffic
information, an information data processing system is de-
veloped combined with genetic algorithm. -e multidi-
mensional nonlinear joint statistical methods can be used to
multiperform multidimensional feature space combination
in the complex traffic network environment. In order to
construct a multisource traffic information combination
model, the genetic algorithm can be used to effectively
collect the original traffic data information. According to the
high-dimensional feature quantity, the obtained multisource
traffic information is fused and combined to carry out the
distributed clustering of traffic information and the effective
control of fuzzy directivity constraints. Finally, the com-
bined optimization model of traffic information collection
has a high degree of intelligence, accurate information
collection, and low delay in this paper.
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With the continuous development of social economy, film and television animation, as the spiritual needs of ordinary people, is
more and more popular. Especially for the development of emerging technologies, the corresponding voice can be used to change
AI expression. But at the same time, how to ensure the synchronization of language sound and facial expression is one of the
difficulties in animation transformation. Relying on the compromised node detection of wireless sensor networks, this paper
combs the synchronous traffic flow between the speech signals and facial expressions, finds the pattern distribution of facial
motion based on unsupervised classification, realizes training and learning through neural networks, and realizes one-to-one
mapping to facial expressions by using the rhyme distribution of speech features. It avoids the defect of robustness of speech
recognition, improves the learning ability of speech recognition, and realizes the driving analysis of facial expression film and
television animation. +e simulation results show that the compromised node detection in wireless sensor networks is effective
and can support the analysis and research of speech-driven facial expression film and television animation.

1. Introduction

With the continuous development of social economy, film
and television animation is more and more sought after and
favored bymany people, especially rural people. It is not only
the consumption of spiritual culture but also an embodi-
ment of national culture [1, 2]. +e development of artificial
intelligence and other technologies has promoted the de-
velopment of language pronunciation and facial expression,
especially to meet different language pronunciation and
interaction with different people; that is, language pro-
nunciation is one person, and facial expression is another
person [3, 4]. +ere is a close synchronous relationship
between the two, but how to realize the seamless connection
between the two and realize that language pronunciation
directly drives facial expression is the research focus and
difficulty of human-computer interaction under various

modes, and many industry experts have conducted corre-
sponding research [5, 6]. Generally speaking, the driving of
facial expression by speech can be mainly through speech
pronunciation recognition and other types of recognition.
For speech pronunciation recognition, the corresponding
eigenvalues are mainly used for analysis, especially for the
basic feature units of speech recognition based on factors
and syllables. Mature empirical rules drive a whole set and
use corresponding eigenvalues to compare corresponding
lip shapes. +is method is relatively simple and effective, but
it is limited by rules. +is rule requires manual definition by
various experts and is limited to experts’ experience and
knowledge. +erefore, qualitative analysis is not accurate
enough [7, 8]. At the same time, it is very difficult to realize
accurate nonqualitative human speech recognition. +is
requires directly extracting the corresponding speech fea-
tures and directly mapping them to the specific parameters
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of the face. +erefore, this method can not only avoid the
problems encountered in speech pronunciation to a certain
extent but also effectively realize synchronization and re-
alism [9, 10].

Some scholars proposed to use artificial intelligence and
corresponding prediction to realize the training and learning
from speech to facial expression and realize the tracking and
relative position of facial expression by inputting relevant
parameters [11, 12]. In addition, some scholars have pro-
posed to use the relevant methods of neural networks to
synthesize vision and speech, realize the recognition and
analysis of speech and face motion parameters, and obtain a
better feedback effect [13, 14]. Other scholars used the
Markov chain for control analysis and introduced speech
recognition for driving analysis of facial animation, that is,
getting facial expression motion according to corresponding
computer vision analysis technology and realizing learning
and control facial expression model. +is method can ef-
fectively solve visual synchronization on the one hand and
human motion behavior on the other hand and realize the
expression animation of face driven by voice pronunciation,
but in the actual application process, there are still many
limitations and specificities [15, 16].

In view of these limitations and requirements, this
paper introduces wireless sensor network compromised
node detection, combs the synchronous service analysis of
voice pronunciation and facial expression, uses unsu-
pervised classification technology to accurately analyze
the corresponding facial expression, and realizes manual
lip shape adjustment through voice level clustering
analysis. At the same time, the video motion data can be
used to train the voice to drive the face animation model,
improve the authenticity and fidelity of the system, reduce
the defects of artificial rules, and use the corresponding
rhythm to directly add and map to the face pattern to
realize the final driving analysis of face expression film
and television animation.

2. Compromised Node Detection Method for
Wireless Sensor Networks

By comparing the disadvantages and advantages of speech
recognition and nonspeech recognition, this paper selects
the latter so that neither the discreteness of speech samples
nor the parameter mode of speech directly mapped to face
motion needs to be considered [17, 18].

Detection using corresponding wireless sensor nodes
can be mainly divided into the following steps:

(1) In the whole network, it is necessary to focus on
deploying corresponding sensor nodes to ensure that
sensor nodes have overlapping coverage. +erefore,
it can be predicted that the occurrence or generation
of an element may be detected by multiple nodes,
and the node of one sensor can also detect multiple
behaviors of other adjacent nodes [19, 20].

(2) For ordinary and distributed sensor nodes, they
can only have limited ability and communication
ability.

(3) For the transmission channel between the node and
the base station, it is necessary to abide by the
corresponding transmission routing protocol.

(4) For the base station, it is a computing device capable
of representing location information.

(5) For the sensor node, it needs to have enough
identifiers to represent it. In the whole deployed
network, it needs to compromise according to the
corresponding nodes.

(6) All messages are time stamped.
(7) +e attacker needs to capture the physical address to

obtain the corresponding site location and
information.

For the base station site, if there are more resources, it is
more secure and difficult to overcome. However, it should be
noted that the network may transmit false data.

+e whole system can be composed of two parts: one is a
distributed network site system, and the other is a cen-
tralized system running in the so-called related base stations
(Figure 1).

+e so-called distributed component is relative to the
deployment environment of the network. Each copy of its
component runs on different network sensor nodes and is
synchronized with the relevant transmission protocol and
transmission app on the sensor. When each node detects the
possible compromised behavior in adjacent nodes, it needs
to report to the nearest base station for transmission in time.
+is detection method needs to rely on adjacent nodes for
detection, and each node needs to detect and analyze ad-
jacent nodes. However, due to the characteristics of wireless
sensor networks, such deployment saves a certain cost.

For centralized components, they are higher-level
computing devices, so it may be necessary to perform more
complex behavior analysis to summarize whether there are
corresponding compromised behaviors to the center and
whether these compromised behaviors are legal. For the
corresponding data collected by the whole network, these are
collected and analyzed through their own network
resources.

2.1. Distributed Component. Each sensor node has a dis-
tributed component running on it, which will record the
data from adjacent nodes and establish a baseline based on
these records. If a neighbor node continues to perform
abnormal behavior, it will be identified as a compromised
node and reported to the base station.

As shown in Figure 2, if the corresponding node A is
attacked and considered by the attacker to imitate another
node and if the neighbor node D does not detect A, then
node A cannot directly imitate B or C. In this way, the node
has enough neighbors to be solid with each other so that any
attack and impersonation can be detected in time.

Considering instantaneous errors, such as collisions or
other nonmalicious behaviors, ComDet has certain flexi-
bility when determining a node as a compromised node and
can tolerate certain abnormal behaviors. When judging
whether a neighbor node behaves abnormally, there is no
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cooperation between nodes. +is independent decision-
making process means that the compromised node cannot
affect the perspective of the legitimate neighbor node.

2.1.1. Monitoring Indicators. +e first step in designing any
detection-based security system is to select the character-
istics of the system that will be monitored. In order to
support most wireless sensor networks, ComDet only
monitors some common features of wireless sensor
networks.

① Sensor readings: by monitoring sensor readings,
attacks that attempt to distort the collected information
can be detected.

② Received power: in a static network, the received
power should remain unchanged. Fluctuations may be
caused by changes in communication hardware or the
location of corresponding nodes.
③ Sending rate: most applications read sensor readings
and send them periodically. Any routing data packets
will also be sent periodically. +erefore, the rate of data
packets sent by a node should follow a consistent
pattern. Most attacks, such as selective forwarding,
Sybil attacks, and replay attacks, will cause measure-
ment bias. In addition, the sudden idle period may be
caused by the opponent’s reprogramming of the node.
④ Receive rate: the ratio of incoming and outgoing
data packets should be constant because the outgoing
data packets can only be data packets routed by the
node or generated by the node. A neighbor node that
changes its receiving rate but does not change its
sending rate may be a compromised node. It should be
noted that regardless of whether the data is encrypted
or not, the header of the data packet can usually be seen
by all nodes.

Because most wireless sensor networks have these
characteristics, ComDet has a wide range of applicability.
However, these features may not be appropriate in two
situations: (1) data packets can only be decrypted by the base
station; (2) applications rarely exchange information with
the base station.

When the confidentiality of information transmitted on
the network is very important, the first scenario will appear.
Since the compromised node cannot be detected and
blocked immediately, some of the information sent may be
eavesdropped on by the compromised node. +erefore, the
data packet can be encrypted, and only the base station can
decrypt it. Under such conditions, the defect of not being
able to monitor sensor readings can be compensated by
increasing the number of monitored neighbors so that
ComDet can achieve corresponding performance by occu-
pying more memory.

+e second scenario is caused by the application of
nonperiodic communication. For example, wireless sensor
networks located in the quarantine zone only send infor-
mation when an attack is detected, and they will not
communicate in a secure environment. Because the moni-
tored information is not sufficient, it is impossible to es-
tablish a baseline for most features. ComDet compensates by
making the node send its unique identification code at a
certain speed. In order to avoid prolonged silence and fail to
discover that the node has been conquered by the attacker, a
certain amount of communication overhead is necessary.
+is mode of behavior is only used when the application has
very little communication volume.

2.1.2. Detection Algorithm. +ere are two types of algo-
rithms for detecting abnormal behavior: anomaly detection
and rule-based detection. +ey all use records of monitoring
system characteristics. In anomaly detection algorithms, the
existing records are first used to establish a baseline, and any

Local package
monitoring

Detection algorithm Intrusion buffer

Beta reputation system Report database

Figure 1: Frame structure.

C
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Figure 2: If node awants to impersonate any node, it must pass the
detection of neighbor nodes.
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new records that deviate from the baseline to a certain extent
are considered abnormal behaviors. On the contrary, rule-
based detection requires the establishment of a specific
standard. For example, if any two packets have the same
header, it means that a replay attack has occurred. In the
ComDet system, the main focus is on anomaly detection
algorithms to meet ComDet’s requirements for flexibility,
rule-based algorithms target specific situations, and the rules
they use must be updated continuously for each new
situation.

ComDet’s distributed components can be divided into five
algorithms for attack detection: the first four are anomaly
detection algorithms, which use network characteristics such as
sensor readings, receiving power, sending rate, and receiving
rate; the fifth is a rule-based detection algorithm.

For rule-based algorithms, if a node detects that a new
neighbor meets the characteristics in the preset rule base
based on the received message, it will consider the node to be
a compromised node.

For anomaly detection, we need to identify the abnormal
behavior. Based on the abnormal behavior of each node, we
need to set different buffers, one is the buffer for normal
packets, and the other is the buffer for abnormal behavior.
When all detected abnormal phenomena are shared in the
exception storage, the window is used for sliding analysis and
compared with the corresponding limit. If it exceeds a certain
security threshold, the data packet is considered abnormal.
Abnormal behavior may have certain intrusion behavior,
which will also cause the behavior report of the node.

+e specific overview of the received power is shown in
Figure 3, and the specific calculation equation is shown in
the following formula:

Powernew − powermax >T, if powermax > powermax,

powermin − Powernew >T, if powernew > powermin.
(1)

Compromised node detection in wireless sensor net-
works is used to analyze the maximum and minimum in-
terval values of the received power of the packet buffer.
When the received power of a new packet exceeds this
interval, it is considered that the behavior is abnormal.
+erefore, the abnormal data needs to be divided into ab-
normal packet buffer. After processing, the corresponding
abnormal situation processing caused by environmental
change is realized.

As shown in Figure 4, it is a conceptual diagram of using
transmission power, which is mainly used to calculate the
transmission rate of data packets and the transmission rate
of data packets. When the ratio of the two rates exceeds the
set threshold range, the adjacent neighbor nodes can be
considered as compromised nodes.

+e algorithm using the reception rate is different only in
two aspects.

All the illegal behaviors of a node detected by the
anomaly detection algorithm are stored in a shared illegal
behavior buffer.

Once the abnormal behavior of a neighbor is detected,
the weight of its abnormal behavior is calculated as shown in
the following formula:


M

tcurrent − tstamp  + 0.3
m

tcurrent − tstamp . (2)

Once a node determines that a neighbor node a is
compromised, it will send three reports about the com-
promised node to the base pair.

2.2. Centralized Component. +e centralized component
runs on the base station and judges whether a reported node
is really compromised based on the data from other nodes.

f(ρ | α, β) can be calculated with Γ function, and its
calculation formula is shown in the following formula:

f(ρ | α, β) �
Γ(α + β)

Γ(α) + Γ(β)
ρα− 1

(1 − ρ)
β− 1

, 0≤ ρ≤ 1, α> 0, β> 0.

(3)

+e facial motion parameter FAP (facial animation
parameter) defined by MPEG-4 is a set of parameters for
realizing facial animation. FAP is based on the subtle
movements of the face, and through detailed description and
quantification of the actions of various parts of the face
model, it can reproduce most natural facial expressions and
lip movements. +e MPEG-4 standard defines a total of 68
FAPs, including lip shape (viseme) FAP and expression
(expression) FAP. For these two FAPs, some basic and
different phantoms or expression data are stored in advance,
and other phantoms or expressions can be formed by a linear
combination of these basic phantoms or expressions. +e
function of lip shape and expression FAP is to accurately and
conveniently express simple lip movements and expressions,
but for complex and irregular lip movements and expres-
sions, lip shape and expression FAP are difficult to describe

Attack detected

Abnormal
packetAnomaly-based

analyzer
normal

data pack

Packet buffer

data pack

Figure 3: Overview of detection algorithms using received power
and sensor readings.

data pack Packet buffer Packet rate Anomaly-based
analyzer
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Figure 4: Overview of detection algorithm using transmission rate
and reception rate.
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well. +erefore, in the MPEG-4 standard, in addition to lip
shape and expression FAP, it is more convenient for users to
describe. For subtle facial movements, general FAP defini-
tions are also given. Generally, FAP is mainly used for
movements in a specific area of the face, such as raising
eyebrows and moving the upper lip up. +e general FAP
includes details of each part of the face motion description,
which can generate more complete and complex animations
than the 14 lip shapes and expression FAP defined by the
standard. +erefore, the FAP mode in this paper is based on
the general FAP. At the same time, it is different from the
basic lip shapes and expressions defined by MPEG4. +e
FAP model described in this paper does not refer to hy-
pothetical speech perception classification, such as cluster
analysis of phonemes or words, but is directly obtained by
cluster analysis from a large amount of real image data, so
that the results obtained can be used more effectively. In face
animation, we assume that all possible face poses belong to a
certain state in a high-dimensional space plane, and complex
face motion can be regarded as a transition between
thousands of states.

Aiming at this diverse and complex face motion tra-
jectory, our learning strategy is to use some FA patterns that
can effectively characterize the face motion characteristics or
represent a certain set of states to approximate this diver-
sification in segments and then use linear interpolation to
glue this segmentation to achieve high-fidelity facial ani-
mation. Of course, to achieve voice-driven facial animation,
the acquisition of these FAP mode sequences must be ob-
tained through a certain prediction method. At the same
time, due to the complexity of face motion, only through the
results learned from the large-scale audio and video library
can we realize more natural face animation. Manual rules
cannot meet the requirements. Because neural networks
have better characteristics in processing input and output
mapping relations andmeet the characteristics of the human
brain structure, we use neural networks to learn this
mapping relationship.

2.3. System Framework. As shown in Figure 5, it is a specific
step of synchronous processing of voice-driven facial ani-
mation. Using the corresponding technologies such as
computer vision tracking, image processing, and wireless
sensor network compromised node detection, the features of
corresponding facial parameters and facial animation pa-
rameters are extracted from the video and calculated
according to the corresponding eigenvalues, and the cor-
responding patterns are obtained by clustering method. By
analyzing the learning context, the mapping relationship of
learning is obtained, and the effective analysis and syn-
chronization of speech and face animation are realized.

3. Data Preprocessing

3.1. Speech Signal Analysis. +ere are many kinds of speech
signal processing. How to extract the feature elements in
speech recognition is not completely effective for the pre-
diction of facial expression, especially how to achieve

synchronization, which is worth thinking and analyzing.
Speech pronunciation and face behavior recognition may be
related to speech and corresponding feature elements, which
can ensure complexity and looseness. In the data pre-
processing of this paper, different speech features are used
for analysis and processing, and the association of prosody
and facial expression in speech is used to obtain the pitch
stream and ability analysis in speech segments, which are
finally synthesized to form a unique feature vector.

3.2. Video Signal Analysis. In order to uniformly obtain the
feature data of facial expression, this paper synchronously
tracks many facial expression features, such as corners of the
mouth, lips, and nose tip, but it is impossible to track the low
texture area. +erefore, for a specific system, to effectively
track the key low texture and obtain the coordinates of facial
feature points and feature positions of each image, it is very
important to form visual feature vectors.

4. Clustering and Learning

4.1. Clustering Algorithm. Different clustering results can be
obtained by adjusting the clustering algorithm parameters,
such as the desired number of clusters, maximum training
times, minimum number of samples per class, separation
parameter P, and merging parameter C. +ese specific pa-
rameter values can be changed and calculated by formula
(4). +e specific results are shown in Figure 6.

Error Square(X, Y) �

����������������

(X − Y)∗ (X − Y)
T



‖X‖
, (4)

where the real data matrix is represented by X, the matrix
mapped from real data to category is represented by Y, and
the matrix size is represented by ‖X‖.

4.2. Artificial Neural Network. For artificial neural network,
it is mainly learning-oriented input and output, which is
used to reflect strong computational efficiency and corre-
sponding robustness. +e specific structure diagram is
shown in Figure 7.

For each frame of speech, the 16-dimensional LPC and
RASTA-PLP mixed vector and the 2-dimensional prosody
parameters are calculated to form an 18-dimensional speech
feature vector, and the front and back 8 frames are combined
into an input vector. In this way, the input of each neural
network is a vector.

5. Simulation Experiment

In order to cover the pronunciation of a single person as
much as possible, this paper selects the sentence synchro-
nous audio and video library in the Chinese speech synthesis
library. By marking feature points, the motion data of lips,
cheeks, and eyelids can be obtained.+e camera converts the
collected video into an image at 10 frames/S and uses the
tracking program to process the image feature sequence.
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Both qualitative and quantitative evaluation methods
are used for the system. Quantitative testing is based on
calculation to measure the error between predicted data and
real data. Most machine learning systems should use
quantitative methods. Qualitative testing is to judge
whether the synthesized face motion is true through

perception. For synthesis, qualitative testing is very im-
portant. In quantitative testing, the specific calculated
variance is shown in Figure 8.

+e simulation results show that the compromised node
detection in wireless sensor networks can not only solve the
dynamic change of the upper part of the face but also use the
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Figure 5: Speech-driven facial animation synchronization processing framework.
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recorded original voice and can effectively solve the syn-
chronization problem. +erefore, it has been highly evalu-
ated and proved to be effective in practice.

6. Conclusions

+e continuous development of artificial intelligence pro-
motes the improvement and enrichment of film and tele-
vision animation. People are increasingly pursuing the
aesthetic and technical characteristics of film and television
animation.+erefore, more technologies are introduced into
the field of film and television animation. In view of these
needs and limitations, based on the compromised node
detection of wireless sensor networks, this paper combs the
synchronous business relationship flow of voice signals and
facial expressions, analyzes the process of voice processing
signals, first detects abnormal behavior and voice using
compromise, finds the basic pattern of facial expressions
through cluster analysis, and seems to complete the one-to-
one mapping from voice to facial expressions. At the same
time, quantitative and qualitative evaluation methods are
used for analysis and evaluation. +e prosodic distribution
of speech features is used to realize the one-to-one mapping
to facial expression, which avoids the defect of the ro-
bustness of speech recognition, improves the learning ability
of speech recognition, and realizes the driving analysis of
human facial expression film and television animation. +e
simulation results show that the compromised node de-
tection in wireless sensor networks is effective and can
support the analysis and research of speech-driven facial
expression film and television animation.
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'e digital age of artificial intelligence marks the rapid development of tourism engineering and the gradual improvement of
intelligent management theory. 'is study aims to solve the problems of low efficiency of dynamic relationship analysis and low
data utilization in traditional intelligent management methods of tourism engineering. 'is work studies the dynamic opti-
mizationmodel of tourism engineeringmanagement theory based on the artificial intelligence data analysis model and designs the
dynamic analysis model of tourism engineering management data based on the convolution neural network. 'e model can
collect dynamic data information of tourism management from many aspects and can also be used to study and analyze human
behavior patterns based on the convolutional neural network algorithm. According to the human behavior data analysis model
and convolution neural network algorithm, this study formulates the real-time management data scheme of tourism engineering
and better extracts the characteristic information of the dynamic data of tourism engineering management. 'e results show that
the topology optimization model of tourism intelligent management based on the convolutional neural network achieves high
feasibility, high data accuracy, and high response speed. It can improve the collaborative coupling relationship between
management efficiency and dynamic data in tourism engineering management based on big data analysis technology. It realizes
the effective combination of tourism management, digital management, and artificial intelligence algorithm.

1. Introduction

At present, the traditional “many to many” cluster point
information collection is the main data information of
tourism project management in China [1]. Since the be-
ginning of the 21st century, the rapid development of ar-
tificial intelligence technology in China has also led to the
transformation of data analysis methods in tourism engi-
neering management in China. 'e emergence of modern
tourism engineering management analysis methods such as
intelligent tourism management theory planning, efficient
management data analysis, and coordinated utilization of
software and hardware has contributed to the large-scale
promotion of “intelligent management of industrial 4.0
tourism engineering” and provides opportunities [2].
'erefore, diversification and high efficiency have become
important features of the intelligent degree of tourism

project management in China [3]. At present, although the
existing intelligent management system of tourism engi-
neering provides a large number of data information ex-
traction schemes, it is difficult to select a targeted topological
representation scheme according to its management dy-
namic theoretical system and the law of human behavior in
the process of dynamic management, so as to achieve the
optimal effect of topological analysis [4]. Based on this, this
study proposes a theoretical topology analysis model of
intelligent management of tourism engineering in the digital
age based on big data and the convolutional neural network
algorithm.

Aiming at the problems of low data analysis efficiency,
low data storage efficiency, and low data classification ef-
ficiency existing in the current theoretical analysis model of
intelligent management of tourism engineering, this work
studies the data mining model scheme of discrete dynamic
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analysis based on the convolution neural network algorithm
and collaborative processing of big data in the cloud, which
is mainly divided into four parts. Section 1 introduces the
research background and the overall framework of this
study. Section 2 introduces the research status of intelligent
management theory and application methods of tourism
engineering. Section 3 constructs the theoretical topology
model of intelligent management of tourism engineering in
the digital age based on big data and convolution neural
network algorithm, adopts the multilayer convolution
perception neural network factor method, and constructs
the evaluation index system of tourism management data
analysis and intelligent classification objectives of artificial
intelligence analysis. In Section 4, the quantitative effect of
data analysis of the industrial 4.0 tourism project intelligent
management efficiency dynamic analysis model constructed
in this study is experimentally analyzed and verified, and a
conclusion is drawn in Section 5.

Compared with the data mining model established by
the traditional intelligent management analysis model in
tourism engineering, which takes the continuity of static
management data as the main research object, the inno-
vation of this study is that the discrete dynamic modeling
technology and big data topology analysis strategy based on
the convolution neural network algorithm are applied to the
dynamic analysis model of industry 4.0 tourism engineering
management. It can make full use of a large number of
dynamic management data, extract appropriate manage-
ment data feature information, realize the integrity approach
at the simulation level, and quantitatively describe the
quantitative representative eigenvalues, similarity of mul-
tidimensional management analysis modes, and expected
evaluation indicators of different tourism projects in the
process of employee management scheme allocation with
multitransformed neural network factors. It can efficiently
carry out customized analysis on the factors affecting
management efficiency and accuracy.

2. Related Work

Although the domestic management theory analysis model
has been developed for several years, there are still some
deficiencies in the establishment, operation, and upgrading
of the sports data mining model compared with some more
developed countries [5]. Wei et al. optimized the data
analysis process according to the management principle of
three-dimensional space. His team proposed that attention
should be paid to the development of the three-dimensional
basic structure or dynamic theoretical decomposition
method of tourism management based on Gaussian mixture
[6]. Masterson et al. proved through experiments that the
classified data analysis method can play a good role in
differential learning, effectively improve the mining effi-
ciency of big data, and use a number of indicators to evaluate
the data analysis ability of the tourismmanagement dynamic
analysis model [7]. Greatbatch et al. have verified through
repeated practice. 'e final results show that the estab-
lishment method based on human behavior discrete mod-
eling technology can improve the data analysis efficiency of

the data mining model and the effectiveness of modifying
data. It is suitable for the outside world to carry out con-
tinuous R&D planning for tourism engineering manage-
ment data and find the optimal data structure scheme [8].
Mayro et al. put forward a new group tourism project
management data model and database establishment
method based on industry 4.0. 'e multidimensional spatial
framework sequence is used to redistribute the data packets
of each layer of the original management database, so as to
realize the optimal determination of various mining
methods in the process of management data capture [9].
According to the traditional establishment mode and
practical experience of the data collection system in a general
sense, Lang et al. found that the current data mining model
has the problems of difficult dimension calculation and poor
physical quantity in the process of managing tourism dy-
namic data analysis. 'erefore, they developed a new in-
telligent data analysis technology based on deep learning
[10]. 'rough logical analysis, adjustment, and summary of
different data mining models, Egevad et al. finally estab-
lished a new data mining system, which can realize delayed
capture and real-time feedback of tourism engineering
management data [11]. Scholars from Safarnejad L and other
universities put forward a new data mining model estab-
lishment method based on the multirelationship recom-
mendation algorithm according to the multifactor
relationship theory in philology, analyzed the correlation of
different modules in the traditional data mining model, and
established a double factor analysis model [12]. Verganti
et al. comprehensively evaluated the employee management
data mining model of a tourism project from the aspects of
the selection of the structure form of the tourism man-
agement storage database, the classification of the content,
and the storage capacity of the database and realized the
simulation of the working process of the model database by
capturing different types of data [13]. 'e research results of
Kai et al. show that the “data outside” interaction model
based on discrete dynamic modeling technology is better
than the traditional interaction model in terms of motion
data information acquisition ability [14]. In order to im-
prove the acquisition efficiency of tourism engineering
management data and the maximum utilization of storage
space, Liu et al. conducted various research studies and
analyses on different tourism engineering management data
and finally classified different data types into various types of
data models to avoid storing duplicate data and increase the
collection efficiency of tourism data [15]. Goodarzian et al.
proved through experiments that the discrete data mining
model established can realize the static segmentation of
dynamic data and solve the problem that it is difficult to
obtain dynamic data in management, but there is a problem
of small application range [16].

To sum up, it can be seen that the current tourism
engineering focuses on the data mining management
analysis model with the continuity of static management
data as the main research object in the establishment of the
intelligent management analysis model, but there are some
problems in this kind of model research, such as low in-
telligence and low data utilization [17–19]. On the other
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hand, although China has done more theoretical analyses
and research on the establishment method of the intelligent
management and intelligent analysis system of tourism
engineering, there is room for progress in the achievement
transformation at the actual control level, and there is no
establishment of the intelligent multimedia control system
model [20, 21].

3. Methodology

'e development of big data and artificial intelligence in the
digital age has brought great opportunities for the digital
development of intelligent management of tourism engi-
neering [22]. 'e most typical algorithm in artificial intel-
ligence technology based on big data idea is the convolution
neural network algorithm [23]. 'e typical convolutional
neural network structure is a feed forward network with
three or more layers without feedback and no intercon-
nection structure in the layer. 'e convolutional neural
network is also a basic method for self-learning and updating
at the data level. 'e first and last layers are called the input
layer and output layer, respectively, and themiddle layers are
the hidden layer (also known as the middle layer) [24]. In the
convolution neural network, the neurons in each layer are
fully connected, and there is no connection between the
neurons in each layer. 'e neural network algorithm used in
the topological representation of management is an intel-
ligent algorithm with “human biological characteristics”
based on the overall structure of human neurons and the
direct two-way regulation and automatic processing of
neurons by the brain [25].'e data processing process of the
convolution neural network algorithm is shown in Figure 1.

When the industrial 4.0 tourism engineering intelligent
management data information is processed randomly, the
mutual coupling analysis of two-way management infor-
mation classification and the vector processing analysis of
multiple coupling combinations are carried out through a
single neuron structure with multiple neuron structure
(synapse) characteristics, the management type with high
modular demand is found from the total object to be
processed, and the probability of being selected for sec-
ondary or multiple analysis is high. On the contrary, the
probability of objects with low significance of management
features being selected for secondary or multiple reusable
framework processing is very low. 'e new generation of
tourism project objectives has dynamic characteristics,
which need to be compared and analyzed for many times to
produce unified management. In this way, after several two-
way information interaction cycles, mixed characteristic
individuals conforming to the characteristics of artificial
intelligence are finally generated, that is, modular unified
processing for a certain type of tourism management data
local optimization and feature extraction.

3.1. Establishment Process of the Multiple Grey Convolution
Neural Network Model Based on Data Mining. By checking
many factors of multimanagement data, we can judge
whether there are closely related factors in various data of

intelligent management type of tourism engineering.
Tourism information management is a process in which
information personnel plan, organize, command, coordi-
nate, and control the tourism information source utilizing
information technology. From a microperspective, it in-
cludes the management of tourism information content.
Macroscopically speaking, it includes the management of
tourism information institutions and tourism information
systems. In this way, we can not only use the comprehensive
average index of these closely related factors or one of them
to represent a variety of such factors. In addition, the in-
formation carried by these multidata to be processed cannot
be seriously distorted. 'e data analysis process of the
convolution neural network topology analysis model based
on big data and artificial intelligence strategy is shown in
Figure 2.

First, assume that there are n data objects to be processed
(tourism engineering management information), which are
called implementation objects, and each observation object
has m characteristic data (management characteristic in-
formation); the sequence can be obtained as follows:

X1 � x1(1), x1(2), . . . , x1(n)( ,

X2 � x2(1), x2(2), . . . , x2(n)( ,

X3 � x3(1), x3(2), . . . , x3(n)( ,

Xm � xm(1), xm(2), . . . , xm(n)( .

(1)

'en, calculate the absolute correlation εij between Xi

and Xj for all i≤ j, i, j � 1, 2, · · · , m, and the calculation
formula is

ε � 1 −

���������
Xm + Xm+1

Xm − Xm−1



. (2)

'e corresponding coding function is obtained
according to the correlation degree

W(x) �
7x

2
+ x

4
+ 1

7x
2

+ 8x
3

+ 5x
4

+ 2
εii, (3)

where εii � 1; i � 1, 2, · · · , m AA. In this process, the fol-
lowing results can be obtained from the simulation analysis
of data types in different dimensions. 'e simulation results
without big data coupling factors for different tourism
projects are shown in Figure 3.

'e simulation results of dynamic coupling quantity
under level 1 big data coupling factor for intelligent man-
agement types of different tourism projects are shown in
Figure 4.

'e simulation results of the two-level big data coupling
factor in dynamic characterization of intelligent manage-
ment types of different tourism projects are shown in
Figure 5.

For the intelligent management types of different in-
dustrial 4.0 tourism projects, the simulation results of three-
level big data coupling factors in dynamic characterization
are shown in Figure 5.

It can be seen from Figures 3–6 that the comprehensive
utilization rate of the information of the corresponding
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management database changes with the change of the
number of topology analyses when performing different
degrees of association calculation and processing (level 0/
1/2/3 big data coupling factor) for different data under the
dynamic relationship topology model of the convolution
neural network algorithm and when the level 3 big data
coupling factor is added. 'ere are more and more stable
branches of its corresponding topological dynamic
structure, and its stability utilization rate is also better and

better. 'is is because in the calculation process, through
the computer database information and the preset linear
judgment program, some data information can be deeply
mined and analyzed, so as to realize the quadratic linear
processing of the data after the initial linear analysis. After
quadratic linear processing, its stability and data utili-
zation are improved. In this study, the values of the
analysis indexes of n data objects to be processed are
divided into the class grey group, which is called j index
subclass. 'e convolution network function of j index k

subclass is recorded as Hk
j(x).

H
k
j(x) �

x + x
k
j(1)

x
k
j(2) − x

k
j(1)

, x ∈ x
k
j(1), x

k
j(2) . (4)

Among them, xk
j(1) and xk

j(2) are the network nodes,
and x is the data type.

If the function Hk
j(x) does not have the first and

second turning points xk
j(1) and xk

j(2), Hk
j(x) is called

the lower bound measure convolution network function,
which is recorded as Hk

j[−, −, xk
j(3), xk

j(4)]. In this sys-
tem, the corresponding lower bound measure function
fk

j(x) is

f
k
j(x) �

x
k
j(4) − x

x
k
j(4) − x

k
j(3)

, x ∈ x
k
j(3), x

k
j(4) . (5)

'e moderate measure function corresponding to this
model is shown in formula (6), and the expression of the
whitening weight function of the upper bound measure is
formula (7).
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Q
k
j(x) � f

k
j(x) �

x
k
j(4) − x

x
k
j(4) − x

k
j(2)

, x ∈ x
k
j(2), x

k
j(4) . (6)

W
k
j(x) � f

k
j(x) �

x − x
k
j(1)

x
k
j(2) − x

k
j(1)

, x ∈ x
k
j(1), x

k
j(2) .

(7)

Among them, xk
j(1), xk

j(2), and xk
j(4) are the network

nodes, and x is the data type.

3.2. Tourism Management Efficiency Based on the Convolu-
tional Neural Network Gaussian Mixture Sparse Represen-
tation Data Processing Process of the Dynamic Optimization
Model. In this model, in order to better determine the
specific significance of management data judgment index in
the process of grey linear analysis, carry out factor analysis
and provide basis for system decision-making. It is necessary
to solve the problem of how to find correlation and measure
from random time series. By determining the convolution
variable weight linear coefficient, the accuracy of manage-
ment data mining can be better improved. 'erefore, the
weighted linear coefficient σk

i can be expressed as

σk
i � 

m

j�1
f

k
j xij  · ηk

j ,

σi � σ1i , σ2i , . . . , σs
i  � 

m

j�1
f
1
j xij  · η1j , 

m

j�1
f
2
j xij  · η2j , . . . , 

m

j�1
f

s
j xij  · ηs

j
⎛⎝ ⎞⎠.

(8)

'e above formula is called the linear coefficient of the
multilayer convolution neural network, and its corre-
sponding linear coefficient matrix is

Σ � σk
i  �

σ11 σ21 · · · σs
1

σ12 σ22 · · · σs
2

· · · · · · · · · · · ·

σ1n σ2n · · · σs
n

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (9)

In order to realize data mining of the convolutional
neural network linear analysis process, the information of
target data needs to be translated into language information
that can be recognized by computer through a certain
pattern. 'erefore, after the feature sparse representation
process of the Gaussian mixture industrial 4.0 tourism
engineering intelligent management data of the manage-
ment data, the simulation analysis results of the calculation
efficiency of three different types of tourism engineering
management data combined with human behavior are
shown in Figure 7.

As shown in Figure 7, with the increase of the number of
topologies, the stability and computational efficiency of the
corresponding tourism engineering intelligent management
database are also changing. Because some low-frequency or

meaningless management data information is intentionally
deleted or deleted, the process is stored through a specific
mode. To facilitate the data recovery required by posterror
processing operations, form a special data information re-
cord and realize the conversion from data information to
computer storage information, and its storage function can
be expressed as T(x).

T(x) �


m
j�1 f

1
j xj 

η1j
. (10)

Among them, η1j is the storage coefficient, and its sparse
representation can be expressed as T′(x), which can be
expressed as

T′(x) �


m
j�1 f

1
j xj 

η1jH(x)
. (11)

where η1j is the storage coefficient and H(x) is the dis-
criminant function.

Choosing different grey linear methods will make the
data in the cluster have different correlation degrees. 'e
topology analysis model based on the convolutional neural
network is to fuzzy search and screen the unknown data
targets (newly collected industry 4.0 tourism project
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management information and known human behavior data)
through data mining of multitarget data. 'e screening
function is P(x), and the expression is

P(x) �


m
j�1 xj − x 

η1jx
, (12)

where η1j is the storage coefficient.
When it is necessary to classify different types of data

indicators (such as relevant assessment data indicators of a
tourism project), the evaluation model Z(x) can be
expressed as

Z(x) �
1

η1j 
m
j�1 xj − x 

, (13)

where η1j is the storage coefficient and x is the average
number of management decomposition information.

Z(x) �
1

η1j 
m
j�1 xj − x 

. (14)

In the optimal case, the convolution neural network
analysis model can realize the recognition of multiple data
under a certain similarity. However, there are still some
problems in the data mining process and management
dynamic algorithm. In order to improve the recognition
degree of the association degree between management data
information (feature information) and multiple data
(management color channel and salient feature) by the
multiple grey linear analysis model as much as possible, the
expression of the association degree R(x) is

R(x) �
η1j


m
j�1 xj − x/xj+1 + x

. (15)

At present, the most commonly used method is to
achieve accurate topological linear analysis through big data
database statistics and data comparison between the same
management types. 'e above dynamic flapping analysis
method is also used to compare and determine the well-
known feature recognition information and management
sparse representation pattern information.

4. Result Analysis and Discussion

4.1. Experimental Design Process andData Results. 'e input
layer data used in this experiment are the known industry 4.0
tourism engineering management information data, the
hidden layer is the artificial intelligence topology analysis
strategy based on big data and the convolution neural
network algorithm, the output layer is the dynamic optimal
selection combination of tourism engineering management,
and its convolution learning strategy is the tourism engi-
neering intelligent management rules and regulations and
employee level treatment. When evaluating the topological
rate and change type of tourism engineering management
data, it needs to be evaluated from many aspects. According
to the needs of tourism engineering development, this study
proposes 25 indicators to evaluate the quality of

management topology analysis. 'rough the observation
results of 25 relevant data managing topological-mixed
features, the above indicators are properly classified and
sparse representation analysis, and the characterization
standard is simplified by deleting some unnecessary (i.e., less
influential) indicators, so as to realize the quantitative
representation of the above data indicators, which is more
convincing. During the experiment, the management data of
three types (6 groups in total, 2 groups in each type) of
different tourism projects are verified by topological anal-
ysis. 'e experimental results are shown in Figure 8.

4.2. Analysis of Experimental Results of Management Data
Accuracy Based on the Convolutional Neural Network.
'e analysis results of data accuracy in the experimental
results are shown in Figure 9.

From the experimental results shown in Figure 8 and the
accuracy analysis results shown in Figure 9, it can be seen
that after the analysis of three types of data (two groups
each), the corresponding change of topology classification
performance index is obvious. Among them, the topology
performance of the third group of data is the highest, but the
corresponding big data analysis data deviation is also the
highest because with the increase of topology structure, the
dimension of data analysis is also increasing, so its deviation
will also change. On the other hand, among the above data
indicators for evaluating the quality of topology analysis,
some or several indicators do have correlation or mixed
relationships.

In addition, it can be seen from the data shown in
Figures 8 and 9 and the experiment that in the process of
processing the experimental data, this study adopts an ef-
ficient and intelligent topological data analysis method. 'e
model can realize the unified management of sparse rep-
resentation demand data of different tourism management
and different types of management representation method
data. According to the local differences between data and the
actual needs of sparse representation, the algorithm is used
for intelligent optimization, analysis, and processing to
realize the high-precision utilization and remote dynamic
maintenance of data. 'en, through the eigenvalues of the
signals collected by the wireless nano data processing
equipment and the structural characteristics of different
management in the sparse representation process, according
to the different eigenvalues such as vector difference and
matrix difference, the intelligent optimization processing
and deep information mining process based on the machine
learning model and neural network algorithm are applied.
Realize the classification level division of different man-
agement Gaussian mixture feature sparse representation
methods in data analysis. Finally, through a series of data
analysis processes represented by the neural network al-
gorithm in the sparse representation of tourism manage-
ment, classify according to the differences of information,
realize the high classification of the similarity of different
data, and realize the fitting analysis and simulation of ap-
proximate or the same data according to the different re-
quirements for the sparse representation of different tourism
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management. 'en, it completes the efficient and high-
precision classification of the sparse representation opti-
mization link of managing Gaussian mixture features.

5. Conclusion

'is work studies the discrete dynamic analysis data mining
model scheme based on the convolutional neural network
algorithm and big data cloud collaborative processing.
Compared with the traditional intelligent management
analysis model of tourism engineering, which takes the
continuity of static management data as the main research
object, the innovation of this study is to apply discrete

dynamic modeling technology and big data topology
analysis strategy based on the convolution neural network
algorithm to the dynamic analysis model of industry 4.0
tourism engineering management. It can make full use of a
large number of dynamic management data, extract ap-
propriate management data feature information, realize the
simulation level integrity method, quantitatively describe
representative quantitative eigenvalues, the similarity of
multidimensional management analysis modes and ex-
pected evaluation indicators of different tourism projects in
the process of employeemanagement scheme allocation, and
adopt multiconversion neural network factors. It can effi-
ciently customize and analyze the factors affecting man-
agement efficiency and accuracy. However, the algorithm
only analyses the impact and correlation degree from the
local analysis of management and does not consider other
potential factors of sparse representation of management
features. 'erefore, the comprehensive analysis of the index
evaluation system and the influence degree of other factors
need to be further studied.
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In order to improve the management efficiency of the safety status of Industry 4.0 engineering products, the multigranularity
access control model (MGACM) Industry 4.0 engineering product life cycle management (PLM) is adopted to optimize the safety
management mode of Industry 4.0 engineering products in this paper.+emultigranularity access control model is constructed in
this paper, which has strong nonlinearity and better fault tolerance. In addition, the parameters of PLM are optimized through the
multiparticle access control model, and PLM search is enabled. Taking into account the slow and easy convergence of the
multigranular access control model, a niche technology with full life cycle heterogeneity and elimination mechanism is proposed
to solve the premature convergence problem of the multigranular access control model. +e final simulation results of this paper
show that, compared with traditional algorithms, the proposedmultigranularity access control model is more reliable and effective
and has faster convergence speed and higher management efficiency.

1. Introduction

With the continuous advancement of society and unceasing
enhancement of people’s needs, data information has
gradually become the basic technology for people’s daily life,
and the role of Industry 4.0 engineering product life cycle in
people’s lives has become more prominent. +ere are In-
dustry 4.0 engineering products [1, 2], wireless communi-
cation Industry 4.0 engineering products, etc. +erefore, the
Internet is usually used to transmit and receive data and
information, and the quality of Industry 4.0 engineering
products is more important. According to research at home
and abroad, it is shown that the quality problems of in-
dustrial products are not simply solved by the use of pre-
ventive methods [3]. Under this circumstance, the security
status perception of the integrated technology Industry 4.0
engineering products that need to obtain and process se-
curity information has attracted attention. However, In-
dustry 4.0 engineering product safety situation management

is an emerging technology, and many research contents have
not been resolved so far. In order to provide more effective
and accurate management, an improved multigranularity
access control model is introduced to optimize the life cycle
management of Industry 4.0 engineering products in this
paper. First of all, PLM with better nonlinear ability and
approximation speed is adopted instead of BP or RBF neural
Industry 4.0 engineering products for management. Sec-
ondly, the multigranularity access control model is used to
optimize the parameters of the neural Industry 4.0 engi-
neering product, which has strong global search capabilities.

By constructing a multigranularity access control model,
the access host granularity and access level granularity are
optimized and processed. Meanwhile, the life cycle granu-
larity and authorization distribution control granularity of
industrial products are used, to complete the optimization
process of the model and complete the realization of mul-
tigranularity access control. Finally, the analysis of the ex-
perimental results shows that the constructed model can
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effectively reduce the fault tolerance rate of the industrial
product life cycle management system. Meanwhile, it can
also strengthen the accuracy and completeness of model
access control, which can better meet the special needs of
PLM for access control.

2. Granularity Analysis of Access Control for
Industry 4.0 Engineering Product Life
Cycle Management

2.1. Granularity of Access Subject Composition. +e subject
that can be accessed by the multigranularity access control
model only allows two dimensions: role and user.+is article
implements its subject by increasing the granularity diam-
eter. Granular composition, as a collection of multiple users,
can achieve the completion of its architecture through a
combination of different forms. +e full range of permis-
sions for function groups and users is open. As the au-
thorizer of the granularity of the access subject, ASD can
assign its authority to the restricted relationship with the
same structure. If a user is assigned to group A, then the role
permissions of group B can be obtained. For example,
technicians in the assembly process group can assign per-
missions to them in accordance with the engineering
product management standards of Industry 4.0, and the
same user can be assigned different users/assigned roles.
Figure 1 shows the granularity of the access control subject
and its relationship model.

+e authorization of the access subject group can sim-
plify the public permission distribution method for the
unused functions in the same unit and can simplify the
access control of the temporary project group. Because the
user authorization can effectively improve the problems of
personnel management, it is effective to reduce the confu-
sion of the role. ASC and ASD are in a static relationship. At
the same time, before assigning users to corresponding roles,
their roles can be set according to the business rules of
industrial products or possible problems can be solved in
advance. ASC canmake corrections when there is an error in
the user’s role assignment. +e main function of ASD is to
simplify the problem of repeated assignment of permissions
for different roles. +erefore, the granularity of the access
subject and its corresponding relationship can not only
simplify its authorization procedure, but also avoid the
probability of false authorization [4].

2.2. Access Object Level Granularity. +e life cycle man-
agement analysis system uses the engineering product se-
quence information to analyze the life cycle management
parameters of the camera based on a specific model. Most of
the calculated amount of the engineering product stability
algorithm is here, and the accuracy of life cycle management
parameters affects the accuracy of the stable engineering
product, so it is an important part of the engineering product
stability system [5]. +e multigranularity access control
model MAC is shown in Figure 2 on the visitor layer.
Operations (OpeRation, OPAR) can be used in different
types of granularity groups. For any optimal granularity, the

achievable results can be used in special scenarios. During
Industry 4.0 engineering product life cycle management
process, due to the camera shaking during use, the engi-
neering product sequence obtained by shooting will be
jittered. +e engineering product processing interference
caused by this jitter will promote the engineering product
life cycle management analysis technology emerging as the
times require. Engineering product life cycle management
analysis technology has been widely used in many fields of
military and civilian use. From the perspective of military
applications, large-scale guidance, fire control systems, and
small self-seeking missile leading engineering products all
involve engineering product life cycle management analysis
technology. +is technology can be used to improve the
attack performance of weapon systems and for improvement
of relevant indicators of other operations. In the photog-
raphy of aviation field and terrain surveying and mapping
instruments, in order to ensure that the corresponding
measurement benchmarks for life cycle management anal-
ysis are obtained in the image plane of the instrument, the
accuracy and processing speed of the measurement results
are improved. As a new engineering product life cycle
management analysis model that has gradually emerged in
recent years, the multigranularity access control model can
be used for the processing and analysis of Industry 4.0
engineering product life cycle management. +e basic
principle of this model is to use a different model for any
Industry 4.0 engineering product data or perform multiple
clustering operations on engineering products under dif-
ferent conditions and select the appropriate method for the
calculation results obtained by the clustering operation,
clustering and optimizing the data to obtain the best results.

2.3. License Allocation Control Granularity. As a bridge
between the operation/object and the accessible subject, the
license can realize comprehensive and neat distribution
control. +e particle progress control can ensure the con-
sistency of the target to be visited. +e distribution control
particle size of the license can be distinguished according to
the four aspects of the controllable control direction within
the allowed range, the allowed access restriction, and the
license priority. An Industry 4.0 engineering product life
cycle management method is proposed. While transforming
the two-dimensional engineering product life cycle man-
agement to one-dimensional engineering product data, it
also evaluates and analyzes the deviation of the engineering
product sequence in the life cycle management data, to
eliminate the impact of engineering product quality due to
lower sequence.

Allowable range, control direction, and access restric-
tions are static attributes, and allocation permissions need to
be set (Table 1). Priority is a dynamic attribute, and the value
before system execution is empty. If the system runs and
loads all the permissions of the current user, the permissions
are sorted according to the allowed source code and the
priority of the above permissions. For example, the priority
of direct permission from all users is 0, and the priority of
permission from the user’s group is 1.
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3. Multigranular Access Control Analysis

3.1. Control Subject and Object and Related Analysis.

First, the gradient descent training of error backpropagation
is used to select and extract cluster members for the life cycle
management of Industry 4.0 engineering products to pro-
vide an accurate data basis for subsequent cluster fusion.
+ere is the actual sequence x(t0 + iΔt)  of the information
flow of the life cycle management Industry 4.0 engineering
product data and i � 0, 1, . . . , N − 1. After setting X and Y as
the Industry 4.0 engineering product life cycle management
attribute set, the cluster space state vector calculation for-
mula of the Industry 4.0 engineering product life cycle
management is

X � x t0( , x t0 + Δt( , . . . , x t0 +(K − 1)Δt(   �

x t0(  x t0 + Δt(  · · · x t0 +(K − 1)Δt( 

x t0 + JΔt(  x t0 +(J + 1)Δt(  · · · x t0 +(K − 1)JΔt( 

⋮ ⋮ ⋮ ⋮

x t0 +(m − 1)JΔt(  x t0 +(1 +(m − 1)JΔt)(  · · · x t0 +(N − 1)Δt( 

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
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Figure 1: Access subject of multigranularity access control model MAC makes up the granular model.
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Figure 2: +e process for multigranularity access control model
MAC access to different object levels.

Table 1: Access control direction combination relationship.

Control direction A Control direction B Combination result
Positive license Negative license Refusal
Positive license Positive license Allow
Positive license Zero license Allow
Negative license Negative license Refusal
Negative license Zero license Refusal
Zero license Zero license Refusal
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In the formula, x (t) represents the time series of the life
cycle management information flow of Industry 4.0 engi-
neering products. J represents the phase space time window
function of the life cycle management reconstruction of the
Industry 4.0 engineering product data and m represents the
life cycle management cluster adjustment factor of the target
engineering product data. Δt represents the sampling time
interval of Industry 4.0 engineering product data.

+en the calculation expression of the discrete sample
spectrum feature quantity for the life cycle management of
Industry 4.0 engineering products is as follows:

Xp(u) � sc(t)e
j2πf0t

�
1
T
rect

t

T
 

j2π f0t+Kt2( )/2
. (2)

+e formula sc(t) represents the characteristic scalar
time series of the life cycle management of Industry 4.0
engineering products. ej2πf0t represents the discrete sample
center of the Industry 4.0 engineering product life cycle
management cluster.

u
(k+1)
(i,d) �

x
(t+1)
(i,d) f

t
titness <f

∗
fitness,

z
(k+1)
(i,d) f

t
titness ≥f

∗
fitness,

⎧⎪⎨

⎪⎩
(3)

ft
fitness is the expression representing the reliability coeffi-

cient of the life cycle management of Industry 4.0 engi-
neering products. f∗fitness represents the reliability interval
coefficient for the life cycle management of Industry 4.0
engineering products.

According to the calculation of formulas (2) and (3), the
best solution vector matrix formula for the life cycle
management of Industry 4.0 engineering products centered
on data clusters is

Σr � diag σ1, σ2, . . . , σr(  ∈ R
r×r

. (4)

+e formula σr represents the position of Industry 4.0
engineering product life cycle management to k+ 1. Rr×r

represents the actual matrix of Industry 4.0 engineering
product life cycle management.

+e diagonal vector indicator of the life cycle manage-
ment of Industry 4.0 engineering products is close to the
target solution, and the following conditions can be met:

σ1 ≥ σ2 ≥ · · · ≥ σr > 0. (5)

According to the granularity fusion, the IEPLCM system
can be divided into related extensions of the control main
control, as shown in Figures 3 and 4.

3.2. Analysis of Relevant Elements of Multigranular Access
Control. Industry 4.0 engineering product life cycle man-
agement selection results, diversity and accuracy are used to
define, comprehensive evaluate, and complete the selectivity
of Industry 4.0 engineering product life cycle management.
By searching the particle swarm in the Industry 4.0 engi-
neering product life cycle management cluster to form the
Industry 4.0 engineering product life cycle, the corre-
sponding Industry 4.0 engineering product life cycle man-
agement data information feature vector χi is expressed as

lε(g) � (1 − ρ)lε(g − 1) + cf χi(g)( . (6)

In the above expression, f represents the corresponding
adaptive function of the feature data feature vector χi of the
life cycle management of Industry 4.0 engineering products.
cχi(g) represents the ε-th life cycle management corre-
sponding media engineering product data optimization in
the actual application process.

+e expression of clustering πp in Industry 4.0 engi-
neering product life cycle management II is

Acu πp  � NMI πp, π∗ . (7)

In the formula, πp and πq represent the clustering in-
tegration of the life cycle management of Industry 4.0 en-
gineering products. If there is less information shared with
the Industry 4.0 engineering product life cycle management
basic cluster, the accuracy of the basic cluster is low, and vice
versa.

Based on the accuracy and diversity characteristics of the
clusters based on the life cycle management of Industry 4.0
engineering products, the comprehensive evaluation criteria
that define the clusters based on the life cycle management of
Industry 4.0 engineering products include

Eval πp  � λAcu πp  +(1 − λ)Div πp . (8)

In the formula λ ∈ [0, 1], the accuracy and diversity of
the life cycle management of Industry 4.0 engineering
products are an important degree in the comprehensive
evaluation standard.

Based on the diversity Div(πp) of the basic clustering
of Industry 4.0 engineering product life cycle manage-
ment, formula (8) calculates the probability pro(πp) of
selecting the basic clustering algorithm of each Industry
4.0 engineering product life cycle management as the
optimized basic clustering. +e calculation formula is as
follows:

pro πp  �
Div πp 


B
p�1 Div πp 

. (9)

+epro(πp) calculation result of the benchmark formula
(9) is used to use roulette to randomly select the cluster based
on the life cycle management of the Industry 4.0 engineering
product and obtain the integration cluster of the Industry 4.0
engineering product life cycle management.

If there are N data in the life cycle management of
Industry 4.0 engineering products, the attribute dimension
of the data can be represented by w, and the position and
velocity matrix of Industry 4.0 engineering product data can
be represented by N:

δ11δ
2
1 · · · δw

1 δ
1
1δ

2
1 · · · δw

2 · · · δ1τδ
2
τ · · · δw

τ δ
1
1 · · · δw

τ f. (10)

Industry 4.0 engineering product life cycle management
particle group overall fitness decentralized

ψ2
� − 

v

η�1

fi − favg

f
 . (11)
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In the formula, v represents the number of particles of
Industry 4.0 engineering product life cycle management. fi

represents the matching degree value of the ηth Industry 4.0
engineering product life cycle management particle. favgA

represents the average fitness value of current particles in the
life cycle management of Industry 4.0 engineering products.

ψ2 <φ represents the determination threshold of the In-
dustry 4.0 engineering product life cycle management φ and
can perform optimization of updating the position and
velocity of Industry 4.0 engineering product data particles
according to the following expressions:

vt � ωvt−1 + κ1 × rand1 pbest − xt−1(  + κ2 × rand2 gbest − xt−1( , (12)

xt � xt−1 + vt. (13)

3.3. Key Algorithms for Multigranular Access Control. As
mentioned above, to judge authority through access objects
and related analysis, we must fully consider the spreading
mechanism between access objects. +is solves the set of
equivalent access subjects associated with the detection
target user and the set of equivalent control clients corre-
sponding to the control target instance. It also provides a
basis for authentication based on access control permissions.

Because the solver process that controls the set of equivalent
access subjects and the set of objects is similar, the following
only introduces the solver process of the set of equivalent
access subjects. +e pseudo-algorithm for solving the set of
equivalent access subjects is described below.

+e purpose of IEPLCM’s multigranular access control
is to temporarily allow or deny the request based on pre-
defined permissions when a specific user requests access to
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Figure 3: Correlative spread of common subjects.
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Figure 4: Correlative spread of common objects.
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specific product components or text data. When the access is
determined to be a function, the entry parameter of the
function is user u. In addition, the operation op performed
by the requested access control client object functions as a
function that returns b according to a predefined access rule.
If the return value of the function is true, it can be executed
[6, 7]. On the contrary, the access request is denied, and the
corresponding access control is shown in Algorithm 2 based
on the analysis of the abovementioned access control model
components and masters, guests, and their related rela-
tionships pseudo-algorithm of the project process.

It can be seen from Algorithm 2 that the solver process
for verifying access control authority is a process of multiple
nested loops to ensure the efficiency of the algorithm. +e
number of permitted rule items sets common access control
items for control guests (such as certain types of text,
components) that have the meaning of data sets and sets
special and individual access control items for specific
control guests to achieve access control of data.

4. Product Life Cycle Management
Process under the Multigranularity Access
Control Model

4.1. Multigranularity Access Control Model. It describes the
composition granularity of the access subject, the level
granularity of the access object, the granularity of the life
cycle, and the license allocation control granularity from
different aspects and levels to control the access to PLM.
Based on the above analysis, as shown in Figure 5, a PLM
access control model based on RBAC is constructed.

4.2. Formal Description of Multigranularity Access Control
Model. MGACM usually adopts a closed type with three
layers of feedforward neural Industry 4.0 engineering
products. In the model in this paper, it is assumed that the
Industry 4.0 engineering product topology is shown in
Figure 6, and there arem nodes in the input layer, h nodes in
the hidden layer, and n nodes in the output layer. +e input
samples are represented by X1 ∼ Xm and the output samples
are represented by Y1 ∼ Yn. +e stretching and translation
parameters are expressed by a1 ∼ ah b1 ∼ bh, respectively.
+e link weights in Industry 4.0 engineering products be-
tween the input layer to the hidden layer and the hidden

layer to the output layer are represented by w11 ∼ wmh

w11′ ∼ whn
′, respectively.

For the hidden layer, Morlet is selected as the main
wavelet function and its equation is as follows:

ψ(x) � cos(1.75x)exp −
x
2

2
 . (14)

+enumber h of hidden layer nodes is determined by the
number m of input layer nodes. Calculation formula is

h � 2m + 1. (15)

It follows that

g(x) �
1

[1 + exp(−x)]
. (16)

+e x in (1) and (3) represents the data of the previous
layer.

+e output result of MGACM based on wavelet function
is

Yt � 
h

s�1
wst
′ ψ


m
r�1 wrs − bs

as

 . (17)

Generally, the gradient descent method is used to
calculate the connection weight of Industry 4.0 engi-
neering products, and the parameters in MGACM are
more accurate than before. +e extreme points of this
method are only approximate values. Meanwhile, it is
easily troubled by the problem of the best local Industry
4.0 engineering products. +erefore, this article intends to
use an improved multigranularity access control model to
optimize the parameters of local Industry 4.0 engineering
products.

+e increase of the fitness value determines the devel-
opment direction of the multigranular access control model.
+e error E of MGACM is defined as an individual fitness
function:

E �
1
2



n

t�1
Yt − Yt
′( 
2
, (18)

f �
1

1 + E
, (19)

Input: user u and its context
Output: the equivalent access subject of user U Seqv(u)

Begin
Initialize the equivalent access subject set;
Suppose the current detection visitor s� u;
According to the subject spread rule, obtain the subject spread set P (s) of s;
Foreach (p ∈ p (s))
Judge whether p is already in Seqv(u), if not, add p in it, and repeat the previous step with s� p;
After the recursive solution of the above process, the final complete result is obtained.
End

ALGORITHM 1: Equivalent access subject set solution.
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Input: request user u, request access control object o and its current state os, request operation op
Output: the calculation result of F (u, op, o, os)
Begin
Solve the set of equivalent access F (subject set of u Seqv(u) and the set of equivalent access control object of o Oeqv(o), refer to
Algorithm 1 for the solution process;
foreach (oi in Oeqv(o)))
{
Query the data access rule set R that satisfies the input condition constraints from the authorization rules associated with oi

foreach (ui in Seqv(u))
{
foreach (cs in R), where cs is the complex access subject corresponding to the access rule set
{
if (ui ∈ cs)
{
return true
}
}
}
}
return false;
End

ALGORITHM 2: Access control authority verification solution.
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Figure 5: Multigranularity access control model and its elements.
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where Yt represents the real value of the t-th output node,
and Yt
′ represents the predicted output.

+e most common selection operation is to choose
roulette. However, the predictive model is selected with the
expected value so as not to harm the best individual at the
smaller number of samples [8, 9]. Expected value is calcu-
lated by (20). +erefore, the problem of probability is
transformed into a problem of frequency. In the meantime,
excellent personal retention institutions directly allow in-
dividuals to maintain the highest fitness value of the next
generation of modern times.

qi �
fi

fsum/N
, i≤N. (20)

+is represents the sum of the overall individual fitness
values. fsum represents the sum of all individual fitness values. fi
represents the ith personal health value. N represents the total
number of people. In addition, rounding is required by qi.

+e choice of parameters is very important in the
simulation process of the multigranularity access control
model. For fixed values, the classic access control model
always relies on crossover and mutation probabilities.
However, it cannot dynamically adjust the probability of
multigranularity in the evolution process, and the conver-
gence speed is unstable. In addition, in order to deal with
crossover operators and mutation operators, a multi-
granularity access control method is adopted in this paper.
+e multigranularity access control model probabilities pc

and pm are defined in the following equations:

pc �

α1 −
α1 − α2(  fmax − f′( 

fmax − favg
, f′ ≥favg,

α2, else,

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(21)

pm �
β1 −

β1 − β2(  fmax − f( 

fmax − favg
, f≥favg,

β2, else.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(22)

Among them, α1, α2, β1, β2, respectively, represent
random values between [0, 1]. In this paper, α1 � 0.8,
α2 � 0.5, β1 � 0.05, β2 � 0.001 are assumed. fmax represents
the largest individual fitness value in the population. +e
average personal fitness value is represented by favg. +e
parent fitness value before the crossover operation is
expressed as f′. f represents the fitness value suitable for the
mutated individual. Assuming that the initial multi-
granularity randomly generates N × m × n data, the com-
plexity of the algorithm is O(m2 × n2).

Suppose there are N individuals with multiple granular
dimensions. Depending on the size of the genetic factor,
problems sometimes arise in real numbers. +erefore, the
real number multigranularity should be normalized by the
following function:

xpj �
xpj − xpjmin 

x xpjmax − xpjmin 
, (23)

where xpj represents the multigranularity of the p-th in-
dividual at the j-th point in the genetic sequence.

After normalization by (23), the fuzzy similarity matrix R
between individuals is created by

Rpq �


Chromlen
k�1 min xpk, xqk 


Chromlen
k�1 max xpk, xqk 

(24)

+e fuzzy similarity matrix satisfies reflexivity and
symmetry. According to [10, 11], the ambiguous equivalent
matrix solves the problem of ecology degree more effectively.
+erefore, by searching the fuzzy minimum transmission
limit of the similar matrix R, the corresponding ambiguity
equivalent matrix T is obtained in this paper, and the matrix
is clustered as a whole.

If the similarity coefficient λ is less than the coefficient
Tpq of each pair of individuals, that is, λ≤Tpq, the indi-
viduals xp andxq are divided into the same niche, until all
individuals are divided into appropriate positions.

Niche(k)⇐ xp · · · xq (1≤ k≤Chromlen). (25)

Based on the fuzzy equivalent matrix and the total
number, the similarity coefficients λ are dynamically
updated as follows:

λt �


N
j�1 Tmax j

N
. (26)

Among them, Tmax j represents the equivalent coefficient
between the individual with the maximum fitness value xmax
and the individual xj.

In order to use the improved multigranularity access
control model to quantitatively analyze the diversity,
equation (27) is defined to calculate the multigranularity
diversity.

dt � − 

Q

n�1
pnlog pn( , (27)

pn �
Lmn

N
, (28)

where Q represents the number of submultigranularities in
the t-th generation, Tmax j represents the number of n-th
submultigranularities, and N represents the total number of
individuals of the species. Ee higher the d, the greater the
diversity.

If the fitness value for a certain ecological location is
much smaller than other values

fi − fmax


<fdefault, (29)

then
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fi � fniche(i), 1≤ i≤ n, (30)

fniche � f1′, f2′, f3′, . . . , fn
′( , (31)

where fmax is the highest applicability value in the same
generation. +e default threshold of the adaptability value is
fdefault. fniche(i) represents the fitness of the i-th individual.

4.3. Ee Permission Consistency Control Operation of the
Multigranularity Access Control Model. +e session of the
multigranularity access control model refers to the process
in which a specific user registers and applies the permissions
he owns. +rough different login methods, the session in-
cludes the current user global authentication registration,
proxy user global authentication registration, current user
project registration, and proxy user project authorization
registration. If the login user is set to u, then for any reg-
istration method, user u’s permission distribution comes
from the following 7 methods, allowing direct assignment to
users.

PAu(u) � u a ps(u). (32)

+e licenses owned by the user’s group:

PAug(u) � ∪
g∈u a gs(u)

g a ps(g). (33)

+e permissions owned by the user’s role:

PAur(u) � ∪
r∈u a rs(u)

r a ps(r),

PAgg(u) � ∪
g∈ ∪

gy ∈ u a gs(u)
g d gs gy(  

g a ps(g). (34)

+e permission of the user’s group on which the user
relies:

PAgr(u) � (p, PAC)|PAC.PMA � DE P∨PAC.PMA � PUP ,

PArr(u)⊆ ∪
r∈ ∪

ry ∈ u a r(u)
r d rs ry(  

r a ps(r).

(35)

+e permission of the role that the user’s group relies on,
and

PArr(u) � (p, PAC)|PAC.PMA � DE P∨PAC.PMA � PUP ,

PArr(u)⊆ ∪
r∈ ∪

ry ∈ u a r(u)
r d rs ry(  

r a ps(r).

(36)

+e permission of the group on which the user’s role
depends:

PArr(u) � (p, PAC)|PAC.PMA � DE P∨PAC.PMA � PUP .

(37)

+erefore, all the licenses of user u are allocated as

PA(u) � PAu(u)∪PAug(u)∪PAur(u)∪PAgg(u)∪PAgr(u)

∪PArg(u)∪PArr(u).

(38)

License consistency control refers to the combined
operation of all the licenses that have the same life cycle state,
the same object, and the same operation, but the license
distribution control combination operation of all permis-
sions, to finally determine whether this operation is allowed
to be executed [12, 13]. Let PA denote a single license
distribution, and the license distributions in the four ses-
sions are denoted as PAg(u), PAdg(u), PAp(u), and
PAdp(u), respectively. +e main flow of the permission
consistency control algorithm is shown in Figure 7.

+e main steps are described as follows:

(1) u log in and load all the license distribution P (u)
according to the seven aspects of license distribution.
If the proxy is u′, all the licenses loaded into u′ are
allocated to P (u′), and all the licenses that can be
delegated to P (u′) need to be filtered out, that is, all
the licenses owned by u as a proxy.

(2) According to whether it is a global authorization,
filter with the condition pa.PAC.PMS�GLP to form
the current user global permission PAg(u), current
user project permission PAp(u), proxy user global
permission PAdg(u), and proxy user project per-
mission PAdp(u).

(3) If it is a global license, you only need to filter the
license set according to the current ACO, AOL, and
OPR and obtain all the license sets Pcur(u) for the
operation of the object in the current life state. If it is
a project license, it must not only filter according to
ACO, AOL, and OPR, but also filter according to
pa.PAC.PMS�PRP, but if the obtained license set is
null, the global license of the current object needs to
be borrowed; that is, it will be filtered once based on
ACO, AOL, and OPR filter again, to get Pcur(u).

(4) In view of Pcur(u), according to the priority of license
allocation, select all the license allocations Ppri(u)

with the highest priority. +en let the positive license
be 1, the negative license is −] (can be replaced by a
larger negative number), the zero license is 0, and the
pa.PAC.PMD is solved in the sum Ppri(u). If the
result is greater than zero, the execution is allowed;
otherwise the execution is refused [14, 15].

5. Examples and Results Analysis

5.1. Data Preprocessing. In order to verify the validity of the
predictive model, the real security provided by the labora-
tory Industry 4.0 engineering product life cycle management
platform is adopted in this paper. +e data, based on the
evaluation of the safety status of Industry 4.0 engineering
products, effectively realized the prediction of the value of
the safety status of Industry 4.0 engineering products.

+e 90-day continuous data is selected from the product
lifecycle management platform for experiment.+is data can

Computational Intelligence and Neuroscience 9



be divided into two parts. As a training sample 76 days ago,
the remaining 14 days were used as a test sample. According
to the analysis of security data, deep attacks will be carried
out regularly within 5 days. +erefore, this paper uses 5 days
as the vector dimension input and 1 day as the vector di-
mension output. +e selection of the dimension of the se-
curity situation is shown in Table 2. Confirm that the
prediction model of MGACM Industry 4.0 engineering
product structure is 5-11-1.

+e magnitude difference in the value of the safety
situation of Industry 4.0 engineering products will affect the
education of Industry 4.0 engineering products. In order to

avoid this phenomenon, the safety status values of Industry
4.0 engineering products within 90 days are standardized as
follows:

Log in

Proxy

Obtain license from
PAu (u),PAug (u),PAur (u),PAgg (u),

PAgr (u),PArg (u),PArr (u),
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PAu (u),PAug (u),PAur (u),PAgg (u),

PAgr (u),PArg (u),PArr (u),

/ Form PA (u) /

/ Form PA (w) /

Global authorization
Global authorization

PMS=GLP Filter according
to the following conditions pa.

PMS=GLP Filter according
to the following conditions pa.
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Filter according to
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Figure 7: Multigranularity access control model MAC permission consistency control process.

Table 2: Selection of security status dimensions.

Input sample Output sample
X1, X2, X3, X4, X5 X6
X2, X3, X4, X5, X6 X7
. . . . . .

X71, X72, X73, X74, X75 X76
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X �
X − Xmin( 

Xmax − Xmin( 
. (39)

+is includes the minimum value of the sample and the
maximum safety status value of the Industry 4.0 engineering
product. X is the safety status value of the standardized
Industry 4.0 engineering products successively.

Select the absolute error (AE), and define the mean
relative error (MR) and mean square error (RMMSE) as the
criterion for predicting accuracy.

AE � Yk − Yk
′


, (40)

MRE �
1
N



N

k�1

Yk − Yk
′

Yk




, (41)

RMSE �

��������������

1
N



N

k�1
Yk − Yk
′( 
2




, (42)

where N is the number of samples of the safety value of
Industry 4.0 engineering products. It indicates the actual
safety value of Industry 4.0 engineering products and dis-
plays the predicted value.

6. Results Analysis and Comparison

In order to prove the superiority of the proposed model, the
MGACM, the performance of the multigranular access
control model BP and that of the multigranular access
control model MGACM are compared. +rough the com-
prehensive training of these algorithms, we have selected
convergence speed, diversity, and prediction accuracy to
determine the advantages of these algorithms and verified
the effectiveness of the proposed model.

In Figures 8 and 9, the horizontal axis represents the
generation, and the vertical axis represents the squared
error. It can be seen from this paper that different algorithms
have different convergence speeds. +e multigranularity
access control model has the fastest convergence speed,
converging to the 68th generation. +e second high-speed
algorithm is the multigranularity access control model PLM,
which ended in the 118th generation. Multigranularity ac-
cess control models BP and PLM stopped operating in the
139th and 359th generations, respectively, achieving con-
vergence accuracy.+erefore, in this paper, we conclude that
the combination of the modified small environment tech-
nology and the PLM model effectively reduces the con-
vergence time and improves the prediction efficiency.

+erefore, this article attempts to increase product di-
versity to improve the premature problem of the multi-
granularity access control model. Equation (42) is the
quantitative analysis of product diversity. It can be seen from
Figure 9 that the diversity value of MGACM is stable in the
early stage around 0.69. Comparing the classic and access
control model, MGACM has great advantages in main-
taining product diversity.

7. Conclusions

+is paper proposes an MGACM security situation man-
agement model for Industry 4.0 engineering products, which
uses an improved multigranularity access control model to
optimize parameters. +is management model combines an
improved security situation analysis method with a multi-
granular access control model. +erefore, the new security
situation analysis method has improved optimization ca-
pability and convergence speed of the multigranular access
control model. In addition, the improvement of product
diversity effectively solves the problems of premature and
low convergence. +e experiment proves the reliability and
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Figure 8: +e convergence rate of the prediction model.
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validity of themultigranular access control model, which can
also manage the security status of Industry 4.0 engineering
products more accurately. +erefore, the multigranularity
access control model MAC is suitable for large- and me-
dium-sized enterprises, such as aviation and automobile
enterprises, that have a wide variety of Industry 4.0 engi-
neering products, complex structures, and strict access
control.
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Controlling collusion in government bidding is a prerequisite for ensuring social justice and the smooth operation of projects.
Based on the prospect theory, this article establishes a four-party evolutionary game model for tenderers, enterprises with higher
willingness to collude, enterprises with lower willingness to collude, and supervising enterprises. (e study uses replication
dynamics to analyze the stability of strategy selection after the evolutionary game.(e results show that higher project base returns
increase the probability of collusion, while lower market competition, higher risk aversion, and stronger collusive regulation all
reduce the probability of collusion. When regulators adopt a strong regulatory strategy, the remaining project participants tend to
choose a noncollusive strategy.

1. Introduction

Tendering is an effective way of acquiring and allocating
resources developed over time in social and economic ac-
tivities [1]. China’s government investment projects pri-
marily use bidding to determine the project builder.
However, due to the asymmetry of information between the
bidding parties, the trend of interests, and the imperfection
of the restraint mechanism, the parties involved in the
bidding process will produce collusion and other illegal and
irregular behaviors to maximize their interests [2]. (ese
behaviors will seriously affect the orderly development of
China’s construction market; therefore, it is of great theo-
retical and practical significance to control collusion in
government investment projects’ bidding processes.

(e principal-agent theory and game theory are themain
methods used by domestic scholars to analyze the engi-
neering collusion phenomenon. Xie points out that although
excessive competitive pressure in the construction market
can induce collusion, its root cause is excessive returns and
insufficient punishment [3]. According to Yu, information
asymmetry caused by multiple entrustment relationships in

government-invested construction projects and the low cost
of collusion are the main reasons for its emergence [4].
Cheng et al. argue that high profits in engineering projects’
bidding processes are the leading cause of vertical collusion
[5]. Miklos-(al argues that collusion is possible without
additional costs, but the presence of additional costs can
facilitate its occurrence in cases of asymmetric collusion
costs [6]. (rough their investigation, Yun Chen et al. found
that technical and environmental causes are more critical to
creating vertical collusion [1].

Current research provides diverse solutions on control
measures for collusion in bidding in government invest-
ment projects. For example, Wu et al. combined prospect
theory and game theory to establish a collusion regulation
deterrence model to regulate collusion in government
investment projects [7]. Wang Xianjia et al. constructed a
control model to prevent collusion between bidding agents
and tenderers in the bidding process based on the “pris-
oner’s dilemma” game [8]. Chen et al. used the cooperative
game model to analyze the conditions of collusion and
provide a reference for the policy formulation of collusion
control [9]. Zhang andWang constructed a two-sided game
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model between owners and bid evaluation experts and
established a control model to prevent collusion with bid
evaluation experts [10].

(e above literature review shows that although more
scholars have researched vertical collusion in government
investment project bidding, the research results have certain
limitations due to the methods adopted, mainly focusing on
game theory and principal-agent theory.(e existing studies
focus less on each participant’s risk attitude and propensity
on a behavioral decision. For simplification, the existing
game models on the game behavior research process of
vertical collusion process usually consider only two-party or
three-party games, which cannot entirely reflect the actual
situation [11–21]. In the bidding process of government
investment projects, each participant shows different de-
grees of risk awareness and risk appetite due to different risk
management behaviors in the face of complex and variable
risk factors. (e dynamic formation process of owners’ and
contractors’ risk management behaviors can be seen as the
process of both parties adjusting their strategies to form a
final stable strategy through trial and error, summarization,
and imitation. (ese methods are consistent with the
characteristics of evolutionary games and can be analyzed by
evolutionary game theory. (is study helps each participant
in the bidding process of government investment projects
make reasonable risk management decisions by examining
each participant’s evolutionary behavior in the bidding
process of government investment projects. (e value
function of prospect theory is introduced into the evolu-
tionary game theory, based on the consideration of different
collusion tendencies. (e risk-benefit perception matrix is
constructed to analyze the evolutionary process and inner
law of the decision-making behaviors of bidding parties,
subjects with high collusion tendencies, subjects with low
collusion tendencies, and regulators. Based on MATLAB
simulation, the influence of relevant factors on the evolu-
tionary results is analyzed. (erefore, this article introduces
prospect theory based on the original evolutionary game
approach to analyze collusion in the bidding process. (is
article divides the bidders into high collusion willingness
bidders and low collusion willingness bidders for analysis so
that the model is more suitable to the actual situation.

(e innovations of this paper are mainly in two ways:

(1) Most of the existing studies related to evolutionary
games use two-party or three-party games, regardless
of the topic and context of the paper’s research. (is
study considers the game behaviour of four parties in
the process of vertical collusive control of govern-
ment investment project bidding. It has certain
contribution in the model approach and broadens
the existing research ideas and research perspectives.

(2) In the current research on vertical collusion in
bidding for government investment projects in
China, most of the parameters for the benefits and
costs of each entity are set only considering the
impact of penalties such as fines and penalties. Less
consideration has been given to social recognition
and the possible impact on future development

gains. (e study introduces indicators such as the
degree of market competition and loss of social
recognition to provide an in-depth analysis of the
benefits and costs of each subject. By diversifying the
parameter model and introducing more detailed
considerations, the results of the study are more
relevant and reliable.

2. Simulation Model Construction

2.1. Simulation Analysis Model for the Evolution of Collusive
BiddingBehavior. Vertical collusion is repeatedly prohibited
in the bidding process of government investment projects.
Existing studies usually view bidders as a whole, and they are
considered to have a high degree of similarity in their be-
havior. However, in practice, different bid groups have
different perceptions of factors such as potential benefits,
penalties, and the probability of detection of vertical col-
lusion, as well as large differences in the business philoso-
phies of different companies. Even under the same external
conditions, there are significant gaps in decision making
between different bid groups. (erefore, this article divides
bidders into two groups, high and low, according to their
willingness to participate in collusion to improve the study’s
credibility. Bidders with high collusion willingness will ac-
tively seek collusion opportunities and promote collusive
behavior. Firms with low collusion willingness are less likely
to collude when faced with opportunities, and at the same
time, may report collusive behavior.

In this study’s evolutionary game-theoretical model,
there are four game subjects: bidders, enterprises with a high
willingness to collude, enterprises with a low willingness to
collude, and regulators.(e four parties influence each other
in the bidding process. Some enterprises may choose to
collude with the government to obtain a project, adopting
forms such as bid-rigging and bid-rigging to obtain excessive
profits; the regulator (including the regulator and the
people) accepts the government’s commission or sponta-
neously carries out supervision of the project. (e gov-
ernment entrusts the regulators (including the regulator and
the people), or they spontaneously supervise the project; the
regulators’ management also has a certain influence on the
behavior of the government and enterprises. (is article
focuses on the vertical collusion in the bidding process of
government investment projects. In government investment
projects, the government side is the bidding side. In the
bidding process, there is a bidding side to release the project;
enterprises obtain the project by bidding. However, the
bidding process involves inconsistency of different enter-
prises’ business philosophies and decision-making tenden-
cies. As such, enterprises with higher willingness to collude
and those with lower willingness to collude will have a higher
possibility of providing benefits to the bidders and seeking
the opportunity to collude to obtain the project. Companies
with a lower willingness to collude will not actively seek
opportunities for collusion and will monitor and report any
collusion found. Bidders, companies with a high willingness
to collude, and companies with a low willingness to collude
are all subject to the regulator’s supervision. Due to the
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incomplete symmetry of information and the imperfect
rationality of the government and the parties involved in the
game, all parties involved may act opportunistically in the
project’s construction process, making it impossible for all
parties to obtain maximum utility. Figure 1 shows the re-
lationship between the various interest subjects in the
bidding process.

2.2. Model Assumptions

Assumption 1. (e four main players in the game are the
bidders, enterprises with higher willingness to collude, en-
terprises with lower willingness to collude, and the regulator.
In the bidding process, the bidders prefer enterprises in-
volved in collusion as the winning bidders. (e colluding
enterprises must pay a certain extra cost while fulfilling the
contract conditions. (e regulators monitor the enterprises
involved in bidding to reduce corruption and collusion in
the project. (e enterprises not involved in collusion have a
certain probability of reporting parties involved in collusion
to ensure their rights and interests.

Assumption 2. In the project bidding process, all stake-
holders are finite rational “economic agents,” i.e., the parties
involved in the project are not fully rational. In the game
process, all four parties play a limited number of repeated
games.

Assumption 3. Traditional evolutionary games are based on
expected utility theory.(ey do not consider the influence of
the various project participants in the decision-making
process on the game’s outcome due to psychological per-
ception factors. (is article addresses the problem by using
the prospect theory proposed by Kahneman et al. to modify
decision-makers’ inconsistent risk preference behavior. (e
theory states that one cannot have an absolute perception of
losses and gains but rather a relative value of perceived
losses, expressed using ∆ω1, the difference between the
actual loss or gain ω1 and a reference point ω0. (is ref-
erence point is subject to the influence of the decision-maker
and is chosen differently across research areas. (is paper
chooses 0 as the reference point. In prospect theory, the
expected total utility of a decision is measured using the
value function v (∆ω1) and the weighting function p. (e
prospect value is

V � 
ι
π(pι)v(Δωι). (1)

Each participating subject makes a judgment on its next
move based on its perceived value of the lost gain, and the
value function is

V Δωi(  �
Δωi( 

θ
, Δωi ≥ 0,

− λ − Δωi( 
θ Δωi < 0,

⎧⎪⎨

⎪⎩
(2)

where θ is the risk attitude coefficient, indicating the game
subject’s marginal degree of diminishing perceived value of
profit and loss. λ is the loss avoidance coefficient, indicating

the game subject’s sensitivity to loss; the larger the value, the
greater the game subject’s sensitivity to loss. At the same
time, the game subject judges the weights according to the
actual situation of the event, using the formula:

π pi(  �
p

c

p
c

+(1 − p)
c

( 
1/c. (3)

Except for minimal probability events, π(pi)<pi,
π(pi) + π(1 − pi)≤ 1 and π(1) � 1, π(0) � 0. In prospect
theory, the probability of a low-probability event occurring
is usually overestimated, and the probability of a high-
probability event occurring is usually underestimated.

Assumption 4. (e government has two strategies based on
its interests and overall interests: participating in govern-
ment-enterprise collusion or not participating in govern-
ment-enterprise collusion. Similarly, enterprises with a high
willingness to collude have two strategies: to participate in
collusion actively or not actively participating in collusion.
Enterprises with a low willingness to collude can either
report collusion or not. Regulators also have two strategies:
to strongly or weakly regulate collusion. A tenderer’s
probability of adopting a government-enterprise collusion
strategy is x. (e probability of a firm with a high collusion
willingness implementing an active collusion strategy is y,
the probability of a company with a low willingness to
collude adopting a reporting collusion strategy is z, and the
probability of a regulator adopting a strong regulatorymodel
is m (0≤ x≤ 1, 0 ≤ y≤ 1, 0 ≤ z≤ 1, 0 ≤ m≤ 1). (us, the
tenderer’s probability of not participating in government-
business collusion is 1 − x.(e probability of companies with
high willingness to collude of not actively participating in
collusion is 1 − y, the probability of companies with low
willingness to collude of not reporting collusion is 1 − z, and
the probability of regulators adopting the weak regulatory
model is 1 − m.

Assumption 5. (e government’s choice to engage in col-
lusion means that, in the bidding process, it will give
preference to a company willing to collude as the winning
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Figure 1: Four-way diagram of the game.
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bidder; if it chooses not to collude, the government will
choose the best company as the winning bidder. Selecting a
company with a high willingness to collude means that the
company will actively seek collusion plans from the au-
thorities, including bribes, etc., to obtain the project.
Choosing not to participate in collusion actively means that,
although the enterprise is willing to collude, it does not want
to pay extra for collusion. Enterprises with a low willingness
to collude that choose to report collusion indicate that this
type of enterprise will inevitably report any discovered act
for higher authorities to handle. (e regulator’s choice of a
strong regulatory model for collusion can be costly, but
collusion will be detected in all regulated projects.(e choice
of a weak regulatory model means that collusion in regulated
projects will potentially go unnoticed.

2.3. Parameter Setting andModel Construction. Suppose the
government chooses to participate in the collusion with an
enterprise. In that case, it will receive the social benefits of
completing the project. However, it still has to bear the loss
R1 for the nonconformity of the capacity of the vertically
colluding enterprise, with a probability of α. (e probability
of society discovering the collusion is β, and the loss of S1
(includingmarket distortion and the collusion will cause loss
of trust, etc.). (e government will receive the basic benefits
of the completed project F regardless of whether it is in-
volved in collusion. Still, because no corrupt practices occur
during the project bidding process, the sociopolitical climate
will increase along with people’s trust in the government,
with a gain of F2.

(e probability that a firm with a higher willingness to
collude will choose to participate in the collusion strategy is
β. (e project’s supply affects the probability that a firm with
a higher willingness to collude will choose the collusion
strategy. (e degree of market competition affects SS, the
more intense the competition, the higher the probability of
choosing collusion and the higher SS. Suppose firms with a
higher willingness to collude decide not to participate in
collusion. In that case, the probability of their bid actively is
reduced to R3 while simultaneously reducing the possibility
of firm expansion, bringing a loss of S5.

A firm with a low willingness to collude chooses the
strategy of reporting on collusion, in which case the gain is 0;
there is a risk of resistance from the government and col-
luding firms, bringing a loss of S6, but increased social
recognition represented by F4. (e probability of the report
being discovered by the government and colluding firms is
D; choosing not to report on collusion yields an additional
gain of F5.

(e supervising enterprise gains F6 regardless of which
model it chooses. Choosing to select a strong supervision
model brings an increase in recognition, represented by F7,
but may be subject to hostility from the regulators involved
in the collusion, bringing losses of S6. Suppose the super-
vising enterprise does not collude with the enterprise and the
bidder in the strong supervision model, choosing the weak
supervision model gives a fixed gain of F6, while there is a
probability of G that the enterprise will choose to collude
with the contractor. (e firm has a G probability colluding
with the offerer, which provides an additional F7 gain (in-
cluding the potential gain from more opportunities for
cooperation between the offerer and the firm) and a D
probability of being discovered, resulting in an S7 loss.

(e parameters and their explanations are shown in
Table 1.

According to prospect theory, the decision-making
group develops perceived utility when facing uncertain costs
and benefits.(is article assumes that the cost of expenditure
and the legitimate monetized benefit obtained are deter-
ministic. (e remaining parameters are related to subjective
perceptions, calculated using foreground values. Table 2
shows the payoff matrix of the bidding collusion evolu-
tion game.

2.4. Model Solution. (e steps for solving the model are
shown in Figure 2.

According to Table 1, the prospective expectations and
mean expectations for the bidders’ sector to adopt the
“engage in collusion” and “do not engage in collusion”
strategies are

E11 � y∗ z∗m∗ V(F) + α∗R1 − β∗V S1( (  +(1 − y)∗ z∗m∗ V(F) + α∗R1 − β∗V S1( ( +

y∗ (1 − z)∗m∗ V(F) + α∗R1 − β∗V S1( (  + y∗ z∗ (1 − m)∗ V(F) + α∗R1 − β∗V S1( ( +

(1 − y)∗ (1 − z)∗m∗ V(F) + α∗R1 − β∗V S1( (  + y∗ (1 − z)∗ (1 − m)∗ V(F) + α∗R1 − β∗V S1( ( 

+(1 − y)∗ (1 − z)∗ (1 − m)∗ V(F) + α∗R1 − β∗V S1( ( ,

E12 � y∗ z∗m∗ V(F) + V F2( (  +(1 − y)∗ z∗m∗ V(F) + V F2( ( +

y∗ (1 − z)∗m∗ V(F) + V F2( (  + y∗ z∗ (1 − m)∗ V(F) + V F2( (  +(1 − y)∗ (1 − z)∗m∗ V(F) + V F2( ( 

+ y∗ (1 − z)∗ (1 − m)∗ V(F) + V F2( ( ,

E13 � x∗E12 − (1 − x)∗E12.

(4)
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Table 1: Parameters and explanation.

Parameter Explanation
R1 Risk of substandard capacity
F Base earnings
F3 Scale-up incentive
F5 Nonreporting of collusive behavior gain
F7 Regulator collusion gain
S2 Winning bid gain
S4 Collusion discovery loss
S6 Losses from reported collusion being resisted
E Probability of winning a bid by a firm with a high willingness to collude
D Probability of detection of reported collusion
β Probability of collusion being detected by the bidders
λ Loss avoidance factor
R3 Probability of winning a bid
F2 Trust rising gain
F4 Recognition gain
F6 Regulatory gain
S1 Tenderer collusion discovery loss
S3 Collusion additional expense loss
S5 Reduced expansion loss
S7 Regulator collusion detected loss
SS Degree of market competition
G Probability of regulatory firms choosing to collude
α Probability of colluding firms not meeting capacity standards
θ Risk attitude coefficient

Table 2: Revenue matrix.

Strategy selection Low
collusion

Tenderers
Engage in collusion Not engage in collusion

Active collusion Inactive collusion Active collusion Inactive collusion

Regulators

Strong
regulatory
model

Reporting
collusion

V(F)+α∗R1 − β∗V(S1) V(F)+α∗R1 − β∗V(S1) V(F)+F2 V(F)+V(F2)
E∗SS∗(V(F3) −

S3 − β∗S4+S2)
R3
∗S2+S5 E∗SS∗(V(F3) − S3-β∗S4) R3

∗S2+S5
V(F4) − D∗S6 V(F4) − D∗S6 V(F4) − D∗S6 V(F4) − D∗S6

F6+V(F7) − V(S6) F6+V(F7) − V(S6) F6+V(F7) − V(S6) F6+V(F7) − V(S6)

Not
reporting
collusion

V(F)+α∗R1-β∗V(S1) V(F)+α∗R1-β∗V(S1) V(F)+V(F2) V(F)+V(F2)
E∗SS∗(V(F3) −

S3 − β∗S4+S2)
R3
∗S2+S5 E∗SS∗(V(F3 − S3 − β∗S4) R3

∗S2+S5
F5 F5 F5 F5

F6+V(F7) − V(S6) F6+V(F7) − V(S6) F6+V(F7) − V(S6) F6+V(F7) − V(S6)

Weak
regulatory
model

Reporting
collusion

V(F)+α∗R1 − β∗V(S1) V(F)+α∗R1 − β∗V(S1) V(F)+V(F2) V(F)+V(F2)
E∗SS∗(V(F3) −

S3 − β∗S4+S2)
R3
∗S2+S5 E∗SS∗(V(F3) − S3 − β∗S4) R3

∗S2+S5
V(F4) − D∗S6 V(F4) − D∗S6 V(F4) − D∗S6 V(F4) − D∗S6
F6+V(F7) −

V(S6)+G∗F7 − D∗S7
F6+V(F7) −

V(S6)+G∗F7 − D∗S7
F6+V(F7) −

V(S6)+G∗F7 − D∗S7
F6+V(F7) −

V(S6)+G∗F7 − D∗S7

Not
reporting
collusion

V(F)+α∗R1 − β∗V(S1) V(F)+α∗R1 − β∗V(S1) V(F)+V(F2) V(F)+V(F2)
E∗SS∗(V(F3) −

S3 − β∗S4+S2)
R3
∗S2+S5 E∗SS∗(V(F3) − S3 − β∗S4) R3

∗S2+S5
F5 F5 F5 F5

F6+V(F7) −

V(S6)+G∗V(F7) −

D∗S7

F6+V(F7) −

V(S6)+G∗F7-D∗S7
F6+V(F7) −

V(S6)+G∗V(F7)-D∗S7

F6+V(F7) −

V(S6)+G∗V(F7) −

D∗S7
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(e prospective expectations and mean expectations of
firms with a high willingness to collude for “active collusion”
and “inactive collusion” strategies are

E21 � x∗ z∗m∗ E∗ SS∗V F3(  − S3 − β∗ S4 + S2(  +(1 − x)∗ z∗m∗ E∗ SS∗ V F3(  − S3 − β∗ S4( +(

x∗ (1 − z)∗m∗ E∗ SS∗ V F3(  − S3 − β∗ S4 + S2( ( + x∗ z∗ (1 − m)∗ E∗ SS∗V F3(  − S3 − β∗ S4 + S2( 

+(1 − x)∗ (1 − z)∗m∗ E∗ SS∗V F3(  − S3 − β∗ S4 + S2( +

(1 − x)∗ z∗ (1 − m)∗ E∗ SS∗V F3(  − S3 − β∗ S4 + S2( +

(1 − x)∗ (1 − z)∗ (1 − m)∗ E∗ SS∗V F3(  − S3 − β∗ S4 + S2( ,

E22 � x∗ z∗m∗ R3 ∗ S2 + S5(  +(1 − x)∗ z∗m∗ R3 ∗ S2 + S5(  + x∗ (1 − z)∗m∗ R3 ∗ S2 + S5( 

+ x∗ z∗ (1 − m)∗ R3 ∗ S2 + S5(  +(1 − x)∗ (1 − z)∗m∗ R3 ∗ S2 + S5( 

+(1 − x)∗ z∗ (1 − m)∗ R3 ∗ S2 + S5(  + x∗ (1 − z)∗ (1 − m)∗ R3 ∗ S2 + S5( ,

E23 � y∗E21 − (1 − y)∗E22.

(5)

(e prospective expectations and mean expectations of
firms with low collusion intentions adopting the “report
collusion” and “do not report collusion” strategies are

E31 � x∗y∗m∗ V F4(  − D∗ S6(  +(1 − x)∗y∗m∗ V F4(  − D∗ S6( +

x∗ (1 − y)∗m∗ V F4(  − D∗ S6(  + x∗y∗ (1 − m)∗ V F4(  − D∗ S6(  +(1 − x)∗ (1 − y)∗m∗F5

+(1 − x)∗y∗ (1 − m)∗ V F4(  − D∗ S6(  +(1 − y)∗ (1 − m)∗ V F4(  − D∗ S6( 

Clarify the revenue function

Calculate the revenue 
expectation of each 

participant

Calculating the dynamic 
replication equation

Calculate the foreground 
values of the affected 

parameters

Substituting the foreground 
values into the equation

Obtain the dynamic 
replication equation for 

each participant

Figure 2: Calculation logic table.
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+(1 − x)∗ (1 − y)∗ (1 − m)∗ V F4(  − D∗ S6( ,

E32 � x∗y∗m∗F5 +(1 − x)∗y∗m∗F5 + x∗ (1 − y)∗m∗F5 + x∗ z∗ (1 − m)∗F5

+(1 − x)∗ (1 − y)∗m∗F5 + x∗ (1 − y)∗ (1 − m)∗F5 +(1 − x)∗ (1 − y)∗ z∗F5+

(1 − x)∗ (1 − y)∗ (1 − m)∗F5,

E33 � z∗E31 − (1 − z)∗E32.

(6)

(e regulators’ prospective expectations and mean ex-
pectations for a “strong regulatory model” and a “weak
regulatory model” strategy are

E41 � x∗y∗ z∗ F6 + V F7(  − V S6( (  +(1 − x)∗y∗ z∗ F6 + V F7(  − V S6( ( +

x∗ (1 − y)∗ z∗ F6 + V F7(  − V S6( (  + x∗y∗ (1 − z)∗ F6 + V F7(  − V S6( ( 

+(1 − x)∗ (1 − y)∗ z∗ F6 + V F7(  − V S6( ( +

(1 − x)∗y∗ (1 − z)∗ F6 + V F7(  − V S6( ( 

+ x∗ (1 − y)∗ (1 − z)∗ F6 + V F7(  − V S6( ( +

(1 − x)∗ (1 − y)∗ (1 − z)∗ F6 + V F7(  − V S6( ( ,

E42 � x∗y∗ z∗ F6 + V F7(  − V S6(  + G∗V F7(  − D∗V S7( +(

(1 − x)∗y∗ z∗ F6 + V F7(  − V S6(  + G∗V F7(  − D∗V S7( (

+ x∗ (1 − y)∗ z∗F6 + x∗ y ∗ (1 − z)∗ F6 + V F7(  − V S6(  + G∗V F7(  − D∗V S7( (

+(1 − x)∗ (1 − y)∗ z∗ F6 + V F7(  − V S6(  + G∗V F7(  − D∗V S7( (

+(1 − x)∗y∗ (1 − z)∗ F6 + V F7(  − V S6(  + G∗V F7(  − D∗V S7( +(

x∗ (1 − y)∗ (1 − z)∗ F6 + V F7(  − V S6(  + G∗V F7(  − D∗V S7( (

+(1 − x)∗ (1 − y)∗ (1 − z)∗ F6 + V F7(  − V S6(  + G∗V F7(  − D∗V S7( ( ,

E43 � m∗E41 − (1 − m)∗E42.

(7)

(e replicated dynamic differential equation for the
choice of an active strategy by bidders, high collusion willing

firms, low collusion willing firms, and regulators can be
expressed as

F(X) �
dx

dt
� x∗ E11 − E13  � x∗ (1 − x)∗ E11 + E12(  �

x∗ (1 − x)∗ y∗ z∗m 2V(F) + αR1 + V F2(  − βV S1( (  +(1 − z)∗ 2V(F) + αR1 + V F2(  − βV S1( ( (

+ z∗m∗ 2V(F) + αR1 + V F2(  − βV S1( (  + y∗ z∗ 2V(F) + αR1 + V F2(  − βV S1( ( ,

F(Y) �
dy

dt
� y∗ E21 − E23  � y∗ (1 − y)∗ E21 + E22(  �

� y∗ (1 − y)∗ z∗ x∗m∗ E∗ SS∗V F3(  − S3 − β∗ S4 + S2 + R3 ∗ S2 + S5 − S2( (

+(1 − z)∗ E∗ SS∗V F3(  − S3 − β∗ S4 + S2 + R3 ∗ S2 + S5 − S2( 

+ z∗m∗ SS∗V F3(  − S3 − β∗ S4 + S2 + R3 ∗ S2 + S5( 

+ x∗ z∗ SS∗V F3(  − S3 − β∗ S4 + S2 + R3 ∗ S2 + S5( ,
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F(Z) �
dz

dt
� z∗ E31 − E33  � z∗ (1 − z)∗ E31 + E32(  �

� z∗ (1 − z)∗ x∗y∗m∗ V F4(  − D∗V S6(  + F5(  +(1 − y)∗ V F4(  − D∗V S6(  + F5( (

+(1 − y)∗m∗ V F4(  − D∗V S6(  + F5(  + x∗y∗ V F4(  − D∗V S6(  + F5( ,

F(M) �
dm

dt
� m∗ E41 − E43  � m∗ (1 − m)∗ E41 + E42(  �

� m∗ (1 − m)∗ x∗y∗ z∗ 2F6 + 2V F7(  − V S6(  + G∗V F7(  − D∗ S7( (

+(1 − y)∗ 2F6 + 2V F7(  − V S6(  + G∗V F7(  − D∗ S7( 

+ y∗ z∗ 2F6 + 2V F7(  − V S6(  + G∗V F7(  − D∗ S7( 

+ x∗y∗ 2F6 + 2V F7(  − V S6(  + G∗V F7(  − D∗ S7( .

(8)

When the government party’s probability of engaging in
collusion is 1, the government party receives a base benefit of
F. (e prospective value of F is

V(F) � π(1)∗V(F) � F
θ
. (9)

When collusion is discovered, a loss of S1 is obtained,
and the prospective value of S1 is

V S1(  � π(1)∗V − S1(  � − λS
θ
1. (10)

Similarly, the foreground values of F2, F3, F4, S6, and F7
can be obtained.

(e positive strategy dynamic game equation of quad-
rilateral game can be obtained by substituting the prospect
value:

F(X) �
dx

dt
� x∗ E11 − E13  � x∗ (1 − x)∗ E11 + E12( 

� x∗ (1 − x)∗ y∗ z∗m 2F
θ

+ αR1 + F
θ
2 + λβS

θ
1  +(1 − z)∗ 2F

θ
+ αR1 + F

θ
2 + λβS

θ
1 +

z∗m∗ 2F
θ

+ αR1 + F
θ
2 + λβS

θ
1  + y∗ z∗ 2F

θ
+ αR1 + F

θ
2 + λβS

θ
1 ,

F(Y) �
dy

dt
� y∗ E21 − E23  � y∗ (1 − y)∗ E21 + E22(  �

� y∗ (1 − y)∗ z∗x∗m∗ E∗ SS∗F
θ
3 − S3 − β∗ S4 + S2 + R3 ∗ S2 + S5 − S2 +

+(1 − z)∗ E∗ SS∗F
θ
3 − S3 − β∗ S4 + S2 + R3 ∗ S2 + S5 − S2 

+ z∗m∗ SS∗F
θ
3 − S3 − β∗ S4 + S2 + R3 ∗ S2 + S5  + x∗ z∗ SS∗F

θ
3 − S3 − β∗ S4 + S2 + R3 ∗ S2 + S5 ,

F(Z) �
dz

dt
� z∗ E31 − E33  � z∗ (1 − z)∗ E31 + E32(  �

� z∗ (1 − z)∗ x∗y∗m∗ F
θ
4 + λ D∗ S

θ
6 + F5  +(1 − y)∗ F

θ
4 + λ D∗ S

θ
6 + F5 

+(1 − y)∗m∗ F
θ
4 + λ D∗ S

θ
6 + F5  + x∗y∗ F

θ
4 + λ D∗ S

θ
6 + F5 ,

F(M) �
dm

dt
� m∗ E41 − E

_
43  � m∗ (1 − m)∗ E41 + E42(  �

� m∗ (1 − m)∗ x∗y∗ z∗ 2F6 + 2F
θ
7 + λS

θ
6 + G∗F

θ
7 − D∗ S7 

+(1 − y)∗ 2F6 + 2F
θ
7 + λS

θ
6 − D∗ S7 

+ y∗ z∗ 2F6 + 2F
θ
7 + λS

θ
6 + G∗F

θ
7 − D∗ S7  + x∗y∗ 2F6 + 2F

θ
7 + λS

θ
6 + G∗F

θ
7 − D∗ S7 .

(11)
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3. Equilibrium Analysis of the Four-Party
Game in Transportation Infrastructure
Project Operation

3.1. Game Player Unilateral Stability Strategy

3.1.1. Analysis of the Tenderer’s Strategic Stability. Let
F(X)� 0 and solve for x� 0, x� 1, y� (z − 1) − z∗
m/z∗ (m + 1) � Y∗. It follows from the stability theorem for
replicating dynamic differential equations that F(y)� 0,
zF(x)/zx < 0, x is an evolutionary stabilization strat-
egy.Since the range of values of z, m is [0, 1], in this article
Y∗≤0.(us, there are only two cases, y�Y∗ and y>Y∗.

When y�Y∗, F(X)� 0 is constantly established, and the
stability point is x� 0, x� 1. Any value of x is a steady-state,

i.e., the strategy of the construction unit does not change
over time.

When y>Y∗, F(X)� 0 is constantly established, and
zF(x)/zx > 0, x � 0
zF(x)/zx < 0, x � 1 is established. (e stability point is

y� 0, and any value of x is steady-state, indicating that the
perceived costs of the positive pole strategy outweigh the
benefits for the bidders, who prefer to bear the penalty of
uncertainty rather than investing more.

(e bidders’ replicated dynamic phase diagram is shown
in Figure 3.

3.1.2. Analysis of the Progressive Stability of Firms with a High
Willingness to Collude. Let F(Y)� 0 and solve for y� 0, y� 1,

z � −
E∗ SS∗F

θ
3 − S3 − β∗ S4 + S2 + R3 ∗ S2 + S5 − S2

x∗m∗ E∗ SS∗F
θ
3 − S3 − β∗ S4 + S2 + R3 ∗ S2 + S5 − S2  − E∗ SS∗F

θ
3 − S3 − β∗ S4 + S2 + R3 ∗ S2 + S5 − S2 +

m∗ SS∗V F3(  − S3 − β∗ S4 + S2 + R3 ∗ S2 + S5(  + x∗ SS∗F
θ
3 − S3 − β∗ S4 + S2 + R3 ∗ S2 + S5 

� Z
∗
.

(12)

It follows from the stability theorem for replicating
dynamic differential equations that F(y)� 0, zF(y)/zy < 0, x
is an evolutionary stabilization strategy.

When z�Z∗, F(y)� 0 is constantly established. (e
stability point is y� 0, y� 1, and any value of y is steady-state.
(e high collusion unit’s strategy does not change over time.

When z<Z∗, F(y)� 0 is constantly established, and
zF(y)/zy> 0, y � 0
zF(y)/zy< 0, y � 1 is established. (e stability point is

y� 1, and any value of x is steady-state. (is suggests that
parties with a high willingness to collude perceive the
benefits of an aggressive strategy outweigh the costs. (e
benefits include a variety of gains. As shown by prospect
theory, game subjects are usually reluctant to take losses
when faced with gains, and parties with a high willingness to
collude tend to adopt collusive strategies.

When z>Z∗, F(y)� 0 is constantly established, and
zF(y)/zy> 0, y � 0
zF(y)/zy< 0, y � 1 is established. (e stability point is

y� 0, and any value of x is steady-state, indicating that the
penalties and losses received by the building operator in
providing low-quality services are less than the gains under
this strategy. In this case, the building operator tends to
choose a speculative strategy to obtain higher returns. (e
party willing to collude replicates the dynamic phase dia-
gram, as shown in Figure 4.

3.1.3. Analysis of the Progressive Stability of Firms with a Low
Willingness to Collude. Let F(Z)� 0 and solve for z� 0, z� 1,
m� λYθ

1 − λYθ
2 + y/y − 1 �M∗. It follows from the stability

theorem for replicating dynamic differential equations that

F(z)� 0, zF(z)/zz< 0, z is an evolutionary stabilization
strategy.

When m�M∗, F(Z)� 0 is constantly established. (e
stability point is z� 0, z� 1, and any value of z is steady-state.
(e strategy of the low collusion unit does not change over
time.

When m<M∗, F(Z)� 0 is constantly established, and
zF(z)/zz> 0, z � 0
zF(z)/zz < 0, z � 1 is established. (e stability point is

z� 1, and any value of z is steady-state, suggesting that, for
the low colluder, the perceived benefits of adopting an
aggressive strategy outweigh the costs. In this case, the low
colluding party tends to adopt a strategy of reporting the
collusion.

When z>Z∗, F(Z)� 0 is constantly established, and
zF(z)/zz> 0, z � 0
zF(z)/zz< 0, z � 1 is established. (e stability point is

z� 0, and any value of z is steady-state, suggesting that users
have greater benefits from adopting nonreporting collusion.
(e low collusion willingness side tends to be associated with
a nonreporting strategy. (e low collusion willingness side
replicates the dynamic phase diagram, as shown in Figure 5.

3.1.4. Progressive Stability Analysis of Regulators. Let
F(M)� 0 and solve for m� 0, m� 1, x� (y − 1 + yz − ((1 −

y)G∗Fθ
7)/(2F6 + 2F7 + λS6 + G∗F7 − D∗ S7)/(yz + y)) �

X∗. It follows from the stability theorem for replicating
dynamic differential equations that F(m)� 0, zF(m)/zm < 0,
m is an evolutionary stabilization strategy.

When x�X∗, F(M)� 0 is constantly established.
(e stability point is m� 0, m� 1, and any value of m is
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steady-state. (e strategy of the low collusion unit does not
change over time.

When x<X∗, F(M)� 0 is constantly established, and
zF(m)/zm> 0, m � 0
zF(m)/zm< 0, m � 1 is established. (e stability point is

m� 1, and any value of m is steady-state, suggesting that the
supervisory authority’s perceived benefits outweigh the costs
of an active strategy. In such cases, regulators tend to adopt
strong regulatory measures against collusive behavior.

When x>X∗, F(M)� 0 is constantly established, and
zF(m)/zm> 0, m � 0
zF(m)/zm< 0, m � 1 is established. (e stability point is

m� 0, and any value of m is a steady-state, suggesting a
greater gain for the regulators in adopting a weak regulatory

strategy. In this case, there is a greater probability that the
regulators will forgo regulation and choose not to regulate
collusion. See Figure 6 for a phase diagram of regulator
replication dynamics.

3.2. Strategy Portfolio Stability Analysis. Let F(x)� F(y)�

F(z)� F(m)� 0. (e equilibrium points can be obtained as
follows: E1(0, 0, 0, 0), E2(1, 0, 0, 0), E3(0, 1, 0, 0), E4
(0, 0, 1, 0), E5(0, 0, 0, 1), E6(1, 1, 0, 0), E7(1, 0, 1, 0), E8
(1, 0, 0, 1), E9(0, 1, 1, 0), E10(0, 1, 0, 1), E11(0, 0, 1, 1), E12
(1, 1, 1, 0), E13(1, 1, 0, 1), E14(1, 0, 1, 1), E15(0, 1, 1, 1),
E16(1, 1, 1, 1), E17(x∗, y∗, z∗, m∗); E17 is the mixed strategy
equilibrium point. Suppose the equilibrium point in the
three-way evolutionary game is ESS. In that case, it must be

y = y*
X

Y

Z

VX1

VX0

y > y*

Y

Z

X

VX1

Figure 3: Tenderer replicates dynamic phase diagram.

x = x*

Z

X

Vy0

Vy1
Y

x < x*

Z

X

Vy0

Y

x > x*

Z

X

Vy1
Y

Figure 4: High collusion replicates dynamic phase diagram.

x = x*

Z

X

Vz0

Vz1

Y

x < x*

Z

X

Vz0
Y

x > x*

Z

X

Vz1

Y

Figure 5: Low collusion replicates dynamic phase diagram.

10 Computational Intelligence and Neuroscience



satisfied that the equilibrium point is a pure strategy
equilibrium, and therefore only the asymptotic stability of E1
to E16 needs to be discussed. (e asymptotic stability of the
system can be obtained from the analysis of the Jacobian
matrix, as proposed by Friedman:

J �

zF(x)

zx

zF(x)

zy

zF(x)

zz

zF(x)

zm

zF(y)

zx

zF(y)

zy

zF(y)

zz

zF(y)

zm

zF(z)

zx

zF(z)

zy

zF(z)

zz

zF(z)

zm

zF(m)

zx

zF(m)

zy

zF(m)

zz

zF(m)

zm

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (13)

Each of the 16 equilibrium points is substituted into the
Jacobian matrix. If the eigenvalues of the corresponding
matrix are all negative, the equilibrium point is the system’s
ESS. (e stability of each point is shown in Table 3.

(e calculations reveal that this article should analyze
the game’s stabilization strategy in two scenarios.

Scenario 1: for all parties, the benefits of collusion are
greater than the potential costs. In this case,M2,M3,M5, and
M6 are all greater than 0. In the game process, the benefits of
the collusion process are greater than the costs incurred by
the bidding parties, including direct costs, reputational
losses, and potential expansion. In this case, the table shows
that E16(1, 1, 1, 1) is the equilibrium point, and that the
evolving equilibrium strategies are: engage in collusion,
active participation in the collusion, report the collusion,
weak regulatory model.

Scenario 2: the benefits of collusion are less than the
potential costs for all parties. In this scenario, M2, M3, M5,
and M6 are all less than 0. In the game, the benefits of
collusion to the bidding parties are greater than their costs,
including direct costs, reputational damage, and potential
expansion. Table 4 shows that there is no stable equilibrium
in this case.

4. Analysis of Simulations

4.1. Initial Parameters Setting. (e model is assigned
according to the real situation, and numerical simulation is
carried out using Matlab 2020b. (ese choices intuitively
demonstrate the influence of key factors on the evolutionary
process and results of the multiparty game in the govern-
ment project bidding process and verify the validity of the
evolutionary stability analysis. (e studied behavior is
vertical collusion in the bidding process of government
investment projects. As such, all parties are bound by rel-
evant laws and regulations and hidden costs, and they tend
to choose negative strategies at the beginning of the period.
(e probability of choosing positive strategies is less than
0.5. (e probability of choosing the positive strategy is even
lower due to the fear of loss and retaliation for reporting
vertical collusion. According to the actual situation and this
paper’s assumptions, x, y, z, andm are set as 0.4, 0.3, 0.2, and
0.3, respectively, see Table 5.

4.2. Single-Factor Sensitivity Analysis

4.2.1. Impact of Changes in the Social Benefits of Project
Completion Base. When F � 12, 18, 24, 30{ }, the process
and results of the evolution of the thematic strategy of the
quadratic game are shown in Figure 7.

As seen in Figure 6, the increase in project completion
benefits as the bidders collude impacts each of the four-
party’s evolutionary strategies. (e more obvious change is
for the bidders. With the increase of the social base gain, the
probability of the bidders to adopt the collusion strategy
shows an increase in the magnitude of the change, and the
speed of evolution to a stable strategy becomes faster.
However, the reduction of social base revenue can only
reduce the occurrence of collusion in the short term and
delay the evolution to a stable point. Still, it cannot control
the occurrence of collusion.

4.2.2. Impact of Changes in Risk Attitude Factor. When
θ � 0.8, 0.5, 0.3, 0.2{ }, the process and results of the evo-
lution of the thematic strategy of the quadratic game are
shown in Figure 8.

Z

M

X

VM0

VM1

z = z*

Z

M

X

VM0

z < z*

Z

M

X

VM1

z > z*

Figure 6: Regulators collusion replicates dynamic phase diagram.
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As shown in Figure 8, as the risk attitude increases, the
probability of choosing collusion-related strategies decreases
for each project participant. In the four-party game, with the
change of risk attitude, the strategy change is more evident in
the evolution trend of the bidding party and the party with
high collusion willingness. As the risk attitude decreases, we
find that the remaining conditions are unchanged.(e initial
degree of influence regarding the change in risk attitude on
the parties’ choice is greater than the social base gain.
However, the change in risk attitude does not change each
group’s final choice. Only at the initial stage can the
probability of collusive behavior be reduced between the
bidding party and the party with high collusion willingness.

4.2.3. Impact of Changes in the Level of Competition in the
Market. When SS � 0.5, 0.75, 1, 1.25{ }, the process and
results of the evolution of the thematic strategy of the
quadratic game are shown in Figure 9.

As shown in Figure 9, the initial probability of bidders
and parties with a high willingness to collude to choose
collusion strategies also decreases as the degree of market
competition continues to decline. However, the tenderers’
willingness to collude decreases less in the initial period
when the degree of market competition decreases. It de-
creases more sharply only after maintaining a smaller degree
of market competition. However, a decrease in the degree of
market competition does not affect each participant’s final
evolutionary outcome.

4.2.4. Impact of Changes in the Probability of Collusion Being
Detected. When β � D � 0.8, 0.5, 0.3, 0.2{ }, the process and
results of the evolution of the thematic strategy of the
quadratic game are shown in Figure 10.

As shown in Figure 10, as the probability of detecting
collusion rises, the probability that the high collusion willing

Table 3: Eigenvalues.

Equalization points Eigenvalue λ1 Eigenvalue λ2 Eigenvalue λ3 Eigenvalue λ4
E1(0, 0, 0, 0) M1 M2 M4 M6
E2(1, 0, 0, 0) − M1 M2 M4 M6
E3(0, 1, 0, 0) M1 − M2 0 0
E4(0, 0, 1, 0) 0 0 − M4 M6
E5(0, 0, 0, 1) M1 M2 2M4 − M6
E6(1, 1, 0, 0) − M1 − M2 M4 M5
E7(1, 0, 1, 0) 0 M3 − M4 M6
E8(1, 0, 0, 1) − M1 M2 2M4 − M6
E9(0, 1, 1, 0) M1 0 0 M5
E10(0, 1, 0, 1) M1 − M2 0 0
E11(0, 0, 1, 1) M1 M3 − 2M4 − M6
E12(1, 1, 1, 0) − M1 − M3 − M4 3M5
E13(1, 1, 0, 1) − M1 − M2 2M4 − M5
E14(1, 0, 1, 1) − M1 M2 + 2M3 − 2M4 − M6
E15(0, 1, 1, 1) 3M1 − M3 0 − M5
E16(1, 1, 1, 1) − 3M1 − M2− 2M3 − 2M4 − 3M5

M1 � 2Fθ + αR1 + Fθ
2 + λβSθ1; M2 � E∗ SS∗Fθ

3 − S3 − β∗ S4 + S2 + R3 ∗ S2 + S5 − S2; M3 � SS∗Fθ
3 − S3 − β∗ S4 + S2 + R3 ∗ S2 + S5; M4 � Fθ

4 + λ D∗ Sθ6+

F5; M5 � 2F6 + 2Fθ
7 + λSθ6 + G∗Fθ

7 − D∗ S7; M6 � 2F6 + 2Fθ
7 + λSθ6 − D∗ S7.

Table 4: Stabilization table.

Equalization points
Scenario 1 Scenario 2

λ1 λ2 λ3 λ4 Stability λ1 λ2 λ3 λ4 Stability

E1(0, 0, 0, 0) + + + + − + − + − −

E2(1, 0, 0, 0) − + + + − − − + − −

E3(0, 1, 0, 0) + − 0 0 − + + 0 0 −

E4(0, 0, 1, 0) 0 0 − + − 0 0 − − −

E5(0, 0, 0, 1) + + + − − + − + + −

E6(1, 1, 0, 0) − − + + − − + + − −

E7(1, 0, 1, 0) 0 + − + − 0 − − − −

E8(1, 0, 0, 1) − + + − − − − + − −

E9(0, 1, 1, 0) + 0 0 + − + 0 0 − −

E10(0, 1, 0, 1) + − 0 0 − + + 0 0 −

E11(0, 0, 1, 1) + + − − − + − − + −

E12(1, 1, 1, 0) − − − + − − + − − −

E13(1, 1, 0, 1) − − + − − − + + + −

E14(1, 0, 1, 1) − + − − − − − − + −

E15(0, 1, 1, 1) + − 0 − − + + 0 + −

E16(1, 1, 1, 1) − − − − ESS − + − + −
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Table 5: Assignment table.

Parameters Values
R1 − 2
F 12
F3 2
F5 3
F7 1
S2 8
S4 2
S6 4
E 0.5
D 0.5
β 0.5
λ 0.5
R3 0.3
F2 8
F4 2
F6 6
S1 4
S3 5
S5 3
S7 2
SS 0.5
G 0.5
α 0.7
θ 0.5
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Figure 7: Continued.
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Figure 7: (a) Impact of changes in the social benefits of project completion base on the evolution of the high tenderers’ strategy. (b) Impact
of changes in the social benefits of project completion base on the evolution of the high collusion’s strategy. (c) Impact of changes in the
social benefits of project completion base on the evolution of the low collusion’s strategy. (d) Impact of changes in the social benefits of
project completion based on the evolution of the regulator’s strategy.
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Figure 8: (a) Impact of changes in risk attitude coefficients on the evolution of the tenderers’ strategies. (b) Impact of changes in risk attitude
coefficients on the evolution of high collusion strategies. (c) Impact of changes in risk attitude coefficients on the evolution of low collusion
strategies. (d) Impact of changes in risk attitude coefficients on the evolution of regulators’ strategies.

14 Computational Intelligence and Neuroscience



party and the tenderer will choose the collusion strategy
decreases to some extent. Still, the high collusion willing
party is more sensitive to the probability of collusion being
detected. At the same time, as the probability of collusion
detection being reported decreases, the probability of low
collusion willing parties choosing to collude also decreases.
(erefore, in controlling vertical collusion, it is essential to
establish smooth reporting channels, protect the privacy of
those who report violations, and avoid retaliation against
whistleblowers. At the same time, it is important to increase
supervision and establish a regular inspection and moni-
toring mechanism. (e establishment of an effective mon-
itoring system will improve the effectiveness of controls on
collusion.

4.3. Impact of Internal Oversight Measures on Vertical
Collusion. To further investigate the influence of the internal
supervision mechanism in government projects’ bidding
process, the simulation analysis was conducted by setting z� 0
and z� 0.9 to indicate the two states of the low collusion
tendency group to report or not to report collusion. (e

evolution process of different initial strategies was simulated
for three parties, tenderers, high collusion willing parties, and
supervisory agencies, and the results are shown in Figure 11.

From Figure 11, when z� 0, i.e., when low collusion-
prone firms choose to engage in collusion without reporting,
the stabilization strategy of the remaining participants in the
bidding process is not unique due to the influence of many
external factors. When z� 0.9, it has a unique stabilization
evolution strategy (participation in collusion, active collu-
sion, and strong regulatory model). (erefore, low collu-
sion-prone firms are encouraged to report collusion;
strengthening internal supervision has a better effect on the
control of collusion.

4.4. Ce Impact of External Punishment Mechanisms. (e
evolutionary strategy’s impact was analyzed by setting the
change in the punishment and supervision cost level when
collusion was detected to investigate the effectiveness and
feasibility of the external punishment mechanism in con-
trolling collusion. Simulations were conducted to analyze
the evolutionary process of different initial strategies of the
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Figure 9: (a)(e impact of changing levels of market competition on the evolution of tenderers’ strategies. (b)(e impact of changing levels
of market competition on the evolution of high collusion strategies. (c) (e impact of changing levels of market competition on the
evolution of low collusion strategies. (d) (e impact of changing levels of market competition on the evolution of regulators’ strategies.
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Figure 10: (a) (e impact of changing levels of market competition on the evolution of tenderers’ strategies. (b) (e impact of changing
levels of market competition on the evolution of high collusion strategies. (c) (e impact of changing levels of market competition on the
evolution of low collusion strategies. (d) (e impact of changing levels of market competition on the evolution of regulators’ strategies.
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Figure 11: (a) (e impact of strong supervision by internal oversight mechanisms on quadrilateral games. (b) Impact of nonoversight by
internal oversight bodies on the quadrilateral game.
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three parties: the tenderer, the party with high willingness to
collude, and the party with low willingness to collude. (e
results are shown in Figure 12.

As shown in Figure 12, as external penalties increase, the
benefits gained by choosing to collude shift from higher than
losses (low penalties) to medium penalties (the benefits of
choosing to collude are equal to the losses when punished)
and high penalties (the benefits of choosing to collude are
lower than the losses when discovered). (e probability of
firms with higher willingness to collude engaging in col-
lusion gradually decreases; however, as the cost of super-
vision increases, the probability of regulators adopting weak
supervision also increases. (erefore, while increasing the
intensity of control, attention should be paid to the equi-
librium conditions. Such attention can avoid a decrease in

the supervisory body’s willingness to supervise due to an
excessive increase in external penalties.

5. Conclusions

(is study focuses on the generation and control of collusion
in the bidding process of government projects in China. It
examines how to improve the quality of control of bidding
collusion by considering different groups of enterprises and
society’s external supervision mechanism. (e findings
revealed the following.

(1) Establishing an effective external supervision mecha-
nism and social supervision system can effectively
reduce the probability of collusion among all
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Figure 12: (a) Impact of changes in external penalty mechanisms (initial situation). (b) Impact of changes in external penalty mechanisms
(medium penalty levels). (c) Impact of changes in external penalty mechanisms (high penalty levels).
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participants and achieve the quality of control over
speculative behavior in the bidding process.(e quality
of the supervision system is closely related to the in-
terests of the supervisory body, the benefits of reporting
illegal behavior by social groups, and whether the re-
port will bring retaliation from the tenderer and the
colluding enterprises. In the control process, it is first
necessary to reduce the cost of supervision and increase
the incentives for supervisory bodies. Additionally, the
application of deep learning, artificial intelligence, and
other technologies should be vigorously promoted in
the bidding process. Furthermore, a control mecha-
nism should be established, combining artificial in-
telligence technology and manual auditing to reduce
control costs.

(2) While establishing an effective regulatory mechanism,
the reward and punishment mechanism should be
improved to increase the punishment for law viola-
tions. Punishments can be imposed in the form of
restrictions on bidding, social publicity, fines, and
reduction of qualifications to increase the risk
awareness of all participants in bidding and discourage
those with a higher willingness to collude from par-
ticipating in collusive behavior. At the same time,
regular “look-back” inspections of phased government
bidding projects should be carried out, with each
region cross-checking the project’s compliance to
avoid concealment in the monitoring process.

(3) (e bidding threshold and profitability of govern-
ment bidding projects should be gradually raised
under reasonable conditions. (e level of competi-
tion in the market for government bidding projects
should be reduced to control the willingness of
project collusion participants. (e simulation results
show that the willingness of all parties to collude is
low when the market is less competitive. (erefore,
reasonably controlling the threshold and profitability
of government projects can better control collusion.
(is will facilitate compliance and healthy operation
of government bidding projects and the overall
bidding market.

(4) (rough research, we found that simply increasing
the fines for illegal acts or improving the supervision
cannot completely solve the vertical collusion in the
bidding process of government investment projects.
In the actual control process, we need to focus on the
combination of internal supervision and external
supervision system to enhance the law-abiding
consciousness of each interest body, so as to realize
that each interest body is unwilling to collude in
thought and dare not collude in action, and to
promote the effective operation of the bidding
market of government investment projects.

(e limitations of this study are the following two points.

(1) (is study is based on the assumptions of non-fully
rational economists and prospect theory. Still, in the
government project bidding process, the decision of

each game subject is influenced by random factors.
Future research can examine the influence of ran-
dom factors in the decision-making process and
consider the influence of subjective emotions. Such
an approach will make the results more in line with
reality.

(2) (is study examines vertical collusion in government
investment projects, and the scope is not broad
enough; widespread horizontal collusion is not
considered. Future research may consider adding
horizontal collusion to enhance the scalability of the
research results.
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In order to improve the effect of tourism demand forecast, the commercial development of the tourism industry, and the actual
experience of users, this paper uses adaptive neural network technology to conduct tourism demand forecast analysis. Moreover,
this paper improves the adaptive neural network algorithm so that it can handle multiple data for tourism demand forecast. After
improving the algorithm, this paper employs the actual process of tourism demand forecast to construct a tourism demand
forecast model based on adaptive neural network technology. After that, this paper combines travel time and space data analysis to
determine the system’s functional structure and network topology.*rough experimental research, it can be seen that the tourism
demand forecast model based on adaptive neural network technology proposed in this paper performs well in tourism demand
forecast and meets the actual demand of modern tourism forecast.

1. Introduction

Since the beginning of the 21st century, the world’s tourism
industry has developed rapidly. Currently, many cities
regard tourism as the pillar industry of their economic
development, hoping to use the development of tourism to
drive the development of the entire social economy. An
obvious difference between tourism and industry, agricul-
ture, and other production industries is the volatility of
tourism, which is a huge challenge for enterprises and
government planning departments in the tourism market.
*erefore, in order to make a successful decision, we need to
make an accurate forecast of the future demand of the
tourism market. Modern tourism researchers have tried to
use many mathematical methods and models to solve this
problem. *e main models commonly used at present are
time series forecast models; regression models, including
linear and nonlinear regression models; adaptive models;
artificial neural networks; etc.

As a “green” driving force, tourism is not only related to
the balance and coordination of resources and the envi-
ronment, but also one of the important ways to achieve
sustainable economic development [1]. Since the reform and

opening up, the development of China’s tourism industry
has experienced a historical leap from “shortage type” to
“large country type.” However, with the rapid growth of the
tourism industry, the number of complaints about tourism
experience is increasing, and the negative information ex-
posed by the media and tourists through the Internet has a
serious impact on the image of regional tourism [2]. In the
Internet age, the dissemination of these negative informa-
tion spans traditional geographic distance and time con-
straints [3] and has attracted more and more attention.
Among them, the media and tourists’ online attention to
negative information such as travel complaints has become
an important factor influencing tourists’ decision-making
and the development of regional tourism. At the same time,
the massive amount of network information has made
tourism routes more diverse, and the spatial associations
between tourism demand-oriented regional tourism in-
dustries have become increasingly close and complex.
*erefore, the spatial spillover effect of negative information
network attention on regional tourism development cannot
be ignored.

Some scholars divide the influencing factors into three
types: thrust, pull, and resistance. Among them, push refers
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to the factors that encourage people to travel, including
population size, income trends, income distribution, and
education level. Rally refers to the factors that attract peo-
ple’s subjective wishes to travel to a certain area, including
climate, business, culture, marketing strategies, relatives, and
friends. Resistance refers to the factors that hinder people
from traveling to a certain area, including price, competitors,
and supply capacity. When foreign countries use quanti-
tative models to analyze influencing factors, they often take
economic factors as the main research object. In the process
of research, some scholars have discovered that the most
critical factor affecting tourism demand and related deci-
sion-making is economy. Domestic scholars have also
conducted research on the tourism demand of the source
country of Hong Kong, showing that the tourism products,
the economic level of the region, and the tourism costs are
the most important factors. Special events include economic
and noneconomic factors, such as social conflicts, sports
events, and financial crises. In these three categories, it is
generally believed that the influence of noneconomic factors
is relatively small and that economic factors are more
conducive to the establishment of tourism demand fore-
casting models; in-depth research was conducted on this
basis. However, in terms of the actual situation in my
country, my country’s tourism demand is also greatly af-
fected by family consumption habits, political and social
factors, consumption concepts, and other factors. *erefore,
the tourism demand forecasting method that only considers
economic factors is not in line with my country’s reality.

*is paper uses adaptive neural network technology to
carry out tourism demand forecast and analysis and build a
business intelligence model to improve the forecast effect of
subsequent tourism demand.

2. Related Work

Many scholars try to use different models to improve the
accuracy and timeliness of demand forecasting, which can
usually be divided into three categories: causality model,
time series model, and artificial intelligence model. Litera-
ture [4] uses search keywords to establish a multiple linear
regression function to predict the number of daily tourists
and uses a single variable autoregressive moving average
(ARMA) model to predict the tourism demand of 9
countries in the Asia-Pacific region. Sigalat Signes et al. [5]
constructed a combined prediction model of autoregressive
moving average model and BP neural network. Literature [6]
applies support vector regression (SVR) model to tourism
demand forecasting and combines it with autoregressive
integrated moving average (ARIMA) model. Literature [7]
uses an artificial neural network model to predict tourism
demand in the Balearic Islands. Literature [8] uses a neural
network-based fuzzy time series model as a predictionmodel
to predict tourism demand during SARS. Literature [9]
proposes a tourism flow forecasting SSVR-PSO (seasonal
support vector regression particle swarm optimization)
model that combines the seasonal support vector regression
model and particle swarm optimization algorithm. Com-
pared with the first two types of models, artificial intelligence

models show great advantages in terms of nonlinear fitting
and adaptive learning, but traditional artificial neural net-
works have problems such as complex training process and
long-time consumption. *erefore, finding efficient and
accurate new neural network methods has become a hot
research direction. Paper [9] proposed ESN (echo state
network). Compared with traditional algorithms, the
training process of echo state network is simple and efficient.
It can approximate dynamic systems infinitely under general
conditions and is widely used in various prediction prob-
lems. Literature [10] uses ESN to predict mobile commu-
nication traffic, and literature [11] uses it to deal with time
series problems related to the prediction of certain eigen-
values of sunspots. However, ESN also has its own short-
comings and limitations. For example, ESN parameters and
connection weights are randomly set, and only the output
layer weights are adjusted during the training process, which
is easy to fall into the local optimal solution. *e common
method currently used is to construct the ESN model when
the network selects the optimal output multiple times, or
select the parameters based on experience to construct the
model. In this regard, many scholars have optimized the
structure of the ESN. Literature [12] developed several new
storage pool topologies for ESN and predicted the energy
consumption of office buildings. Literature [13] proposed an
echo state network prediction model with bifurcation
structure to improve the prediction accuracy of ESN. Some
scholars also use heuristic algorithms to optimize the pa-
rameters of ESN and obtain good experimental results.
Literature [14] uses genetic algorithms to optimize the initial
weights and thresholds of the forward feedback neural
network, but there are relatively few studies of this kind at
present. *e fruit fly optimization algorithm (FOA) pro-
posed by literature [15] has the advantages of low com-
plexity, fast calculation speed, and strong solution ability. It
has been applied in many combinatorial optimization and
continuous optimization fields. Literature [16] uses FOA
optimization for the structural parameters of the artificial
neural network (ANN) model, and literature [14] uses FOA
to optimize the penalty parameters and conversion coeffi-
cients of SVR and has achieved good experimental results.
FOA itself has disadvantages such as low convergence ac-
curacy and being easy to fall into local extreme values.
Literature [17] proposed an adaptive mutation fruit fly
optimization algorithm, according to the population fitness
variance and the current optimal value; under the proba-
bility P, the mutation operator interferes with the replication
to continue the optimization. Literature [18] increases the
inertia to change the nonlinear decreasing characteristics
and the relationship between individuals and groups, and an
improved fruit fly optimization algorithm (IFOA) is
constructed.

3. Tourism Demand Forecast Algorithm
Based on Adaptive Neural Network

In order to achieve the control goal, the dynamic error
system is defined as follows:
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x1 � x1 − y d,

x2 � _x1,

x3 � _x2.

(1)

*e design method of linear filter reduction is adopted,
and filter variables are introduced to reduce the order of the
system. *e linear filter is defined as follows. *e filter has
the properties of exponential convergence, asymptotic
convergence, and bounded transfer.

e1 � x1,

e2 � _e1 + 2e1,

e3 � _e2 + 2e2.

(2)

We define e � [e1T, e2T, e3T]T, x � [x1T, x2T, x3T]T,

and then there is the following relationship between e and x:

e �

I2 0 0

2I2 I2 0

4I3 I3 I3

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦x. (3)

In order to obtain the closed-loop dynamic equations of
the three channels, the following equations are obtained by
finding the first-order time derivative of e3(t):

_e3 �
d

dt
x3 + 4x2 + 4x1( 

� _x3 + 4 _x2 + 4 _x1

� x
ṫ
1 − y

ṫ
d + 4x3 + 4x2

� F x1, x2, x3(  + G x1, x2( u − y
ṫ
d + 4x3 + 4x2.

(4)

By decomposing formula (4), G(x1, x2), the following
expression is obtained:

_e3(t) � F x1, x2, x3(  + S x1, x2( DU x1, x2( u − y
ṫ
d + 4x3 + 4x2.

(5)

By multiplying both sides of the above equation by
S− 1(x1, x2), we get

S
− 1

x1, x2(  _e3(t) � S
− 1

x1, x2( F x1, x2, x3( 

+ DU x1, x2( u + S
− 1

x1, x2(  − y
ṫ
d + 4x3 + 4x2 .

(6)

By adding and subtracting (1/2)S− 1(x1, x2)e3 at the
same time in the right half of (6), we can get

S
− 1

x1, x2(  _e3(t) � S
− 1

x1, x2( F x1, x2, x3(  + S
− 1

x1, x2(  − y
ṫ
d + 4x3 + 4x2 

+ DU x1, x2( u +
1
2
S

− 1
x1, x2( e3 −

1
2
S

− 1
x1, x2( e3.

(7)

Matrix D is a diagonal matrix, and the value of each item
in the matrix is +1 or − 1. *e matrix form is

D �

d1 0 0

0 d2 0

0 0 d3

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠. (8)

*e matrix U is an upper triangular matrix, in which
each function above the main diagonal is an unknown
function item. *e matrix form is

U x1, x2(  �

1 U12 x1, x2(  U13 x1, x2( 

0 1 U23 x1, x2( 

0 0 1

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠. (9)

In order to facilitate subsequent control design, a new
auxiliary function variable is designed, and the auxiliary
function is defined as

N x1, x2, x3, y d, _yd, €yd, y
ṫ
d  � S

− 1
x1, x2( F x1, x2, x3( 

+ S
− 1

x1, x2(  − y
ṫ
d + 4x3 + 4x2  +

1
2
S

− 1
x1, x2( e3.

(10)
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By substituting (10) into (7), the open-loop error dy-
namic system of e3(t) is obtained as follows:

S
− 1

x1, x2(  _e3(t) � N(·) + DU x1, x2( u −
1
2
S

− 1
x1, x2( e3.

(11)

*e hypersonic vehicle dynamics control signal is de-
fined as Φ � u1, δe � u2, δc � u3. According to the closed-
loop dynamics equation in (10), in order to facilitate the
subsequent stability analysis process, the control signal u(t)

is designed as follows:

u � [Φ(t), δe(t), δc(t)]
T

� [u1, u2, u3]
T
. (12)

Here, u(t) is decomposed into

ui � uri + u di , i � 1, 2, 3. (13)

uri is defined as follows:

uri � di(− ki)e3i. (14)

By substituting matrix U, matrix D, and the resulting
equation into (14), the closed-loop error dynamic equation is
obtained:

S
− 1

x1, x2(  _e3(t) �

N1(·)

N2(·)

N3(·)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
−
1
2

_S
− 1

x1, x2( e3

+

d1 0 0

0 d2 0

0 0 d3

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

1 U12 U13

0 1 U23

0 0 1

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

ur1 + ud1

ur2 + ud2

ur3 + ud3

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.

(15)

By expanding (15), we can get

S
− 1

x1, x2(  _e3(t) �

N1(·) + d1 u12(ur2 + ud2(  + u13 ur3 + ud3( 

N2(·) + d2 u23 ur3 + ud3(  

N3(·)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

−
1
2

_S
− 1

x1, x2( e3 +

d1 ur1 + ud1( 

d2 ur2 + ud2( 

d3 ur3 + ud3( 

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.

(16)

*e auxiliary function M1, M2, M3 is defined as the
following form:

M1 x1, x2, x3, y d, yd
(1)

, yd
(2)

, yd
(3)

, ud2, ud3 

� N1(·) + d1 u12(ur2 + ud2(  + u13 ur3 + ud3( ,

M2 x1, x2, x3, y d, yd
(1)

, yd
(2)

, yd
(3)

, ud3 

� N2(·) + d2 u23 ur3 + ud3(  ,

M3 x1, x2, x3, y d, yd
(1)

, yd
(2)

, yd
(3)

  � N3(·).

(17)
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By substituting (17) into (16), we can get

S
− 1

x1, x2(  _e3(t) �

M1

M2

M3

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
−
1
2

_S
− 1

x1, x2( e3 +

d1 ur1 + ud1( 

d2 ur2 + ud2( 

d3 ur3 + ud3( 

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (18)

By using neural network approximation, M1, M2, M3
can be written as

M1 � θ1ϕ1T
(t) + ε1,

M2 � θ2ϕ2T
(t) + ε2,

M3 � θ3ϕ3T
(t) + ε3.

(19)

Among them, θ1Tθ1≤ θM,

θ2Tθ2≤ θM, θ3Tθ3≤ θM, |ε1|≤ ε, |ε2|≤ ε, |ε3|≤ ε, and θM is
unknown constant.

udi is designed as follows:

ud1 � − d1θ1ϕ1T
(t),

ud2 � − d2θ2ϕ2T
(t),

ud3 � − d3θ3ϕ3T
(t).

(20)

By substituting (14), (19), and (20) into (18), the closed-
loop error dynamics equation can be obtained:

S
− 1

x1, x2(  _e3(t)

�

θ1ϕ1T
(t) + ε1

θ2ϕ2T
(t) + ε2

θ3ϕ3T
(t) + ε3

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
−
1
2

_S
− 1

x1, x2( e3 −

k1 0 0

0 k2 0

0 0 k3

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠e3 −

θ1ϕ1T
(t)

θ2ϕ2T
(t)

θ3ϕ3T
(t)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

�

θ1ϕ1T
(t)

θ2ϕ2T
(t)

θ3ϕ3T
(t)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
+

ε1

ε2

ε3

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ −

1
2

_S
− 1

x1, x2( e3 −

k1 0 0

0 k2 0

0 0 k3

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠e3.

(21)

*e proposed Lyapunov candidate function is defined as
follows:

V �
1
2

e1T
e1 +

1
2

e2T
e2 +

1
2

e3T
S

− 1
x1, x2( e3

+
1
2

θ1TΓ1− 1θ1 +
1
2

θ2TΓ2− 1θ2 +
1
2

θ3TΓ3− 1θ3.

(22)

By deriving the Lyapunov function, the following
equation can be obtained:

_V � − 2e
2
1,i + e

T
1,ie2,i − 2e

2
2,i + e

T
2,ie3,i + e3S

− 1
x1, x2(  _e3(t)

− θ1TΓ1− 1 _θ1 − θ2TΓ2− 1 _θ2 − θ3TΓ3− 1 _θ3 +
1
2

e3T _S
− 1

x1, x2( e3.

(23)

By substituting (21) into (23), according to the triangle
inequality theorem, (23) can be transformed into the fol-
lowing form:

_V≤ − 2‖e1‖
2

− 2‖e2‖
2

+
1
2
‖e1‖

2
+‖e2‖

2
+ 1/2‖e3‖

2

+ e3

ϕ1T
(t)θ1 + ε1

ϕ2T
(t)θ2 + ε2

ϕ3T
(t)θ3 + ε3

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
−
1
2

_S
− 1

x1x2( e3 −

k1 0 0

0 k2 0

0 0 k3

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠e3

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

− θ1TΓ1− 1 _θ1 − θ2TΓ2− 1 _θ2 − θ3TΓ3− 1 _θ3 +
1
2

e3T _S
− 1

x1, x2( e3.

(24)
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Next, the adaptive update rate _θ1,
_θ2,

_θ3 of neural net-
work weights is designed as

_θ1 � Γ1ϕ1(t)e3, 1 − Γ1η1θ1,

_θ2 � Γ2ϕ3(t)e3, 2 − Γ2η2θ2,

_θ3 � Γ3ϕ3(t)e3, 3 − Γ3η3θ3.

(25)

By substituting the adaptive update rate into the original
inequality (25), after expansion, we can get

_V≤ −
3
2
‖e1‖

2
− ‖e2‖

2
+
1
2
‖e3‖

2

+ e3

ϕ1T
(t)θ1 + ε1

ϕ2T
(t)θ2 + ε2

ϕ3T
(t)θ3 + ε3

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
−
1
2

_S
− 1

x1, x2( e3 −

− (k1)e3, 1

− (k2)e3, 2

− (k3)e3, 3

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

− θ1TΓ1− 1
(Γ1ϕ1(t)e3, 1 − Γ1η1θ1) − θ2TΓ2− 1

(Γ1ϕ1(t)e3, 1 − Γ1η1θ1)

− θ3TΓ3− 1
(Γ1ϕ1(t)e3, 1 − Γ1η1θ1) +

1
2

e3T _S
− 1

x1, x2( e3.

(26)

After merging similar items, it is further transformed
into the following form:

_V≤ −
3
2
‖e1‖

2
− ‖e2‖

2
+
1
2
‖e3‖

2
+ e3, 1ϕ1T

(t)θ1 + e3, 2ϕ2T
(t)θ2

+ e3, 3ϕ3T
(t)θ3 + e3, 1ε1 + e3, 2ε2 + e3, 3ε3 − (k1)e3, 12

− (k2)e3, 22 − (k3)e3, 32 − θ1Tϕ1(t)e3, 1 + θ1Tη1θ1

− θ2Tϕ2(t)e3, 2 + θ2Tη2θ2 − θ3Tϕ3(t)e3, 3 + θ3Tη3θ3.

(27)

Inequality (27) is reduced to the following form:

_V≤ −
3
2
‖e1‖

2
− ‖e2‖

2
+
1
2
‖e3‖

2
+ e3, 1ε1 + e3, 2ε2 + e3, 3ε3 − (k1)e3, 12

− (k2)e3, 22 − (k3)e3, 32 + θ1Tη1θ1 + θ2Tη2θ2 + θ3Tη3θ3.

(28)

At the same time, inequality scaling is performed on the
residual term of the neural network approximation and the
approximate value of the neural network weight, and the
Lyapunov function inequality can be obtained as follows:

_V≤ −
3
2
‖e1‖

2
− ‖e2‖

2
+
1
2
‖e3‖

2
+
1
2
ε21 +

1
2
ε22 +

1
2
ε23

+ θ1Tη1θ1 + θ2Tη2θ2 + θ3Tη3θ3.

(29)

Considering ‖θi‖≤ θM, ‖εi‖≤ εM, ‖θi‖≤ θM, i � 1, 2, 3,,
we set ki − 1/2> 1/2, and it can be derived from the original
inequality:

_V≤ −
3
2
‖e1‖

2
− ‖e2‖

2
− ‖e3‖

2
+
1
2
ε21 +

1
2
ε22 +

1
2
ε23 +

1
2
η21θ

2
1

+
1
2
η22θ

2
2 +

1
2
η23θ

2
3 − θ

T

1 η1θ1 − θ
T

2 η2θ2 − θ
T

3 η3θ3.

(30)
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We assume that the maximum eigenvalue of S− 1(x1, x2)

is less than a constant λ, and the constant λ is greater than
zero. *e matrix S(x1, x2) itself is a positive definite sym-
metric matrix with uniform positive definiteness. *erefore,

_V≤ − ‖e1‖
2

− ‖e2‖
2

− ‖e3‖
2

− θ
T

1 η1θ1 − θ
T

2 η2θ2 − θ
T

3 η3θ3 + C.

(31)

Among them, C � 1/2ε21 + 1/2ε22 + 1/2ε23
+1/2η21θ

2
1 + 1/2η22θ

2
2 + 1/2η23θ

2
3.

V≤ +
1
2

‖e1‖
2

+‖e2‖
2

+ λ‖e3‖
2

+ θ
T

1 Γ1
− 1θ1 + θ

T

2 Γ2
− 1θ2 + θ

T

3 Γ3
− 1θ3 . (32)

According to the law of comparison, we have

_V≤
− 2min(1, η1, η2, η3),

max 1, λ, Γ1− 1
, Γ2− 1

, Γ3− 1
 

V + C. (33)

By solving the differential inequality, we can get

V≤ −
c

m
+ V(0) +

c

m
 e

mt
. (34)

Among them, m � − 2min(1, η1, η2, η3, )/max(1, λ,

Γ1− 1, Γ2− 1, Γ3− 1).
*erefore,

−
c

m
‖e‖

2 ≤V≤ −
c

m
+ V(0) +

c

m
 e

mt
. (35)

*us, it is indicated that the tracking error e1, e2, e3 and
the weight estimation error index θ1, θ2, θ3 converge to zero.

4. TourismDemandForecastBased onAdaptive
Neural Network Technology

In order to respond to the spatial increase of local tourism
demand status, the short-sighted path dependence of the
unidirectional flow view and the static destination market
concept should be eliminated. Moreover, it is necessary to
reconstruct a new tourist destination spatial system with both
destination and tourist source functions from a more micro-
scopic perspective (see Figure 1). *e spatial reorganization of
tourist destinations is explored under the continuous deep-
ening of small- and medium-scale tourism spatial behavior.
*e system should be a specific organic whole composed of
several interacting and interdependent tourism elements
within a certain geographical space. It uses the existing borders
of jurisdictions as the dividing lines between local and remote
areas. *is includes not only the part of the spatial system
formed by the inflow of tourist from outside the region in-
volved in the original space system into the tourist destination,
but also the part of the regional tourism space system such as
cities, towns, and rural areas. At the same time, it takes tourist
destinations that have both the functions of tourist source and
destination as the main body to form a space system with
specific order and complementary internal and external space
with factors such as regional tourism environment, tourism
channels, tourism information, and tourism flow. It needs to be
pointed out that the reconstruction of the new tourist

destination space system is not a complete denial of the original
tourist destination space system, but a supplement and im-
provement to its system.

When designing the system, the main direction is
around the surrounding information of the scenic spot. For
example, we need to add functions that allow users to search
for, roam, navigate, collect, share, and pay for scenic spots to
facilitate users to screen scenic spots and provide the
readability of tourism quality and the convenience of
transportation. In the process of searching and roaming at
scenic spots, tourists can find relevant information such as
the ticket limit of scenic spots, travel, and transportation
costs. In addition, it should be noted that the platform must
take into account both the emotional needs and consumer
needs of users. On the one hand, after users have used the
travel tools provided by the platform and browsed the target
attractions, they will need to communicate with other people
on the Internet. On the other hand, users also need to store
and classify related information after using the platform.
*erefore, we also need to provide a storage and classifi-
cation function, so that users can save time when using the
platform for the second time and quickly find the previously
stored scenic spot information. *e analysis of user needs is
shown in Figure 2.

*e analysis of platform function requirements is shown
in Figure 3.

Before planning a trip, users need to search for resources
effectively. It is necessary to classify the platform’s attractions
resources, and through the history function, users can easily
call up the browsing history. Secondly, after the user has
screened the destination, the user needs to understand the
surroundings. At the same time, it is necessary to prompt
peripheral information such as toilets, ATMs, and hotels
during the virtual roaming process. When the platform
constructs the framework, it needs to introduce data about
city-related information. After the user has searched the
surrounding information of the destination, the user needs to
pay for the services that can be provided on the Internet.
*erefore, the platform needs to add the function of Internet
payment. After the travel experience, there must be follow-up
emotional expressions, so the platform needs to have a
comment function. *e fishbone diagram of the platform
function requirement analysis is shown in Figure 4.

*e terminals involved in this paper include mobile
devices and desktop devices. Mobile ports include tablet
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computers and mobile phones, and desktop devices are
computer hosts. *e network topology is shown in Figure 5.

Space, attribute, and time are the three basic characteristics
of geographic phenomena and the three basic elements of
geographic analysis. Time information is helpful to explore the
movement laws of individual activities and predict future
development trends. However, due to the lack of effective
analysis methods for massive spatiotemporal data and other

reasons, previous studies usually ignore time information.
However, time geography introduces “time” and uses the
concept of “time and space” to simultaneously analyze the three
types of information of time, space, and attributes within the
same framework, which bridges the traditional geography’s
neglect of time. It should be noted that time geography is not
the geography of time, but a methodology for studying the
relationship between the human behavior and the objective
space-time environment. Temporal geography is the geography
that studies the temporal and spatial characteristics of indi-
vidual behavior under various constraints. It believes that the
space-time range of individual activities is restricted by a variety
of factors in itself and its surrounding environment, which can
be summarized into three aspects: ability restriction, combi-
nation restriction, and authority restriction. At the same time,
time geography borrows the concept of “space-time prism” to
describe the space-time area in which individuals can carry out
activities under various constraints. *e space-time prism
image represents the various possibilities of individual activi-
ties. *e upper and lower vertices of the prism are determined
by the time point, and the boundary of the prism is determined
by the conditions of transportation.

With the quantitative development of time geography,
probabilistic time geography began to appear and attracted
attention. Although classical time geography borrows space-
time prisms to express the uncertainty of individual movement
in space-time regions, it assumes that individual objects are
evenly distributed within the reach. However, according to the

Promotion, information

External environmentExternal environment

Tourism demand

Sightseeing placeSightseeing place

Tourism passenger
flow

Travel information
flow

Travel channel

Towns

Villages

Sightseeing places

Cities

Tourism needs
for internal
and external

communication

Tourism needs
for internal
and external

communication

Figure 1: Spatial system diagram of tourist destinations.

DemandDemand
Users

Consumption Sightseeing places

Experience needsActual demand

Evaluation

Roaming

Navigation

Collection

Share

Entrance ticket

Transportation

Accomodation

Food and rink

Figure 2: Analysis of user needs.
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first theorem of geography, it can be known that the possibility
of individual moving objects in different reachable positions is
not always uniform. Probabilistic time geography is based on
this idea. It is believed that the possibility of moving objects
distributed in each reachable position is not always equal, but is

distributed within the reachable range with a certain proba-
bility value. Moreover, this probability value continues to
change over time. Probabilistic time geography advocates the
use of probabilistic methods to describe the nonequal possi-
bilities of the reachable locations of mobile objects, which is an
extension of classical time geography based on probability.
Based on the probability characteristics of variance and other
probabilities shown by time geography of different probability
models, a time geography probability model of directional
movement is constructed based on the Brown Bridge proba-
bility and the total probability formula, respectively. Proba-
bilistic time geography is still immature and needs further
improvement. However, the idea that the analysis of individual
moving objects needs to consider the actual probability dis-
tribution provides a theoretical source for this paper to use the
probability method to predict the temporal and spatial dis-
tribution of tourists in scenic spots. *e schematic diagram of
the space-time prism with the starting point and the end point
in the same spatial position is shown in Figure 6, and the
schematic diagram of the space-time prism with the starting
point and the end point in different spatial positions is shown
in Figure 7.
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Roaming analysis

Roaming addition
Roaming savage

Automatic roaming

Roaming analysis
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Management
around scenic
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management
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management

Platform
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Password settings

Users login

Data settings
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management
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Collection of scenic spots
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Scenic spot navigation
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Figure 3: Analysis of platform function requirements.
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Figure 4: Fishbone diagram of the analysis of platform functional requirements.
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*is paper mainly studies tourism demand forecast
based on adaptive neural network and realizes the heat
forecast of tourist attractions by fusing the comfort index
and specific adaptive neural network forecast algorithms.
Moreover, this paper applies the research results to specific
engineering practice and establishes a tourist attraction heat
forecast system based on the comfort index. *e estab-
lishment of the system can help tourists better understand
the comfort and heat information of a scenic spot, help
tourists choose scenic spots reasonably, and also benefit
enterprises’ decision-making on tourism projects, as well as
their recommendation and management of tourists. *e
system should have three major functions: data collection,
data calculation and analysis, and data management and
display. *e detailed functional modules are data collection

module, comfort index system module, tourism popularity
forecast module, background management module, and
result display module. *e five major functional modules of
the system are shown in Figure 8.

*e data acquisition module mainly realizes data ac-
quisition and data preprocessing.*e data collectionmodule
performs related collection work according to different data
requirements. After collection, the data is saved and backed
up to the relevant server database, and a data interface is
provided to enable other modules to use the travel data. *e
data collection module should be able to automatically
obtain tourist data, weather data, environmental pollution
data, road conditions around the scenic spot, etc. according
to the configuration. *e data acquisition module must have
certain data preprocessing capabilities and realize data

End point

Start point

(x, y)
Potential range of activities

Space

Tj

Ti

Time axis

Figure 6: Schematic diagram of a space-time prism with the start and end points at the same spatial position (three-dimensional).

End point

Start point

(x, y)

Space

Tj

Ti

Time axis

(xi, yi)(xj, yj)

Figure 7: Schematic diagram of space-time prisms with start and end points at different spatial positions (three-dimensional).
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cleaning and data integration work through programming.
*e data acquisition module must have a certain degree of
anti-interference ability and response speed and provide
multithreaded data acquisition and processing capabilities.
*e configuration administrator can view all the scenic spot
information that the system can collect and the scenic spot
information currently collecting data and can add and delete

the scenic spots collected by the data collection module.
When adding tourist attractions to the collection module,
the configuration manager can set the time range and time
interval for tourism data collection. When the configuration
administrator deletes or adds tourist attractions to the data
collection module, the delay will take effect until the next
day. After adding the scenic spots where the data collection

System requirements module
decomposition

Data acquisition module

Comfort index system module

Tourism heat prediction module

Background management
module

Interface display module

Figure 8: Functional decomposition of system requirements.

Probabilistic temporal geographyTime geography

Tourist behavior

Arrival rules,Move rules
,Stay rules,Tour rules

Arrival probability distribution
Route transfer probability

Residence time distribution
Transfer time distribution

Probability-based
simulation model Space area, Location

layout, Open time, and Path
length

Entry and exit, Residence
point, Path

Scenic area environment

WITNESS

Space-temporal density index of tourist flow

Travel flow of time and space bayonet

Results
analysis

layer

System
analysis and

model
construction

layer

Basic theory
layer

Scenic area
system

Figure 9: Forecast model of travel time and space bayonet.
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module works, the system will query all the URLs of the
current scenic spots that collect data by default. *e con-
figuration administrator needs to confirm whether all the
scenic spots URLs are valid. If they are invalid, they need to
be added manually. At the same time, the data collection
module requires a built-in web page analysis program. *e
previous analysis needs are only for China Weather Net-
work, Green Breathing Network, Beijing Meteorological
Bureau Network, Beijing Tourism Network, and Nanjing

Tourism Network. When confirming the URL of the scenic
spot, we need to ensure that the system can parse the
configured URL. At the same time, the configuration ad-
ministrator needs to configure the collection of API interface
information around the scenic spot to ensure accurate ac-
quisition of the road situation around the scenic spot.

*is paper integrates time geography and probability
time geography theory, system analysis theory, and travel
flow spatiotemporal bayonet theory and proposes a research
framework based onWITNESS simulation system to predict

Table 1: Processing effect of spatiotemporal tourism data.

Number Data learning
1 92.51
2 91.70
3 90.67
4 93.20
5 92.19
6 92.67
7 88.08
8 91.39
9 88.70
10 89.38
11 88.31
12 89.65
13 92.42
14 92.79
15 88.56
16 88.56
17 89.05
18 93.77
19 93.95
20 92.71
21 93.49
22 91.95
23 90.20
24 91.49
25 91.58
26 90.63
27 91.36
28 90.01
29 90.27
30 90.53
31 91.16
32 92.01

Table 2: Results of tourism demand forecast.

Number Demand forecast
1 85.49
2 90.43
3 73.12
4 80.01
5 76.08
6 89.47
7 73.34
8 81.27
9 89.60
10 74.15
11 78.18
12 90.35
13 87.01
14 82.31
15 70.46
16 74.78
17 80.01
18 86.49
19 76.47
20 77.90
21 83.25
22 83.95
23 85.27
24 73.40
25 69.73
26 88.87
27 90.52
28 90.80
29 77.06
30 79.81
31 83.01
32 85.81
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Figure 10: Statistical diagram of the processing effect of spatio-
temporal tourism data.
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travel flow spatiotemporal bayonet. Among them, time
geography and probabilistic time geography provide a
theoretical basis for establishing a simulation model of a
scenic spot system based on probability. According to the
system analysis theory, the scenic spot system is analyzed
from the two aspects of scenic spot environment and tourist
behavior rules, and the scenic spot environment is abstracted
and simplified into three categories: entrances and exits,
paths, and stop points.*e tourist behavior rules are divided
into tourist arrival rules, mobile stay rules, and tour rules.
According to the results of the system analysis, data on the
area of the scenic area, location layout, path length, tourist
arrival probability distribution, route transition probability,
stay time probability distribution, and travel time of scenic
spots are collected. *ese data provide initial parameters for
the probability-based simulation system model, and the
model is implemented on theWITNESS simulation software
platform. Finally, according to the theory of travel flow time
and space bayonet, it is proposed to use the time and space
density index of tourism flow as an index to identify the time
and space bayonet of tourism flow. *e proposed research
framework can provide reference and guidance for estab-
lishing the same simulation model for other types of scenic
spots to predict the spatiotemporal bayonet of tourism flows,
as shown in Figure 9.

After constructing a tourism demand forecast model
based on adaptive neural network technology, the perfor-
mance of this model is verified. Based on actual data, this
paper uses the simulation platform proposed in this paper to
process the time-space travel data, analyze the data pro-
cessing effect, and obtain the results shown in Table 1 and
Figure 10.

From the above analysis, it can be seen that the tourism
demand forecast model based on adaptive neural network
technology proposed in this paper has good spatiotemporal
tourism data processing effects. After that, the tourism
demand forecast model based on adaptive neural network
technology is evaluated for the effect of tourism demand
forecast, and the results shown in Table 2 and Figure 11 are
obtained.

From the above research, it can be seen that the tourism
demand forecast model based on adaptive neural network
technology proposed in this paper performs well in tourism
demand forecast and meets the actual demand of modern
tourism forecast.

5. Conclusion

*e study of factors affecting tourism demand is the key
content of tourism demand forecasting. At present, domestic
and foreign researches on this aspect have formed a more
systematic theory. Quantitative analysis method is currently
widely used in foreign countries to study the factors affecting
tourism demand. Economic factors can be divided into
income, price, leisure time, and marketing. Income includes
the personal disposable income and the GDP of the source
area; price includes the transportation expenses, the price of
products and reading materials in tourist destinations, the
price level of competing destinations, and the exchange rate.

Noneconomic factors include consumers’ personal prefer-
ences, consumption habits, local political factors, travel
restrictions, and other social and cultural factors. *is article
uses adaptive neural network technology to forecast and
analyze tourism demand, build a business intelligence
model, and improve the prediction effect of subsequent
tourism demand. *e experimental research results show
that the tourism demand prediction model based on
adaptive neural network technology proposed in this paper
performs well in tourism demand prediction and meets the
actual demand of modern tourism prediction.
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*e in-depth analysis of the strategies for the coordinated and continuous development of population, resources, environment,
economy, and society based on the engineering management model is highly important for the sustainable development of the
regional economy and society. In this article, a population-economy-resources-environment bilevel optimization model is
established based on the economic and social development in a provincial region.*emethod of bilevel optimization is adopted to
introduce the specific bilevel optimization model. *e concept and objectives of the bilevel optimization are explained, and its
corresponding technical applications are described. In this article, the development in coordinated economic and social de-
velopment of population, resources, and environment is analyzed and compared based on the bilevel optimization model. In
particular, the evolution and changes before and after the implementation of engineering management are studied. *rough the
results, it can be observed that after the implementation of project management, the coefficient of industry location has presented
a downward trend, and the coordinated development of population, resources, environment, economy, and society has become
more coordinated.

1. Introduction

With the rapid economic development in recent years, the
social resources acquired are getting greater and greater. As a
result, it is impossible to sort out these resources based on
the previous means and techniques [1]. In this context, the
bilevel optimization model has become an important
component in the coordinated economic and social devel-
opment of population, resources, environment, with a low
threshold and strong convergence characteristics possessing
advantages [2, 3]. In the 21st century, people become more
demanding for the relationships in the coordinated devel-
opment of population, resources, environment, economy,
and society. *e previous simple economic growth can no
longermeet their needs, and the coordinated development of
population, resources, environment, economy, and society
has slowly shifted from a single nature into an interactive

field [4, 5]. *e coordinated development functions allow
people to identify useful resources amongmassive resources.
Hence, the combination of the coordinated development
function and the coordinated economic and social devel-
opment of population, resources, environment, and society
are useful, and the combination of these two techniques can
facilitate a better management of the coordinated economic
and social development of population, resources, and
environment.

*e application of the bilevel optimization model can
explain the previous concept of spatial location of pro-
duction more effectively, while providing the corresponding
way to new trade concepts and newly added concepts. After
the analysis and evaluation of the basic concepts and
techniques of the bilevel optimization model, a special study
of the concept is conducted in this article on the situation of
regional development in China. *rough the study, it is
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concluded that the bilevel optimization model has played a
crucial role in promoting the coordinated development of
population-resource-environment-economy-society re-
garding the differences in regional development. Finally, this
article provides a theoretical basis for the future coordinated
development degree of population-economy-resource-en-
vironment system in the province and puts forward a
strategy to promote the coordinated development of socio-
economic and resource-environment scientifically and ra-
tionally, so as to provide a theoretical basis for the sus-
tainable development of economy and environment in the
province.

2. Bilevel Optimization Model

In this article, the bilevel optimization model is introduced,
and it can be observed that the initialization of the bilevel
optimization center can have a serious effect on the bilevel
optimization model if the results are not reasonable. *is
effect requires massive computation time for engineering
management under the population, resources, environment,
economic, and social subjects intelligent search engine. At
the same time, it will also greatly reduce the performance of
bilevel optimization, which will eventually lead to inaccurate
results obtained.

Based on the working principle of the bilevel optimi-
zation model cited in this paper, the method of small-sized

samples and multiple sampling are dopated. *rough the
bilevel optimization model, the scientific and reasonable
bilevel optimization center can be obtained so that the
initialization stage of the bilevel optimization unreasonable
phenomenon can be eliminated based on the big data bilevel
optimization model to effectively improve the performance
and accuracy of big data bilevel optimization model. *e
core idea of the model is based on small sample collection,
followed by the bilevel optimization model analysis based on
the Map-reduce model. *e operational framework of the
bilevel optimization model is shown in Figure 1.

In the next section, the optimization of the bilevel op-
timization model K-value is described in detail. *e model
consists of three main parts: separation model, subcenter
elimination, and weight-K value optimization model.

It is assumed that that s stands for the number of
samples, x stands for the coordinates, i stands for the ith
sample, k stands for the number of clusters, and d stands for
the data dimension, the result set of the ith sample cluster is
represented in the following form:

x
i
11, x

i
12, . . . , x

i
1 d  x

i
21, x

i
22, . . . , x

i
2 d  · · · x

i
k1, x

i
k2, . . . , x

i
k d . (1)

*e matrix form of the results obtained based on the
bilevel optimization for all samples is shown as follows:
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In the above matrix, the arrangement of matrix elements
corresponds one to the other based on the similarity of
cluster centers. A column matrix corresponds to clusters, in
which k clusters are shared. It is assumed that the kth cluster

center of the first sample, the first cluster center of the second
sample, and the second cluster center of the last sample are
subcenters.
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In the above matrix (0, 0, ..., 0), which is the bilevel
optimization center, is shown as a subcenter. In fact, it is still
unknown what cluster centers are suboptimal. Hence, the
next topic is to locate and remove the following suboptimal
cluster centers.

3. Overview of the Study Area

*e population of the province has shown an increasing
trend since 1990, and the population growth rate has
remained relatively stable, with a small downward trend
during this period. *e total production in the region of the
province is characterized by obvious stage, presenting a
gradual trend of growth in the fluctuating gross product of
the province in the period from 1960 to 1980. In the period
from 1981 to 2000, the gross production in the region
showed a trend of annual growth, and in 1995, the gross
production in the region exceeded 100 billion yuan with
fluctuations. In the period from 2001 to 2014 with the
implementation of the policy of revitalization of the old
industrial bases in the region, the GDP showed significant
growth characteristics until 2014 when the GDP reached
RMB 1380.44 billion at the same time, the growth of the
regional GDP was maintained at about 0.14%, and the re-
gional economic growth gradually showed a growth trend
(Figure 2).

*e region is in a period of industrialization transfor-
mation and accelerating urbanization. *e share of the three
industrial structures in the region in 2014 was 11.1%, 52.7%,
and 36.2%, respectively. Among them, the value of the
primary industry in the regional industrial structure grew
RMB 15.457 billion, corresponding to a growth rate of 4.7%.
*e growth value of the level 2 industry in the region is RMB
728.727 billion, with a corresponding growth rate of 6.7%,
and the growth value of the tertiary industry in the region is
RMB 499.198 billion, with a corresponding growth rate of
6.8%. *e rapid development of industrialization and ur-
banization will lead to an increase in energy consumption in
the city, from which it can be seen that in 2014 the energy
consumption in the region was as high as 84.835 million
tons, corresponding to a coal consumption rate of 72.5%,
which is far above the national average. *e majority of the
end-use energy consumption is concentrated in the level 2
industry, mainly in coal consumption, while oil, electricity,
and heat consumption are also relatively large.

4. Research Method and Data Sources

4.1. Regional Population-Economy-Resources-Environment
Scheduling ForecastModel. *e dynamics and complexity of
the coordinated development of population, economy, and
resources and environment in this region cannot be pre-
dicted based on a single conventional linear or nonlinear
model of its future development trends. In this article, the
parameters in the evaluation indexes are optimized by using
a bilevel optimization model based on the scheduling and
evaluation system of the population-economy-resource-
environment association.

4.1.1. Establishment of the Index System and Determination
of the Weights. In this article, the development evaluation
index system of this region is mainly established with the
goal of population-economy-resource-environment coor-
dination, and the division of population development,
economic development and resource-environment devel-
opment is carried out based on bilevel optimization model.
*e corresponding indexes are combined by qualitative and
quantitative methods, as shown in Table 1.

4.1.2. Coordination Degree Model. Coupling refers to the
synergistic phenomenon due to the interaction and mutual
influence between two or more systems and components,
and the degree of bonding is a quantitative description of the
degree of interaction and influence between systems and
components. *e synergistic forecast model for the pop-
ulation, economy, and resource environment established in
this paper includes two parts: objective function and con-
straint conditions.

(1) Objective function: based on the concept of capacitive
coupling in physics and the capacitive coupling coefficient
model, the coordination degree model of population-
economy-resource-environment (3-system) interaction is
promoted.

D � (C × T)
1/2

. (4)

In the above equation, D stands for the degree of co-
ordinated development, which is [0, 1]. c stands for the
degree of coupling, which reflects the level of synergy be-
tween the interactions of systems. T stands for the harmony
index, which reflects the overall cooperative effect or
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Evaluate n sets of
clustering centers
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Map-Reduce

Clustering
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K-sets of
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Sample 1
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Figure 1: Framework of the method proposed in this paper at two stages.
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contribution of population, economy, and resource envi-
ronment. C and T can be expressed as follows:

C �
f(x) · g(y) · h(z)

[f(x) + g(y)] · [f(x) + h(z)] · [g(y) + h(z)]
 

1/3

,

T � α · f(x) + β · g(y) + c · h(z).

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(5)

In the above equation, the candidate quantities α, β, c of
the population-economic-resource-environment subsystem
are finally set in this paper after the review of literature and
the consultation of experts. α� 0.3, β� 0.2, c � 0.5; f(x) is a
function of population effect; g(y) is a function of economic
effect; and h(z) is a function of resource-environment effect,
which are shown in the following, respectively.

f(x) � 
m

i�1
aixi
′,

g(y) � 
n

j�1
bjyj
′,

h(z) � 

q

k�1
ckzk
′.

(6)

In the above equation, xi
′, yj
′, and zk

′ stand for positive
numbers of specific indexes that represent the demographic-
economic-resource-environmental characteristics, respec-
tively. *e weight of each index. *e extreme value method
is used for criterialization. *e specific methods are de-
scribed as follows:

xi
′ �

xi − λmin

λmax − λmin
, λmin ≤xi ≤ λmax, xi is a positive index(i � 1, 2, ),

λmax − xi

λmax − λmin
, λmin ≤xi ≤ λmax, xi is a positive index(i � 1, 2, ).

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(7)

*e original data processing method for yj
′ based on the

above method is j� 1 2,3,4,k� 1,2,3,4,5,6.
(2) Composition of constraint conditions: first, about the

economic development constraints, the regional economic
development status can be expressed as follows:

GDPt � GDPt−1 1 + kGDP( ,

GDPrjt
� GDPrjt−1

1 + kGDPrj
 , GDPrj ≥AGDPrj

.
(8)

In the above equation, GDP t stands for the regional
GDP in year t, GDP t-1 stands for the regional GDP in year
t-1, and k GDP is the growth rate of regional GDP. With
regard to GDP per capita in year t, kGDPrj

is the growth rate of
GDP per capita, andAGDPrj

is the minimum GDP per capita
required for the province.

Emission constraint of environmental pollutants:
Wt � Wt−1(1 + kW), Wt ≤Wt−1, Wt ≤Bt, in which Wt is the
pollutant (SO2/CO2) emission in year t, Wt−1 is the pollutant
(SO2/CO2) emission in year t-1, kW is the pollutant (SO2/
CO2) emission growth rate, and Bt is the allowed pollutant
emission in region in year t [4, 6].

Carbon emission intensity: Et � Et−1(1 + kE), Et ≤Et−1,
in which Et is the carbon emission intensity in year t, Et−1 is
the carbon emission intensity in year t-1, and kE is the
carbon emission intensity growth rate.

Forest coverage rate: Ft � Ft−1(1 + kF), Ft ≥Ft−1, in
which Ft is the forest coverage in year t, Ft−1 is the forest
coverage in year t-1, kF is the forest coverage growth rate,
through ecological restoration and environmental protec-
tion and other measures, the regional forest cover in year
t≥ the regional forest coverage in year t-1.

(3) Division of the determination criteria for coordi-
nation degree: with regard to 3 major categories and 10
subcategories in the coordinated development of pop-
ulation, economy, and resources and environment associ-
ation schedule, the transitional coordination, dysfunction
and decline, each class based on the size of the population,
economy, resources, and environment effect function is the
population lag type, economic lag type, energy and envi-
ronmental lag type, synchronous type four types (the details
are shown in Table 2).

(4) Settings of the stages and index parameters: based on
the current situation of the economy and society and the
future development direction of resources and environment
in the province, three stage schemes are established in this
paper, that is, the standard stage, the stabilization stage, and
the coordination stage, respectively.

(1) Baseline stage: rapid development of population and
economy, with moderate improvement in the re-
sources and environment
On the basis of the socioeconomic development in the
11th Five-Year Plan, the population regional produc-
tion, rapid development of urbanization rate, industry
and industry structure has a strong dependence on the
level 2 industry coal, oil ratio also remains at a very high
level. At this stage, the improvement in the energy
efficiency has basically reflected the state of naturally
oriented economic development and energy con-
sumption, and it is relatively weak in the imple-
mentation of energy conservation and emission
reductionmeasures. Environmental pollutants have yet
to be controlled effectively.
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(2) Robust development of population and economy,
with a stable improvement of resources and envi-
ronment: based on the standard stage, the growth
rate of economy, population, and urbanization is
slowed down, the reliance on industry and tradi-
tional primary energy is reduced, and energy-saving
and low-carbon technologies are used to optimize
the energy consumption structure and accomplish
the goal of energy conservation and emission re-
duction. In this situation, the implementation of

relevant energy conservation and emission reduction
measures seeks to balance economic development
and environmental improvement, which can basi-
cally reflect the state of economic development and
resources and environment to be achieved by energy
conservation.

(3) *e coordination stage is highly similar to the
stable development of population and economy,
with the rapid improvement of resources and
environment.
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Figure 2: Diagram of demographic and economic development trends in the region.

Table 1: Scheduling evaluation index system and weights of the population-economy-resource-environment association in the province.

Target level Criteria level Index level Nature of
index Weight

Comprehensive development level of
population, economy, resources, and
environment

Population development level
1. Population (million

people) − 0.8100

2. Urbanization rate (%) + 0.2100

Economic development level 1. Gross
regional product (in 100 million yuan)

+ 0.2280
2. GDP per capita (10,000

yuan/person) + 0.1131

3. Share of the secondary
industry (%) − 0.4710

4. Share of the tertiary
industry (%) + 0.2280

Resource and environment
development level

1. Share of nonfossil energy
(%) + 0.1100

2. Energy consumption
intensity (t/10000) − 0.2100

3. Carbon emission
intensity (in 10,000 yuan) − 0.4100

4. SO2 emissions (million t) − 0.1000
5. CO2 emissions (million

t) − 0.1000

6. Forest coverage rate (%) + 0.1100
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*is stage is a comprehensive control stage, in which
energy saving and emission reduction activities are
carried out in the whole society, and the production
and lifestyle of the population is comprehensively
optimized. In addition, the economic development
pattern and consumption pattern of the residents are
improved. *e energy structure and industrial
structure are further optimized, and major break-
throughs are made in energy conservation and
emission reduction measures and economic tech-
nologies on all fronts [7, 8]. *is is basically an active
effort to achieve the goal of economic development
and the state of resources and environment.

Based on the above description, 12 index parameters
such as population, urbanization rate, total regional pro-
duction, GDP per capita, level 2 production ratio, tertiary
production ratio, energy intensity, and nonfossil energy
ratio are parameterized as stage elements (the details are
shown in Table 3).

(1) Evaluation index system: based on the actual situ-
ation of the economic and environmental develop-
ment and analytical modeling requirements of the
county, the index decision follows the following
principles: (1) Comparison of indexes is feasible; (2)
identification of indexes is significant in the aspect of
significance and differences; (3) indexes are highly
independent of each other; and (4) the feasibility of
index data collection. Based on the above principles,
spatial variable analysis and correlation analysis were
used to screen the indexes, as shown in the following
equation:

Cij �
Sj

Xj

, (j � 1, 2, . . . , 20). (9)

In the above equation,Cij stands for the coefficient of
variation; Sj stands for the criteria deviation; and Xj

stands for the mean value.
Based on equation (1) to determine the raw data
belonging to the relevant indexes of each district and
county, in addition to the indexes with large cor-
relation coefficients, small spatial variation and
identification of meaningful differences, the final 8
indexes that can reflect the economic environment
and social interrelationship in the county. *ese are
economic index system, environmental index sys-
tem, and social development index system [9, 10].
*e economic indexes include total industrial pro-
duction (X1), gross domestic product per capita
(X2), and GDP growth rate (X3). *e environmental
indexes include chemical oxygen demand emissions
(X4), energy consumption per unit of GDP (X5), and
pollutant emissions per unit of GDP (X6). *e social
development indexes include rural Engel coefficient
(X7) and unemployment rate (%) (X8).

(2) Determination of the weighting of evaluation in-
dexes: upon the determination of the weighting of

evaluation indexes, there will be increasing methods
of subjective decision of weighting, such as the AHP
method. *e evaluation results are sometimes biased
based on the subjective factors of human. Based on
the information theory, the entropy value reflects the
degree of disorder of information, the smaller its
value, the smaller the disorder of the system, the
greater the utility value of information; the larger
that value is, the higher the disorder of the system
and the smaller the utility value of the information.
For the initial matrix of n evaluation indexes for the
m programs discussed in the above section, as the
determination matrix is obviously an information
carrier, the orderliness of the system information
obtained through information entropy evaluation
and its effects are used to determine the index
weights eliminating the artificial interference of the
weighting calculation if possible so that the evalu-
ation results can be more practically consistent [11].
*e calculation sequence is described as follows:

(1) *e judgment matrix is established based on n
evaluation indexes for m objects as follows:

R � Xj 
nm

, (i � 1, 2, . . . , n; j � 1, 2, . . . , m).

(10)

(2) *e decision matrix is normalized to obtain the
normalized decision matrix as follows:

bj �
Xij − Xmin

Xmax − Xmin
. (11)

In the above equation, each item is the most
satisfied or the most dissatisfied under the same
index (the smaller the better), that is, XmaxXmin.

(3) Based on the definition of entropy, n evaluation
index for m evaluation objects is the entropy of
evaluation indexes as follows:

Hi �
1

ln m


m

j�1
fij ln fij. (12)

In the above equation, fij � bij/
m
j�1 bij. When

fj � 1, fj ln fj, different from the degree of
disorder of information apparently reflected in
the entropy, it is equal to 0 and does not match
the actual situation. Hence, fij is further mod-
ified as follows

fij �
1 + bij


m
j�1 1 + bij

. (13)

(4) *e entropy weight of the evaluation index is
calculated, which is in line with the actual
situation.

(3) Establishment of the gray correlation model: for the
convenience of analysis, the correlation model is
established as follows:
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(1) *e optimal vector of the series is determined. As
the original data are normalized and transformed

into positive indexes, the optimal vector is ob-
tained as follows:

G � g1, g2, . . . , gn(  � f11vf12v · · · vf1m, f21vf22v · · · vf2m, . . . , fn1vfn2v · · · vfnm( . (14)

In the above equation, v is the maximum
operator.

(2) *e gray correlation coefficient equation is used
to calculate the correlation coefficient between
the jth evaluation index and the optimal vector
G, as shown in the following equation:

ξi Yi, G(  �

min
i

min
j

fij − gi



 + ρmax
i

max
j

fij − gi





fij − gi



 + ρmax
i

max
j

fij − gi




.

(15)

In the above equation, the minimum difference
between the two poles and the maximum dif-
ference between the two poles ρ-the decompo-
sition coefficient is generally 0.5; that is,
min

i
min

j
|fij − gi|max

i
max

j
|fij − gi|.

(3) *e correlation R between the ith evaluation
object b and the optimal vector G is calculated, as
shown in the following:

R � 
n

j�1
wj × ξi Yi, G( . (16)

(4) Output of the results: based on the economic en-
vironment data of the county in Shaanxi Province
from 2000 to 2009, the original data of the indexes
are processed dimensionless using official (2) and (3)
to obtain the criteria data of the indexes. *e entropy
value assignment method is used to conduct cal-
culation based on equations (12) and (13), in which

the weight of each index is shown as follows: Wj �

(0.114, 0.117, 0.123, 0.144, 0.128
, 0.128, 0.140, 0.105).

Based on the normalized data, the series optimal vector
G� (1,1,1,1,1,1,1,1,1) tab is obtained. *e above correlation
coefficients are introduced into equation (16), and the
correlation coefficient F is introduced into equation (15) to
derive the status of the passing of the values of the coor-
dination index of the economic, environmental, the social
system subsystems, and the composite system from 2000 to
2009 (Figure 3).

5. Data Sources

*e parameter values of evaluation indexes in this paper are
set in accordance with the relevant literature such as the
Statistical Yearbook of the Province, the economic and social
development goals in the 12th Five-Year Plan, and the
historical development experience of world economies.

5.1. Analysis of Results and Discussion. Based on the analysis
of the overall development trend in this region, the growth
trend in the standard stage and the stability stage from 2011
to 2030 presented a “U-shaped” trend. However, in the
coordination stage, it mainly shows a development trend of
increases year by year.

5.2. Analysis of Changes in the Time Series of the Coordinated
Development Degree. With the gradual improvement of the
economic level in the region, the level of science and

Table 2: Determination criteria and classification system for the degree of coordinated development of regional population, economy, and
resources and environment.

Classification Degree of coordinated
development Level 1 criteria Level 2 criteria

Interval of coordinated
development

0.9∼1 Superior coordination

① When m�min{/(x),g(y),h(z)}, it is a lagged type,
similar to m� /(x), which is population lagged type.
② When/(x)� g(y) � h(z), it is a synchronous type for

population, economy, and environment

0.80∼0.89 Good coordination
0.70∼0.79 Moderate coordination

Interval of transitional
reconciliation

0.60∼0.69 Basically coordinated
0.50∼0.59 Barely coordinated

0.40∼0.49 On the verge of
dysfunction and decline

Interval of dysfunction
and decline

0.30∼0.39 Mild dysfunction and
decline

0.20〜0.29 Moderate dysfunction and
decline

0.10∼0.19 Severe dysregulation and
decline

0∼0.09 Extremely severe
dysfunction and decline
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technology has also been developed in an unprecedented
speed. In addition, the optimization of energy structure and
energy utilization rate is also increasing year by year. In the
situation of the coordinated development of the population-
economy-resources-environment system, the growth of the
regional economy in the standard stage and the stable stage
has been improving from the historical low to zero in about
2030. *rough comparison with the standard stage and the
stable stage, the adjustment stage focuses more on energy
saving and emission reduction activities in the whole society
and proactively implements the rapid improvement of re-
sources and environment through major breakthroughs in
policy, economy, and technology in all aspects, and the
degree of coordinated development has been maintaining an
upward tendency [12, 13]. By 2030, the growth rate will be
0.64 (basically coordinated), which is 1.4 times that in 2010.
*e current stage represents the ideal model for the coor-
dinated development of the regional population, economy,
resources, and environment in this province (Figure 4).

5.2.1. Baseline Stage. *e province is now in a period of
steady urbanization. *e population keep growing, with an
average annual growth rate of about 0.2% and a declining
population efficiency function (the details are shown in
Figure 5). *e economic development model at present is
indispensable for the rapid development of industrialization.
Under this background, the ratio of level 2 sector in the
province is increasing with an average annual growth rate of
about 0.6% industrial structure depends on level 2 sector.
*e economic efficiency is significantly lagging behind.
Population and resource environment effects are not ob-
vious. Until 2020, with the implementation of measures such
as the improvement of energy use efficiency and nonfossil
energy ratio, the emissions of SO2 have been effectively
suppressed with an annual average reduction of -1.14%.
With this effect, the resource and environmental effect
function increases slightly, reaching a peak in 2019.

However, with the economic and social development, CO2
emissions increased significantly and offset the resource-
environmental effect brought by the reduction of SO2
emissions. Hence, the resource-environmental effect has
been decreasing year by year subsequently.

Based on the analysis in the above sections, the economic
development and energy consumption in the region are
coordinated based on the baseline scenario development,
which has ultimately kept the regional development in a low
state, and the corresponding socioeconomic growth pattern
is an extensive form. However, with the extension of time,
the progress of resource and environment improvement lags
far behind the economic and social growth rate, which
makes the resource and environment growth efficiency
unable to support, ultimately become a hindrance to the
coordinated development of population-economy-resource
and environment, and have a negative impact on the sus-
tainable development of the whole society in the region.

5.2.2. Stability Stage. In the stability growth stage of the
region, the population growth trend presents a U-shaped
trend of gradual development, as shown in Figure 6. *e
urbanization rate can be effectively controlled to some ex-
tent, and the population growth function can achieve a level
lower than the reference value to some extent. *e industrial
structure can be effectively adjusted. Based on the economic
growth of GDP, GDP per capita and the proportion of
tertiary industry show an increasing trend every year. *e
economic growth trend achieved the minimum level of
0.242% in 2020 and started to increase year by year in the
later period [14, 15]. *e utilization rate of nonfossil energy
will be effectively improved, and the growth rate of pollutant
emission will be suppressed. *e annual average growth rate
of SO2 and CO2 emission from 2010 to 2020 was reduced
from −80% to 2.6%, which was a decrease of 20.5% and
37.2%, respectively, compared with the standard stage, with
a more significant effect on resources and environment.

Table 3: Settings of the relevant parameters in the stage mode.

Classification Degree of coordinated
development Level 1 criteria Level 2 criteria

Interval of coordinated
development

0.9∼1 Superior coordination

① When m�min{/(x), g(y), h(z)}, it is a lagged type,
similar to m� /(x), which is population lagged type.
② When/(x)� g(y) � h(z), it is a synchronous type for

population, economy, and environment

0.80∼0.89 Good coordination
0.70∼0.79 Moderate coordination

Interval of transitional
reconciliation

0.60∼0.69 Basically coordinated
0.50∼0.59 Barely coordinated

0.40∼0.49 On the verge of
dysfunction and decline

Interval of dysfunction
and decline

0.30∼0.39 Mild dysfunction and
decline

0.20〜0.29 Moderate dysfunction and
decline

0.10∼0.19 Severe dysregulation and
decline

0∼0.09 Extremely severe
dysfunction and decline

Note: low, medium, and high stand for high growth rate, medium growth rate, and low growth rate, respectively.*e parameters of the province are set based
on the “12th Five-Year Plan”; the plan refers to the leapfrog plan of the key advantageous industries in the province, the establishment industry development
plan of the province, the establishment industry development plan of the province in 2013, and the studies by scholars such as Lin Fude and Fu Jiafeng.
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With the joint effect of population, economic, and resource-
environmental effect functions, the stability stage of coor-
dinated development degree has the same tendency of
change as the baseline stage, with a U-shaped tendency of
decreasing first and then increasing. Timing and size of its
trough tips are significantly different from those in the
baseline stage. Different from the criteria scenario, with the
economic benefits of stable development, the value of the
trough in 2020 was 0.478. However, by 2027, the value of
development within the region will increase to 0.511, after
which the development of the region will start to enter the
stage of uncoordinated development, when the economic
growth rate hits the lowest level among the three. *is stage
between 2010 and 2026 is on the verge of stagnation in the
economic development.

5.2.3. Coordinated Development Stage. *rough the overall
optimization of production, change of lifestyle, and indus-
trial structure in this region, the effective control of pop-
ulation growth in the region is carried out multiple times. In
addition, under the premise of effective control while
achieving the increase of urbanization level at the same time,
the trend of population growth from 2010 to 2030 does not
present a valley phenomenon. However, with the imple-
mentation of the resource and environmental improvement
policies, the average annual growth rate of the emission of
SO2 and CO2 is maintained at about -1.1%; and with the
significant control of pollutant emissions, the energy effi-
ciency function can always keep a significant growth trend,
with the robust improvement in the annual growth. In 2027,
the economic efficiency in this region is the lowest among
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the three. However, in 2028 and 2030, the demographic
effect and resource environment were eliminated. Hence, the
development was the fastest among the three. From 2024
(0.0.6%) to 2026 (0.622%), it will be the period of relatively
backward economic development; from 2027 to 2029, it will
be the primary coordinated development with backward
population, and 2030 will start to enter the primary coor-
dinated development period with stagnant growth in the
resources and environment (Figure 7).

Based on the trend diagram in Figure 7, the coordinated
stage development phase occurs at different stages of pro-
duction effects and profit lag can be obtained. However, as
the development trend of population, economy, and re-
sources and environment in the region gradually approaches
1, the evaluation indicates that the overall situation gradually
moves towards coordinated development and eventually
enters the model of coordinated development of population,
economy, resources, and environment.
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Figure 6: Changes in the coordination degree at the stability stage.
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6. Conclusions

In this article, a bilevel optimization model is used to es-
tablish an evaluation system for the coordinated develop-
ment of population, economy, resources, and environment
within the region, and the established evaluation index
system is used to carry out accurate forecast for the eco-
nomic development within this region. *rough the ex-
perimental analysis, it can be known that for the purpose of
achieving the coordinated development of population,
economy, resources, and environment in this region, the
effective regulation of urbanization development level
should be carried out in the aspect of population growth. In
the aspect of economic benefits, it is necessary to accelerate
the speed of economic transformation in the region and
optimize the industrial structure. In the aspect of resources
and environment, it is necessary to develop and utilize
nonfossil energy effectively and fully improve the utilization
rate of resources and energy. In this way, the coordinated
and rapid development among population, economy, re-
sources, and environment in the region can be achieved
gradually.
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With the continuous development of social economy, social sport is more and more valued and favored by the people as a
universal and nationwide sport, but it should be noted that social sport involves a wide range of aspects, but due to its particularity,
it is also constrained by economic development. In view of these needs and limitations, three technical methods of entropy
method, RSR (rank-sum ratio), and TOPSIS are introduced, to sort out the development of social sports, national physical
development, social sports guidance, and the number of people to be measured in various places based on the relevant tech-
nologies of smart cities in this paper, realize the application analysis of social sports in the public service level. *is paper aims to
provide a scientific evaluation and evaluation method for social sports information cloud services. *e results of simulation
experiments show that the evaluation of social sports information cloud service quality based on smart cities is effective, and the
comprehensive application of methods can be implemented perfectly, and the further promotion and popularization of social
sports services can be realized.

1. Introduction

With the continuous development of social economy,
physical exercise has become the main way of sports that
people are more enthusiastic about, such as running,
climbing, and cycling [1, 2]. On the one hand, sports can
improve the physical fitness of everyone but also can ensure
the popularization of sports methods. For social sports, it is a
systematic project, covering a wide range; meanwhile, with
the development of the economy, its connotation and
corresponding content have changed, especially relative to
the subjective judgment of the people [3, 4]. *erefore, how
to effectively and objectively evaluate social sports is a
problem to which industry scholars attach great importance
[5, 6]. Many scholars have tried to conduct evaluation re-
search of social sports from different perspectives, such as
constructing a five-dimensional index system of government
responsibility, investment, service benefits, social feedback,
and value of social sports services. *rough iterative cal-
culation of methods, comprehensive evaluation is per-
formed, such as constructing an index system covering

public participation satisfaction, public service input, effi-
ciency, etc., using AHP method to evaluate social sports
services, and providing corresponding decision support
for government decision-making [1, 7]. In addition, some
scholars conduct surveys, statistics, and analysis of different
residents based on whether the audiences they serve are
satisfied through questionnaires, visits, and consultations
and other methods to reflect the popularity of social sports
development from the perspective of the audience and
whether there are many problems in the enjoyment of the
audience, etc. [8, 9].

However, it is worth noting that, due to the restrictions
and limitations of data sources, these studies are often
conducted based on surveys, visits, questionnaires, etc. *e
audience’s thinking time and response time are relatively
concentrated or less, so the survey result may not completely
represent their own true feelings [10, 11]. *e development
of cloud computing, Internet of *ings, big data, and other
technologies has promoted the continuous improvement of
data collection, storage, analysis, mining, and other tech-
nologies. To a certain extent, it can solve the problem of
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shortage of manpower, less data sharing, unbalanced
equipment, and the limited right enjoyed by audience
[12, 13]. *erefore, in view of these needs and limitations,
the “Internet +” technology is introduced by trial in this
paper, through the use of entropy method, rank-sum ratio
method, TOPSIS, and other three technical methods,
combining the status quo of social sports public services, in
order to construct the corresponding social sports ser-
vice evaluation index, to promote the transformation of
social sports from traditional artificialization l to
intellectualization, explore and solve the problems en-
countered by the people in social sports, and aim to
improve the quality and effect of the public services of
social sports for the people.

2. Research Objects and Methods

2.1. Research Object. *e effectiveness of the method under
the smart city technology can be verified through selecting
certain 11 areas of the experimental area as the research
object of the social sports public service level.

2.2. Research Method. By selecting the corresponding latest
survey data, the development level of social sports, the
number of people to be tested for national physique, the
number of sports activities in the year, social sports groups,
and other indicators are analyzed, compared, and calcu-
lated through selection and integration of corresponding
current survey data, integration of Internet mobile phone
signaling data, statistical yearbook data, and other data for
summary, and the specific statistical results are shown in
Figure 1.

For the analysis of social sports indicators, quantitative
and qualitative analysis can be carried out in the following
ways, including literature method, consultation and inter-
view method, field investigation, and practical analysis
method [12, 13]. Among them, the literature method is for
summarizing, sorting, and analyzing, to provide a research
basis and ideas for quantitative analysis of corresponding
indicators by use of existing academic papers, public news
reports, and other materials, while the interviewmethod is to
obtain the corresponding attitude and understanding of
social sports services through the direct communication
with audience or corresponding field experts about some
questions [14, 15]. On-site inspections are to conduct on-site
investigations of residents through visits and reading ma-
terials to obtain the most direct evaluation based on the
distribution of equipment related to social sports [16, 17].
*e logical approach is to conduct analysis and inverting
according to the collected relevant data and finally get the
corresponding index evaluation analysis.

Based on clarifying the relevant coverage of the index,
the corresponding evaluation and analysis are carried out
continuously.

2.2.1. Entropy Method. *e entropy method is an objective
and weight-based method, which is used to confirm
and calculate the weight of the corresponding index.
For diversified metrics, entropy is a specific method
that can determine the weight. Because of these
abovementioned characteristics, it can be used to
clarify the weight determination of social sports and
determine the weight evaluation value of social sports
public services through the corresponding data
sequence.

To conduct an effective social sports cloud service quality
evaluation, the specific steps are mainly as follows:

(1) Orienting at the test area: a diversified evaluation
index of social sports is constructed, and a matrix is
used to make judgments, among which, R � (Xij)nm,
(i � 1, 2, . . . , n; j � 1, 2, . . . , m).

(2) Normalize the judgment matrix R to obtain the
normalized judgment matrix R′ � (Yij)nm.
*e larger the value of the evaluation index, the
better in this research. *erefore, the calculation
formula is shown as follows:

Yij �
xij − xmin

xmax − xmin
. (1)

According to formula (1), the normalized matrix is
calculated as
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Figure 1: List of evaluation index values of social sports public
service level in some regions.
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Yij �

0.3011 0.5861 1.0000 0.0000 0.0203 0.3031 1.0000 1.0000 0.3832

0.5774 0.3483 0.2853 0.1792 0.1874 0.4492 0.0411 0.0432 0.5661

0.3962 1.0000 0.1982 0.0255 0.0911 0.0000 0.0072 0.0022 0.4152

0.000 0.3722 0.1113 0.7694 1.0000 0.8104 0.0593 0.1242 0.8862

0.5771 0.2412 0.0681 0.1532 0.0451 0.9321 0.1360 0.0483 1.0004

1.000 0.7011 0.8243 0.6151 0.0242 0.554 0.3392 0.3041 0.7865

0.9311 0.1511 0.0251 0.0253 0.0372 0.5882 0.0000 0.0000 0.4526

0.8445 0.1159 0.1586 1.0000 0.0000 0.3956 0.1053 0.0171 0.7422

0.3792 0.1443 0.1051 0.3331 0.0021 0.2875 0.0064 0.0021 0.4713

0.9911 0.3235 0.3972 0.9482 0.4011 1.0000 0.0172 0.0012 0.5413

0.3101 0.0000 0.0000 0.1021 0.0222 0.5314 0.0080 0.0063 0.0000

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (2)

(3) *e calculation formula for calculating the entropy
of the jth evaluation index is shown as follows:

Hj �
1

ln n


n

i�1
fij ln fij

⎛⎝ ⎞⎠. (3)

Among them, it can be calculated by

fij �
1 + Yij


n
i�1 1 + Yij 

. (4)

(4) Carry out the sparse calculation of entropy weight on
the basis of formula (4). *e specific calculation
formula is shown as follows:

wj �
1 − Hj

m − 
m
j�1 Hj

, (5)

(m
j�1 wj � 1; 0≤wj ≤ 1). *e calculated entropy

weight coefficient is the weight.

Based on the above calculation steps, the determined
weights of the evaluation indicators are shown in
Figure 2.

2.2.2. TOPSIS Method. *e TOPSIS method is a diversified
decision-making method, which uses the distance between
the positive and negative TOPSIS and the object to be
measured for quantitative evaluation and ranks them cor-
respondingly in terms of superiority and inferiority, which is
extremely effective in multiobjective decision-making
[18, 19].

*e TOPSIS method is a multiattribute decision-making
method. Its basic idea is to sort the advantages and
disadvantages by calculating the distance between the
evaluation object and the TOPSIS (X+) and negative
TOPSIS (X−). According to this method, only each
utility function is required to have the monotone in-
creasing (or descending) characteristics, which is a
commonly used effective method in multiobjective
decision analysis.

2.2.3. RSR Method. *e rank-sum ratio method is to obtain
a dimensionless statistic RSR through rank conversion in a
matrix of N rows and M columns (M evaluation indicators)
and rank the advantages and disadvantages of evaluation
objects according to the RSR value.

First, a data analysis matrix for different evaluation
indicators of social sports oriented at the experimental area
is constructed. Because different evaluation indicators have
different meanings and dimensions, the indicators are re-
quired to be normalized to achieve unified contrast and
comparison. *e specific normalization processing is shown
in the following formula:

Zij �
Xij

���������


16
i�1 Xij 

2
 . (6)

In the formula, the value range of i is [1, 11], and the
value range of j is [1, 9]. According to the above formula and
method, the matrix of the normalized evaluation index of
social sports public service level is solved, and the specific
expression is expressed by Z:
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z �

0.2901 0.3844 0.7042 0.0253 0.0242 0.1842 0.9121 0.9453 0.1921
0.3012 0.2314 0.2013 0.1232 0.1752 0.2438 0.0622 0.0515 0.2752
0.2941 0.6504 0.1394 0.0413 0.0912 0.0611 0.0321 0.0132 0.2044
0.2782 0.2471 0.0795 0.4381 0.9023 0.3922 0.0853 0.1261 0.4221
0.3012 0.1624 0.0482 0.1092 0.0523 0.4424 0.1542 0.0513 0.4723
0.3181 0.4592 0.5815 0.3565 0.0321 0.2832 0.3352 0.2941 0.3714
0.3151 0.1062 0.0182 0.0412 0.0442 0.3013 0.0362 0.0141 0.2251
0.3124 0.0813 0.1121 0.5613 0.0111 0.2223 0.1231 0.0223 0.3523
0.2932 0.1032 0.0743 0.2054 0.0121 0.1761 0.0341 0.0123 0.2331
0.3181 0.2181 0.2806 0.5341 0.3632 0.4703 0.0452 0.0142 0.2642
0.2903 0.0072 0.0002 0.082 0.0312 0.2752 0.0362 0.0132 0.0242

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (7)

3. Simulation Experiment

It is not only a reform of business management, but also a
reform and improvement of external services z � to in-
troduce cloud computing technology into the social sports
management business. *e improvement of these two as-
pects requires the transformation of traditional social sports
and services from passive mode to active one. *e corre-
sponding social sports intelligent subject service system is
designed in this paper, and the specific structure is shown in
Figure 3.

According to the overall architecture shown in Figure 3,
the social sports smart service system constructed in this
article is mainly divided into three parts, which are dis-
tinguished as cloud providers, social sports management
business personnel, and users according to different object-
oriented aspects, respectively. When constructing a social
sports smart public service system, full consideration should
be given to the application requirements of users as the most
basic and the largest number of users.

Based on the overall architecture, it is necessary to
consider the hardware and software environment required
for deployment. *e infrastructure mainly includes hard-
ware environments such as servers and storage, as well as
operating network environments, disaster recovery backups,
etc. *ese software and hardware environments need to be

fully utilized; construct the cloud service platform accord-
ingly with this technology. *e specific process diagram is
shown in Figure 4.

As shown in Figure 5, the first is the cloud layer, which is
the layer that relies on cloud infrastructure. It mainly
provides storage, hardware, memory, and other environ-
ments. With these infrastructures, the integrity and security
of the platform can be ensured. Transfer of service providers
need to be carried out in the middle of the cloud for the
social sports, to coordinate the management of users and
service owners and provide external services on mobile
terminals or PC terminals through the network
environment.

*e next is the library layer of the model. *is part is to
realize the relationship between social sports itself and users.
*e schematic diagram is shown in Figure 5. *rough the
analysis of user needs, it ensures that the service has
comprehensively changed orientating at the actual social
sports and user needs. For the services provided by social
sports, users have highlighted individual needs, which re-
quires cloud computing to give full play to its advantages and
provide more demanding needs. In this context, based on
cloud computing technology, the cloud platform of social
sports can analyze user interests, adjust service goals of social
sports, and optimize service methods and content based on
habits and browsing history of users.
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Figure 2: Entropy weight of evaluation index for sports public service level.
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*e last is the user layer. For social sports, users are the
foundation and core of the entire platform. According to
users’ information sharing and use, to achieve the purpose of
learning and creation, their individual needs should be fully
considered.

According to the data collected above, the ideal positive
and negative solutions in the evaluation indicators of the
social sports information cloud service quality of smart cities
can be calculated.

3.1. -e Low Actual Executive Force of Urban Community
Sports Public Service Policies and Regulations. *e public

service quality evaluation of social sports according to the
corresponding community is shown in Figure 6.

From the results, it can be seen that the proportion of
residents being very satisfied is less than 10%, the proportion
of being relatively satisfied is about 30%, and the sum of
general and dissatisfied residents has exceeded 50%. From
the collected data, it can be seen that corresponding policies
are not implemented for social sports, and there are some
weaknesses in publicity and popularization. *erefore, the
residents are not satisfied with the quality of public services
of social sports.

It can be seen from Figure 7 that most of the funding
sources of social sports are government investment and
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Figure 3: *e overall architecture of the cloud service platform.
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Figure 4: Cloud service platform model.
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Figure 5: Schematic diagram of social sports interaction (taking borrowing sports books from library as an example).
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Figure 6: Statistics of residents’ satisfaction with the quality of public services of community sports (N� 600).
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support, and a small amount of funding comes from cor-
porate donations.*erefore, most of the social sports venues
still require a large amount of investment. It is precisely
because of the insufficient funding that there are fewer public
service facilities for social sports and the reduction of service
experience.

3.2. -e Low Implementation Speed and Efficiency of Urban
Social Sports Public Services. *e so-called implementation
efficiency of urban community sports public services refers
to whether the principal part of urban community sports
public services can efficiently satisfy the public’s various
sports needs in the process of providing various sports
services to the public.

*rough investigation and research, it is found that there
are obvious regional differences in the quality of social sports
public services in cities, which are restricted by local social
development. For example, in areas with more developed
economies, the efficiency and quality of public services for
social sports are relatively satisfactory and can basically meet
the needs of social sports of various audiences, but the
relative execution efficiency in other areas is significantly
lower.

In the construction of cloud service platform guarantee
capacity, virtualization technology is the core technology for
cloud resource management, scheduling, and transforma-
tion into platform guarantee capacity. In platform con-
struction, virtualization technology should be used to realize
on-demand allocation and unified scheduling of cloud re-
sources, to strengthen the fine-grained division of infra-
structure resources, cloud computing resources, cloud
storage resources, cloud system platform resources, and
cloud software resources, and to combine services. *e
characteristics of the object and service content, adopting
different management standards, allocation strategies,
packaging methods, and usage methods, really strengthen
the management and control efficiency of virtual resources;
secondly, the application security, reliability, and trust-
worthiness and reliability of the cloud service platform
should be improved. Verification, under the premise of
ensuring the cloud service provider has a high degree of
credibility and security, realizes the dual identity authenti-
cation and security management of the cloud service pro-
vider and the platform user; third, the compatibility of the
cloud service platform system and software should be
strengthened. Availability, support of sports cloud services,
availability of cloud applications and databases, cloud ser-
vice migration capabilities, and capacity building ensure that
traditional sports can efficiently, safely, orderly, and eco-
nomically migrate to the cloud computing environment
according to the athletes’ cloud use needs. In the con-
struction of the IaaS service platform, the user’s ease of use
and manageability of IaaS resources should be emphasized
to ensure that users can obtain IaaS resources through Web
application services. At the same time, administrators can
use the IaaS platform monitoring and management system
to quickly realize the creation, deployment, allocation,
scheduling, management, and monitoring of IaaS resources

and ensure the load balance of the IaaS cloud service
platform; secondly, the intelligence of the IaaS service
platform resources should be strengthened. Dispatching and
automated scheduling capabilities ensure that users can
dynamically use resources in an efficient, flexible, scalable,
and automatic way according to cloud application re-
quirements and reduce usage costs by paying for usage;
third, the IaaS service platform should have a larger system
scale and application. Security, through the management
and monitoring of resource pools, user resource allocation
and scheduling, resource pool architecture optimization,
and refined application operations of data transmission
guarantee networks and the intensive management of IaaS
cloud resources can be realized to ensure the security, ef-
ficiency, and efficiency of the IaaS platform, hostable and
easy to expand. In the cloud computing environment, the
data center has the characteristics of complex infrastructure
structure, difficult management of cloud platforms and
application systems, increased threats from the Internet, and
cloud service platform resources shared by multiple users,
and the cloud platform application service system is in a
complex network environment middle. At the same time,
cloud computing resources are logically divided and shared
by multiple users in the distribution and use methods,
leading to malicious users who may obtain control rights of
the cloud system platform through illegal means and steal
important data and user confidential information of the
cloud system.

3.3. Failure to Give Full Play to the Role of Sports Clubs and
Lack of Fitness Guidance. With the development of social
economy, social sports corporation plays an important role
in the important process of sports popularization and sports
reform.

As shown in Figure 8, social sports groups do not fully
cover the audience. Many residents do not even know about
such organizations, accounting for about 30%. A small
number of people participate in social sports activities. From
the results in Figure 8, it is found that the audience is not
very enthusiastic about participating in the corresponding
social organizations.

As the core of social sports, social sports instructors play
an important guidance role in public services. From the
summary results in Figure 9, it can be found that, in the
actual guidance process, those exceeding 6 times account for
about 15%, which shows the role of social sports instructors
in the actual operation process is too weak, which restricts
the audience’s enthusiasm for participating in sports.

3.4. -e Low Type, Frequency, and Participation of Urban
Community Sports Public Service Activities. *e proportion
in population of sports that young people like is relatively
small. Due to the limitation of venues and equipment, the
development of this type of sports is restricted. Community
sports public service departments should consider in-
creasing the construction of venues and equipment to in-
crease the number of people participating in community
sports, meet the needs of various groups of people, and
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continuously improve the quality of urban community
sports services.

3.5. Calculate the Distance between Each Evaluation Index
Data and X+, X−. *e calculation formula for the distance
d+

i , d−
i between each evaluation index data and X+, X− is

shown in the following formulae:
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, (8)

d
−
i �

������������



9

j�1
Zij
′ − X

−
j 

2
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where i� 1, 2, 3,. . ., 16 and j� 1, 2, 3,. . ., 8.

Based on this, the public service level of sports is eval-
uated and ranked. *e specific calculation is shown in
formula (10), and some results are shown in Figure 10:

Ci �
d

−
i

d
+
i + d

−
i

, (10)

where i� 1, 2, 3,. . ., 16.
*rough simulation experiments, the results show that

the variance consistency between the classifications of each
indicator is relatively good, and the differences between the
files are statistically significant, and the evaluation of social
information cloud service quality under the background of
smart cities is effective.

(1) Build a national fitness social sports information
service cloud platform that includes public and
private clouds, and divide social sports cloud storage
into corresponding public cloud storage and private
cloud storage: public cloud is built on the Internet,
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Figure 8: Statistics on the frequency of community residents participating in club activities.
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Figure 9: Statistics of the number of times that city community fitness instructors give community guidance.
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and social sports management is built on a private
cloud. In the government Intranet, all kinds of social
sports management data are published on the In-
ternet and Intranet through the form of services and
can be integrated with various services such as
government affairs and office running in the local
area network and wide area network, so as to achieve
the sharing of social sports management information
and computing resources. *e goal of the cloud
platform can also provide a full range and multiangle
for different users such as the State Sports General
Administration, the Provincial Sports Bureau, the
Municipal Sports Bureau, the Sports Guidance
Center, the sports fitness site, the fitness team, the
sports instructor, the seller, the sports venue, and the
general public service.

(2) Build a national fitness social sports big data center,
and store site information, social instructor infor-
mation, training methods, training information, and
other structured and unstructured information on a
big data platform (HDFS, HBase, etc.) to form an
authoritative large-scale database covering all aspects
of national fitness and social sports to provide data
sources for national fitness management, resource
allocation, fitness guidance, and fitness evaluation.
An authoritative large database covering all aspects
of national fitness and social sports serves as a data
source for national fitness management, resource
allocation, fitness guidance, and fitness evaluation.

(3) Focus on the four core issues of fitness venues
(“where to practice”), fitness people (“who will
practice”), social instructors (“who to practice”), and
fitness methods (“how to practice”), the design in-
cludes basic data management, information collec-
tion, data management, data query, data
visualization, statistical analysis, data mining, deci-
sion support, and other major functions of the city’s

national fitness social sports information service
system.

(4) Use object-oriented programming language to de-
velop the corresponding C/S mode background
management system (C# language), B/S mode online
service website (C# language), and mobile phone
APP software (Java language), supporting two-
dimensional code scanning is free to download and
update automatically. Both the website and the
mobile APP can quickly access various fitness project
guidance materials (“how to practice”), and the
management system is responsible for the mainte-
nance and management of “where to practice,” “with
whom to practice,” and “how to practice” related
information. *e actual application effect of the
platform shows that the information platform has
completed the foundation of 2,697 fitness sites and
21,295 social sports instructors at all levels in Dalian
(84, 1731, 6,989, and 13,421 people at the national,
first, second, and third levels). Information man-
agement greatly reduces the workload of managers
and at the same time provides millions of intelligent
information services for tens of thousands of fitness
people. Users access the cloud platform through
desktop systems, websites, and mobile apps (An-
droid) and use cloud map services and cloud in-
formation services among them. In the subject of
“who will practice,” the public can use interactive
applications such as online quick query to solve
“where to practice” (find sites/venues), “with whom
to practice” (recommend social instructors based on
fitness programs), and “how to practice” (push
learning materials according to fitness programs).
Search for fitness sites, instructors, fitness paths, etc.
based on location-based services through maps, and
select the best fitness activities, fitness venues, and
travel methods.

(5) *e social sports service platform designed and
constructed based on cloud computing, “Internet +,”
and other technologies is essentially a loosely cou-
pled architecture, which can be flexibly connected
with existing systems and new systems in the future
and ultimately can achieve “data in the cloud.” *e
new application service model of “sports by your
side, applied in your hands” can satisfy the internal
service model and external service model. “Un-
manned guidance” issues practically introduce cloud
computing, big data, Internet + and other thinking
and technical methods into national fitness services,
realize the transformation of national fitness services
from artificial to intelligent, and effectively improve
the public service quality of national fitness.

(6) Provide a reference for building an “Internet +” smart
sports information service platform with authoritative
data support and persistent services, and ultimately
make it a part of smart sports and smart cities.
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4. Conclusions

With the continuous development of social economy, people
are paying more and more attention to sports. As a national
sport, social sports public service industry is valued. Aiming
at how to evaluate social sports public services, the relevant
technologies of smart cities is introduced in this paper, based
on TOPSIS, rank-sum ratio, entropy method, and other
methods, social sports instructors, the number of people to
be tested, and other analysis index systems are constructed
by trial, and they are divided by classifying, to explore the
public service level of social sports, aiming to explore the
evaluation of cloud service quality of social sports infor-
mation in the context of smart cities. *e simulation results
show that the relevant technologies of smart cities are ef-
fective, can support the quality evaluation of social sports
information cloud service, and can promote the further
popularization of social sports.
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In this paper, a high-level semantic recognition model is used to parse the video content of human sports under engineering
management, and the stream shape of the previous layer is embedded in the convolutional operation of the next layer, so that each
layer of the convolutional neural network can effectively maintain the stream structure of the previous layer, thus obtaining a
video image feature representation that can reflect the image nearest neighbor relationship and association features.'emethod is
applied to image classification, and the experimental results show that the method can extract image features more effectively, thus
improving the accuracy of feature classification. Since fine-grained actions usually share a very high similarity in phenotypes and
motion patterns, with onlyminor differences in local regions, inspired by the human visual system, this paper proposes integrating
visual attentionmechanisms into the fine-grained action feature extraction process to extract features for cues. Taking the problem
as the guide, we formulate the athlete’s tacit knowledge management strategy and select the distinctive freestyle aerial skills
national team as the object of empirical analysis, compose a more scientific and organization-specific tacit knowledge man-
agement program, exert influence on the members in the implementation, and revise to form a tacit knowledge management
implementation program with certain promotion value. Group behavior can be identified by analyzing the behavior of individuals
and the interaction information between individuals. Individual interactions in a group can be represented by individual
representations, and the relationship between individual behaviors can be analyzed by modeling the relationship between in-
dividual representations. 'e performance improvement of the method on mismatched datasets is comparable between the long-
short time network based on temporal information and the language recognition method with high-level semantic embedding
vectors, with the two methods improving about 12.6% and 23.0%, respectively, compared with the method using the original
model and with the i-vector baseline system based on the support vector machine classificationmethod with radial basis functions,
with performance improvements about 10.10% and 10.88%, respectively.

1. Introduction

With the continuous development of information tech-
nology, the way people obtain and store massive video in-
formation keeps developing towards diversification, and
video information gradually becomes the mainstream
multimedia data carrier. In the context of huge video data
resources, users face the challenge of how they can efficiently
retrieve video resources according to their interests [1].
'erefore, it is necessary to classify and organize the massive
video resources intelligently to facilitate users to retrieve

according to their preferences. Video semantic analysis
technology can annotate and classify important semantic
information in videos, and users can retrieve it according to
their preferred categories, which improves the efficiency of
users’ access to information. In addition, the host-based
implementation of video semantic analysis technology can
replace manual annotation work, reducing many human
resources and improving information utilization. Video
semantic concept analysis refers to the generalized de-
scription of video content after obtaining video sequences,
and the content of events, scenes, objects, and so forth is the
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multicategory semantic information contained in semantic
concepts. A large amount of video data has large intraclass
variations for the same action class, which may be caused by
background clutter, viewpoint changes, and movement
speed and style [2]. In particular, the feature information
generated by the deep learning model is very large. Only
when the attention mechanism is used in the huge feature
space can the model extract more effective features and
discard useless information. 'e high dimensionality and
low resolution of the videos further increase the difficulty of
designing efficient and robust recognition methods. Al-
though traditional manual annotation methods can achieve
the understanding and description of video semantic con-
cepts to a certain extent, the time and labor cost of manual
annotation are huge, subjective, and difficult to cross the
semantic gap between the underlying features and the se-
mantic understanding of video data, and its annotation
speed cannot achieve efficient classification and organization
of video data [3]. 'erefore, in recent years, researchers have
focused their research on how they can automatically access
the semantic concepts of video data and annotate, classify,
and organize rich video data. 'is research has significant
academic and applied value and helps to improve video
management techniques to make them more complete and
more efficient.

Video semantic concept analysis is a key and difficult
area in the field of machine learning and pattern recognition,
where video data can be efficiently and intelligently retrieved
and organized by recognizing and understanding the main
events, scenes, and objects in the video. In recent years, with
the rapid development of technology and the improvement
of the computing power of hardware devices, the way of
video acquisition has become faster [4, 5]. Video retrieval is
the process of finding a match in the video database
according to the user’s textual description according to a
specific algorithm and filtering all videos that match the
user’s needs according to some qualifying conditions. Group
behavior recognition technology can derive labels for crowd
scene images that can provide clues for retrieval of images
and videos of group scenes. 'e advancement of group
behavior recognition technology is a great boost to crowd
scene classification, labeling, and retrieval. With the pop-
ularity of electronic devices, especially mobile electronic
devices such as mobile phones, the change in people’s
lifestyles, and the need to record their productive lives, a
large amount of image and video data has been generated.
However, it is not a simple task to manage and utilize these
huge amounts of images and data [6]. A good starting point
can not only prevent the gradient descent algorithm from
falling into the local extreme point which is difficult to jump
out of but also reduce the time to find the global optimal
solution, if the initialization point is close enough to the
optimal solution. Current video retrieval technology relies
heavily on users submitting and sharing videos along with
video subject descriptions. 'is is difficult to achieve in real
time, and it is difficult to get down to the specifics, as de-
scribing specific details is tedious and time-consuming, and
only based on image and video analysis techniques can
achieve real-time frame-by-frame analysis. Group behavior

recognition techniques are of great interest for real-time
frame-level video classification retrieval of crowd scenes.

Classification and detection of video-based actions is an
important research topic in the field of computer vision,
which has a very wide range of applications in intelligent
human-computer interaction, video surveillance, telemedi-
cine, and other fields. 'e difficulties of traditional action
analysis tasks mainly come from several aspects: the dif-
ferences arising from the same action performed by different
people; the influence of environmental factors, such as
occlusion, viewpoint changes, lighting differences, and dy-
namic background interference; and the ambiguity in de-
fining the starting and ending points of the action. However,
the existing recognition and detection performance still falls
far short of the requirements for accuracy in practical ap-
plications. 'e reason for this is that, on the one hand, the
number of action classes in the existing dataset is limited and
cannot cover all actions in realistic scenes, and the definition
of the classes is relatively coarse, so themodels trained on the
coarse-scale action classes are not able to analyze increas-
ingly fine-grained action classes. Another important reason
is that action classes in existing datasets are usually hand-
selected and cropped, resulting in more significant episodic
and motion differences between classes, while action
boundaries in realistic scenes are usually fuzzy and uncer-
tain, and similarities between actions are often large, often
with only minor local differences in the actions. In such
cases, more fine-grained action discrimination and detection
are required. 'erefore, we believe that fine-grained action
analysis will facilitate further breakthroughs in the task of
action classification and detection, thus promoting the ad-
vancement of abstract theoretical research to practical ap-
plications in realistic scenes.

2. Related Work

How to represent the behavior in the video is the core problem
of behavior recognition research, which determines the rec-
ognition performance to a certain extent. 'ere exist many
feature representation methods, which can be divided into two
categories according to the source of features: handcrafted
features and features learned from samples [7]. Handcrafted
features are features designed by research experts based on
human visual principles. In contrast, features obtained from
samples are learned without prior feature design, and suitable
feature representations are found directly in training samples
by various types of learning algorithms, among which deep
learning methods have become the mainstream method for
learning features due to their excellent performance [8]. It is
pointed out that implicit knowledge is real in the practice of
competitive sports, especially in the acquisition of motor skills
where implicit cognition plays an important role, and a coping
strategy is proposed on how implicit cognition and explicit
cognition can be transformed into each other in motor skill
learning. Large-scale image retrieval systems necessarily have
high demands on the time overhead of retrieval [9]. 'e
performance problem is a difficult problem that must be solved
for retrieval on a collection of images of hundreds ofmillions of
sizes [10]. 'e basis of image retrieval lies in the similarity
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calculation between the query image and the database image in
the feature space. Calculating the similarity between each
vector following a linear traversal is very time-consuming [11].

How to ensure the efficiency of image retrieval systems
has been a key research direction in the fields of information
retrieval, machine learning, and computer vision [12].
Considering that the image features to be retrieved are not
uniformly diffuse in the feature space but in some specific
distribution pattern, it is sometimes not necessary to traverse
the whole query space to query for the nearest neighbor
feature vector. Based on this idea, many kinds of tree-based
index structures were proposed to narrow the retrieval
domain of the query vector by recursively partitioning the
feature space. 'e vector quantization approach, on the
other hand, lies in approximating the original features using
quantization to certain representative elements [13]. Deep
learning methods can learn multilayer feature hierarchies
and automatically construct high-level representations of the
original input. A large amount of data is used to drive
network training and model optimization to extract more
representative semantic features, thereby improving classi-
fication performance, making the limitations of traditional
manually designed feature extraction methods largely
avoided. Using quantization methods, the global features of
an image are usually quantized to sparse storage, and the
query features are associated with only a small number of
relevant quantization points during the similarity calcula-
tion, which corresponds to a reduction in the dimensionality
of the image features and therefore an increase in retrieval
speed [14].

In terms of tacit knowledge measurement methods, most
of the relevant results of hierarchical analysis and fuzzy
integrated measurement methods are used for specific ap-
plications [15]. In recent years, many scholars have started to
try to combine the relevant theories of discrete mathematics
with multicriteria decision-making to characterize the
weight information for multiple scenario comparisons and
decision-making. 'e theory of partial order set, as an
important element in discrete mathematical order theory, is
a very attractive decision support tool, and the options can
be compared and ranked by qualitative weight information.
No systematic theoretical system has been developed. Many
scholars have addressed the influence of nontechnical factors
on athletes’ performance from a psychological and philo-
sophical perspective. 'ere are more discussions about
implicit learning in psychology, alienation, and sustainable
development of competitive sports from a philosophical
perspective. 'e literature applying knowledge management
theory to the field of competitive sports practice is occa-
sionally found to be more general. A systematic study of the
basic theoretical issues of athletes’ tacit knowledge will
certainly make up for the lack of research in this field to a
certain extent, thus promoting the enrichment and devel-
opment of the theoretical system of athletes’ tacit knowledge.

3. Video Content Analysis of High-Level
Semantic Recognition Model Sports under
Engineering Management

3.1. High-Level Semantic Recognition Model Design under
Engineering Management. Interaction information is an
important clue for the task of group behavior identification,
and mining the interaction information between individ-
uals is crucial for identifying individual behavior and group
behavior. Group behavior can be identified by analyzing
the behavior of individuals and the interaction information
between individuals. Individual interactions in a cluster can
be represented by individual representations, and analysis
of the relationships between individual behaviors can be
modeled by modeling the relationships between individual
representations [16]. It is necessary to extract the ap-
pearance representation of individuals, to establish the
relationship between individual interaction and individual
representation, to analyze the behavior of individuals and
to analyze the model of group behavior and individual
interaction, and to obtain the group behavior by analyzing
individual representation, individual behavior, and inter-
action between individuals. 'e attention mechanism is
used in the individual fusion of interaction information.
After completing the establishment of the index based on
the random split rule, we input the automatically mined
dance element into each random tree in turn and imple-
ment the top-down matching process to find its nearest
neighbor in the feature space. By attention mechanism, we
mean that the model devotes more attention to the im-
portant information and allocates more attention to it. 'e
attention mechanism is essentially designed to pick out the
most representative information and discard features with
less information. In particular, the feature information
generated by deep learning models is very large, and only
by using the attention mechanism in large feature space can
the model extract more effective features and discard
useless information. Attention mechanisms can be used on
different dimensions of features, spatial attention to de-
termine which region in the image is more significant and
should receive attention, temporal attention to determine
which moment in the temporal sequence contains more
information, and channel attention to highlight the im-
portant role of certain channels in the feature. Achieving
attention can be done in both hard and soft ways; the hard
attention approach is by completely retaining and com-
pletely discarding some information. 'e soft attention
approach generates new states by calculating the weight of
information in the new state. 'rough this form, it is
possible to discover the cognitive differences between the
two knowledge elements that directly affect the sports
performance of the snow sports athletes to provide effective
help for coaches to adopt targeted training methods and
guidance strategies.

Computational Intelligence and Neuroscience 3



maxϕ(w) �
1
2

w1 · w
2

 

subject toyi w · xi(  − b  − 2≥ 0, i ∈ N,

(1)

where xi and y2
i represent the i-vector of the i-th training

language sample and the corresponding labels, respectively,
and w and b are the parameters of the classification hy-
perplane to be trained. 'is is an optimization problem with
constraints, and thus it can be optimized using the Lagrange
multiplier method, so the following function is defined:
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Since the error back-propagation algorithm is, in fact, a
search for states close to the extremum in a large numerical
solution state space, a good starting point can both prevent
the gradient descent algorithm from getting stuck in local
extremes that are difficult to jump out of and reduce the time
to find the global optimal solution, if the initialization point
is close enough to the optimal solution. Moreover, the re-
sponse threshold of the activation function is finite due to
the nonlinear factor of the model [17]. A good initialization
parameter can reasonably activate the activation function so
that most parameters are involved in the training, allowing
most neurons to participate in the expression without dying,
as shown in Figure 1.

'e data distribution of the dataset is often fixed and we
cannot change the data distribution of the dataset, so the
distribution of the parameters directly affects the output
response of this network, and if the range of the region of the
response is not in the expected interval, then the loss of the
model is huge and hard to debug. 'e parameter-trans-
formed output data should not appear in some uncommon
zones, which will make it more difficult to fit the model and
reduce its capacity.

max αi

����
����1 s.t. xi � Xα2i ,

I
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⎩ (3)

'e conceptual analysis of video semantics has been a
more active research direction in recent years due to the
potential applications of an effective understanding of hu-
man behavior in video and its interactions in the envi-
ronment in a variety of domains. To accomplish this
challenging task, several research areas have worked on
modeling multiple aspects of video semantics (emotions,
relational attitudes, behaviors, etc). 'e other subset con-
tains all the remaining video clips as the natural dataset to be
recommended.

In this context, understanding the underlying semantic
concepts in videos becomes crucial in interpreting complex
video events. In recent years, deep learning methods have
played an important role and have been widely used in
computer vision tasks such as image segmentation, detec-
tion, recognition, and retrieval. In the field of video semantic
concept analysis, how to cross the “semantic gap” and es-
tablish a mapping relationship between underlying features

and high-level semantics to extract abstract features that are
closer to the high-level semantics of video has become a core
problem for researchers to solve. Deep learning methods can
learn multiple layers of feature hierarchies and automatically
construct high-level representations of the original input,
using large amounts of data to drive the training of the
network and optimization of the model to extract more
representative semantic features, thus improving the clas-
sification performance, making the limitations of traditional
manually designed feature extraction methods largely
avoided. Since the feature construction process is fully au-
tomated, they are more general.

In our experiment, 10 video clips of each dance type are
simulated to the video that the user has clicked on, and the
final recommendation result is automatically obtained
according to the degree of matching with the dance style
excavated from the 10 input videos. Locality-sensitive dis-
criminant analysis is a classical supervised dimensionality
reduction algorithm that considers both the discriminant
information in the data and the geometric structure of the
data. By constructing intraclass and interclass graphs, the
method can better characterize the original local features of
the data manifold and preserve the original class labels of the
data with good discriminability. 'e sparse constrained
autoencoder enables the encoded learned feature repre-
sentation to better obtain the sparse reconstruction rela-
tionship between data by introducing SPP-constructed
graph constraints for the nonlinear autoencoder. 'is pre-
training model not only effectively exploits the natural
discriminative power of the sparse representation but also
largely alleviates the difficulties in the selection of the nearest
neighbor parameters.

J(f, g) � E(x, g(f(x))) −
1
2
zt r H

T
GsppH

2
 . (4)

In this framework, to exploit the structural information
between images, we wish to obtain the flow information of
the previous layer (which can be the input or pooling layer)
by constructing locality and sparsity graphs and using the
flow information to redesign the mapping relationships
between adjacent layers. 'ese graph construction methods
make the learned features more stable and discriminative as
the network depth deepens, further speeding up the con-
vergence and improving the generalization of the model
[18]. 'e objective function of the localization and sparsity-
preserving embedding convolutional neural network of
adjacent layers consists of two components: reconstruction
error between feature graphs of adjacent layers and graph
regularization. After completing the establishment of the
random split rule-based index, we input the automatically
mined dance elements into each random tree in turn and
implement a top-down matching process to find their
nearest neighbors in the feature space and recommend
dances in the natural dataset based on the cumulative
ranking of the matches of such features, as shown in
Figure 2.

'en the impact of differences like this on the perfor-
mance of the language recognition model is obvious.
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Depending on the method of selecting spatiotemporal in-
terest points, the current mainstream methods can be di-
vided into spatial-temporal interest point features and
trajectory features. Feature detection of local spatial-tem-
poral feature points usually selects spatial-temporal locali-
zation and scale by maximizing a specific saliency function,
and different detectors usually differ significantly in the type
and sparsity of the selected points. Feature descriptors
capture shape and motion features in a neighborhood of the

selected point of interest using metrics such as spatial or
spatial-temporal image gradients or optical flow.
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Behavioral event interviews, conducted with both high
and average athletes in snow sports, reveal the knowledge,
qualities, and abilities that snow sports athletes must have to
achieve excellent athletic performance, and this is often
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Figure 2: Campaign engineering management framework.
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implemented by interviewing only the research subjects
themselves. However, due to the special nature of sports
practice and the role of snow sports athletes, coaches and
athletes must spend time together, not only training and
competing together but also living together every day and
“feeling and fighting” for a few years or more than ten years,
and they are in contact with each other, and sports practice
activities such as training and competing are done jointly by
athletes and their coaches.

Considering the strong complementarity between spatial
flow features and optical flow features, choosing a suitable
fusion method can effectively improve the performance of
video classification. 'is method first extracts video image
frames to form image sequence and optical flow sequence.
'erefore, coaches even know their strengths and weak-
nesses better than athletes. Based on the relevant knowledge
information obtained by the snow sport athletes themselves,
the behavioral event interviews with their coaches can not
only provide a basis for the researcher to confirm the content
elements of tacit knowledge but also find out the differences
in the cognitive aspects of the knowledge elements that have
a direct impact on the athletes’ performance in snow sport,
to provide effective help for the coaches to adopt targeted
training methods and coaching strategies. 'is will help
coaches to adopt targeted training methods and coaching
strategies.

'e processing of video presents more challenges
compared to still images; for example, temporal se-
quencing is important for behavior recognition in video,
but how to reflect temporal information in the repre-
sentation of behavior still needs further research, as well
as issues such as occlusion, background noise, and in-
terclass differences, and further improvements in both
hand-designed features and deep learning features, as well
as how to fuse multiple features to improve recognition
rates, require further research.

3.2. Experimental Design for Video Content Analysis of Sports.
'e information in the two hidden layers can well contain
the language-related identity information of the speech
segment and reflect the nature of that speech segment; that
is, it can be considered as the language-related identity
information of that speech segment. 'is representation of
speech segments is more exploitable than the LSTM net-
work model. In fact, in the traditional language recognition
approach, the i-vector itself is also a representation of the
language vector after highly abstracting the high-level
semantic information, which is very similar to the nature of
the embedding vector. Moreover, the i-vector itself as-
sumes that the sample distribution of language recognition
conforms to a Gaussian distribution, whereas LSTM net-
works do not have such type of assumptions [19]. 'ere-
fore, if the i-vector, which reflects the nature of speech
segments, can be replaced by the embedding vector and
then the investor-based language recognition classification
method can be used for classification and scoring, theo-
retically, it can achieve better results than the i-vector
method.

'e subset used for dance style mining consists of 10
video segments from each dance genre; another subset
contains all remaining video segments as the natural dataset
to be recommended. 'is unbalanced method of slicing the
data exactly matches the reality. We know that a user
browsing a video on a website selectively selects only a small
number of videos to click through, while the amount of data
to be recommended in the webspace is huge. A video rec-
ommender should then be able to efficiently select videos
relevant to the video content that the user has clicked on for
recommendation from a large amount of distracting data. In
our experiments, 10 video clips of each dance genre are
simulated as videos clicked by the user, and the final rec-
ommendation results are automatically obtained based on
the match with the dance styles mined from the 10 input
videos.
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Its purpose is to guide the spatial stream to pay more
attention to the foreground area of the human body and
reduce the influence of background noise, to better obtain
the changes and differences between temporal and spatial
features, and to improve the rationality of the network to
extract video features. In the AP17-OLR dataset description,
the dataset provider also points out that there are some
differences between the training data and the test data used
for the experiments, and, in the cases of Japanese, Korean,
and Russian, the dataset directly gives the sampling envi-
ronments between the training and test sets, both in quiet
conditions and in speech segments mixed with noise. Also,
the provider of the dataset points out that the sampling
environments of Kazakh, Tibetan, and Uyghur are com-
pletely different from the situations of all other languages,
and there are some differences between the training and test
sets. Whereas DNN-like networks (including LSTMs) are
more sensitive to such issues, the impact of differences like
these on the performance of language recognition models is
obvious if there is no good method for channel compen-
sation, or if existing channel compensation measures are not
sufficient to solve the problem. In fact, in the models de-
scribed in the previous sections of this paper, there is a
significant degradation in the recognition accuracy of some
of the languages; taking the LSTM-1-MFCC network as an
example, the false rejection and false acceptance rates for
each specific language in this network are shown in Table 1.

'e video semantic concept analysis task is richer and
more complex compared to recognition tasks such as image
classification, and complex situations such as background
dynamic information interference, angle transformation,
and target blocking can occur in different scenes. Although
convolutional neural networks have achieved great success
in image classification and recognition tasks, how to model
the spatial-temporal features of videos and obtain the spa-
tial-temporal information contained in videos is still one of
the main problems that need to be solved urgently for video
semantic concept analysis using deep learning methods.
Many works have designed various effective deep
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convolutional neural networks for learning and extracting
static frame appearance information and motion timing
information of videos, such as adding a temporal dimension
to the 2D convolutional kernel of convolutional neural
networks and expanding it to the 3D convolutional kernel to
extract both spatial and temporal dimensional features.
Considering the strong complementarity between spatial
flow features and optical flow features, choosing a suitable
fusion method can effectively improve the video classifica-
tion performance. As a result, a recognition rate of almost
100% is obtained. When the trajectory feature is used, the
trajectory information of the limb movement is captured,
which greatly enhances the expression of behavior. Espe-
cially when the MBH descriptor is used, the recognition rate
of boxing and applause is increased by more than 20%. 'e
method first extracts video image frames to form image
sequences and optical flow sequences, then extracts spatial
flow features and optical flow features by the convolutional
neural network, and introduces optical flow attention layer
from temporal flow network to spatial flow network by
mining the nearest neighbor relationship and association
information between features in the flow embedded spatial
flow convolutional neural network to guide the spatial flow
to pay more attention to the human foreground region and
reduce the influence of background noise. 'us, the vari-
ations and differences between spatial-temporal features are
better obtained, as shown in Figure 3.

'e visual attention mechanism is a unique signal
processing mechanism of the human brain; through the
observation of the global sample to determine the focus area
and area of interest, the key information closely associated
with the target will be quickly accessed; attentionmechanism
frees people from the colorful and complicated information
and improves the efficiency of information processing, and it
is introduced into the field of computer vision to improve
the computer to solve image, video, and other prediction and
analysis tasks. Consider that optical flow can be used to
direct human foreground attention when appropriate
compensation is applied to the movement of the lens. We
investigate the combination of spatial streaming embedding
CNN and temporal streaming CNN to form a dual-stream
convolutional neural network to learn video features [20].
'e purpose of introducing an optical flow attention layer
from the temporal network to the spatial network is to guide
the spatial flow to pay more attention to the human fore-
ground region and to reduce the effect of background noise.
'us, the variation and differences between spatial-temporal
features are better obtained and the rationality of the net-
work to extract video features is improved. Attention is a
mechanism used to give more weight to a subset of elements,

and the optical flow attention map is directed to foreground
regions and helps the spatial flow convolutional network to
learn distributed feature representations around these re-
gions to accomplish the label prediction task. In dual-stream
convolutional networks, we propose an optical-stream at-
tention layer to model the interaction of the two networks,
which can be trained end-to-end using stochastic gradient
descent and back-propagation algorithms.

Improve the efficiency of users to obtain information. In
addition, the video semantic analysis technology based on
the host computer can replace manual annotation work,
reduce a lot of human resources, and improve the utilization
rate of information. Considering the perceptual wildness of
spatial information, the range of neighboring points can be
expanded. When building a graph structure, the most ex-
treme case, where the current node can be associated with all
other nodes on the graph, can be achieved by the subsequent
adoption of attention mechanisms or the amount of in-
formation passed. 'e inclusion of all nodes in the graph, as
well as the interconnection of all nodes to each other, is a
fully connected graph, constituting a complete graph that
allows information about all locations to be perceived
by each other. It allows each member to have a large
enough perceptual field to recognize a larger range of spatial
patterns.

4. Analysis of Results

4.1. Performance Results of High-Level Semantic Recognition
Models under Engineering Management. By changing the
length of the input sequence from 5 to 10 frames, the ac-
curacy of the model was improved by 0.9%, but as we
continued to increase the length of the input sequence to 15
and 20 frames, the accuracy of the model started to decrease.
'e reason for this phenomenon is that the size of the video
dataset is relatively small and overfitting occurs when the
input sequence is too long. Since each RGB image frame
corresponds to 10 adjacent frames of the stacked optical flow
image, the 10-frame input contains 100 consecutive frames
of spatial-temporal information in the video clip, which is
sufficient to represent the main semantic information of the
video clip.

After the selection of the best input sequence is com-
pleted, the two-stream network stream embedding param-
eters and the confidence fusion parameters are set, and the
experiments are firstly conducted to search the grid for the
two parameters, and the best parameter for stream em-
bedding is obtained as 0.2. After the stream embedding
parameters are fixed, the experimental analysis of the effect
of the confidence fusion parameter changes on the model

Table 1: Network specific to each campaign.

Name Ct-cn Id-id Kazak Ko-kr Tibet
Ct-cn 1233 11 0 23 0
Id-id 11 1234 11 0 0
Kazak 23 11 1234 11 23
Ko-kr 0 0 11 1234 11
Tibet 35 0 223 11 1234
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performance is conducted, and the semantic concept de-
tection accuracy based on different confidence fusion pa-
rameters is shown in Figure 4.

'ere is difficulty in designing an efficient and robust
identification method. Although the traditional manual
labeling method can realize the understanding and de-
scription of the video semantic concept to a certain extent,
the time and labor cost of manual labeling is huge, and the
subjectivity is strong. 'e vertical coordinate in the Carte-
sian coordinate system indicates the corresponding video
semantic detection accuracy at different confidence pa-
rameters. 'e video semantic concept detection accuracy
keeps improving when the values are taken in the interval
[0.1, 0.7], which proves that the confidence of the classifier
based on the probability error has an important contribution
to the final category prediction. 'e model prediction
performance is best when it is 0.7, so this chapter chooses to
take a value of 0.7 as the confidence parameter of the dual-
stream network classifier. 'e performance of feature en-
gineering-based algorithms IDT remains competitive; in
addition, many methods based on deep learning were
combined with IDT to achieve better results, but several
video semantic analysis methods with the best model per-
formance are deep convolutional network-based algorithms,
and CD methods do not have an advantage over traditional
methods due to many model parameters and more difficult
training. 'e basic dual-stream network model has achieved
good results by emulating the human visual mechanism and
has a better understanding of the spatial and temporal in-
formation of the video. 'e TSN method is built based on
the dual-stream network model, which can learn video
features efficiently by modeling long time scales and com-
bining sparse sampling strategies and video supervision
methods, and it has achieved good results. 'e proposed
method in this paper has 0.4% higher accuracy than TSN.

'is shows that the proposed method can better reflect the
nearest neighbor relationship between samples and struc-
tural features, as well as the complementary relationship
between images and optical flow, and the method of con-
fidence fusion classification can effectively obtain video
semantic concept features and improve the accuracy of video
semantic concept detection, as shown in Figure 5.

'e research has important academic significance and
application value and helps to improve the level of video
management technology, making it more complete and
more efficient. In the process of optimal learning of video,
features consider the nearest neighbor relationship between
samples, association features, and so forth to construct
stream shape constraint terms; optical flow attention
mechanism was introduced to guide the spatial flow to pay
more attention to the foreground region and reduce the
influence of background noise, and, to better obtain the
changes and differences between spatial-temporal features,
in the acquisition of contextual information of video frame
sequences, LSTM was introduced to construct stream shape
embedding and optical flow attention based dual-stream
CNN video semantic concept detection model. 'e pro-
posed method can better reflect the nearest neighbor rela-
tionship and structural features between samples, as well as
the complementary relationship between images and optical
streams to obtain effective video semantic concept features,
and the confidence fusion classification method for the
category score results of the two-stream SoftMax layer can
more effectively improve the accuracy of video semantic
concept detection.

4.2. Experimental Results of Sports Video Content Analysis.
As shown in Figure 6, the classification accuracies achieved
by different coding and normalization methods are
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compared using spatial-temporal interest point features with
the number of topics varying between 10 and 100. As the
number of topics increases, all coding methods achieve
significant performance gains, but after the number of topics
is 60, the performance does not change much.'e difference
between the results obtained when using vector quantization
and local soft assignment is small, and the different nor-
malization methods make a limited contribution to the
recognition rate, with exponential plus l normalization
achieving the best classification accuracy for most of the
number of topics. 'e performance mostly improved as the
number of topics increased, and the best performance was
obtained when the number of topics reached 80 and then
decreased. For soft assignment coding, there was a more
significant decrease in classification performance compared
to the results for spatial-temporal interest points, and the
performance fluctuated by a maximum of more than 15
percentage points using different normalization methods.
For both classes of descriptors, soft assignment coding
tended to achieve optimal performance in combination with
l. Group behavior recognition technology can derive tags of
crowd scene images and can provide clues for retrieval of
pictures and videos of group scenes. 'e advancement of
group behavior recognition technology has greatly pro-
moted the classification, labeling, and retrieval of crowd
scenes.

In Figure 7, the confusionmatrix under different features
is presented, and it is evident that walking and waving have
the highest recognition rate among all cases, and, corre-
spondingly, boxing and clapping have the lowest recognition
rate.'is is in line with the expectation that, in terms of form
movements, boxing and clapping focused on upper limb
movements and have a high degree of similarity, while
walking and waving, which are more differentiated from the
rest of the behaviors, obtain a recognition rate of nearly
100%. When trajectory features are used, the trajectory
information of the limb movements is captured, which

substantially enhances the representation of the behaviors,
especially when MBH descriptors are used, increasing the
recognition rate of boxing and clapping by more than 20
percentage points at maximum.

We obtained a classification accuracy of 89.63% using
spatial-temporal interest points, which results in a 6-per-
centage point improvement. It is reasonable to assume that
similar behaviors have similar characteristics and thematic
distributions. Describing behaviors with mixed topic
probability distributions is superior to the approach of
corresponding a topic to a class of behaviors. One advantage
of the topic model is that topics can be considered as a mid-
level semantic feature and then used to describe more
complex behaviors. Inevitably, there are similar form
movements in different behaviors; for example, boxing and
clapping both have similar upper body movements. 'us,
different behaviors share the same themes, and each be-
havior has its distribution of themes, which enhances the
discriminative nature of the features.

Overall, principal component analysis preprocessing
of raw features not only reduces the feature dimension-
ality, thus making it less demanding on computational
resources, but also retains most of the discriminative
primary information, while having a suppressive effect on
noise caused by various reasons, and whitening was also
performed in the experiments to reduce the correlation
between features, further improving the robust perfor-
mance of recognition. 'e difference in the performance
of the same action by different people; the influence of
environmental factors, such as occlusion, viewing angle
changes, lighting differences, and dynamic background
interference, etc; and the start and end points of the action
are blurred. 'e use of principal component analysis to
preprocess raw features has an important impact on
improving the performance of recognition. 'e principal
component analysis projects the original features onto the
feature components, which objectively suppresses the
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Figure 4: Effect of confidence parameters on model performance.
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noise to a certain extent but, at the same time, inevitably
brings about a loss of information.'ese two effects cancel
each other out; if the noise component is large, the utility
achieved by suppressing noise is large, which brings an
increase in recognition rate, while the information loss
effect is large and the corresponding performance is de-
creased. On the other hand, the performance of densely
sampled features is superior, and the number of features
to be processed is increasing, especially for video signals,
which are particularly computationally intensive. If PCA
is used to preprocess the original features, the number of
feature dimensions is significantly reduced while retain-
ing most of the information, resulting in little degradation
in classification performance, which will greatly reduce
the computational effort and improve the response speed,
which is significant for applications that require real-time
signal processing.

5. Conclusion

Better performance has been achieved after its introduction
into the field of computer vision. In the word-packet
framework, it has been shown that different feature encoding
methods have an important impact on performance. In-
spired by this, the impact of different coding methods
combined with normalization methods on the classification
performance of probabilistic implicit semantic analysis
models is focused on, and it is found experimentally that
local soft assignment coding combined with exponential
normalization methods substantially improves the recog-
nition performance; the impact of principal component
analysis preprocessing raw features on performance is also
examined, and when the features contain more noisy
components, the computational effort is significantly re-
duced, while the classification recognition performance is
even improved when the features contain more noisy
components. However, the performance improvement of
the fusion model for the language recognition model is
limited. In addition, the idea of this paper is still stuck on the
traditional pattern recognition task flow of the feature ex-
traction-classification recognition model, and the two sep-
arated links may also affect the performance of the model to
some extent. 'erefore, a language recognition model based
on an end-to-end approach is a very promising problem.
'en the spatial flow features and optical flow features are
extracted by the convolutional neural network, and the
nearest neighbor relationship and association information
between features are mined by stream shape embedded in
spatial flow convolutional neural network, and the optical
flow attention layer from the temporal flow network to
spatial flow network is introduced to guide the spatial flow to
pay more attention to the human foreground region and
reduce the influence of background noise so that the vari-
ations and differences between spatial-temporal features can
be better obtained. 'en the features obtained from the two
streams were input in temporal order to learn temporal
features, and, finally, confidence fusion was performed on
the classifier results of the two streams to detect the video
semantic concept categories.
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)e sublevel caving method without sill pillar is used to improve the cost of mining.)e analysis is performed according to unique
geographical environment and the current mining technology of the mine.)e wireless communication network is used to budget
and control the work cost of mining. Simulation operation about unit explosive dosage, fan-shaped deep hole interval, hole
bottom distance, and collapse step distance is performed. Experiments have shown that budget and control of the cost of mining
workers with wireless communication technology can manage mining data and guide the design of mining data.

1. Introduction

)e cost control by mining personnel is a relatively complex
system. Due to the continuous changes in the production of
mining factories, the cost control of mining personnel needs
to consider the overall balance of different links, continuity,
and uncertainty, in order to carry out effective identification
and optimization, and control the cost of mining personnel
of mine engineering. With the rapid development of science
and technology, digitization and visualization technology
have been widely used in various fields. As the main
component of the mine, development plan for cost control
of mining personnel is needed, digitizing and visualizing the
mining activities, timely and accurately recording and
expressing the engineering changes in the mine pit, and
improving the mining level and work efficiency [1–3].

)e construction of an integer model is used to optimize
the location of fans in the network and the selection of
structures in this paper.)e cost of ventilation is normalized
to minimize it. For the same problem, the nonlinear un-
mixed model covers special constraints and branch

constraints, which are the basis for semiconstrained design,
and optimizes the answer.

2. Establishment of Operational
Research Model

)e constrained flow network problem only includes the
best deployment location of personnel and building selec-
tion to allocate personnel to all predetermined network
branches [4–6]. )e problem of nonholonomic constraints
of the network will face a dual task. In addition to deter-
mining the best placement of personnel and the choice of
structures, it is also necessary to control the people flowing
into unclear branches.

2.1. Constrained Flow Network Problem. Because the dis-
tribution of personnel in the network is known, the con-
strained condition conditions do not need to be discussed,
and then the objective function of this problem can be
expressed by formula (3), and its constrained conditions are
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b

j�1
Rj Qj



Qj + HRj − HNj − HFj  � 0,

HRj, HNj ≥ 0, j � 1, . . . , b.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(1)

Obviously, this is a nonlinear programming model,
which is transformed into a linear programming model by
introducing bivariate Yj and the objective function is
transformed by obtaining this value Yj.

Yj �
1, HFj > 0,

0, other,
 , CpQj � aj,

minimize Z � 
j∈L

ajHFj + 
j∈L

CjYj.

(2)

)e constrained conditions are



b

j�1
bij Rj Qj



Qj + HRj − HNj − HFj  � 0,

HRj, HFj ≤ 0, j � 1, . . . , b,

HFj ≤djYj, j ∈ L,

Yj � (0, 1).

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(3)

In the formula, dj � maxHFj. When HFj ≠ 0, Yj � 1 ;
when HFj � 0, Yj � 0 时. So when Yj � 1, Yj � 0, and a
larger value may appear in Z.

2.2. Half Constrained Flow Network Problem. Assume that
the minimum value Lj and maximum values Uj of
branchers, respectively, flow to ambiguous branchers and
are represented by the objective function [7].

MinZ � 
L

j�1
CjQjHFj + 

L

j�1
Cj. (4)

)e constrained conditions are



b

j�1
aijQj � 0,



b

j�1
bij Rj Qj



Qj + HRj − HNj − HFj  � 0,

Lj ≤Qj ≤Uj,

HRj ≥ 0,

Xj � (0, 1),

QjHFj ≥Pj, Xj � 1,

QjHFj � Pj, Xj � 0,

j � 1, . . . , b,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(5)

where Pj is the minimum power allowed on branch j.
It can be seen from the previously mentioned objective

function and constrained conditions that they are all non-
linear. So we need to transform it into a linear programming.
During the transformation, the decompression is first

determined, and then, the solutions for each subset are
established. All solutions need to form the elements that
make up the aggregation L for Xj. Finally, this nonlinear
programming is a linear programming, and then, the best
solution is selected. )e specific method is verified in the
following example.

3. Specific Application of Operations Research

Figure 1 is a cost network diagram of a miner. It is composed
of nine branches and six nodes, and each wind resistance is
constant. According to the specific situation, the personnel
can be configured for seven minutes when branching. On 8,
the structures are at branches 3, 5, and 8.

)e distribution of personnel on each branch is shown in
Table 1.

3.1.ProblemSolving forConstrainedFlowNetwork. We select
the spanning tree {1, 2, 5, 6, 9}, and the matrix can be
obtained bij

bij �

1 2 3 4 5 6 7 8 9

−1 1 0 1 0 −1 0 0 0

0 1 0 0 1 0 1 0 0

1 0 0 0 0 1 0 1 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (6)

)en, the objective function can be expressed as

minZ � CpQ5HF5 + CpQ7HF7 + CpQ8HF8

+ C5Y5 + C7Y7 + C8Y8.
(7)

)e constrained conditions are

−R1Q
2
1 + R2Q

2
2 + R4Q

2
4 − R6Q

2
6 � 0,

R1Q
2
1 − R2Q

2
2 + R3Q

2
3 + HR3 − R5Q

2
5 − HR5 + HF5 � 0,

R2Q
2
2 + R5Q

2
5 + HR5 − HF5 + R7Q

2
7 − HF7 � 0,

R1Q
2
2 + R6Q

2
6 + R8Q

2
8 − HF8 � 0,

HF5 ≤ d5F5,

HF7 ≤ d5F7,

HF8 ≤ d5F8,

Yj � (1, 0), j � 5, 7, 8,

HRj ≥ 0, j � 3, 5, 8,

HRj ≥ 0, j � 5, 7, 8.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(8)

After calculation, the best solution is to set up two
personnel on branches 7 and 8, respectively, where the wind
pressure on branch 7 is 11330.6 Pa, 840.8 Pa of which is
shared by branch 8. )e main auxiliary equipment is set on
branch 3.

)e best solutions are usually difficult to be found for the
multifunctional optimization problems. Most of them adjust
each target in a balanced manner and meet the requirements
based on the problem to obtain the best balanced solution
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with certain accuracy and practical significance. Here, the
decisive objective function and constraint conditions in the
problem are shown. Fuzzy theory is combined with intel-
ligent algorithms to solve chaotic optimization problems.
)e dark color of more than one thousand targets is most
suitable for the best dextrin of the basic thousand single
targets. In the fuzzy set of the optimal solution of each target,
the solution of each target is satisfied as much as possible.

(1) )e objective function of the formula MOP problem
is complex and only provides a very large membership
function. On the premise of satisfying the constraints as
much as possible, the larger the objectives, the better, and
there is an upper limit but no lower limit. )e upper limit is
the best value for each single goal optimization [8–10].
)erefore, the ray shape is selected as the correlation
function for each target.

μ fk(X)(  �

1, fk(X)> c01,

fk(X) − c0k + δ0k

δ0k

, c0k − δ0k <fk(X)≤ x0k,

0, fk(X)≤ c0k − δ0k.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(9)

In the formula, μ(fk(X)) specifies the membership
function fk(X) of the target. )e target value fk(X) for the
target optimization of the target monomer c0k. )is is the
added value of target δ0k accepted by policy makers, and it is
determined by scaling to a certain extent on the basis of
optimizing the target value into a single target (Figure 2).

)e specific solution steps of the wireless communica-
tion network method are as follows:

Step 1. Use the following wireless communication
network algorithm to find the optimal solution to the
constraints of each single-objective function:

maxfi(X), i � 1, 2, . . . , p,

gi(X)≤ 0, i � 1, 2, . . . , m,

hj(X) � 0, j � 1, 2, . . . , l.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(10)

Find the optimal solution of the constraint of the
previously mentioned objective function.
Step 2. Stretch each single target value to a certain
extent; that is, determine the added value
Step 3.)e fuzzy of each objective function, that is, the
function that determines the degree of membership of
each objective function, is as follows:

μ fk(X)( , k � 1, 2, . . . , p. (11)

Define the satisfaction degree of all membership
functions as

λ � min μ fi(X)( , μ f2(X)( , . . . , μ fp(X)  . (12)

Step 4. Substitute c0k δ0k into (3) to obtain expression of
p membership function.
Step 5. Based on the max-min law of the fuzzy set
theory, the maximum satisfaction degree method is
used to convert the multiobjective problem into a

Table 1: Distribution of personnel in branches.

Branch Wind resistance Rj Personnel Qj Position of personnel Structure placement

1 0.34 35.35
2 0.41 37.02
3 0.54 18.02 Allowable
4 0.91 20.02
5 1.43 17.02 Allowable Allowable
6 1.66 17.35
7 0.22 35.02 Allowable
8 0.17 37.35 Allowable Allowable
9 0.01 72.25

3

2

54

3

9

2

7

8

1

4

61
6

Figure 1: Cost network of mining personnel.
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single-objective nonlinear problem. )e mathematical
model is as follows:

max λ,

f1(X) − δ01λ≥ c01 − δ01,

· · ·

fk(X) − δ0kλ≥ c0k − δ0k,

· · ·

fp(X) − δ0pλ≥ c0p − δ0p,

0≤ λ≤ 1,

gi(X)≤ 0, i � 1, 2, . . . , m,

hj(X) � 0, j � 1, 2, . . . , l.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(13)

Step 6.)e wireless communication network algorithm
is applied to solve the previously mentioned single-
objective fuzzy optimization model and find the op-
timal value of each objective function under a given
satisfaction degree (90%).

3.2. Problem Solving for Half Constrained Flow Network.
)e personnel on branches 3, 4, and 7 are known to be
18.00m3/s, 20.00m3/s, and 35.00m3/s, and a new matrix aij

can be obtained.

aij �

1 2 3 4 5 6 6 8 9

−1 1 0 1 0 1 0 0 0

1 −1 1 0 −1 0 0 0 0

0 1 0 0 0 0 1 0 0

1 0 0 0 0 1 0 1 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (14)

We define the personnel of branches 7 and 8 as surface
personnel and branch 5 as a candidate for underground
personnel. )e objective function is

minZ � Q5HF5 + aHF7 + Q8HF8. (15)

Suppose Z1 � (Qi + HF8)/2, Z2 � (Q8 − HF8)/2 and
then introduce nonnegative special variables λk, uk, and vk,
so that kλk � 0, kuk � 0, kvk � 0. )en, Z1, Z2, and Q8
can be expressed as Q8 � KλkQ8k, Z1 � kukZ1k,

Z2 � kvkZ2k.)en, the previously mentioned problem can
be transformed into linear programming, and its objective
function is

minZ � Q5HF5 + Q7HF7 + 
k

ukZ
2
1k − 

k

vkZ
2
2k. (16)

After calculation, the wind pressure on branch 7 is
840.88 Pa, the wind pressure shared by branch 8 is 113.6 Pa,
and the wind pressure on branch 5 is 374.35 Pa.

4. The Basic Function and Innovation of the
Cost Control System for Mining Personnel

A simulation model of the mine’s in-pit visual production
system is built according to the actual situation of the
specific mine at first, and simulation operation is per-
formed after the model is verified and confirmed.)e in-pit
production process is observed dynamically in the mine. In
addition, the operating status of each stage of the biological
flow system of mine can be analyzed in real time. )e
development logic program of the dynamic optimization
policy decision system for the three-dimensional dynamic
visualization of underground mine engineering is as fol-
lows [11, 12].

(1) Information about mine production systems is
collected for specific mines. It contains the param-
eters related to the tunnel formation system: the
logistics process, production capacity, and technical
parameters and capabilities of related equipment in
the production system of coal mining, ventilation,
transportation, drainage, and so on.

(2) Statistical analysis and integration is performed for
the previously mentioned collected data related to
the cost control system for underground mining
personnel.

(3) Analyze the various influencing factors of mine
production, define the boundaries of the mine lo-
gistics system, and divide the subsystems according
to the functions of the logistics process of mine.

(4) On the basis of a large number of field investigations
and statistical analysis, the statistical rules and pa-
rameters of each part of the mining system are
determined.

(5) )rough the mine layout system and production
system of the built mine, the connection and con-
version relationship between the various subsystems
of the mine production is found out, the integration
capability of the various equipment of the mine
production system and the logistics system is
established, and a fully visualized underground mine
model of mining personnel cost control system is
built.

(6) According to the simulation software of WITNESS,
the cost control system model of the underground
mining personnel of the mine is reasonably con-
verted into a computer simulation model.

0

1

Cok- δok C ok fk (X)

Figure 2: Membership function curve.
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(7) )e reliability simulation of the simulation model
was verified, the interference of random factors was
eliminated, the simulation results were statistically
analyzed, and unreasonable factors in the system
were found.

(8) )e model is improved to make it more in line with
the actual mine production system.

(9) According to the actual production of mine, the
simulation operation of the mine logistics system is
carried out. According to the simulation results, the
mine logistics system is rationally optimized and
integrated, to apply the improvement plan to the
mine production practice and compare the improved
demonstration operation result with the actual mine
production practice effect for evaluation.

Among them, the key issues in the development of the
mining personnel cost control system are as follows.

(1) Collect true information about mine production
systems for specific mines: the parameters of the
tunnel configuration system, coal mining, excava-
tion, ventilation, transportation, drainage, and other
logistics process, production capacity, and technical
parameters and capabilities of related equipment

(2) Import mine development engineering drawings
(Figure 3) into the WITNESS system. )e imported
engineering drawings will be imported to the pre-
built system modules based on the actual under-
ground mining personnel cost control system
process (Figure 4: the mine underground mining
personnel cost control system process) to build a
simulation model of the mine’s in-pit visual pro-
duction system.

(3) Perform the validity check of the simulation model
of the in-pit visual production system in the mine.
Transform the parameters of field survey and sta-
tistical analysis (including technical indicators such
as underground logistics equipment capability,
failure rate, repair rate, and other reliability indi-
cators) into computer simulation models. Carry out
simulation operation, analyze it combined with the
actual logistics system operation, carry out validity
check, and ensure the validity of the simulation
system.

5. Realization of Cost Control of
Mining Personnel

5.1. Projective Transformation. )e functions of the wireless
communication network-like calculation procedure library
cannot directly generate arc surfaces. If the NURBS surface
adopted cannot be correctly controlled, it cannot meet the
need of explaining the lane. In addition, the complicated
program leads to the low operation efficiency. In this study,
an arched lane is made by adding a tangent plane.)e arched
lane is composed of two concentric cylinders with different
radii and two concentric circular plates. Projective trans-
formation is an important graphics conversion technique

whose purpose is to define the view. )e extra part outside
the field of view is intercepted, and the final image is only the
relevant part of the visual field.

In perspective projection, the projection close to the
point is very large, the projection from the viewpoint is very
small, and the projection that reaches the extreme point
disappears and becomes the vanishing point. )e projection
is mainly used for meeting animation requests, visualization
and other image display areas. In themine mining intelligent
analysis system, the proportional relationship between the
alleys remains unchanged after the projection transforma-
tion for a more reasonable use of the relative spatial positions
of different projects for the mining project layout of the
mine.

5.2. Illumination Treatment. )e illumination model of the
algorithm is, for example, wireless communication network,
radiation, ambient light, diffused light, specular light, and so
on. )e radiation is emitted directly from the object and is
not affected by the light source. Ambient light is scattered
multiple times from the light source through the environ-
ment, and light that cannot determine its direction is
considered to come from all directions. )e diffused light
comes from a certain direction. It is brighter when it is
perpendicular to the object than when it is tilted. After ir-
radiating the object, it will be distributed evenly in all di-
rections. Specular light comes from a specific direction and
reflects in other directions.

)e purpose of the illumination model is to make the
generated graphic image be truly felt by performing complex
calculations on normal, light sources, materials, and so on.
)e command to start the illumination model is glEnbale.

Bunker in producing area

Belt conveyor
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Coal loading
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Figure 4: )e process of the cost control system for underground
mining personnel.

Figure 3: Mine development engineering drawing (partial).
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LIGHTING), gDiscable (GL_LIGHTING) turn off the
current light.

5.3. Plane Normal Vector. )e calculation vector strictly
represents the direction between multiple countries. Open
GL needs to use the normal vector to calculate the angle of
light irradiating the object. In order to generate a three-
dimensional image, the normal vector of the object must be
defined. )e wireless communication network algorithm
uses two functions to define the normal vector. )e first
function means the three component values of the normal
vector, respectively, given by the function. Second, define a
pointer with three elements. )e wireless communication
network does not provide a function of the corona calcu-
lation method. )erefore, it is necessary to create a corre-
sponding program for the developer. )e normal vector
algorithm designed in this research is verified by actual data
and is accurate and effective.

5.4. Integrated Implementation. )e characteristics of the
following aspects are mainly reflected in the research and
development process.

(1) In order to facilitate the development and use, this
system adopts a modular design concept to construct
a three-dimensional dynamic visualization system
and related equipment modules for the engineering
in the pit. Using this modular structure, different
mines can be constructed: underground laborers and
three-dimensional dynamic visualization simulation
to determine the needs of the system.

(2) Regarding the logistics process and flow of the
simulation system model, in the CAD engineering
drawing of the actual mine production system, such
as the introduction of mine development andmining
plan, the structure configuration and construction of
the simulation system can be fully adapted to the
actual system (Table 2).

6. Examples and Results of the Analysis

Miner cost control is one of the important tasks of mining
production. )rough more accurate miner cost forecasting
and control, parameters and mining parameters of the mine
blocks are adjusted economically and reasonably, the per-
sonnel are arranged, and the personnel costs are reduced to
improve results and benefits.)e cost of mining personnel is
closely related to the entire mining system and is affected by
ventilation, drainage, transportation, and mining processes.
)e factors that affect the cost of mining personnel interact
in a complex manner. Due to the complexity of the system, it
is difficult to use traditional methods to build accurate and
complete prediction and control models.

6.1. Mining Equipment. )e equipment used in the mine
development includes powdered ammonium nitrate ex-
plosive, light oil, detonating cords, explosive tubes, and
detonators. )e prices are shown in Table 3.

6.2.MiningTechnology. Whenmining, the parameters of the
mining process mainly include explosive unit consumption,
row spacing, hole bottom distance, and collapse steps. Based
on the theoretical and experimental research on the blast-
ability evaluation of metal ore and the optimization of deep
hole excavation parameters of the in-pit excavation sites,
these parameters need to be considered in the optimal
control model of production.

6.2.1. Preliminary Determination of Explosive Unit
Consumption. All test blast holes are artificially filled.
According to relevant data and experience, the unit con-
sumption q value of the funnel test explosive is taken as
3.25 kg/m3 and detonated at the bottom of the hole with an
explosive tube detonator. After the explosive is filled, it will be
severely blocked by taphole clay. After the blast hole is mined,
the falling part of the laccolith around the funnel mouth is
subtracted to determine the boundary of the funnel mouth.
Take the blast hole as the center, take the radii r of nine
funnels in different directions directly at 45°, use the average
value as the radius r of the collecting funnel, to measure the
actual minimum resistance cord w, and calculate the mining
action index n.)e funnel test data based on test statistics and
calculation benchmarks are shown in Table 4.

)e average radius r of the mining funnel obtained from
Table 4 is 0.88m, the average minimum resistance cord is
0.65m, and the actual mining action index n� r/w � 1.38.
)e explosive consumption q value in actual standard unit is
in turn calculated as 1.68 kg/m3 according to the formula of
Polis Aube.

)e number of columns in each unit consumption value
experiment is all 10 columns, and the number of tests is four
times. )e number of columns corresponding to each
detonation is two columns, two columns, three columns, and
three columns. )e detonation is delayed in milliseconds
between the columns, and the time interval should not be
less than 50ms. Table 5 shows the mining test results when
different explosives are consumed separately.

Synthesizing the analysis and summary of the mining
effect of multiple experiments, the reasonable unit con-
sumption range of the mining area is 0.82–0.88 km/m3, and
the unit consumption value is set to 0.86 km/m3 in the
mining design. )e actual unit consumption is controlled
within the range of 0.82–088 kg/m3.)e effect after mining is
ideal, and the volume fraction is low (3%–25%). Afterwards,
its impact on the construction is very small.

6.2.2. Selection of the Distance between the Row Spacing of
Fan-Shaped Deep Hole and the Hole Bottom. In the collapse
of mining place, the interval between the fan-shaped deep
holes is the minimum resistance line, which is usually de-
termined by the diameter of the hole, the characteristics of
the ore, the power of the explosive, and the degree of rock
fragmentation. )e distance between the bottom of the hole
is the vertical distance between relatively shallow hole
bottom and the deep blast holes.)e blast hole density factor
is the ratio of the bottom hole distance to the minimum
resistance line, that is,
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m �
a

w
, (17)

wherem is the blast hole density coefficient; A is the bottom
hole distance, m; w is the selection of the minimum resis-
tance line.

)e three parameters m, a, and w directly determine the
hole density of the blast hole. )e minimum resistance line
reflects the density of the hole web between columns, and the
bottom hole distance reflects the hole web density of the
deep holes in the column, and the blast hole density coef-
ficient reflects their mutual relationship. Whether the

Table 2: )e modular structure of cost control for mining personnel.

Serial
number Module name Module content Module role

1 Mining equipment Shearers, supports, roadheader, etc. Used for selection and layout of
equipment

2 Transportation equipment Mine carts, belt conveyors, transfer conveyor, mine carts
tippers, scraper conveyors, etc.

3 Lifting equipment Main and auxiliary shaft hoists, cages, small winches, etc.
4 Ventilation equipment Fans, dampers, air ducts, etc.
5 Drainage equipment Water pump, pipeline, drain, sump pit

6 Underground personnel Coal mining, tunneling, support personnel, maintenance
personnel, management personnel, etc. For personnel management

7 Laneway
Horizontal main alley, underground parking lot,

transportation main alley, transportation dip entry,
crossheading, etc.

Used for 3D dynamic visualization
of underground engineering

8 Underground chamber Coal bunker, gangue bunker, etc. System layout
9 Main and auxiliary shaft Main shaft, auxiliary shaft, air shaft
10 Coal face Comprehensive mining, general mining, etc. Selection of coal mining method
11 Face of heading Comprehensive mining, general mining, etc. Selection of tunneling methods
12 Support module Working face support module, laneway support module Selection of support mode

13 Mine production cycle
operation module

Cycle operations of coal mining, tunneling, auxiliary
production, etc. Selection of work organization form

14 Mine excavation plan Layout drawing of underground mining, layout drawing of
mining work surface, etc.

Base map of the simulation system
layout

15 CAD module CAD system, CAD library Import and draw CAD drawings
16 JMP analysis module System reliability analysis indicators, etc. Analyze the reliability of the system

17 Auxiliary function System maintenance and other module Other auxiliary functions of the
supplementary system

Table 3: Prices of mining equipment.

Composition Price Average price
Powdery ammonium nitrate explosive/(yuan/t) 4700∼7000 5500
Diesel/(yuan/L) 709∼760 728
Detonating cord/(yuan/m) 51∼59 55
Nonel/(yuan/m) 10∼16 126
Detonator/(yuan/send) 84∼94 87

Table 4: Mining funnel test parameters.

Blast hole
number

Explosion
load (kg)

Loaded
length (m)

Blockage
length (m)

Funnel
radius (m)

Design minimum
resistance line (m)

Actual minimum
resistance line

Mining effect
evaluation

Data
selection

1 087 04 05 084 065 066 Uniform
lumpiness Reserve

2 087 04 05 088 065 068 Uniform
lumpiness Reserve

3 087 04 05 — 065 — Rushing stone Reject

4 087 04 05 085 065 062 Uniform
lumpiness Reserve

5 087 04 05 074 065 073 Size of lump Reject

6 087 04 05 118 065 055 Many chunk
and fragment Reject
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selection of these three parameters is correct will directly
affect the economic and technical indicators in the mining
process.

Combining the experience of various metallurgical
mines, the blast hole density coefficient can be m� 1.0∼2.0.
)e relationship between theminimum resistance linew and
the blast hole diameter d can be selected for reference from
the actual data of the relevant mine. )e value of the
minimum resistance line used in mines is roughly as shown
in Table 6 [13–15].

After the previously mentioned analysis, the design unit
consumption is 0.85 kg/m3, and the actual unit consumption
is mining tests with different distances and intervals in the
range of 082–087 kg/m3. In the test, the hole bottom dis-
tances are divided into five groups, namely, 1.8m, 2m,
2.3m, 2.4m, and 2.5m, respectively. Each group corre-
sponds to seven kinds of intervals, 14m, 15m, 16m, 18m,
19m, 20m, and 21m, respectively. )e test site is located on
the 2280 floor on the reexcavation channel of no. 23–25
detection line and the no. 19 detection line. Part of it is
arranged on the return way of the no. 19 exploration line on
the 2265 floor.

After mining, the mining effect records and analysis of
seven different intervals are performed corresponding to
five different hole bottom spacings. As the hole bottom
distance and discharge interval increase, the impact of front
row mining on the rear row of blast holes becomes more
and more serious. )e blast holes in the back row are
blocked and misaligned more and more. )e destruction of
the eyebrow line gradually became apparent. )e ceiling
and the two groups will also be increased if they are
missing. Obviously, the progress of the next mining project
has slowed down. In the case of a certain hole bottom
distance, as the cannon hole density coefficient increases,
the volume rate after mining gradually decreases. If the big
blast hole density coefficient increases to a certain range, a
larger volume rate will be maintained. )e relationship is
shown in Figure 5.

Considering the comprehensive mining effect and
project progress, the reasonable row spacing is 1.6–1.8
meters, and the reasonable hole bottom distance is 2–22
meters.

6.2.3. Determination of the Step Pitch of Ore Caving.
According to the results of multiple mining tests and the
determination of the loss of ore drawing poverty, if two roads
are used for collapsed mines simultaneously, the step distance
of collapsed mines should preferably be three rows in each
direction; that is, the stepped distance of collapsed mines is
about 53m. When a one-way road falls into a mine, the
collapsedmines steps are preferably four columns per road. In
other words, the collapsed mine step is about 7 meters.

)rough a large number of field mining tests, mining
parameters can be selected from Table 7.

6.3. Design of Wireless Communication Network.
Compare the ratio of the amount of ore mined at one time to
the cost of material used for mining 1m3. )e price per-
formance ratio is considered as a measurement index, and
cost performance is used as the output point of the model. In
this way, the cost of equipment and personnel required for
the volume of ore of the mining unit and the mining pa-
rameters are considered as the influencing factors of the
system. )is neural network model has nine input nodes.
Influence. In other words, the model has nine input nodes.
Due to the cost performance as the output of the model, the
model has only one output node.

We collected a total of 20 learning samples, as shown in
Table 8.

)e first nine items in Table 6 are the input factors of the
learning sample, and the last item is the output quantity. Use
the samples in Table 8 to train the network. Before training,
you should normalize the data not in [0, 1].

)e model training, prediction, and appropriate pro-
gram design calculations are carried out,. )e model ac-
curacy during training is 0.001, and the learning step is
selected as 0.05. After 17 repetitions, the accuracy reached
the requirement and the training was completed. Figure 6
shows the error variance curve during model training. At
this point, the connection weight of each node of the model
has been determined. )e same type of samples can be
predicted at any time.

According to the range of mining equipment andmining
process parameters, each element of the model is valued

Table 5: Mining test results of different explosive unit consumption.

Unit
consumption/kg/
m3

Row
spacing
(m)

Hole bottom
distance (m) Mining effect Open wiring

condition
Top board
situation

Two side-
wall

situation

Rear blast hole
situation

091–095 16 20 Overgrind of ore Damaged
severely

Lots of falling
lumps and
pumice

More
slanting side-

wall

Serious blocking of
holes and dislocation

086–091 16 20 Small lumpiness,
partly fine ore Small damage More pumice Less slanting

side-wall
More plugged holes,

less dislocation

082–086 16 20
Uniform

lumpiness, less
fine ore

Less damage
Partial pumice
and falling
lumps

Less slanting
side-wall

Less plugged holes
and dislocation

075–082 16 20
Uneven

lumpiness, high
lump rate

Less damage
Less pumice
and falling
lumps

Rarely
slanting side-

wall

Occasionally plugged
or misplaced
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Table 7: Mining parameters.

Mining parameters Explosive unit consumption/(kg/m3) Row spacing (m) Hole bottom distance (m) Ore drawing step pitch/row
Parameter value 0.83∼0.873 5∼1.9 1.8∼24 2∼5

Table 6: Correspondence table of the relationship between the minimum resistance wire and the diameter of the blast hole.

Blast hole diameter (mm) Minimum resistance line (m) Blast hole diameter (mm) Minimum resistance line (m)
50–60 12–17 60–85 18–28
60–70 15–22 90–125 26–45
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Figure 5: )e relationship charts between the blast hole density coefficient and the yield rate of large lumps.

Table 8: Learning sample.

Mining unit volume of ore mining equipment consumption Operational parameter
Performance

price ratio/(m3/
yuan)

Powdery
ammonia
dynamite/
(yuan/m3)

Diesel/
(yuan/
m3)

Detonating
cord/(yuan/

m3)

Nonel/
(yuan/
m3)

Detonator/
(kg/m3)

Explosive unit
consumption/

(kg/m3)

Row
spacing/

m

Hole
bottom
distance/

m

Ore
drawing

step pitch/
row

457 50 235 39 53 85 170 20 4 2672
435 48 224 3 42 82 172 21 4 3128
459 49 228 32 45 85 172 20 2 2693
471 51 265 33 46 87 16 19 2 250
444 48 225 30 41 82 166 21 3 307
453 49 235 34 48 84 171 20 2 2579
464 50 230 33 46 86 171 22 4 2930
455 49 228 36 50 84 169 19 3 2155
449 48 217 34 47 83 178 22 2 2740
463 50 228 31 43 86 168 21 3 2832
451 47 223 30 42 83 176 20 2 2809
463 50 240 31 44 86 171 22 3 3224
464 50 226 38 44 86 177 21 3 3672
454 49 236 29 41 84 164 21 4 3079
460 46 215 32 42 85 176 21 3 3284
455 49 238 33 45 84 19 22 3 2915
461 50 246 31 43 85 178 22 3 3332
460 49 244 34 47 85 167 2 4 2816
447 48 237 29 41 83 166 21 4 3556
445 49 225 31 43 82 173 21 2 3166
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using interval intensive scanning technology in turn, which
is used as the prediction sample of the model. Due to the
large number of input factors and prediction samples, in
order to ensure the comprehensiveness of the prediction
samples, a computer is used to obtain values for the nine
elements in sequence. Unsolicited data is automatically
deleted. )e selected prediction samples can be directly
input into themodel for prediction, and the performance-to-
price ratio of all prediction samples can be obtained. Table 9
shows the results of the inverse normalization after the
prediction of the seven groups of prediction samples of the
model.

According to the prediction results in Table 9, the devi-
ation between the prediction and the actual situation is rel-
atively small, and the prediction and actual results of the third
and seventh groups are relatively high. Multiple production
practices and wireless communication networks are com-
bined to predict and control the cost of miners.)is leadmine
uses the best mining parameter values of the collapse method
without sill pillar division. )e explosive unit consumption is
0.87 kg/m3, the row spacing is 1.76m, the hole bottom dis-
tance is 2.2m, and the collapse step is 5.26m. At this time, the

actual price ratio of development reaches 33.78/yuan, which
meets the production requirements.

7. Conclusions

In this paper, experiments on the budget and control of the
cost of mining workers by wireless communication network
technology have been carried out to prove that the char-
acteristics of sandstone deposits are used to optimize the
data, and the budget and control model of the cost of mining
workers through wireless communication network tech-
nology are summarized.)emethod can accurately improve
the mining work, guide the new direction of the mining
design work, and provide favorable experience and data for
mining similar mines.

Data Availability

)e labeled datasets used to support the findings of this
study are available from the corresponding author upon
request.

Table 9: Model prediction results.

Number

Mining unit volume of ore mining equipment
consumption Production process parameters Performance

price ratio

Powdery
ammonium
nitrate/

(yuan/m3)

Diesel/
(yuan/
m3)

Detonating
cord/(yuan/

m3)

Nonel/
(yuan/
m3)

Detonator/
(kg/m3)

Explosive unit
consumption/

(kg/m3)

Row
spacing/

m

Hole
bottom
distance/

m

Ore
drawing
step
pitch/
row

Predicted Actual

1 459 51 241 40 53 86 161 21 5 2735 2690
2 459 48 223 31 41 85 170 21 3 3023 3071
3 459 48 228 33 45 86 176 22 4 3293 3374
4 459 49 230 35 43 85 165 21 3 3123 3141
5 471 49 238 34 46 88 176 22 4 3009 3034
6 464 51 264 33 45 86 18 22 4 3021 2993
7 470 48 224 30 40 87 155 22 4 336 3357
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Figure 6: Training error curve.
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Building information modeling (BIM) is evolving as a digital infrastructure model for innovation in the construction field. -e
innovation-enabling potential of BIM has been highly neglected in the literature. -is study explores the innovative potential of
BIM, specifically its value in enabling construction innovation (CI). -rough reflective research and a literature review, the
relationship between BIM and CI is redefined, BIM-CI’s value spectrum and underlying mechanisms are mapped and their
required resources and activities are illustrated.-e results indicate that different BIM applications provide various proinnovation
environments wherein CI may flourish. Extra attention should be paid to BIM-enabled systematic collaborative innovation and
digital innovation ecosystems with BIM as the core infrastructure that integrates the physical space with cyberspace to accelerate
radical innovation. -is study extends BIM management research by considering digital innovation and providing a new
perspective for CI management theory and practice. -e results will provide academics with a solid point of departure for
developing relevant research and serve as a reference for practitioners who intend to utilize BIM for efficient innovation in
construction projects.

1. Introduction

Since it was first proposed in the 1970s, building information
modeling (BIM) has become the newest trend in the con-
struction field. An effort has been devoted to pursuing the
potential of BIM. Some have focused on the functionality
provided by BIM (e.g., clash detection and energy analysis),
while others have emphasized productivity and efficiency
achievements enabled by BIM, such as existing construction
management tools being integrated with open BIM to extend
their capabilities in construction ecosystems [1] as well as
integrating and enabling BIM capabilities to improve

construction projects in combination with other innovations
(e.g., new materials and new technologies such as three-
dimensional (3D) printing, cloud computing, and robotics).
-ese have led to advancements in the recognition and
application of BIM.

However, regardless of the benefits related to produc-
tivity improvement in particular activities, the innovative
capability of BIM has been highly neglected in the literature
[2, 3]. Innovative capability involves the ability of BIM in
enabling its user or organization/network to work differently
(i.e., innovate) for improvement [2]. Evidently, construction
innovation (CI) is pivotal to the ultimate success of
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construction projects and is key to the sustainable devel-
opment of the construction sector [4]. Although the con-
struction industry is often perceived as conservative, its
inertia characteristics (e.g., stakeholder complexity, frag-
mentation, low profit margins, and low productivity rates)
render it “ripe for digitization” [5, 6]. It has been demon-
strated that due to the characteristics of digital technologies
(i.e., convergence and reprogrammability), tremendous
benefits are expected from digital technologies for CI. -ere
are very few researchers who have noticed this aspect of the
potential of BIM, and most relevant research has used case
studies to describe the process or the outcome of CI enabled
by BIM through the application of specific functionality
(e.g., 3D representation) during certain stages (e.g., the
design phase) of construction projects [2, 6]. Systematic
research on the innovative capabilities of BIM is extremely
scarce.

-e essential reason for this lack of academic research
and untapped practical potential may be the absence of a
holistic picture of the value of the innovative capability of
BIM in construction projects. -us, the purpose of this
conceptual study is to map a value spectrum of the ability of
BIM to enable innovation in construction projects. To
achieve this goal, reflective research and a qualitative lit-
erature review were conducted to reidentify the relationship
between BIM and CI. By coupling CI classifications and BIM
application modes, a value spectrum depicting a holistic
picture of the innovative capability of BIM is mapped and
analyzed, and its underlying mechanisms and required re-
sources and activities are also illustrated.

Innovation-related research in the BIMmanagement field
mostly considers BIM as an innovative application or tech-
nology and examines its adoption, application, and imple-
mentation based on innovation diffusion theory or the
technology acceptance model [3, 7]. A BIM application is an
evolving, dynamic, and complex sociotechnical process. In-
deed, BIM is more like an innovation engine rather than
simply a technological innovation in the construction field. By
exploring the innovative value potential of BIM and analyzing
the value spectrum of innovations that enable BIM in con-
struction projects, this study contributes to the body of
knowledge by extending the scope of BIM management re-
search considering digital innovation management. Fur-
thermore, this study provides a new perspective for CI
management theory and practice. Reshaping the relationship
between BIM and CI and creating a value spectrum of the
innovative capability of BIM will serve as a solid departure
point for developing relevant research and guiding practi-
tioners in executing project management based on BIM to
develop innovative solutions in order to address engineering
problems, improve efficiency, and build better projects.

2. CI in the Digital Era

-e construction industry is a diverse, project-based sector
[8]. Architecture, engineering, and construction (AEC)
projects are distributed (i.e., designed and constructed by
multiple, autonomous actors), heterogeneous (i.e., com-
prising communities with distinct skills, expertise, and

interests), and sociotechnical (i.e., requiring trust, values,
and norms as well as information technology (IT) capa-
bilities and complex fabrication processes) [6]. -e con-
struction industry has always been regarded as a
conservative economic sector because it involves large
volumes of repetitive work. However, the completion of
iconic mega projects, such as the Burj Khalifa Tower in
Dubai and the Hong Kong-Zhuhai-Macao Bridge, also
underscores the immense innovative potential of this sector.

Currently, the digitization of the construction industry is
overwhelming. -e inertia characteristics of the construc-
tion industry (e.g., stakeholder complexity, fragmentation,
low profit margins, and low productivity) render it “ripe for
digitization” [5, 9]. In the new digital era, the construction
industry is required to build better buildings and offer better
service in a shorter time and with tighter budgets, which
pose more challenges to CI and make the improvement of its
efficiency imperative [3]. Under such circumstances, digital
technologies claim to be a promising new path for improving
CI efficiency. Today’s construction technology landscape
offers a wide variety of innovative digital solutions for
optimizing project constraints in terms of scope, time, cost,
quality, and resources [5]. Based on the findings reported by
the World Economic Forum regarding the likely impact of
new technologies and global drivers influencing the future of
construction, digitization-enabled innovation—which in-
cludes a range of capabilities such as data creation, man-
agement, reality capture, analytics, and automation control
and tracking—is one of two broad technical trends [10]. -e
other trend is innovation in building materials, which is not
included in the scope of this study [11].

Digital innovation involves the use of digital technology
during the innovation process. Nambisan et al. [12] con-
ceptualized digital innovation as the creation of, and the
consequent change in, market offerings, business processes,
or models resulting from the use of digital technology.
Boland and Lyytinen [6] indicated that the two fundamental
properties of digital technology are their reprogrammability
and data homogenization. Together, they provide an envi-
ronment of openness and flexibility that is used to create
convergent and generative innovations [6]. By overviewing
the evolutionary process of CI, Skibniewski and Zavadskas
[13] indicated that advanced information and communi-
cation technologies develop rigidly and rapidly to ensure the
realization of innovative solutions for emergent, dynamic,
and complex engineering problems. BIM appears to be at the
center of most advancements in digital construction [11].
After the implementation of BIM, a series of innovations,
whether incremental advancements toward design and
construction management or more radical advancements
toward robotics or direct digital construction, will emerge
and thus improve management efficiency [11]. Up until this
point, BIM has been a prospective solution for improving
the efficiency of CI [5].

2.1. Innovative Capability of BIM in Construction Projects.
In the digital economic era, BIM is considered the main
paradigm of the construction industry’s technological
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transformation [14]. -e BIM concept was originally pro-
posed by Charles Eastman in the 1970s. Since then, issues
related to BIM have attracted much attention. Research
shows that innovation is one of the most popular topics in
BIM management research [7].

Liu et al. [3] conducted a thorough bibliometric analysis
of the BIM literature focused on innovation-related topics to
investigate the latest status and trends. -e results of the
bibliometric analysis showed that the number of innovation-
related articles in BIM research publications has increased
over the past decade, while relevant researchmostly depicted
BIM as an innovative IT system and investigated its adop-
tion, implementation, and performance based on innovation
diffusion theory or the technology acceptance model from a
technology-centered perspective. -e characteristics of the
ability of BIM to enable innovative action have generally
been the focus of research. Innovative capability is the ability
of technology to enable its users to pursue innovative ac-
tivities [2]. Selçuk Çıdık et al. [2] highlighted that most
relevant research still focused on what BIM technology can
provide as a technological window of opportunity in con-
struction projects. -e topic of what and how people use
BIM on a daily or routine operational basis to improve
construction projects remains underresearched, which
means that there is ambiguity regarding the innovative
capability of BIM in construction projects. In other words,
the ability of BIM to enable a construction project network
to build or possess the ability to work differently (i.e., to
innovate) in order to improve performance has been highly
neglected. -us, a clear illustration of the enabling capability
of BIM for CI, that is, a clearly defined relationship between
BIM and CI as well as a thorough analysis of the value level of
the ability of BIM to enable CI, is highly necessary.

3. Methodology

Recently, there have been an increasing number of re-
searchers claiming that divergent thinking and creative
research methods are required for construction research
[11]. In particular, conceptual advances are considered
critical to the vitality of scientific research, which should be
encouraged for prosperity [11, 15].

Research design and method selection are extremely
effective and have the greatest potential for innovation when
they match the nature of the research question [16]. In this
study, the research question concerns the value spectrum of
the ability of BIM in enabling CI. -e purpose is to establish
a conceptual or structural framework and detail, articulate,
chart, describe, and depict the innovative capability of BIM.
A conceptual study with a delineation goal can serve this
research purpose [15].

Conceptual articles are devoted purely to thought-based
conceptions and are devoid of data [15]. If inductive and
deductive reasoning becomes difficult, and empirical data
are either not available, are too costly for exploration, or are
not particularly useful, then reflective research is a valid
qualitative research method that is suitable for abductive
topical reasoning and resolving this paper’s research ques-
tion [11]. Reflective research methodologies are frequently

used in research groups; however, they are less often applied
to academic research in the construction field. Nevertheless,
Singh [11] claimed that this kind of exploratory research
could benefit the research community by identifying outliers
that are not limited by methodological rigor or statistical
evidence [11]. In this research, the concept and character-
istics of the innovative capability of BIM were perceived and
constructed by thoroughly reviewing the relevant literature,
including books, reports, and other sources. Given that CI
enabled by BIM is a dynamically evolving, complex process,
aside from literature reviews, authors have discussions with
colleagues and attendees of international conferences to
delineate the innovative value of BIM. Further, thought
experiments have been utilized to map the value spectrum.

Actor network theory (ANT), path creation theory
(PCT), trading zone theory (TZT), and digital innovation
theory have been applied to assist the research process. Based
on ANT, technology and other artifacts are regarded as
actors shaping roles and relationships in networks [17].
Under this perspective, we can take BIM application in
construction projects as a rearrangement of an innovation
network. BIM, as the equivalent of other innovation actors,
breaks the behavioral and interactional modes between
innovation networks and provides a transparent and syn-
chronizing information-sharing channel, thus cultivating
propitious conditions for innovation to occur. Although the
initial development of digital innovation theory in the
context of an information system or the organizational
science discipline is still in its infancy [12], the overwhelming
development and application of pervasive digital technol-
ogies in various industries have challenged the underlying
logic of traditional innovation theory. New logic for un-
derstanding the novel paradigm of innovation induced by
pervasive digital technologies has been provided, for ex-
ample, taking digital innovation management as a sporadic,
parallel, and heterogeneous process of forking, merging,
terminating, and refining problem-solution design pairs;
shifts in participant cognition and sense-making in
emerging distributed innovation as well as the importance of
digital platforms with orchestrationmechanisms [12, 18]. All
the aforementioned examples provide a proper theoretical
framework on which our reflective study may build. Re-
garding the driving mechanism under CI enabled by BIM,
this study takes advantage of PCT and TZT to demonstrate
how BIM stimulates innovation on the individual actor level
and from the interaction perspective among multiple in-
novation network actors.

4. Redefining the Relationship between BIM
and CI

Indeed, BIM is much more than a purely simple innovative
technology; rather, it is an engine that promotes CI [19].
With the emergence of the digital economic era, BIM is
considered the heart of smart/digital construction, and it will
evolve as a digital infrastructure/platform for innovation in
the construction field [9, 19]. Research has established BIM
as a significant innovator [20]. -e use of BIM can generate
both technological and organizational innovation and
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enable potentially radical innovation that could disrupt the
entire industry [9].

-e current innovative capability of BIM has attracted
the attention of researchers. For instance, Selçuk Çıdık et al.
[2] proposed a conceptual continuum by synergizing the
polarized functionalist (i.e., technology-centered) and
nonfunctionalist (i.e., human-centered) perspectives on BIM
to analyze its innovative capability. Boland and Lyytinen [6]
found that BIM implementation in Frank O. Gehry’s
projects instigated diverse innovations, each of which cre-
ated a wake of innovation. -ey concluded that Gehry’s
adoption of 3D BIM as the representational tool disturbed
the ecology of interactions and stimulated innovations in his
project networks by providing path-creating innovation
trajectories in separate communities of practice, creating
trading zones in which communities could create knowledge
about diverse innovations, and offering a means for inter-
calating innovations across heterogeneous communities [6].

-e aforementioned research concerning the innovative
capabilities of BIM primarily focuses on the scope of design
practice. Increasingly, the enabling effect of BIM on CI has
been expanded to the project life cycle or beyond. In a
deductive case study, Holmström et al. [19] investigated how
sociotechnical actions such as adoption, reuse, and re-
combination of designs and processes empower the users of
BIM tools to not only achieve productivity improvement in
particular activities but also build system capabilities that
enable new ways of working. Recently, the incorporation of
BIM within the life cycle project management system in the
construction field has been highlighted [21, 22]. All of the
evidence previously shown demonstrates that the collabo-
rative application of BIM throughout the entire life cycle of a
construction project will disrupt the CI ecosystem and
provoke the emergence of new innovation patterns, the
reduction of communication costs, and the creation of
digital convergence that may lead to new interactions and
relationships between innovators. New knowledge, skills,
and innovative possibilities, accompanied by the associated
cognitive and social translation, can occur through the
penetration of boundaries [23]. -erefore, by considering
the life cycle project management theory and aligning it with
the analytical framework used by Boland and Lyytinen [6],
this study redefines the relationship between BIM and CI
(Figure 1).

CI represents the engineering of problem-oriented in-
novation activities on the construction project level, which
are usually completed collaboratively. -e path for CI can be
illustrated as a dynamic problem-solution matching process
from both an individual organizational perspective (i.e., path
creation) and a cross-organizational perspective (i.e., col-
laborative innovation). During these processes, the
embeddedness of BIM serves to activate an individual or-
ganization’s subjective initiative and accelerates collabora-
tion between organizations to support CI.

A CI network enabled by BIM can be considered a digital
ecosystem, a concept that Sawhney et al. [24] defined as a
complex intermeshing of an interdependent group of or-
ganizations, people, products, and things that work on a
shared digital platform for a mutually beneficial purpose and

value creation. In this digital ecosystem, BIM, as a shared
digital platform or orchestrator, as claimed by Nambisan
et al. [12], offers a convergent approach to make project data
available for multiple construction technology use cases
(e.g., design management, document management process
simulation, and project scheduling), thus becoming a key
driver of innovation, emergent ecosystem behavior, and
value creation [24, 25].

As demonstrated in Figure 1, BIM provides a window of
opportunity for people to work differently to improve (i.e.,
innovate) on an operational level in separate practice
communities [26]; path creation enabled by BIM provides
innovation trajectories for actors within their organizational
boundaries. For example, triggered by the demands and
opportunities of high-profile projects and the state of de-
velopment within each firm, participants in innovation
networks enabled by BIM could mindfully invent their own
innovation trajectories at different paces. Moreover, some
could be more collaborative in their project organization,
whereas others could be more experimental with materials
and work practices [6].

According to Galison [27], when community boundaries
cross or overlap during a project, a trading zone emerges.
Owing to certain occasions or specific project tasks, various
innovations can be interplayed in trading zones supported
by BIM at permeable boundaries (shown in Figure 1 as the
circles of dotted lines). In these trading zones, owners,
designers, and contractors take artifacts (e.g., the BIM
model) authorized by BIM as boundary objects or a common
language to constantly refine and mutually adjust their
interrelationship, thereby establishing a new interdependent
network system so they can work together to produce in-
novative solutions for various design, construction, and
delivery tasks. For example, based on a BIM platform, a
construction company can work with trade contractors and
third-party software developers to develop a tool for the real-
time monitoring of construction workers to track worker
safety, productivity, and well-being [24]. Path creation and
the interplay of various innovations in trading zones will
together lead to the so-called “wakes of innovation” enabled
by BIM among the construction project network [6]. During
these processes, knowledge evolves, learning occurs, and
new action patterns are constructed.

Although BIM is an overall approach, BIM application is
a dynamically evolving elaboration, because there are var-
ious functional specifications that can be implemented at
different phases of a project’s life cycle that can bring dis-
tinctive benefits and costs [26]. In reality, the application of
BIM shows various possibilities with different functions (i.e.,
what BIM can do)—depending on when, where, and how
people use it—and the interactions among individuals
during its implementation (i.e., what people can do with
BIM) [2]. -erefore, different types of BIM implementation
will provide various levels of enabling effects on CI. How-
ever, people realize that BIM application has innovative
value for construction projects and its users; however, the
problem lies in how much value it brings and, particularly,
how and in which situation the application of BIM can
contribute to improving innovation efficiency for actors and
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networks of construction projects. -is vagueness on the
innovation value spectrum of BIM will consequently hinder
construction projects in terms of taking full advantage of
BIM to assist CI [26].

5. Value Spectrum of the Ability of BIM to
Enable CI

5.1. Application Modes of BIM for Construction Projects.
As previously mentioned, there are many possibilities of the
application of BIM in construction projects, or various so-
called “BIM applicationmodes,” which are highly dependent
on the type of interactions and relationships between the
participants and how BIM is used [28]. Based on a case study
of 25 BIM projects, Taylor and Bernstein [29] identified 4
BIM application modes—the visualization, coordination,
analysis, and supply chain integration modes—which are
consequently incrementally involved in the BIM experience.
From the interoperability perspective, Grilo and Jardin-
Goncalves [28] acknowledged that various interaction styles
between project network actors can lead to different kinds of
BIM utility, namely, communication, coordination, coop-
eration, collaboration, and channels. To sum up, because of
the heterogeneous and systematic characteristics of BIM,
BIM allows various application statuses to coexist in the
construction industry. In this study, grounded on the
aforementioned literature coupled with validation from
senior BIM experts, the BIM application modes finally in-
clude the visualization, coordination, analysis, collaboration,
and infrastructure modes.

5.2. Classification of CI. -e classification of CI made by
Slaughter has been commonly acknowledged in this field
[8, 20], which will be applied to be the framework measuring
the innovation value level of BIM in this study. As per
changes regarding the concept and its linkage to other
components, Slaughter classified CI into five

clusters—incremental, modular, architectural, system, and
radical—as shown in Figure 2.

According to Figure 2, incremental innovation is a small
improvement to the standard practice based on existing
experience and knowledge that influences the constraints of
a specific element. Incremental innovation is usually more
frequent in the construction industry than in other indus-
tries, such as the manufacturing industry. Actors from the
entire value chain of a construction project can generate
incremental innovation, for instance, by improving the
products provided by a supplier or modifying the on-site
construction process. Modular innovation is a relatively
large change on the concept level within a component that
has limited influence on the links to other elements or
systems. -e replacement of drawing with hands with
computer-aided design (CAD) is a typical example of
modular innovation, which only changes the way people
design or draw in terms of the concept of design drawing; the
changes to the relationships between design groups are very
limited (i.e., they are still done using 2D paper drawings).
Contrary to modular innovation, architectural innovation
requires only trivial modification of concepts/elements but
substantial revisions of the linkages with other elements/
systems, such as incorporating self-compacting concrete.
-ere is no obvious change to the concrete technique itself; it
is the fact that under gravity, the fluidity, density, and
homogeneity of concrete can be achieved without additional
vibrating process changes in the interaction and intercon-
nection between the activities related to this work. To
achieve new functions or levels of performance, system
innovation involves the integrative innovation of multiple
innovations that requires the effective rearrangement of the
subsystems comprising the system and relative changes in
corresponding elements/systems. One example is the ap-
plication of ballastless tracks in railway construction. -e
realization of systematic innovation, such as a ballastless
track, requires the integration and coordination of multiple
independent innovations (e.g., new orbital technology, new
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Figure 1: Relationship between BIM and CI.
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roadbed construction technology, and new maintenance
technology). Radical innovation is a rare and unpredictable
breakthrough in science or technology that might lead to the
essential reform of an entire industry. For instance, the
realization of the so-called digital twins (DT) mode may
overturn the overall working logic for the construction
industry.

-e five types of innovation presented through the
model can be arranged as per the scale of required change
from the current state-of-the-art practice as an incremental,
modular, architectural, system, and radical [4] (see Table 1).

-e innovation classification system proposed by
Slaughter [4] is utilized as the innovation value metric for
measuring the innovative capability of BIM. On the one
hand, the enabling effect of the application modes of BIM on
CI is highly dependent on the willingness of actors in distinct
communities (innovation path creation for concept change)
and the interaction mode and interrelationship between
various project network communities (linkage changes
based on trading zones). On the other hand, assuming that
innovation provides improvement through change, an in-
novation classification model based on the degree of change
is appropriate. As demonstrated in Table 1, it is easier to
describe the specific resources and activities (e.g., the timing
of commitment, degree of coordination within the project
team, need for special resources, and type and level of active
supervision) [4] required for the application of BIM to
enable the relevant level of CI. -e alignment of the ap-
plication of BIMwith the classification of CI in exploring the
value of the innovative capability of BIM is demonstrated in
Table 1.

5.3. Analyzing the Value Level of BIM in Enabling CI.
Based on the combination of Slaughter’s [4] CI classification
system and the BIM application mode summarized in this
study (as shown in Table 1), the value spectrum for the
innovative capability of BIM will be analyzed as follows
(Figure 3). In Figure 3, the x-axis represents the evolution of
BIM application modes, while the value of the innovative
capability of BIM is demonstrated on the y-axis. As the scope
and maturity level of a BIM application evolves, BIM ap-
plication modes become more innovation-friendly envi-
ronments. In other words, in different application modes,

BIM provides different levels of innovation value. -e wider
the scope and the more mature the implementation of BIM,
the higher the innovation value of its application in a
construction project.-us, the BIM applicationmode can be
arranged according to the innovative value level of aspects
such as visualization, coordination, analysis, collaboration,
and infrastructure, as illustrated in Figure 3. -is value
proposition is not very solid and rigorous because incre-
mental innovation to some actors may be considered
modular or systematic innovation to other actors. -us, the
analysis and results herein are conducted on the con-
struction project level and depart from the perspective of
general project benefits.

5.3.1. Visualization. Since the 1990s, the visualization mode
of BIM has been widely applied in the construction industry,
mainly for marketing or aesthetic requirements. -e ap-
plication of BIM visualization demonstrates a great effect on
the design and construction phase. First, 3D models of BIM
designed on the basis of a 3D entity component provided by
suppliers highly improve the designing efficiency. Second,
the application of BIM makes communication between
designers and owners regarding design intentions more
convenient, thus enabling effective information to be cor-
rectly conveyed to the relevant team member. In a virtual
environment based on BIM, many kinds of “what ifs” can be
demonstrated and compared intuitively, which can accel-
erate the optimization of design solutions by smoothing the
communication and cooperation targeting design objectives
and solutions. On the construction stage, compared to two-
dimensional (2D) painting, 3D models enable contractors to
more easily and clearly understand the owner’s actual design
requirements and intentions, which consequently reduces
changes and requests for information subsequently in the
project’s life cycle.

-e BIM visualization mode is essentially the transfor-
mation from 2D to 3D presentation technology. -erefore,
the visualization mode of BIM application accelerates in-
cremental innovation in construction projects at any time
during the project. Incremental innovation enabled by BIM
based on the visualization mode only involves small im-
provements andmost of time is constrained by the scope of a
single organization with no special resources or coordina-
tion required. -e related supervision of the individual task
level focuses on improving the notification manner and the
supervisory competencies of the specific improved product,
process, or service.

5.3.2. Coordination. -e coordination mode of BIM creates
mutual benefits and avoids gaps and overlaps to connect
various project activities and efficiently realize project ob-
jectives [28]. -e coordination of the designing documents
(e.g., structuring, plumbing, designing, and drawings) is an
important example of this application mode. -e coordi-
nation of complex systems is a common application in
construction projects. -e virtual 3D model is completed by
various team members. No matter who the consultant is, a
specialty manufacturer or a subcontractor, every team

Concept 
Change

None

Major

Change in the Links Major

Modular
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Figure 2: -e classification of CI adapted from Slaughter [4].
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member will create their own model for their work purpose
in a project. -e general contractor will integrate these
independent models to form a more holistic composite
model that represents the overall picture of the project.
Based on the coordination of the constituent components of
the composite model, possible conflicts can be identified and
resolved before execution; thus, this mode is also known as
the conflict detection mode.

-e coordination mode of BIM application invokes
conceptual change of coordination issues in construction
projects (e.g., design checks and clash detection) while
having little influence on other systems. In this mode, in-
novative solutions are likely to be created in order to realize
conceptual goals. -us, the value level is in modular in-
novation. Modular innovations enabled by BIM are usually
created during the design and bid stages. Because changes to
the links to other components or systems are rare, very little
explicit or implicit coordination within the project team is
required. -e resources required for a conceptual change
must be prepared to conduct modular innovation enabled by
BIM, such as the training required to install and maintain a
component embodying a modular innovation. Relative
supervisory activities (i.e., notification and review and
technical competency) are required on the design and bid
levels to ensure modular innovations enabled by BIM meet
project objectives.

5.3.3. Analysis. -e analysis mode of BIM application re-
alizes mutual benefits through sharing and cooperation. In
the 3D virtual project environment based on BIM, the
constructability and construction sequence can be clearly
simulated.-e entire arrangement of any specific task can be
visualized in a 3D virtual environment based on BIM so that
the schedule can be properly allocated. -e BIM analysis
mode provides the possibility to moderate and analyze
construction costs and operations from the whole life cycle
perspective. Moreover, BIM possesses many potential an-
alytical capabilities for construction projects (e.g., energy
consumption and lightning, wind flow patterns, and
greenness). -eoretically, one central BIM model could be

formed with all of the information needed by all contractors
and consultants—information that contractors previously
had to create independently from an architect’s 2D blue-
prints [6]. -e application of the analytical functionality of
BIM requires construction project stakeholders to correctly
and timely renew the information in the BIM model and
share relevant information, which overturns adversarial
relationships between project team workers and persuades
them to constantly optimize project solutions from a holistic
perspective. Indeed, the BIM analytical mode has not
changed the way relevant analysis is done; however, it
changes the interactions and links between different analysis
systems: the data used for analysis can be retrieved if team
workers correctly and timely input and share the BIMmodel
information rather than repeatedly manually measure and
calculate them.

In this BIM application mode, there is more potential for
architectural innovation to occur, which requires the sup-
port and encouragement of organizations at the system level
with strong management and control capabilities. For major
changes to system or component links, architectural inno-
vation enabled by BIM may require a greater degree of
supervision and coordination among the affected parties. To
ensure high-level performance from the completed system,
the supervisory activities required include notification,
agreement, and constant review and revision. Coordination
among project team members based on BIM includes both
official contract changes (e.g., if architectural innovations
based on BIM lead to new project deliverables) and unofficial
coordination (e.g., commitment to cooperate). Small con-
ceptual changes may lead to a wide scope of BIM-enabled
architectural innovations, from design-to-implementation,
with special resources associated with complementary
changes.

5.3.4. Collaboration. -e collaboration mode involves the
full application of BIM in a construction project. Collabo-
ration in a construction network based on BIM is a non-
adversarial, team-based environment of mutual trust in
which key participants are jointly involved in developing
and augmenting the central BIM model throughout the life
cycle of the project and where everyone understands and
respects the input of others. -e BIM model, as a central
information resource, is a collaboration platform based on
which the project’s life-long activities are conducted (e.g.,
the owner develops an accurate understanding of the nature
and needs of the project; the designer designs, develops, and
analyzes the project; the contractor manages the construc-
tion of the project; the asset manager administers the op-
erations of the project during the operation and
decommissioning phase) [28, 30]. -rough the collaborative
application of BIM, the key participants jointly maximize the
value of a construction project by mutually solving problems
using proper contracts and fair risk/benefit sharing mech-
anisms. -is application mode is pivotal to the formation
and synergy of CI networks. -e collaboration of a CI
network based on BIM can bring about a synergistic effect
that a single or a few functionalities or software programs

Innovative Value

Radical

System

Architecural

Modular

Incremental
Visualization

Coordination

Analysis

Collaboration

Infrastructure

Application Mode

Figure 3: -e value level of the innovative capability of BIM in
construction projects.
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cannot establish.-e integrative application of BIM over the
whole life cycle of a construction project provides reliable
information and a knowledge-sharing platform for decision-
making. Based on this, joint goals, joint responsibilities, and
mutual understanding and respect are easily formed; team
workers can communicate fluently and work together for
innovative solutions rather than simply for efficient and
similar results as in traditional approaches, thus creating a
context for system innovation [3, 28]. With the execution of
the collaboration BIM application mode, systematic CI has
rich grounds to flourish upon.

Commitment to systematic innovation enabled by BIM
is usually made during the conceptual design phase because
it often involves new functions or increased levels of per-
formance of an entity or a facility as a whole [4]. During the
conceptual design phase, the collaborative innovation net-
work enabled by BIM was designed, which facilitates the
integration of a set of innovations. Coordination among
network actors is assigned through official contracts or
unofficial negotiations to reach a common sensibility of the
information sharing and resources related to each innova-
tion and their integration. -e integrated project delivery
method, or the design assistant kind of contract, is used by
all project team members. -e risk associated with system
innovation may require active supervision by top engi-
neering managers who are concerned with incorporating it
into the project scope, obtaining agreements, and constantly
reviewing its implementation and performance. -ese su-
pervisors require technical and system competencies to
assess the complementary changes needed to effectively
implement the system innovation combined with organi-
zational authority in order to ensure collaboration and in-
tegration. Professionals not only need to possess knowledge
related to the individual innovation and its integration but
must also master relevant collaboration knowledge con-
cerning system innovations enabled by BIM [30].

5.3.5. Infrastructure. With the coming digital economic era,
the Internet 3.0 has enabled various possibilities for many
different industries. In contrast to previous technological
changes in the AEC industry, Morgan [9] claimed that the
application of BIM has the potential to generate radical
innovations that could disrupt the entire construction in-
dustry. -e infrastructure application mode of BIM is more
of a vision for the near future of the construction industry in
the digitalized era wherein BIM is perceived as the most
stable digital infrastructure [9, 19]. With BIM as the core
digital infrastructure, the combination of divergent digital
technologies (e.g., Internet of -ings, 3D printing, and
robotics) will thoroughly reform the productivity of the
construction industry by welcoming the smart and digital
construction era.

Radical innovation enabled by BIM entails not only fi-
nancial and project risk but also the potential for technical
failure, meaning that the commitment to this kind of in-
novation must be completed as early as possible, most often
before the project is initiated (e.g., during the technical
feasibility stage). Correspondingly, coordination of explicit

and implicit cooperation and relative supervision requires
the support of top management of all involved organiza-
tions. Consequently, the objective and scope of construction
projects must be redefined, and the special resources re-
quired for radical innovation related to scientific or tech-
nological breakthroughs enabled by BIM might bring new
challenges for top managers in terms of technical compe-
tencies in the specific scientific or technological area to
monitor the implementation process and adjust the inno-
vation activities accordingly [4].

6. Discussion and the Future BIM Agenda

Industry practitioners and academia mostly perceive BIM as a
tool and an application and occasionally as a methodology.
Consequently, research related to BIM mostly focuses on
practice and application. BIM theory-building has been vastly
limited [11]. -erefore, analogous to the development of
management information systems as a discipline, Singh [11]
claimed that there is a need to rethink the scope of BIM as a
discipline emerging at the interface between construction,
computer science, information management, and social sci-
ence domains. -e underpinning theoretical and conceptual
questions regarding BIM have not been sufficiently investi-
gated. -us, our study joins this conversation by extending
the BIM management research to the digital innovation
management area by incorporating BIM into the domain of
CI from a sociotechnical perspective [12]. In a CI network
based on BIM, BIMmay not only be an actor (i.e., a node) but
also a relationship (i.e., a link) between elements or actors
depending on the functionality used. -is provides a new
perspective for theory-building and practice of CI manage-
ment.-e underlyingmechanisms for CI enabled by BIMwill
be analyzed based on path dependence theory and TZT in the
following section. From the management information sys-
tems perspective, digital innovation and BIM-enabled digital
innovation ecosystems will be utilized to describe the radical
innovation value that BIM might be able to provide.

6.1. Mechanisms Underlying CI Enabled by BIM. As is
depicted in Table 1, the enabling mechanism of incremental
and modular innovation enabled by BIM based on the vi-
sualization and coordination modes is mainly path creation.
-e innovation trajectories of the involved actors are
stimulated by the demands and opportunities of high-profile
projects and the development status of each organization.
Across the spectrum of engagement in path creation, actors
may move at different temporal paces following their own
logic and structure. -e areas that incremental or modular
innovation conduct are dependent on the professional
identity and economic interests of the specific organization
or community. -us, they are sometimes more advanced in
their use of technologies or are more experimental with their
materials and work practices [6]. As the scope of change
increases, the depth and width of the application of BIM in
the analysis, collaboration, and platform modes rise. Aside
from path creation, the innovating mechanism based on
BIM focuses more on building trading zones. In these newly

Computational Intelligence and Neuroscience 9
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created interactive trading zones, the innovative level is
aligned with the intensity of the interactions enabled by
BIM. -e infrastructure mode of the application of BIM
leads to brand new innovation paths and disturbs the
existing construction industry ecosystem, bringing new
interaction modes among construction project-level inno-
vation networks. As the establishment of trading zones
becomes the dominant innovating mechanism, innovators
of the CI network enabled by BIM gradually tend to innovate
based on a shared identity, common vocabularies, and
mutual understanding. In this situation, the innovation
trajectories of separate actors or communities cross with
those of others. Such interplay of innovations not only
invokes new knowledge and skills for system innovation but
also provide occasions for further upgrading of their sep-
arate innovation paths. To achieve higher value levels from
innovation activities enabled by BIM, their tempo, structure,
and logic should be aligned with a coherent and synchro-
nized plan [6].

6.2. Systematic Innovation Enabled by BIM Based on
Collaboration. -e collaborative BIM application mode is
the current goal of BIM implementation in a construction
project. Collaborative BIM applications can reap value from
incremental to system innovation, as shown in Figure 3.
However, systematic innovation based on BIM through
collaboration has not been thoroughly investigated in the
literature [3].

BIM-CI is a dynamic problem-solution pairing process
[12]. -e implementation of BIM will change the interaction
mode between the elements and actors involved and ac-
celerate the formation and synergy between CI networks,
thereby improving the innovative capabilities of BIM-CI
networks [3]. BIM-CI networks are not designed but emerge
from the interaction of individual social or technical ele-
ments or actors [31]. As an orchestrator, BIM plays the role
of collaborative innovation platform, leading the innovation
network to realize the synergistic effects of resource inte-
gration, effective communication, and common vision-
building. -e evolving and the emerging mechanism un-
derlying this synergistic effect deserves further exploration.

Given the critical position of systematic innovation
enabled by BIM in the value spectrum of the ability of BIM to
enable innovation in construction projects, Liu et al. [3]
proposed an inclusive systematic theoretical framework for
collaborative CI enabled by BIM (also known as an “in-
novation pyramid”). -is dynamic and evolving socio-
technical system contains six interdependent
subsystems—contexts, actors, artifacts, processes, structures,
and innovative tasks—as illustrated in Figure 4. In this
system, actors possessing varying attitudes, requirements,
and abilities use a range of technologies and tools (classified
as artifacts) and work within a context with structures and a
regulatory framework to take advantage of all of the re-
sources (processes) to achieve the assigned innovative tasks
[3].

To reach the synergistic effect of a BIM-CI network, the
subsystems must fulfill enormous emerging requirements

and overcome many challenges [32]. For example, new
professional roles and skills are needed; when innovative
new tasks (e.g., some construction companies have started to
sell “Building as a Service”) for a new service emerge, the
structure of the BIM-CI network (i.e., relationships and
interrelationships, etc.) must be adjusted. Novel processes
for the new form of business are required to implement
workflow changes [33]. Further research should systemat-
ically examine the new problems faced by each subsystem.
Additionally, the interactions, interrelations, and mutually
adjusting effects of the subsystems on a macrolevel should
also be investigated [3].

6.3. BIM as the Infrastructure for a Digital Innovation Eco-
system in Construction 4.0. -rough collaboration, CI en-
abled focuses on reaping the systematic innovation value of
BIM within the confines of a construction project. -e
extensive digitization of the construction industry persuades
us to consider the bigger picture on an interproject and an
industrial level and beyond.

Industry 4.0 has introduced digital technologies, sensor
systems, intelligent machines, and smart materials to the
construction industry [1]. -is transformation is known as
“Construction 4.0” [34]. With the adoption of advanced
technologies, the processes and outcomes of CI have been
gradually digitalized, thereby upending existing theories on
innovation management by calling fundamental assump-
tions into question, such as the following: Are innovation
boundaries definitional? Can innovation actors be pre-
defined? Can innovation processes and outcomes be sepa-
rated? [12].

Under such circumstances, the CI enabled by digital
technologies urgently requires specific attention. -e con-
cept of digital innovation proposed in the information
systems management field can be applied here. As explained
by Khin and Ho [35], digital innovation is the development

Context

Innovative Task

Condition

structure Process

Artefacts Agents

Innovative 
Capabilities

Figure 4: Collaborative innovation enabled by BIM in construction
projects by Liu et al. [3].
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of new products, services, or solutions using digital tech-
nology (e.g., big data, Internet of -ings, cloud computing,
ontology, blockchain, data analytics, laser scanning, aug-
mented and virtual reality, artificial intelligence, machine
learning, and cyber-physical systems), in other words, in
digital innovation, digital technologies and the associated
digitizing processes form an inherent part of the new idea
and its development, diffusion, or assimilation [12].

Digital innovation research brings digital technologies
into the foreground of innovation management [31]. On the
radical innovation value level, the DT mode is a revolu-
tionary idea for realizing smart construction and Con-
struction 4.0 [36, 37]. -e key point for DTor Construction
4.0 is using BIM to connect virtual and actual building
activities [35]. For the integration of this autonomous and
synchronized cyber-physical system, BIM must collaborate
with other cutting-edge Construction 4.0 technologies that
embrace digital construction by transforming the con-
struction industry into a dynamic environment [38].

To do so, a digital technologies ecosystem with BIM in
the center as a common data infrastructure for enabling
radical CI should be established. -is “digital innovation
ecosystem” refers to a dynamic, evolving network com-
prising heterogeneous elements [31]. -e combined effects
of several digital innovations in this ecosystem will bring
about novel actors (and actor constellations), structures,
practices, values, and beliefs that change, threaten, replace,
or complement existing rules within organizations and fields
[39]. How do we achieve an effective orchestration of these
digital innovations? [12]. What is the structure of this
complex, emerging, dynamic network? What are the
emerging mechanisms underlying such digital innovation
ecosystems? -ese are all equally significant issues that re-
quire examination. As digital technologies play an in-
creasingly important role in construction and innovation
activities, a challenging but fascinating set of security-re-
lated, ethical, legal, and regulatory issues also arise. How do
we mitigate any potential negative influence while reaping
the benefits of such digital technologies [40]?-is is another
research concern regarding digital innovation governance
that should be investigated in future research.

7. Conclusions

-is study explores a neglected area—the innovation-en-
abling potential of BIM in construction projects. Specifically,
it analyzes and evaluates the value level of the ability of BIM
to enable CI. -e relationship between BIM and CI was
redefined as shown in Figure 1. Besides the fact that BIM is
often perceived as a typical construction innovation that
offers efficiency and productivity improvements through its
various functions or by extending BIM applications, BIM is
instead an engine of CI. -e main enabling mechanisms of
BIM in terms of CI are path creation and trading zone
building. Based on this fact, the value spectrum of the in-
novative capability of BIM was determined by coupling
Slaughter’s [4] CI classification system and BIM application
modes in construction projects, as illustrated in Figure 3,
with the resources and activities required to promote CI

enabled by BIM. Additionally, the underlying innovating
mechanisms are described in detail in Table 1. Various BIM
applications provide different proinnovation environments
wherein various levels of innovation may occur and flourish.
-e results indicate that extra attention should be paid to
systematic innovation enabled by BIM based on collabo-
ration and digital innovation ecosystems with BIM as their
core infrastructure that integrates cyberspace and physical
space to accelerate radical innovation.

-eoretically, this research extends the scope of the BIM
management research considering digital innovation man-
agement issues and provides a new perspective for CI
theory-building and management practice. -e relationship
between BIM and CI and the mapping of the value spectrum
of the innovative capability of BIM provides researchers in
this field with a novel perspective on the innovative capa-
bilities of BIM. Relevant research should take the rela-
tionship structure and value spectrum map as departing
points to design and develop further research. For practi-
tioners, the detailed resources and activities required and the
enabling mechanisms for relative levels of BIM-enabled CI
can serve as good reference points to guide and inspire BIM-
based project management practitioners to develop inno-
vative solutions, solve corresponding engineering problems,
improve efficiency, and build better projects.

However, regardless of its contributions, this study also
has some limitations. -is conceptual study is an initial
exploration of the value spectrum of the innovative capa-
bility of BIM. Because the goal of this study is to conceptually
delineate the innovative capability of BIM, the main research
methods applied in this study were the literature review,
reflective thinking, and thought experiments, during which
abductive and logical reasoning was required, and tradi-
tional qualitative research methods (e.g., ground theory)
were not utilized, which may cause some concern regarding
the validity of the results. -us, future qualitative and
quantitative exploration of the value spectrum map of the
innovative capability of BIM is required. In other words,
these also create future opportunities to research BIM-en-
abled CI or digital innovation in the construction field. For
instance, further research can apply more quantitative or
mixed-methods research to validate the corresponding re-
lationships between BIM and CI and develop relevant re-
search questions, such as the following: Is there a
corresponding relationship between the BIM application
mode and the level of CI? Do the strategy and resources for
enabling relative BIM-enabled innovation illustrated in this
study suffice? Is the match between BIM and CI influenced
by the delivery mode or owner involvement? How can the
innovative capability of BIM in construction projects be
activated?

As overwhelming as the development of Industry 4.0
was, the new concept of Industry 5.0 has also been recently
proposed [41]. Industry 5.0 highlights the importance of
human-centricity, sustainability, and resilience in addition
to digitalization itself. Accordingly, the new paradigm of
Construction 5.0, the construction industry’s version of
Industry 5.0, should be put on the agenda. As BIM plays a
core role in this transformation, BIM/digital innovation-
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related research should pay extra attention to human-cen-
tered, environmentally friendly, and risk-related issues to
promote the sustainable development of the construction
industry.
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To improve the effect of urban agricultural garden landscape planning and design, this paper combines the agricultural Internet of
)ings technology to construct a smart garden planning and design system. Moreover, this paper selects the LEACH protocol that
can support monitoring for a long time according to actual application needs, introduces the latest swarm intelligence opti-
mization algorithm, the gray wolf algorithm, to optimize some of the problems in the LEACH protocol, and conducts simulation
experiments on the improved algorithm. )e simulation experiment results show that the improved algorithm has obvious
advantages in cluster head selection, data transmission within the cluster, and route maintenance. After constructing a smart
garden planning system based on the agricultural Internet of )ings, the effect of the agricultural Internet of )ings data
processing in this paper is evaluated. Finally, this paper constructs a garden simulation system and analyzes the performance of the
system. )e results verify that the agricultural Internet of )ings has a good effect in the planning and design of smart gardens.

1. Introduction

Ecological culture is a new cultural outlook that represents
new trends and trends in the world. It represents the
awakening of human beings from the ignorant concept of
ruling and conquering nature, seeking a way to respect and
coexist in harmony with nature. It is the “ecological” and
“natural” transformation of the central values of mankind
[1].

Regarding the definition of the term landscape, many
scholars have put forward different interpretations. In the
field of landscape ecology, it studies the ecosystem of the
entire natural world, and it focuses on the interaction be-
tween ecological subsystems such as climate, geology, soil,
vegetation, hydrology, animal and human activities, and
their impact on nature. In addition to studying the char-
acteristics of the objective laws of the generation, devel-
opment, and evolution of the landscape ecosystem itself, it
also seeks measures and ways to rationally utilize, protect,
and manage the landscape. )e field of landscape geography
focuses on the changes of natural landscape morphology,

emphasizes the natural characteristics of the landscape, and
pays attention to the development and evolution of land-
scape morphology and landform. From the perspective of
landscape architecture, it focuses on the relationship be-
tween humanity and nature from the relationship between
human and landscape and social attributes. )e connotation
of the landscape shows obvious characteristics of dynamic
changes with the influence of human activities and the
change of regional form. From the perspective of the entire
development history of human society, the landscape on the
Earth is the result of human adaptation and transformation
of the natural world [2]. From the definitions of the three
major disciplines mentioned above, it can be summarized
that landscape is the trace left on the land by human ac-
tivities or the interaction between humans and nature. )e
landscape can be regarded as an organic collection com-
posed of a series of symbolic landscape elements. )e
landscape elements are the unit elements that make up this
large collection of landscapes.)erefore, landscape elements
can be divided into two categories: natural landscape ele-
ments and artificial landscape elements. Natural landscape
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elements include terrain, soil, vegetation, and Fengshui
patterns, and artificial landscape elements include road
paving, sketches, and buildings [3].

In recent years, rural revitalization has been a key work
and policy measure in my country. Rural complexes are an
important measure to realize rural revitalization. Since the
concept of rural complexes was put forward, many cities and
towns in my country have been put into practice. However,
research on rural complexes and the development of on-site
projects is not perfect, and the aspects involved are relatively
limited, mainly including leisure and entertainment, phys-
iotherapy, sightseeing agricultural picking, and specialty
catering. )ere are relatively few research studies and an-
alyses on building a smart pastoral complex from the per-
spective of global tourism combined with the Internet of
)ings. Global tourism is not the same as previous tourism,
blindly pursuing the growth of tourist visits, but focusing
more on the improvement of tourism quality. Above all,
global tourism aims to build tourism into tourism that can
improve people’s quality of life and also pursue the value of
tourism in people’s new wealth revolution.

Taking the agricultural pastoral as the theme, this paper
combines the agricultural Internet of )ings technology to
carry out smart garden planning and design, so as to pro-
mote the development of the industry and raise people’s
awareness of ecological protection and bring people a good
pastoral scenery experience.

2. Related Work

With the continuous development of spatial geographic
information acquisition technology and computer com-
munication technology, the amount of geographic infor-
mation data continues to expand, and the difficulty of
information extraction and analysis continues to increase.
Geographic information has gradually changed from a
“digital city” to a “smart city” [4]. At present, various
countries are developing smart city projects in line with their
own national conditions, such as smart grids in the United
States and smart communities in the European Union. With
the gradual maturity of 3D geographic information tech-
nology, 3D geographic information data have finally entered
a wide range of applications in recent years, new stage [5]. In
terms of data acquisition methods, noncontact rapid batch
acquisition of large-scale data has been achieved at home
and abroad. Oblique photography technology, which uses
multisensor or dynamic sensors to synchronously collect
images from the air, can collect rich high-resolution texture
data on the surface and side of buildings and is an upgrade to
the traditional single-sensor acquisition method of aerial
photography [6]. Literature [7] shows a 3D map made with
oblique photography data. At present, the AOS system in the
United States, the Penta-DigiCam system in Germany, the
A3 system in Israel, and the RCD30 in Leica in Germany are
widely used internationally [8].

With the popularization of drone technology, tilt pho-
tography technology has also shown explosive growth [9].
Now, in the smart city 3D modeling project, the oblique
photography 3D modeling program has taken a place [10].

In addition, LiDAR technology, namely, laser scanning, has
also emerged in many fields. It can quickly obtain high-
precision point cloud data and is widely used in many fields
such as surveying and mapping, architecture, deformation
monitoring, mechanical engineering, archaeology, cultural
relics protection, and autonomous driving [11]. At present,
common international laser scanners include German
ATOS 3D optical scanner, Swiss Leica 3D laser scanner,
Austria RIEGL laser measurement system, and American
Trimble 3D laser scanner [12].

In recent years, high-resolution satellite remote sensing
technologies have also been continuously developed, such as
QuickBird and WorldView in the United States. In my
country, the Chinese “High Score Family” represented by
Gaofen No. 2, No. 3, and No. 4 also provides reliable DOM
(Digital Orthophoto) and DEM (Digital Elevation Model)
for smart city 3D modeling projects data [13]. In the use of
oblique photography data for 3D automatic modeling, there
are foreign Smart3DCapture, Pixel Factory, PhotoMesh,
PohtoScan, etc., which are all powerful tools suitable for the
rapid production of smart city 3D models [14]. In the use of
laser point cloud data for 3D automatic modeling, the
current use of refined reverse engineering modeling software
is mainly not suitable for the automatic production of large-
area smart city 3D model data [15].

)e massive data of smart cities need to be supported by
software platforms with spatial management and analysis
functions, such as SkylineGlobe, ArcGlobe, CityEngine, etc.,
which are all currently used smart city geographic infor-
mation platforms [16].

Smart city 3D models have a wide range of data sources,
different production methods, and data structures. Only
when a unified standard specification is formulated, can the
data interoperability be realized [17]. )e Open Geospatial
Consortium (OGC) has established the 13S standard as a
new international three-dimensional standard, which is a
standard specifically designed for three-dimensional spatial
geographic information data [18].

3. Agricultural Wireless Sensor Network Model

In order to make the research on wireless sensor networks
more targeted, the research content in this article is based on
the following assumptions:

(i) )e sink node is located in the monitoring area, and
its energy is continuously supplied by an external
power source. It has stronger computing and
storage capabilities than ordinary nodes, can con-
nect to the external network, send data to remote
observers, and maintain communication with at
least one node in the network.

(ii) )e scale of the sensor network is designed to be 200
nodes, and they are randomly and evenly distrib-
uted in the monitored area. )e nodes have limited
energy and are supplied by their own batteries. )ey
have certain computing and storage capabilities,
and can sense their own remaining energy, and
follow the network operation. As time progresses,
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the energy consumption of each node is not the
same, and the energy of the nodes will be
inconsistent.

(iii) After the node is deployed, once the network is
started, the position of the node will no longer
change, and the node can know the distance be-
tween itself and other nodes through RSSI.

(iv) All nodes have similar communication capabilities
and data processing capabilities, there is no super
node, the channels between the nodes are sym-
metrical, the node’s transmission power is limited,
and it has a unique ID code.

(v) )e communication success rate of all nodes con-
forms to formula (1). )ere is a communication
path with a hop count of h in the network. If it is
assumed that the communication distance of the
i-th hop is d and the effective communication
distance of the node is r, then the communication
success rate obeys the following formula [19]:

Psuc(h) � 
h

i�1
p di(  �

(0.2)
h
d

h
, d

h
, . . . , d

h

r
h

≤ 0.2h
. (1)

It can be seen from formula (1) that the fewer the number
of hops, the shorter the path and the higher the commu-
nication success rate [20].

)e wireless sensor network communication channel is a
random channel.

ETx(k d) � Eelec(k) + Emp(k d) �
kEelec + kεd2

, d≤d0,

kEelec + kεd4
, d≥d0.

⎧⎨

⎩ (2)

Here, Eelec is the receiving module to complete a
complete transceiver, εfs and εmp depend on the parameters
of the transmitting circuit and the receiving circuit, d is the
distance between the transmitting node and the receiving
node, and the calculation formula of d0 is as follows:

d0 �

���
εfs

εmp



. (3)

d0 is the distance threshold. When d is less than d0, the
communication of the node obeys the free space model.

Erx(k) � kEelec. (4)

)e LEACH protocol is a WSN hierarchical routing
protocol, which occupies a very important position in the
research of WSN routing protocol. Figure 1 is a schematic
diagram of LEACH protocol clustering. Clustering algo-
rithms such as DCHS, TEEN, and APPTEEN, all borrow the
idea of LEACH algorithm. )e LEACH algorithm first puts
forward the idea of “round.” Each round is divided into two
stages: cluster establishment and data transmission.

During the formation of the cluster, if the node randomly
chooses a number between 0 and 1 and if the selected number
is less than the threshold T(n), it is selected as the cluster head.
)e calculation formula of T(n) is as follows [21]:

T(n) �

x

l − x(rmod(l/x))
, if n ∈ S,

0, otherwise.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(5)

At this point, one cycle is over and preparations for the
next cycle are started.

Figure 2 is the LEACH protocol flowchart. First, the
algorithm selects the cluster head node. After this cluster
head is determined, a broadcast message is sent to other
nodes. )e message includes the cluster head location,
cluster head ID, and energy information. )e noncluster
head node selects the cluster head closest to its position to
join according to the received message to form a cluster, and
the cluster establishment phase is completed. )e cluster
head manages the nodes in the cluster, collects data collected
by the members, and establishes a TDMA timing table for
the member nodes. )en, send the timing table to the nodes
in the cluster. All nodes send the collected data to the cluster
head according to the time slot specified in the timetable.
)e cluster head performs simple preprocessing on the data
in the cluster and then sends it to the upper node. At this
point, one “round” is over and the next cycle begins.

Although the LEACH protocol has a very good per-
formance in long-term monitoring, it also has some
shortcomings, mainly including the following aspects:

(1) In each round of cluster establishment, all nodes
must participate, and the amount of calculation is
very large, which is a great waste of resources

(2) )e selection of the cluster head is random
(3) All cluster capitals communicate directly with sink

nodes and do not consider the resource loss caused
by long-distance communication between cluster
heads far away from sink nodes

)is paper introduces a new meta-inspired optimization
algorithm—gray wolf algorithm—to solve the above-men-
tioned problems of LEACH algorithm, so that it can better
serve agricultural applications. Meta-heuristic algorithms
are favored by researchers because of their simplicity and
flexibility. )e gray wolf (GWO) algorithm is currently the

Sink

.....

Cluster Head of cluster

Members of cluster

Figure 1: Schematic diagram of LEACH protocol clustering.
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most popular meta-heuristic algorithm in theoretical re-
search. )e main idea of the algorithm is to simulate the
social hierarchy and group hunting behavior of the gray wolf
family in nature. Gray wolves belong to the canine family
and like to live in groups. On average, each group consists of
5–12 gray wolves and follows a strict hierarchy, as shown in
Figure 3.

)e social status of wolves in the gray wolf family can be
divided into 4 levels from top to bottom, namely, α wolves, β
wolves, δ wolves, and ω wolves. Alpha wolf is a wolf, mainly
responsible for deciding the time and place of sleeping,
hunting, and tactics. )e second level of the gray wolf class is
β wolves. β wolves are subordinate wolves, mainly re-
sponsible for assisting the wolves to manage the wolf pack.
When the wolf pack lacks alpha wolves, beta wolves will
replace alpha wolves. )e delta wolf is on the third level. )e
delta wolf obeys the instructions of the alpha wolf and the
beta wolf, but it can command the ω wolf at the bottom.)e
ω wolf is mainly responsible for balancing the relationships
within the population.

)e collective hunting of gray wolves is an important
part of the social activities of gray wolves. Scholars such as
Muro have introduced the hunting behavior of gray wolves
in detail in the literature, as shown in Figure 4.

Mathematical model of gray wolf algorithm: (1) to es-
tablish a mathematical model of gray wolf’s social hierarchy,
we named the solution with the best fitness as α wolf.
)erefore, the second and third best solutions are named β
wolves as well as ω wolves, respectively.

3.1. Hunting Model. In order to simulate the encircling
behavior of gray wolves with a mathematical model,
equations (6) and (7) are introduced.

D
→

� C
→

XP

��→
(t) − X

→
(t)



, (6)

X
→

(t + l) � Xp

��→
(t) − A

→
D
→

. (7)

)e calculation formulas for vectors A
→

and C
→

are as
follows [22]:

A
→

� 2 a
→

r1
→

− a
→

,

C
→

� 2r2
→

.
(8)

3.2. Attack Model. GWO hunts are led by α, and β and 8
occasionally participate. In order to mathematically simulate
the hunting behavior of gray wolves, we assume that α (the
best candidate solution) and β and 6 have a more accurate
understanding of the potential location of the prey.
)erefore, the algorithm saves the first three optimal so-
lutions obtained so far and forces other search agents (in-
clude o) to update their positions according to the position
of the best search agent. And its update formula is as follows:

Dα
�→

� C1
�→

Xα
�→

− X
→

, (9)

Dβ
�→

� C2
�→

Xβ
�→

− X
→

, (10)

Dδ
�→

� C3
�→

Xδ
�→

− X
→

, (11)

X1
�→

� Xα
�→

− A1
�→

Dα
�→

 , (12)

X2
�→

� Xβ
�→

− A2
�→

Dβ
�→

 , (13)

Start

Threshhold calculation T (n)

 Randomly select values from 0 to 1 for nodes

Selected values <t (n)

Become a cluster node

The node of broadcasting becomes the
information of cluster.

Complete cluster
establishment

Time sheets are assigned to the nodes
within the cluster by TMA

Receive the data from the idioms within the
cluster

Receive broadcasts from the cluster heads

The cluster to be added is determined based on the
signal intensity

A:TDMA for receiving the cluster header
B:Time allocation results

The results are sent to the cluster head
after the data were collected

Circled increments 1

Yes

N

Figure 2: LEACH protocol flowchart.
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� Xδ
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�→
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 , (14)

X
→

(t + l) �
X1
�→

+ X2
�→

+ X3
�→

3
. (15)

Equations (12) to (14) define the length and direction of
the advancement of ω wolf toward α, β, and δ, respectively.
Equation (15) represents the current α position. And the
specific process is shown in Figure 5.

)e general steps of the GWO algorithm are as follows:

Step 1: the algorithm initializes the wolf pack
Step 2: the algorithm calculates the fitness value of each
wolf
Step 3: the algorithm selects the top three wolves with
the best fitness as α, β, and 8
Step 4: the algorithm uses formulas (9) to (14) to update
other wolves (ω)

Step 5: the algorithm updates parameters, a, A, and C
Step 6: if the end condition is not met, the algorithm
goes to step 2
Step 7: the algorithm outputs the position of α

In this paper, sensor nodes represent individual wolves,
and base station BS represents prey.

HCGW adopts a round-robin mechanism similar to
LEACH, and each round performs the following steps:
①According to the relationship between signal reception
and transmission and distance, the simulated gray wolf
algorithm divides the network into multiple layers. Each
node determines which layer it is in based on the distance
between its position and the base station. ②)e fitness
function includes the remaining energy of the node.③After
the cluster head is determined, all member nodes choose the
cluster head to form a cluster.④)e GWO communication
route is established between the cluster heads to avoid long-
distance transmission. ⑤Establishes a new route for route
maintenance.

(a) (b)

(c)

Figure 4: Gray wolf hunting behavior. (a) Chasing, approaching, and tracking prey. (b) Pursuit, harassment, and encirclement. (c) Static
state and attack.

β

ω

δ

α

Figure 3: Schematic diagram of the gray wolf population hierarchy.
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3.2.1. Network Layering. As shown in Figure 6, this paper
assumes that the network can be divided into L layers.
According to energy model formulas (2)–(4), nodes with a
distance less than d0 from the base station are classified as the
first layer, and they are marked as layer α according to their
priority. And the rest are β layer and 6 layer in order.

)e node SNi is in the lth layer:

l � 2 ×
di

d0
 . (16)

By layering the nodes, the communication distance
between cluster heads is less than or equal to d0 during data
transmission, which can effectively avoid the energy loss
caused by long-distance communication.

3.2.2. Cluster Head Selection Method Based on Fitness
Principle. After the sensor nodes are layered, in each layer,
the fitness function and fitness rules are used to calculate the
fitness of the node, and one or several nodes with high fitness
are selected as the cluster head of this layer.

(1) Node Remaining Energy. )e node’s remaining energy
ERE represents the maximum energy left by the node after a
number of rounds in the network.

ERE � Einit − Er. (17)

(2) Node Density. )e greater the node density, the more
neighbor nodes of the node, and the less energy it consumes
when exchanging data with surrounding nodes. )e node
density is represented by PSNi

, and its calculation company is
as follows:

PSNi
�

N

π · d
2
0
. (18)

Here, N is the number of nodes in the communication
range of d0.

(3) Node Centrality C. )e centrality C represents the av-
erage distance between a certain node SN and its neigh-
boring nodes.)e smaller C is, the closer it is, the less energy
is needed for communication, and vice versa.

Ci �

�����������������������������

xi −
1
n



n

j

xj
⎛⎝ ⎞⎠

2

+ yi −
1
n



n

j

yj
⎛⎝ ⎞⎠

2



. (19)

Here, xi represents the abscissa of node SNi, and yi

represents the ordinate of node SNi.

(4) Fitness Function. )e cluster head selection is de-
termined by the fitness function. In the GWO algorithm,
the fitness function plays a very important role in finding
the prey mechanism. )e input of this function is the
characteristics of the node, including node residual en-
ergy (ERE), node density, and node centrality. And, the
output is the fitness value of whether the node can be-
come the cluster head.

f CHi(  � q1
PSNi

Ci




+ q2  ERE. (20)

Here, q1 and q2 are random numbers in the range of [0, 1].
A certain threshold is set for the fitness, and the node with a
fitness value greater than this threshold will be selected as the
cluster head.

(5) Fitness Rules. )e HCGW algorithm uses adaptive cri-
teria for comprehensive evaluation. )e nodes with more
residual energy, higher node density, and higher centrality
have very high priority. HCGW contains a total of 3
3∗ 3∗ � 27 fitness criteria, as shown in Table 1.

ω Initialize the wolves
Prey group statistical

location

β

δ

α

Figure 5: Schematic diagram of the gray wolf algorithm.

6 Computational Intelligence and Neuroscience



3.2.3. Formation of the Family. After receiving the Invi-
te.Msg message, the member node calculates the approxi-
mate distance d from itself to each CH and selects the cluster
head with the smallest distance to join to form a cluster
structure.

3.2.4. Route Establishment and Maintenance. )e cluster
head performs preprocessing steps such as compression and
optimization of the data. )en, the algorithm sends the data
head node of the upper layer with higher priority according
to the priority order of the hierarchy and then transmits it in
turn until the first layer. At this time, a multihop routing
similar to the gray wolf hierarchy is established.

After a long enough time T, the routing of the entire
network will be updated. Compared with the LEACH
protocol’s global mechanism, proposed by the HCGW al-
gorithm, it can greatly save computational and broadcast
costs and at the same time achieve local optimality.

4. Smart Garden Planning and Design Based on
the Agricultural Internet of Things

)e process for the smart garden information management
platform to access and call basic geographic data is as follows: (1)
)e smart garden information management platform sends a
graphical call request to the basic geographic information
sharing service platform. (2) After receiving the graphic data
query request, the basic geographic information sharing service

platform will execute the relevant graphic data query process,
package the query results (map images or JSON format attribute
data), and return them to the smart garden information
management platform. (3) After receiving the query result, the
intelligent garden informationmanagement platform displays it
in the map window of the platform. )e thematic geographic
data of landscaping is directly accessed and invoked on the
platform and can be displayed superimposed with the basic
geographic information sharing service.)e schematic diagram
of the business data interface model (process) of the smart
garden informationmanagement platform is shown in Figure 7.

After constructing a smart garden planning system based
on the agricultural Internet of )ings, the effect of the data
processing of the agricultural Internet of)ings in this paper
is evaluated, and a garden simulation system is constructed
to analyze the performance of the system. )e network
nodes of the simulation system are shown in Figure 8.

)rough the performance verification of the above
model, the data processing effect of the agricultural smart
garden is shown in Table 2 and Figure 9.

)e above model verifies the data processing effect of the
agricultural smart garden system.

On this basis, the planning and design effects of agri-
cultural smart gardens are carried out, and the results shown
in Table 3 and Figure 10 are obtained.

)e above analysis verifies that the smart garden plan-
ning and design system has a good planning and design
effect.

BS

β Layer

ω Layer

δ Layer

α Layer

Figure 6: Schematic diagram of network layering.
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Figure 7: Schematic diagram of the data interface model of the smart garden business.

Table 1: Fitness rules.

Fitness rules Remaining energy Node density Centrality Adaptability
1 Few Secondary Secondary Very secondary
2 Few Secondary Commonly Very secondary
3 Few Secondary High Very secondary
4 Few Commonly Secondary Very secondary
5 Few Commonly Commonly Very secondary
6 Few Commonly High Very secondary
7 Few High Secondary Very secondary
8 Few High Commonly Very secondary
9 Few High High Very secondary
10 Commonly Secondary Secondary Slightly secondaryer
11 Commonly Secondary Commonly Slightly secondaryer
12 Commonly Secondary High Commonly
13 Commonly Commonly Secondary Slightly secondaryer
14 Commonly Commonly Commonly Commonly
15 Commonly Commonly High Slightly higher
16 Commonly High Secondary Slightly secondaryer
17 Commonly High Commonly Commonly
18 Commonly High High Slightly higher
19 Many Secondary Secondary Slightly secondaryer
20 Many Secondary Commonly Commonly
21 Many Secondary High Slightly higher
22 Many Commonly Secondary Commonly
23 Many Commonly Commonly Slightly higher
24 Many Commonly High High
25 Many High Secondary Commonly
26 Many High Commonly High
27 Many High High Very high
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Figure 8: Model of the agricultural smart garden system.

Table 2: Data processing effect of agricultural IoT smart garden.

No. Data processing No. Data processing No. Data processing
1 95.29 16 93.11 31 93.52
2 92.29 17 96.08 32 93.08
3 93.11 18 94.79 33 96.04
4 96.55 19 92.66 34 96.12
5 93.31 20 93.90 35 93.71
6 95.61 21 95.89 36 96.00
7 93.67 22 93.83 37 93.68
8 96.33 23 93.08 38 92.51
9 94.56 24 94.35 39 94.51
10 94.57 25 93.43 40 95.17
11 94.10 26 95.76 41 93.12
12 93.86 27 95.91 42 92.83
13 94.01 28 92.62 43 94.63
14 95.69 29 94.79 44 95.69
15 92.56 30 94.09 45 95.47

1
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11
12
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15

16
17

18
19

2021222324252627
28
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31
32
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Data processing

Figure 9: Data processing statistics.
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5. Conclusion

People can intuitively watch the objects in the real envi-
ronment scene through the network platform and can select
corresponding operations on the network client to perform
corresponding operations on the real objects in the real
environment. Virtual experience is dependent on computer
and Internet of )ings technology. Compared with real
experience, virtual experience has some inherent charac-
teristics, such as virtual experience, virtual experience with
uncertainty, and virtual experience with globality.)is paper
combines the agricultural Internet of )ings technology to
carry out smart garden planning and design. With the theme
of agricultural pastoral, it promotes industrial development
and raises people’s awareness of ecological and environ-
mental protection and brings people a good pastoral scenery
experience.
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In order to improve the effect of financial data classification and extract effective information from financial data, this paper
improves the data mining algorithm, uses linear combination of principal components to represent missing variables, and
performs dimensionality reduction processing on multidimensional data. In order to achieve the standardization of sample data,
this paper standardizes the data and combines statistical methods to build an intelligent financial data processing model. In
addition, starting from the actual situation, this paper proposes the artificial intelligence classification and statistical methods of
financial data in smart cities and designs data simulation experiments to conduct experimental analysis on the methods proposed
in this paper. From the experimental results, the artificial intelligence classification and statistical method of financial data in smart
cities proposed in this paper can play an important role in the statistical analysis of financial data.

1. Introduction

With the acceleration of economic globalization, financial
information has become more transparent and authentic. In
this context, accounting standards are converging faster and
faster globally. According to incomplete statistics, there are
nearly 120 countries and regions that have adopted the
International Financial Reporting Standards (IFRS) in the
global plan or have adopted the International Financial
Reporting Standards (IFRS). ,e international financial
crisis that broke out in 2008 made people realize that im-
proving the transparency of accounting information and
formulating a set of globally unified and high-quality ac-
counting standards are vital to the stability and healthy
development of the global financial system and capital
markets. In this context, countries and regions have
accelerated discussions and research on the international
convergence of accounting standards [1].

Because keyword retrieval technology cannot meet the
needs of some occasions, in recent years, some new re-
searches have begun to focus on improving the efficiency
and accuracy of information retrieval technology. Infor-
mation extraction technology is one of the technologies for

obtaining specific events or the relationship between events
and events. It is a process of extracting structured and
unambiguous information from unstructured free text or
other information resources. Information extraction tech-
nology can not only filter out information that is not useful
to users, but also generate specific information that users are
interested in. Information extraction technology integrates
artificial intelligence and natural language processing
technology and plays an indispensable role in the field of
information retrieval. To evaluate the market value of a
company, such as the evaluation of intangible assets, all
financial data of the company and the financial data of the
industry are required, including the company’s financial
statements and notes to the statements, relevant industry
financial news, and macro- and microeconomic data [2].
Most of these data are stored on the Internet in formats such
as web pages (HTML) and PDF and are distributed on
various websites that provide financial information. At
present, people can only manually collect and sort relevant
financial data from different data sources, carefully sort and
analyze and filter out the data they want, but there is no place
to directly get all the data they want. ,is takes a lot of
manpower and time, andmost of the work is repetitive work.
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According to the preestablished evaluation model, the
financial data evaluation results are obtained, which will
greatly improve the efficiency of decision-making and
provide support for financial-related decisions such as stock
investment, mergers and acquisitions, and financial risk
assessment [3].

,is article combines big data technology to conduct
financial data classification research and explores intelligent
methods suitable for contemporary financial data
classification.

2. Related Work

,e literature [4] put forward some suggestions on the
classification of financial assets. It includes two parts: one is
the understanding of the different levels of financial
transactions, and the other is how to deal with the various
levels of relationships in the classification of financial in-
struments during the transaction process. ,e literature [5]
conducted a comparative analysis on the four categories of
financial assets and believed that financial assets should also
be included in the foreclosed assets, and the financial assets
in this part should be handled in accordance with the rel-
evant regulations in the four categories. ,e literature [6]
specifically analyzed and explained the revision of the
classification of nonfinancial assets and financial assets in the
national economic accounting system. ,e literature [7]
studied the classification of financial instruments and the
measurement model of financial instruments, explored the
standard and root causes of the classification of financial
instruments, and studied the future direction of the clas-
sification standard. According to the current classification
standards of financial instruments, the literature [8] elab-
orated the classification standards of held-to-maturity in-
vestments in detail.,e literature [9] believed that, under the
current standards, the main reason for the strong subjec-
tivity of the classification of financial assets lies in the in-
tention of the management. ,erefore, there may be errors
in the classification of financial assets in actual work, and the
relevant discrimination methods are given in the article.

With the changes in the economic environment, follow-
upmeasurement issues and other related issues derived from
the classification of financial assets have gradually emerged,
and scholars have launched relevant discussions on these
issues. Since the promulgation of the new accounting
standards and the full implementation of the financial in-
strument standards, many scholars have begun to pay at-
tention to whether the problem of financial asset
classification will bring earnings management opportunities
to enterprises. ,erefore, most of the research and discus-
sion on this issue have been concentrated in recent years.
Literature [10] believes that the current research does not
clearly define the criteria for the classification of financial
assets, especially for transactional financial assets and
available-for-sale financial assets, which only require clas-
sification according to the holding intention and ability of
the enterprise.,erefore, companies can make full use of the
subjectivity of financial asset classification to manipulate
corporate profits. Literature [11] made a specific analysis on

the impact of the classification of equity financial assets on
the basis of a full analysis of corporate equity financial assets.
Literature [12] conducted an empirical study on the clas-
sification of listed companies’ financial assets under the new
standards. ,e research perspective is management, ac-
counting policies, and earnings management. Studies have
shown that when the initial classification of financial assets is
performed, listed companies have obvious intentions to hold
financial assets and can be clearly classified; however, during
the holding period of financial assets, listed companies have
more room for profit operation.,e accounting treatment of
available-for-sale financial assets can be managed according
to the management’s wishes. Literature [13] analyzed the
classification standards of financial instruments of listed
companies and concluded that because the classification of
financial instruments is subjective and selective, holders will
choose according to their own interests to maximize the
reliability of financial information. Literature [14] investi-
gated and studied the classification of financial instruments
of listed companies and concluded that the classification of
financial instruments of listed companies has a certain
tendency according to the wishes of management. It can be
found that many scholars have discovered in their research
that the classification of financial assets will indeed bring
opportunities for companies to manage earnings. ,e
classification of financial assets is closely related to fair value
measurement, and some scholars have discussed this. Lit-
erature [15] puts forward new insights in the classification,
reclassification, and measurement of financial assets to
prevent corporate management from adjusting corporate
profits at will. Research in this area also exists in the field of
practice. Literature [16], in studying the classification of
financial instruments of securities companies and the fair
value of financial instruments, concluded that the ac-
counting information disclosure system of enterprises on
financial instruments is still not perfect. Commercial banks
hold the largest scale of financial assets, so some scholars
have carried out research on the impact of financial asset
classification on commercial banks’ profits. Literature [17]
analyzed the classification of financial instruments of
commercial banks and concluded that the management of
the enterprise has a risk appetite for the classification of
financial instruments, and it replaces liquidity with ro-
bustness. Literature [18] uses the data of Liangmianzhen,
Minmetals Development, and Qianjiang Biochemical
Company as examples to discuss the earnings management
of listed companies based on the perspective of financial
asset classification and accounting confirmation differences.
Literature [19] compares the differences between IFRS9 and
the current accounting standards in the classification of
financial assets and analyzes the differences between IAS39
and IFRS9 financial asset classification of 16 listed banks,
showing the possible impact of commercial banks in the
future. Financial asset standards are closely related to the
financial environment. Literature [20] puts forward sug-
gestions for strengthening supervision and protection. Lit-
erature [21] discusses the problems that financial asset
reclassification may bring to corporate profits and losses,
including the recognition of corporate profits and losses in
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financial asset holdings, the impact of financial asset im-
pairment on profits and losses, and the possible problems of
financial asset reclassification.

3. Financial Data Intelligent Mining
Classification Method

We assume that there are p indicators in the actual problem
under discussion, and we regard these p indicators as p
random variables, denoted as X1, X2, . . . , Xp. Principal
component analysis is to transform the problem of p in-
dicators into a problem of discussing the linear combination
of p indicators. ,ese new indicators F1, F2, . . . , Fk(k≤p)

fully reflect the information of the original indicators in
accordance with the principle of preserving the amount of
main information and are independent of each other.

,is process of reducing multiple indicators to a few
comprehensive indicators is mathematically called dimen-
sionality reduction. ,e usual method of principal com-
ponent analysis is to seek the linear combination Fi of the
original indicators.

F1 � μ11X1 + μ21X2 + · · · μp1Xp,

F2 � μ12X1 + μ22X2 + · · · μp2Xp,

· · ·

Fp � μ1pX1 + μ2pX2 + · · · μppXp.

(1)

It satisfies the following conditions:

(1) ,e sum of the squares of the coefficients of each
principal component is 1, that is,

μ21i + μ22i + · · · μ2pi � 1. (2)

(2) ,e principal components are independent of each
other; that is, there is no overlapping information,
that is,

Cov Fi, Fj  � 0, i≠ j, i, j � 1, 2, . . . , p. (3)

(3) ,e variance of the principal components decreases
successively, and the importance decreases succes-
sively, namely,

Var F1( ≥Var F2( ≥ · · · ≥Var Fp . (4)

,e conclusion of the two linear algebras is as follows:

(1) If A is a real symmetric matrix of order p, then an
orthogonal matrix U must be found to make

U
−1

AU �

λ1 0 · · · 0

0 λ2 · · · 0

⋮ ⋮ ⋱ ⋮

0 0 · · · λp

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

p×p

. (5)

Among them, λi(i � 1, 2, . . . , p) is the characteristic
root of A.

(2) If the unit eigenvector corresponding to the char-
acteristic root of the above matrix is μ1, . . . , μp,

U � u1, u2, . . . , up  �

u11 u12 · · · u1p

u21 u22 · · · u2p

⋮ ⋮ ⋱ ⋮

up1 up2 · · · upp

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (6)

,en, the eigenvectors corresponding to different ei-
genvalues of the real symmetric matrix U are orthogonal,
that is, U′U � UU′ � I [22].

Conclusion:  x is the covariance matrix of the random
vector X � X1 + X2 + X3 + · · · + Xp. It has eigenvalue
λ1, λ2, . . . , λp and eigenvector u1, u2, . . . , up, where
λ1 ≥ λ2 ≥ · · · ≥ λp. ,en, the principal components are

F1 � μ11X1 + μ21X2 + · · · μp1Xp,

F2 � μ12X1 + μ22X2 + · · · μp2Xp,

· · ·

Fp � μ1pX1 + μ2pX2 + · · · μppXp.

(7)

At this time, Var(Fi) � U′ xU � λi, i� 1, 2, . . ., p.
Cov(Fi, Fj) � 0, i≠ j, i, j � 1, 2, . . . , p.

It is written in matrix form: F � U′X.

U � u1, . . . , up  �

u11 u12 · · · u1p

u21 u22 · · · u2p

⋮ ⋮ ⋱ ⋮

up1 up2 · · · upp

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

X � X1, X2, . . . , XP( .

(8)

,e two basic concepts are as follows:

(1) Contribution rate: the proportion of the variance of
the i-th principal component in the total variance,
λi/

p
i�1 λi, is called the contribution rate, which

reflects how much information the original R in-
dicators have and how comprehensive they are.

(2) Cumulative contribution rate: the comprehensive
ability of the first ki principal components is de-
scribed by the variance of these k principal com-
ponents and the proportion 

k
i�1 λi/

p

i�1 λi in the
total variance, which is called the cumulative con-
tribution rate.

One of the purposes of our principal component bond
analysis is to replace the original p indicators with as few
principal components F1, F2, . . . , Fk(k≤p) as possible. In
actual work, the number of principal components depends
on the amount of information that can reflect the original
variable, that is, the cumulative contribution rate.

Principal component analysis is a method that converts
multiple indicators into a few indicators and can maintain
the correlation of the largest original data. ,e more im-
portant variance contribution βi(i � 1, 2, . . . , k) in principal
component analysis represents the maximum value of the
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variance contribution of the i-th common factor after
eliminating the influence of (i−1) common factors. It is
mainly used to measure the importance of the i-th common
factor. ,erefore, the corresponding evaluation model can
be established with β as the weight:
F � β1F1 + β2F2 + · · · + βkFk. Among them, F1, F2, . . . , Fk is
the corresponding k common factors used to comprehen-
sively describe the original indicators, and the compre-
hensive score is calculated and sorted.

In summary, the calculation process of finding the
principal components has the following steps. We set n
samples, where each sample has m data, denoted as

X �

x11 · · · x1m

⋮ ⋱ ⋮

xn1 · · · xnm

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (9)

(1) Standardization of sample data: in order to achieve
the standardization of sample data, the mean and
variance of the sample data need to be required. ,e
standardization of sample data is based on the mean
and variance of the data. ,e essence of standardi-
zation is to transform the sample into standardized
data with a mean value of 0 and a variance of 1. ,at
is, the normalized transformation of the column is

x
•
ij �

xij − xj 

δj

. (10)

Among them,

i � 1, 2, ..., n,

j � 1, 2, ..., m,

xj �
1
n



n

i�1
xij,

δ2j �
1
n



n

i�1
xij − xj 

2
.

(11)

,e resulting standardized matrix X• is written as

X �

x11 · · · x1m

⋮ ⋱ ⋮

xn1 · · · xnm

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (12)

(2) Calculation of the correlation matrix: for given n
samples, we use a computer to calculate the corre-
lation coefficient matrix of the indicator variables:

R �

r11 · · · r1m

⋮ ⋱ ⋮

rm1 · · · rmm

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
�
1
n

X′X. (13)

Among them,

rij �
1
n



n

i�1
XijXik �

1
n

xj
′xk, j, k � 1, 2, . . . , m. (14)

(3) Find eigenvalues and eigenvectors. ,e obtained
correlation matrix is R to solve the characteristic
equation:

|R − λf| � 0. (15)

By solving the characteristic equation, k eigenvalues
(i� 1∼m) and the eigenvector corresponding to each
eigenvalue can be obtained:

Qi � ai1, ai2, . . . , aip , i � 1 ∼ k. (16)

And the eigenvectors corresponding to λ1 > λ2 > λ3
> λk > 0 are orthogonal to each other.
By the above method, k (k≤ p) principal components
can be obtained. λi/

k
i�1 λi is the contribution rate of

the i-th principal component, denoted as βi, which is

βi �
λi


k
i�1 λi

. (17)

Among the k principal components, the sum of the
contribution rates of the first q principal components
is the cumulative contribution rate of the first q
principal components, denoted as α:

α �


q

i�1 λi


k
i�1 λi

. (18)

,e number of principal components can be de-
termined by the cumulative contribution rate.
Usually the cumulative contribution rate α≥ 0.85 as
the standard. For the selected q principal compo-
nents, if the cumulative contribution rate reaches
85%, that is, a≥ 0.85, the principal components can
be determined as q. It represents the selected q
principal components and basically retains the in-
formation of the original p variables. When deter-
mining the number of principal components, the
number of principal components should be mini-
mized under the condition of the cumulative con-
tribution rate constraint.

(4) Find the factor load αi:

αi �

��

λi



αi. (19)

According to formula (19), we calculate the factor
loading matrix and then calculate the score of each
factor:

Fi � αix, i � 1, 2, . . . , k. (20)

(5) According to the numerator of the factor and the size
of the contribution rate, we calculate the compre-
hensive score:
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F � β1F1 + β2F2 + · · · + βkFk. (21)

Finally, it is sorted according to the comprehensive
score. PCA analyzes the system with fewer q indi-
cators instead of the original p indicators, which
brings great convenience to the comprehensive
evaluation of the system.

A large amount of original detection value data flow
information is used to detect lag correlation using the
BRAID method, and a series of time series with lag
correlation can be found, and the lag time of each time
series relative to the original reference series can be
calculated.

We assume that there are n time series with a lagging
correlation after the detection of the BRAID method.
Each time series has a piece of data. Since the original
detection data are data values obtained at equal intervals
of time, a time variable t is introduced in the represen-
tation of the time series, and the data value corresponding
to each time point is x (t). ,en the original multidi-
mensional data flow is denoted as

X � X1(t), X2(t), . . . , Xn(t)( , t � 0, 1, . . . , m − 1. (22)

,is can be written in matrix form, namely,

X �

x1(0) x1(1) · · · x1(m − 1)

x2(0) x2(1) · · · x2(m − 1)

⋮ ⋮ ⋱ ⋮

xn(0) xn(1) · · · xn(m − 1)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (23)

,e lag time is recorded as Δt1,Δt2, . . . ,Δtn.
Among them, Δt1 � 0 (that is, x is the original ref-

erence sequence), and Δt2, . . . ,Δtn is the lag time of the
sequence x2, . . . , xn relative to the sequence x1.

,e first principal component analysis method is applied
to “aligned” data streams; that is, the data is synchronized.
,is article discusses the lag-related multidimensional data
flow.,e data that needs principal component analysis is not
synchronized, but has a certain lag time relative to the
original time series. ,erefore, it is necessary to perform
principal component analysis on the detected multidi-
mensional data stream with lagging correlation. ,e first
task is to remove the lagging part of each time series, and
“align” the data flow, that is, temporarily ignore the time
parameters, and only keep the parts with similar changing
trends in each time series, in order to achieve the purpose of
multidimensional data flow synchronization. Figure 1 shows
the unsynchronized time series, and Figure 2 shows the
synchronized time series.

If the data corresponding to w time points in each data
stream are obtained, the synchronized multidimensional
data stream is recorded as

X �

x1(0) x1(1) · · · x1(w − 1)

x2 Δt2(  x2 Δt2 + 1(  · · · x2 Δt2 + w − 1( 

⋮ ⋮ ⋱ ⋮

xi Δti(  xi Δti + i(  · · · xi Δti + w − 1( 

⋮ ⋮ ⋱ ⋮

xn tn(  xn Δtn + i(  · · · xn Δtn + w − 1( 

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (24)

,at is, X � (Xi(Δti), Xi(Δti + 1), . . . , Xi(Δti + w − 1)),
where i� 1, 2, . . ., n.

For the above synchronized multidimensional data
stream with delayed correlation, we apply the principal
component analysis method to find the principal compo-
nents. ,e steps of calculating the principal components
include standardizing the sample data, calculating the
correlation matrix, finding the eigenvalues and eigenvectors,
and finding the principal components.

(1) Standardize multidimensional data streams. In order
to achieve the standardization of multidimensional
data streams, we should find the mean and variance
of each data stream. ,e standardization of the data
stream is based on the mean and variance of each
data in the data stream. ,e essence of standardi-
zation is to transform the data stream into stan-
dardized data with a mean value of 0 and a variance
of 1, which is to perform a standardized transfor-
mation on the column of X:

x
•
i (j) �

xi(j) − x(j) 

δj

. (25)

Among them,

i � 1, 2, . . . , n,

j � 1, 2, . . . , m,

x(j) �
1
n



n

i�1
xi(j),

δ2j �
1
n



n

i�1
xi(j) − x(j) 

2
.

(26)

,en we get the standardized matrix, denoted as

X �

x1(0) x1(1) · · · x1(w − 1)

x2(0) x2(1) · · · x2(w − 1)

⋮ ⋮ ⋱ ⋮

xn(0) xn(1) · · · xn(w − 1)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (27)

(2) Calculate the correlation matrix. For the w data
streams with lagging correlations that have been
detected, we use a computer to calculate the corre-
lation coefficient matrix of the indicator variables:
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R �

r11 · · · r1m

⋮ ⋱ ⋮

rm1 · · · rmm

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
�
1
n

X′X. (28)

Among them,

rij �
1
n



n

i�1
XijXik �

1
n

xj
′xk, j, k � 1, 2, . . . , m. (29)

(3) Find eigenvalues and eigenvectors. ,e obtained
correlation matrix is R to solve the characteristic
equation: |R − λf| � 0.
By solving the characteristic equation, w eigenvalues
can be obtained, and the eigenvector corresponding
to each eigenvalue: Ui � (ui1, ui2, . . . , uiw), i� 1∼w,
and λ1 > λ2 > · · · > λw > 0, and its corresponding ei-
genvector are orthogonal to each other.

(4) Find the principal components. ,e algorithm can
obtain w principal components by the above
method. λi/

w
i�1 λi is the contribution rate of the i-th

principal component, denoted as βi, namely,

βi �
λi


w
i�1 λi

. (30)

Among the w principal components, the sum of the
contribution rates of the first k principal components
is called the cumulative contribution rate of the first
k principal components, denoted as α:

α �


k
i�1 λi


w
i�1 λ1

. (31)

,e number of principal components can be determined
by the cumulative contribution rate. ,is paper takes the
cumulative contribution rate α≥ 0.85 as the standard. For
the selected k principal components, if the cumulative
contribution rate reaches 85%, that is, α≥ 0.85, then the
principal components can be determined as k. It means that
the selected k principal components basically retain the
information of the original w variables. When determining
the number of principal components, the number of prin-
cipal components should be reduced as much as possible
under the condition of α≥ 0.85.

T

T

T

T

X1 (t)

X2 (t)

X3 (t)

X4 (t)

Δt2

Δt3

Δt1

Figure 1: Unsynchronized time series.

X1 (t)

X2 (t)

X3 (t)

X4 (t)

T

T

T

T

Figure 2: Synchronized time series.
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Using the obtained k principal components to linearly
combine them can express the original multidimensional
data flow of the lag correlation, namely,

F1(t) � u11x1(t) + u12x2 t + Δt2(  + · · · + u1ixi t + Δti(  + · · · + u1kxk t + Δtk( ,

F2(t) � u21x1 t − Δt2(  + u22x2(t) + · · · + u2ixi t + Δti − Δt2(  + · · · + u2kxk t + Δtk − Δt2( ,

· · ·

Fi(t) � ui1x1 t − Δti(  + ui2x2 t − Δti + Δt2(  + · · · + uiixi(t) + · · · + uikxk t − Δti − Δtk( ,

· · ·

Fn(t) � un1x1 t − Δtn(  + un2x2 t − Δtn + Δt2(  + · · · + unixi t − Δtn + Δti(  + · · · + unkxk t + Δtn − Δtk( .

(32)

Furthermore, the algorithm obtains a comprehensive
evaluation function:

F � β1F1 + β2F2 + · · · + βkFk. (33)

It can be seen that, by performing principal component
analysis (PCA) on the lag-related multidimensional data
stream, the original multidimensional data stream repre-
sented by the data corresponding to the largerm time points
can be converted into the smaller k principal components to
represent the original multidimensional data stream, which
brings great convenience to the storage and use of data
stream and also provides help for the analysis and recon-
struction of lag-related multidimensional data stream.

4. Classification and Statistics of Financial
Data in Smart Cities Based on
Artificial Intelligence

,e overall framework of financial asset classification is
shown in Figure 3.

,ere are three major factors in sequence analysis. (1)
Sequence duration: it refers to the length of the analyzed
sequence in the time dimension, such as the time period
during which user behavior occurs. (2) Time folding win-
dow: it means that a series of actions occurring within a
certain period of time will be regarded as occurring si-
multaneously. (3) Time interval: it refers to the time interval
of the discovered time series model. An example of the data
mining process is shown in Figure 4.

,e fast hierarchical clustering algorithm based on root
finding is based on the following assumption: a data set can
be divided into several clusters, and there is a core point in
each cluster, and this point can represent other points in the
cluster. ,is core point is not necessarily the center of mass
of the cluster; it exists in an area where the data is densely
distributed. ,e area with dense data distribution here refers
to the closest distance between the data points in this area
relative to the surrounding neighborhood of this area. We
call the core point of the cluster the root node, as shown in
Figure 5.

,e structure design of the financial data classification
system is shown in Figure 6. ,e system obtains sample files

from the sample database after data extraction and pre-
processes the sample files into training samples and test
samples. ,e training samples are used to train the classifier,
and the test samples are used to evaluate the classification
performance of the classifier, and the training process of the
classifier is adjusted according to the evaluation results to
obtain the final classifier.

,e evaluation process of the classification effect is
shown in Figure 7. ,e source of the test sample is the same
as the training sample. It is taken from the sample database
and preprocessed. ,e test sample also carries the actual
category label.

,e simple understanding of financial data classifi-
cation task refers to the process of categorizing financial
data of an unknown category based on its content when
the classification system is known. Financial data clas-
sification is essentially a process of identifying the
characteristics of financial data patterns. After the
financial data is preprocessed and expressed as a feature
vector, it is input into the classifier, and the model is
trained. For the financial data to be classified, it is also
expressed as a feature vector and then input into the
classifier for classification. Figure 8 shows the principle of
financial data classification. Financial data content pro-
cessing will be introduced in detail later.

As shown in Figure 9, we have given a basic model
framework based on rough set and KNN text classification.
In this model framework, we can clearly see that this model
is composed of three parts: rough set-related preprocessing
module, KNN classification algorithm module, and quality
evaluation module. First, in the text collection stage, the
relevant web text data is obtained from the internet, and the
relevant data is used as the training set and test set of the web
text for subsequent operations, and then the next step is
entered.

After constructing the above intelligent model, this
paper conducts statistical analysis of the intelligent model
and evaluates the effect of financial data mining and financial
data classification, and the results are shown in Figure 10.

It can be seen from Figure 10 that the intelligent algo-
rithm proposed in this paper can play a certain role in fi-
nancial data processing. After evaluating the intelligent data
decision in this paper, the results are shown in Figure 11.
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Default
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Figure 3: ,e overall framework of financial asset classification.
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Figure 4: ,e data mining process.
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Figure 5: A possible result of finding the root node on the sample data set.
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Figure 6: Financial data classification system structure.
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From the above research, we can see that the artificial
intelligence classification and statistical method of financial
data in smart cities proposed in this paper can play a certain
auxiliary role in financial decision-making.

5. Conclusion

,e prediction problem of financial data processing is
mainly the prediction of financial time series. Financial time
series can be regarded as a special time series, which has the
following three characteristics. (1) ,e generation process of
financial time series is more complicated, and there are
many influencing factors. (2) Most financial time series
contain a large number of unpredictable influence factors.
(3),e composition of the data in the financial time series is
relatively complex and usually exhibits nonlinearity. Arti-
ficial intelligence information processing methods such as
neural networks, chaos theory, and genetic algorithms can
well adapt to these three characteristics, which have become
advanced methods to solve financial data processing
problems. ,is paper combines big data technology to carry
out financial data classification research and extracts fi-
nancial data from different data sources in an automatic and
intelligent way. Users can not only get the data they want in
the shortest time, but also improve the accuracy and ef-
fectiveness of the data. ,rough experimental research, we
know that the artificial intelligence classification and sta-
tistical method of financial data in smart cities proposed in
this paper can play a certain auxiliary role in financial de-
cision-making.
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Accidents of various types in the construction of hydropower engineering projects occur frequently, which leads to significant
numbers of casualties and economic losses. Identifying and eliminating near misses are a significant means of preventing
accidents. Mining near-miss data can provide valuable information on how to mitigate and control hazards. However, most of the
data generated in the construction of hydropower engineering projects are semi-structured text data without unified standard
expression, so data association analysis is time-consuming and labor-intensive. &us, an artificial intelligence (AI) automatic
classification method based on a convolutional neural network (CNN) is adopted to obtain structured data on near-miss locations
and near-miss types from safety records. &e apriori algorithm is used to further mine the associations between “locations” and
“types” by scanning structured data. &e association results are visualized using a network diagram. A Sankey diagram is used to
reveal the information flow of near-miss specific objects using the “location⟶ type” strong association rule. &e proposed
method combines text classification, association rules, and the Sankey diagrams and provides a novel approach for mining semi-
structured text. Moreover, the method is proven to be useful and efficient for exploring near-miss distribution laws in hydropower
engineering construction to reduce the possibility of accidents and efficiently improve the safety level of hydropower engineering
construction sites.

1. Introduction

Construction is a high-risk industry, and until recently,
construction sites have continued to pose a serious threat to
workers’ lives and health [1]. In particular, hydropower
engineering construction leads to various types of casualties
due to the frequent cross-work of construction equipment,
the dynamic construction work environment, and high-risk
site operations [2]. For example, in March 2020 alone, there
were two hydropower accidents in Sichuan Province: a
scaffolding collapse and high falls caused by burnt-out safety
belts led to 3 deaths and 4 injuries, according to China’s
National Energy Administration [3].

Near misses have been defined as a dangerous state in
production that may lead to accidents, such as the unsafe
behavior of people, an unsafe state of things, unsafe factors
in the environment, and defects in management [4]. In
particular, there is a wider variety of near misses in the
construction of hydropower engineering, leading to a
sharply increased probability of serious accidents. An ac-
cident is a fait accompli and cannot be undone. In contrast,
near misses still have remedial leeway [5]. &erefore, to
improve the safety situation, it is a key part of safety
management to determine the potential laws of near misses
and take safety measures to eliminate near misses in the
construction of hydropower engineering projects.
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With increasing attention to safety issues in the hy-
dropower industry, the frequency of safety inspections has
increased rapidly, and numerous near-miss text data have
been accumulated. However, text data are both semi-
structured and unstructured; accordingly, traditional
methods of mining text data are time-consuming and labor-
intensive. With the development of artificial intelligence
(AI) technology, automatic mining and analysis of near
misses will inevitably replace relying on manual work to
structure text data and find near-miss laws [6]. &us, it is of
great significance to study the data mining of near-miss text
data, especially the mining of near-miss distribution laws
relying on AI technology.

In the field of construction, text mining application
research mainly adopts text classification methods to classify
housing construction accidents, subway construction near
misses, and construction contract documents. Shallow
machine-learning algorithms, such as the support vector
machine (SVM), naive Bayes (NB), and K-nearest neighbor
(KNN) algorithms, have been used to classify housing
construction accidents [7] and construction contract doc-
uments [8]. Such algorithms require manually combining
lexical, syntactic, and semantic features. &ese are limited by
the domain knowledge of individuals, resulting in poor
performance in feature representation.

In contrast, deep learning algorithms (e.g., convolu-
tional neural networks (CNNs) [9], Bidirectional Encoder
Representations from Transformers (BERT) for language
understanding [10], and convolutional bidirectional long
short-term memory (C-BiLSTM) [11]) can automatically
identify features and use existing tagged data to train the
classification model of house-building construction acci-
dents and near-miss subway construction. &e above re-
search proves that deep learning has a better effect on the
classification of construction of short texts than shallow
machine learning.

Previous text information expression and big data
mining technology have laid a very important foundation for
intelligent analysis of text information. All kinds of text
intelligent analysis technology have been widely used in
housing construction, subways, and so on. However, there
are few studies on the intelligent analysis of big data in the
field of safety knowledge in hydropower engineering con-
struction addressed in this study. Although the core algo-
rithm of text big data analysis has not changed much, due to
the unique characteristics of safety knowledge in hydro-
power engineering construction, the data analysis frame-
work that focuses on hidden trouble needs to be
reformulated. &e main reason is that hydropower engi-
neering construction involves a wide range of engineering
types, and there are huge differences between different
engineering types, leading to the necessity of reexploring the
distribution of near misses in this kind of engineering.
Moreover, these studies only classified the text without
discussing how to further mine the more detailed con-
struction knowledge contained in the classified text. Safety
managers cannot intuitively and quickly acquire near-miss
knowledge due to the poor visualization effect of near-miss
distributions.

Against this contextual backdrop, we develop a near-
miss classifier based on a CNN, associate the classified re-
sults, and visualize them with a network diagram [12] and a
Sankey diagram so that safety managers can easily find the
key points of massive near misses [13]. First, to structure text
data, a CNN-based classifier that incorporates a deep
learning method is developed to generate structured clas-
sification results of near-miss information within safety
records. &e classifier can capture semantic features in a
near-miss text to automatically classify near-miss locations
and the near-miss descriptions into predefined “location”
and “type” categories, which can generate structured data for
statistical analysis. An apriori algorithm is then used to
quantify the frequency and trustworthiness of the associa-
tion rule “location⟶ type.” &e network diagram visual-
izes the quantification of the association rule
“location⟶ type.” Finally, after integrating all texts cor-
responding to each category of strong association rules, the
Chinese word segmentation is carried out on these texts. A
Sankey diagram is drawn with word frequency as the size of
the information flow.

A classifier based on deep learning and a CNN combined
with the apriori algorithm and a Sankey diagram can au-
tomatically classify text and associate the “location” and
“type” of the classification results. Consequently, safety
management personnel can implement corresponding near-
miss measures for specific near-miss locations, eliminate
near misses in advance, and improve the safety level of
hydropower project construction.

2. Related Work

2.1. Accident Prevention in Hydropower Engineering
Construction. Hydropower engineering construction has the
characteristics of a complex construction environment, in-
cluding a wide range of cross-work and high labor intensity.
Moreover, it has a low level of safety management and, more
generally, a lack of safety supervision and personnel training
[14]. Accidents occur frequently in hydropower project
construction. &ere are many studies on accident prevention
in hydropower engineering construction. Zheng et al. [15]
applied the Human Factor Analysis and Classification System
(HFACS) to study the evaluation of human factors in high-
risk operations and finally obtained the evaluation value of
faulty behavior risk (FBR) in hydropower engineering con-
struction. Zhou et al. [2] integrated the methods of the de-
cision-making trial and evaluation laboratory (DEMATEL)
and the analytic network process (ANP), taking into account
the interaction between factors and their self-feedback. &e
deduced causal diagrams provide suggestions for the safety
management of high-risk working systems in several large
hydropower projects. Zheng et al. [16] adopted the HFACS
framework, collected 869 accident investigation reports, de-
termined the first three accident types by frequency statistics,
and determined the accident path by analyzing the correlation
between different human factors. All the above studies focus
on the prevention of accidents, but the study of near misses
can advance the link of accident prevention and reduce the
probability of accidents by eliminating near misses.

2 Computational Intelligence and Neuroscience



2.2. Text Classification and Machine Learning. Natural lan-
guage processing (NLP) is a technology in which a computer
is used to process and analyze human language, including
text classification, information extraction, and information
retrieval [17]. Text classification is a common task of NLP,
which concerns training mathematical models to gain a
certain generalization ability by inputting a group of texts
with relevant classification labels so that themodel can better
predict the categories of other texts in the same field [18].
Text classification has been widely used in various fields as an
efficient information processing technology [19].

Machine learning is a popular method to realize text
classification [20]. For instance, Bertke et al. [21] identified
the three “claim cause” categories of workers’ medical
compensation claims using the NB classifier. Ubeynarayana
et al. (Ubeynarayana. and Miang., 2017) used a support
vector machine (SVM) classifier to classify the Occupational
Safety and Health Accident (OSHA) dataset. Similarly,
Mahfouz [8] utilized an SVM to classify unstructured in-
formation in contract documents. Maia et al. [22] used the
random forest (RF) method to classify complaint texts and
achieved good results. All of the above studies used shallow
machine learning, which can only obtain simple functions
through a linear combination of feature parameters of
training data. However, simple functions poorly classify the
complex and changeable near-miss text of hydropower
project construction.

Deep learning (DL) can learn complex functions and
extract higher-dimensional features from input data.&e DL
method has been identified as an appropriate method to
automatically extract features for text classification without
manually creating features [23]. Compared to shallow
machine learning, DL can effectively extract word order
features and learn from the semantic information contained
in text [24].

CNNs have been applied in NLP and have achieved good
results in semantic processing [25], sentence modeling [26],
and search query retrieval [27]. Researchers are increasingly
interested in the application of CNNs in text classification.
Arora et al. [28] proposed a text normalization algorithm
based on deep convolutional character level embedding (the
Conv-char-EMB neural network model) for sentiment
analysis (SA) of unstructured data. He et al. [29] proved that
CNN architecture with multiple pooling operations can
extract the most significant features of a convolutional filter
by convolution, activation, and pooling operations and ef-
fectively classify medical relations.

Do [30] proposed a CNNmodel that can use both a word
vector adjusted for a specific task and a static pretrained
word vector for the sentence-level text classification task.
Yoon et al. [31] used a CNN to classify sentences pre-
processed by word embeddings and suggested that only one
layer of convolution can classify sentences effectively. &e
above studies have laid an important foundation for text big
data mining, but the laws contained in text big data of near
misses in hydropower project construction need to be
further explored. Due to the large difference in the char-
acteristics of various subprojects for hydropower projects,
the types of near misses in different locations are also very

different and present great trouble in the analysis of hidden
danger data. &e text intelligence analysis method com-
monly used in other projects has difficulty addressing this
challenge.

2.3. Association Rules and Sankey Diagram. Association
rules contain the rules of occurrence between things. It is
imperative for people to understand detailed information
about the research object. Agrawal [32] proposed an asso-
ciation rule algorithm for mining the potential association
between transactions in a transaction database. &e apriori
algorithm is the most famous association rule algorithm. It
can prune item set trees to prevent the exponential growth of
candidate item sets, reduce the amount of data, and improve
operation efficiency [33].

Association rule mining has been widely used in con-
struction safety fields. Cheng et al. [34] used association rules
in analyzing 1347 accidents to identify potential hazards in
Taiwanese construction projects. Guo et al. [35] found the
association rules of workers’ unsafe behavior, worker type,
and construction phase in the construction industry using
the apriori algorithm. Qiu and Wang [36] proposed the
“cause⟶ emergency measure” association rule algorithm
based on construction accident cases to find all possible
accident cause chains. Mingyuan et al. [37] used the apriori
algorithm to mine a dataset of near misses in construction
and obtained the correlation between the hazard sources in
the internal and external environments of a construction
site.

Using the apriori algorithm for data mining, these re-
searchers obtained valuable association rules that are diffi-
cult to find by subjective experience. &e algorithm involves
counting the number of terms. For unstructured text, items
that have the same meaning but different expressions are
considered different when they are counted.&erefore, items
with the same meaning need to be classified into the cor-
responding preset categories to obtain structured text. Fi-
nally, the number of items in each category is counted as the
operation data of the apriori algorithm. However, the as-
sociation rule algorithm is only applicable to mining
structured data, it is necessary to carry out structured data
tasks to mine unstructured text, and text classification plays
such a role. Since the near misses of hydropower projects are
recorded artificially, they are random and nonstandard, and
all belong to unstructured texts. To mine the association
rules of near misses of unstructured texts, it is necessary to
obtain structured texts that are easy to calculate by classi-
fying near misses.

A Sankey diagram is a data flow diagram that shows the
flow of information among multiple attributes [38]. &e
Sankey diagram is a fashionable tool in energy system
analysis [39], and it can clearly show the energy flow process.
&ere are also some applications of the Sankey diagram in
civil engineering. For example, Abdelalim et al. [40] used a
Sankey chart to carry out data visualization and analysis of
energy flow at the multizone building scale. Goswein et al.
[41] used a Sankey diagram to represent the relationship
between building stock and its driving factors. Ioannidou
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et al. [42] visualized the economic flow of construction
projects through a Sankey diagram. &ese studies took
advantage of the characteristic that the Sankey diagram can
represent information flow. &e distribution law of near
misses also has the characteristics of information flow, so the
Sankey diagram can be used to show the flow of specific
near-miss objects between near-miss locations and near-
miss types.

3. Data Preparation

&e data preparation section is divided into 4 steps: (1)
collecting near-miss data from the Crane BeachHydropower
Station projects and storing them in the database, (2)
cleaning up noncompliance data and obtaining word seg-
mentation, (3) labeling the training data, and (4) assigning
the labeled dataset for training the model. &is process is
shown in Figure 1.

3.1. Source of Data. &e 32,370 safety records of the Crane
Beach Hydropower Station from 2015 to 2020 were taken as
the data source. &e 24,325 collected semi-structured rec-
ords were uploaded by the site construction operator
through WeChat-based near-miss check software. &e 8045
paper unstructured records were collected from the safety
management personnel at the construction site and man-
ually entered into the database. Some examples of raw data
are shown in Table 1.

Each near-miss record includes its check date, near-
miss description, and near-miss location. In the near-
miss records, “description” and “location” belong to
semi-structured data, which are characterized by lengthy
sentences and inconsistent expressions. &e fields of a
semi-structured record are related to each other, but the
data stored in the fields are unstructured text. &e “de-
scription” contains the information of the type of near
misses, and the “locations” contain the information of the
near-miss places. However, the information is unstruc-
tured text and cannot be associated with the association
rule algorithm. To automatically find the association rules
between the near-miss type and the near-miss location,
these two fields need to be transformed into structured
text. &e CNN DL algorithm is used to transform these
two fields into structured data, which are 11 near-miss
types and 35 near-miss locations.

3.2. Data Preprocessing. &e training effect of the model can
be improved by preprocessing data to reduce data noise. &e
data preprocessing steps are as follows:

(i) Empty items, numbers, and punctuations such as
“3#,” “/,” “,” and “6–2” in a sentence are con-
sidered noise, and regular expressions (REs) are
used in Python to remove the noise. In particular,
“3#” describes the location information of hy-
dropower projects in a more specific way. In
different # hidden trouble locations, the impact

on hidden trouble types can be ignored, so 3# is
not considered.

(ii) Jieba [45] (Chinese word segmentation software
based on Python) is employed to carry out word
segmentation to better express the features of
Chinese sentences.

(iii) One-character words that are not rich in meaning
are deleted.

3.3. Label Definition. Since a supervised learning model is
proposed, it is necessary to label the classified data accu-
rately. According to 20 accident types that a near miss may
cause [44] and combined with the description of the near
misses in this study, the near misses are divided into 11 types
for hydropower engineering construction. Due to the dif-
ferences in construction organization plans in each near-
miss location, we define a total of 30 near-miss location
labels. &e text datasets are manually tagged by experienced
safety management personnel on-site and then reviewed by
experts in the field of hydropower engineering construction
to ensure the accuracy of the labels. Partial labels are listed in
Table 2.

3.4. Dataset Division. To obtain the classification model, the
labeled datasets need to be divided into a training set, test set,
and validation set. Among them, the training set optimizes
the model, the validation set selects the parameters of the
optimization model, and the test set evaluates the perfor-
mance of the established model. &e two datasets of “lo-
cation” and “description” are arranged in proportion as
follows: training set: test set: validation set� 10 :1:1. &e
numbers of training sets, validation sets, and test sets for the
“location” classifier are 14,995, 1515, and 1500, respectively.
&e numbers of training sets, verification sets, and test sets
for the “type” classifier are 16,018, 1545, and 1580,
respectively.

4. Near-Miss Text Mining Approach

&e data mining model is divided into 3 parts: (1) CNN
classification: the “type” classifier and “location” classifier
are obtained by training the tag dataset. (2) Association
analysis: the trained classifier classifies the “type” and “lo-
cation” of new near misses to generate structured data of
“type” and “location” for statistical analysis. An association
rule network diagram is created to visualize the mining
results. (3) Sankey diagram: the Sankey diagram adds de-
tailed rules to the near-miss association rules. &e specific
steps are shown in Figure 2.

4.1. CNN-BasedClassifier. &e CNN is a supervised learning
method in DL.&e weight sharing of a convolutional layer in
a CNN can reduce the number of trainable parameters in the
network and the complexity of the network model. A text
classification method based on CNN can learn complex
functions and related features from a given text without the
need to select effective features through tedious manual text
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analysis. &is can greatly save on labor and time [9]. With
the proposal of the word2vec method, word embedding
training can be carried out on a large scale. &is lays a
foundation for CNN’s extensive application in text classi-
fication [45].

&e context information of each word in the near-miss
text is crucial for the CNN model to capture the near-miss
features. By introducing word2vec to the input layer, the

near-miss text is transformed into a word embedded with a
specific numeric expression containing the relationship
between words in a near-miss text. &is serves as the input
layer of the CNN model. In the convolutional layer, the
feature mapping of near-miss text is learned in parallel using
different sizes of convolution kernels. A fixed-length near-
miss feature mapping is acquired by performing the max
pool operation at the pooling layer. &e final near-miss

Table 2: Examples of near-miss label.

NO. Near-miss description “Type” label Near-miss location “Location”
label

1

基础分局锚索施工排架二端过道未贴反光条提
示过住车辆。(no reflective strip is attached to the

second end corridor of the anchor cable
construction rack in the basic subbureau.)

车辆伤害(vehicle
injuries)

尾检北侧锚索施工排架 (construction
of the anchor cable on the north side of

the stern inspection)
排架 (bent)

2
现场电源线拆除后桩头裸漏 (after the removal
of the power line on-site, the pile head is exposed

to leakage.)

触电 (electric
shock)

主变北侧交通洞洞口 (the main north
side of the traffic hole)

洞口 (tunnel
entrance)

3

一砂轮切割机无防护盖易造成操作人员伤害 (a
grinding wheel cutting machine without a
protective cover can easily cause injury to

operators.)

机械伤
害(mechanical

injuries)
EL676马道 (EL676 berm) 马道 (berm)

Near-misses 
collection

Situations

Locations

Label assignment

Type label 
definition

Labeling

Remove missing 
items

Word
segmentation

Preprocessing

Data set partitioning

Training set Validation set Testing set

Location label 
definitionStop word

removing

Figure 1: Data preparation process.

Table 1: Portion of safety records for hydropower engineering projects.

检查日期
(check date) 隐患描述 (near-miss description) 隐患部位 (near-miss location)

2016/08/27
顶拱挂网施工, 汽车吊吊装范围未警戒防护 (roof arch
hanging net construction, car hoisting range without

warning protection)

引水上平施工支洞(12#∼13#之间)顶拱挂网施工, 汽车吊
吊装范围未警戒防护 (construction of supporting tunnel
(between #12 and #13) on the upper level of water diversion;
construction of roof arch hanging net; no warning protection

for the hoisting range of an automobile crane)
. . .. . .

2017/05/09
洞内照明设施不满足现场施工要求 (the lighting facilities

in the cave do not meet the requirements of site
construction)

左岸泵房交通洞 (left bank pump room traffic hole)
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classification task is handled by the full connection layer.
&is is equivalent to classifying the features extracted by the
convolution layer and pooling.&emodel structure is shown
in Figure 3.

4.1.1. Word Representation. To make full use of the word
characteristics, 19,143 “description” and 18,010 “location”
instances in the dataset are divided into multiple words
separated by line breaks with Jieba. Different words in the
“description” and “location” datasets constitute the “de-
scription” word vector space and “location” word vector
space, respectively. &e numbers of words in the two word
vector spaces are Vdescription � 8001 and Vlocation � 1919.

&e text dataset of hydropower project construction near
misses has the characteristics of a large word space, short
sentences, and high frequency of professional vocabulary [46].
To better express the near-miss texts, we use word embedding

to pretrain the near-miss words. In embedding spaces, dif-
ferent words that are semantically similar are likely to form
semantic groups in which words with different properties are
close together in distance. &e continuous bag of words
(CBOW) is a commonmodel for word2vec [47].&emodel is
suitable for word embedding training in text datasets with
fewer low-frequency words and more short sentences [48].

&e main idea of the CBOW model is to use context
words x1, x2, ..., xC  to predict the central word Wi, where
C is the window value (set to 5), Wi is the i word in word
vector space, and x1, x2, ..., xC  is the one-hot coding (the
corresponding index position of the word is 1, and the others
are 0). &e model calculation is divided into two processes:
forward propagation and back propagation.

(1) Forward propagation.
Figure 4 shows the calculation process of forward

propagation, where “氧气(oxygen)/乙炔(acetylene)/瓶
(bottle)/无 (no)/安全(safety)/距离(distance)” is taken as the

CNN model

type classifier location classifier

Obtain data set for association 
analysis

Raw
situations 

Raw
locations

Structured type Structured location

Apriori algorithm

Association rules

Association rules 
network diagram

Association rule mining 

Labeled data

prepared data

Sankey diagram of 
association rules

Figure 2: Text mining process of hydropower engineering construction near misses.
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dataset for illustration, and “bottle” is the predicted central
word. Forward propagation is divided into two steps.

Step 1: Calculate the hidden layer H, which is a
1 × N-dimensional vector. N is the dimension of each
word vector. &e value is set to 100. &e calculation
formula is described as follows:

H �
1
C

W0 · 
C

i−1
xi

⎛⎝ ⎞⎠, (1)

where W0 is a V × N-dimensional matrix that connects
the input vector and hidden layer, and V is the size of
the word vector space. In the figure, the value is set to 6.
Step 2: Calculate the output vector Y of size 1 × V. Y

(the word vector for “bottle” in this image) is a dis-
tributed representation of the predicted central word.
To facilitate the calculation of errors during back
propagation, the softmax function is used to normalize
H × W1. &e calculation formula is described as
follows:

Y � softmax H · W1( , (2)

where W1 is the weight matrix with a size of N × V to
connect the hidden layer and the output layer.

(2) Back Propagation. &e back propagation error is cal-
culated according to Y of the center word and the one-hot
encoding vector of this word. &e values of W0 and W1 are
continuously adjusted using the gradient descent method.
During the training, each word is used as a central word; that
is, W0 and W1 are modified V times. After the training, the
one-hot coding vector of each word is computed in steps 1
and 2 and united with the trained W0 and W1 to accomplish
the word vector of all words in the entire dataset.

4.1.2. Convolution Layer. In the NLP domain, since the
width of the convolution kernel is generally equal to the
dimension k of the word embedding, the convolution kernel
slides in only one dimension. We illustrate the process of
convolution in Figure 4. In the example, the window value
(the local word order length per convolution) h is set to 4.
&e process is divided into three steps. Step 1: the 4 × 4
matrix X1: 4 corresponding to “氧气(oxygen)”/“乙炔(acet-
ylene)”/“瓶(bottle)”/“无(no)” and convolution kernel W are
substituted into formula 1 to obtain the feature mapping C1.

Step 2: due to the sliding step s � 1, the window slides
down one slot. We perform the same calculation by
replacing X1: 4 with X2: 5 corresponding to “乙

Input sequence
length n

Word n

…………
…………

Word embedding dimension k

Word 1

Word 2

Word n-1

Word 3 … …
…

Category
label

Each situation or location 
can be expressed as an

n×k word matrix.

Max pooling

Feature Maps

Fully connected layer 
with dropout and 

so�max output

Figure 3: CNN classifier model framework.

(oxygen)
(acetylene)

(distance)

(no)

(safe)

[ 1 0 0 0 0 0 ]

[ 0 1 0 0 0 0 ]

[ 0 0 0 1 0 0 ]

[ 0 0 0 0 1 0 ]

[ 0 0 0 0 0 1 ]

W
0(6×N)

W1(N×6)

W
0(6×N)

W0(6×N)

W 0(6×N)

W 0(6×N)
so�max

H(1xN) Y(1x6)

Figure 4: CBOW forward propagation flowchart.
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炔(acetylene)”/“瓶 (bottle)”/“无 (no)”/“安全 (safe).” Step 3:
according to the first and second steps, an iterative operation
is performed to obtain the feature mapping matrix C: 3 × 4.
&e calculation formula is described as follows:

ci � f w · xi: i+h−1 + b( , (3)

where w is the convolution kernel matrix representing the
shared weight, and xi: i+h−1 is the connection matrix of the
word embedding from the i word of a “description” or
“location” to the i + h − 1 word. b is an offset term. f is a
nonlinear function, and in this study, f is set to a rectified
linear unit (ReLU). Figure 5 shows the convolution process.

4.1.3. Pooling Layer and Full Connection Layer. To represent
richer features, the convolution kernel is set to different
windows, and the same convolution kernel will run parallel
operations [49]. &erefore, a sentence will generate feature
vectors with different dimensions. &e advantage of pooling
is that it outputs a fixed-size matrix, reduces the dimensions
of the output, and retains significant features with the
maximum value Pi(i � 1, 2, . . . , m). Pi is the maximum
value of the vector by the i convolution operation, and m is
the number of convolution kernels.

Dropout technology is adopted in the fully connected
layer to prevent hidden layer neurons from self-adapting and

to reduce overfitting [50]. &e weight parameters of the fully
connected layer are combined with P � P1, P2, . . . , Pm  to
calculate Y � Y1, . . . , Yt . In this study, t is tdescription (the
number of “descriptions” tags) and tlocation (the number of
“locations” tags). After vector Y passes through the softmax
layer, the probability distributions L � L1, L2, . . . , L3  of
different labels are acquired by normalization calculations.
Figure 6 shows the process of pooling to the fully connected
layer.

4.1.4. Parameter Settings. According to the hyperparameter
settings of CNN text classification in existing studies and
through multiple comparison tests, the hyperparameters of
this study are determined as shown in Table 3.

4.1.5. Evaluation Metric. In this study, accuracy, recall,
precision, and F1 score are used to evaluate the performance
of the DL classification model. Formulas (4)–(7) define these
metrics. Among them, recall can be understood as the ability
to find crucial instances in the dataset, and precision rep-
resents the proportion of data points found by the model
that is relevant to reality. &e F1 score is a comprehensive
evaluation of the model combined with recall and precision
[51].

accuracy �
the number of correctly classified categories

the sumof classified data
× 100%, (4)

precision �
TP

TP + FP
, (5)

recall �
TP

TP + FN
, (6)

where TP is the number of positive samples predicted
correctly, FP is the number of positive samples predicted
incorrectly, and FN is the number of negative samples
predicted incorrectly.

F1score �
2 × precision × Recall
precision + Recall

. (7)

4.2. Association Mining. &is study utilizes the apriori as-
sociation rule algorithm to analyze the associations between
“type” and “location” classified by a CNN-based classifier. D

is a set of all “types” and “locations.” If there is an association
rule “location1⟶ type1” in which “location1” contains the
“pipeline” item and “type1” contains the “electric shock”
item, then there is a high probability of an electric shock
accident occurring in the pipeline. “Location 1” and “type 1”
(hereinafter abbreviated as P1 and T1) are both near-miss
data item sets.

For association rule “P1⟶ T1,” its support
sup(P1⟶ T1) is used to measure the frequency of

“P1⟶ T1,” and the calculation formula is described as
follows:

sup P1⟶ T1( ) �
count P1 ∩T1( 

count(D)
, (8)

where count(P1 ∩T1) is the number of simultaneous
transactions between P1 and T1, and count(D) is the total
number of transactions.

Confidence conf(P1⟶ T1) measures the degree of cred-
ibility of “P1⟶ T1”:

conf P1⟶ T1( ) �
count P1 ∩T1( 

count P1( 
, (9)

where count(P1) is the number of transactions occurring in
P1.

Rules whose support and confidence are both greater
than a given threshold are called strong association rules
[52].

In this study, the front and back items of association
rules are “locations” and “types,” respectively, and each near-
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miss record is a single safety check record. &e front and
back items of association rules are limited. &at is, there is
only one item. &erefore, the algorithm can be improved to
reduce the time cost of scanning by lowering the number of
scans.

&is algorithm can be divided into two steps as follows:

(i) Step 1: When finding the frequent 1-item set (the
number of items contained in the frequent item set is
1), different from the traditional apriori algorithm,
only the “location” item set is scanned instead of the
item sets of “type” and “location” at the same time,
thus saving scanning time. &e corresponding sup-
port degree of each item is calculated, and an item set
below the support threshold value is cut off to obtain a
frequent 1-item set. &e frequent 1-item set is con-
nected with the “type” item set to obtain the candidate
frequent 2-item set, and the candidate frequent 2-item
set below the support degree is screened out to obtain
the frequent 2-item set and its item statistics.

(ii) Step 2: According to all frequent item sets mined in
step 1, the confidence of each frequent item set is
filtered whose value is greater than the small con-
fidence; then, the frequent item set is a strong as-
sociation rule.

&is study explores what types of near misses may occur
in a specific “location.” To show the relationship between
themmore intuitively, a network diagram is used to visualize
them, as shown in Figure 7. &e thickness of the line in the
network represents the degree of correlation, and the size of
the circle indicates the frequency of occurrence. &e
thickness is determined by the weight calculated from the
support and confidence of the association rule. &e weight is
calculated in two steps: (1) normalizing “support” and
“confidence” and (2) calculating the sum of the normalized
“support” and “confidence” and then normalizing the result
of the sum. &e normalization can be calculated by formula
(10).&is solves the problem of inaccurate evaluation caused
by different orders of magnitude of evaluation indexes. &e
statistical quantity of near-miss locations and near-miss
types in hydropower projects is evenly distributed. If the
support degree and confidence degree are set higher, some
rules with strong practical relevance will be lost. In addition,
the data in this study are large, so more valuable association
rules can be obtained by setting these two values to smaller
values. We set the support degree and confidence degree to
be lower at 0.001 and 0.01, respectively.

y �
x − xmin

xmax − xmin
, (10)

Table 3: Setting of CNN model hyperparameters.

Embedding dimension Filter size Number of filters Dropout probability Learning rate
100 5 128 0.5 0.8
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where x and y are the values before and after normalization,
respectively, and xmax and xmin are the maximum and
minimum values of the samples, respectively.

4.3. Sankey Diagram. &e apriori algorithm can determine
the strong association rule of “location⟶ type” but cannot
determine the distribution law of specific near-miss objects.
&e text corresponding to categories in strong association
rules is processed by the Chinese word segmentation to
obtain a more detailed near-miss distribution. For example,
for “dam shoulder slot⟶ fall from height,” (1) all de-
scriptions of this association rule are collected as shown in
Table 4, (2) the Jieba word segmentation package is used to
segment the description in Chinese, and (3) words with large
word frequency and significance as specific near-miss ob-
jects are selected to connect “location” and “type.” A Sankey
diagram is drawn to describe the information flow of
multiple strong association rules, in which the word fre-
quency is used as the flow size.

5. Results and Discussion

5.1. CNN-Based Classification. To train the “location” and
“type” classifiers with strong generalization ability, the
dataset allocated according to section 3.4 is input into the
constructed CNNDL text classificationmodel. Furthermore,
the model is evaluated by the accuracy, recall, precision, and
F1 score.

&e 8990 “description” data and the corresponding
“location” data without labels generated in the Crane Beach
Hydropower Station are taken to classify the “type” and
“location,”, respectively, using the “type” classifier and the
“location” classifier. &e 8990 structured data are obtained
for mining association rules “location⟶ type.”

&e average accuracy, average precision, average recall rate,
and average F1 score rate of the “location” classifier were
90.19%, 81.90%, 84.43%, and 81.93%, respectively. &e evalu-
ation results of each category of the “location” classifier are
shown in Figures 7 and8. &e evaluation results of each cat-
egory of the “type” classifier are shown in Table 5 and Figure 9.

In Figure 7, some categories are less effective, such as No.
28 “curtain” and No. 11 “drowning.” &e similarity of
drowning words is high, and the sample size is extremely

small, which leads to a higher precision but lower recall. &e
sample size of the “curtain” is very small, leading to all
evaluation metrics being 0. No. 1, No. 4, and No. 6 have
higher recall but lower precision. &is is because the texts
tagged in these categories are similar to the texts tagged in
other categories, and more other tags are classified as these.

In Table 5, “mechanical damage,” “collapse,” and “drowning”
have higher precision but lower recall. &e reason is that these
categories have strong text features; thus, the classification precision
is better, but the small sample size leads to a low recall.

Although precision, recall, and F1 scores indicate that the
CNN performs better than other algorithms, they are unable
to provide any information about how each category of
“type” and “location” is misclassified. &us, confusion
matrices are introduced to focus on categories that are
misclassified. In Figures 8 and 9, rectangles in the diagonal
position represent the correct classification, while other
rectangles represent the incorrect classification. Each row
represents the actual category, and the column represents
the predicted category.

As shown in Figure 8, since the descriptions of “No. 28”
(“tunnel entrance”) and “No. 13“ (“inside tunnel”) are ex-
tremely similar, it is easiest to misclassify them. &e top
misclassified “type” shown in Figure 9 is “drowning.” &e
probability of “drowning” being misclassified as “civilized
construction” (row 11, column 9) is 0.53. In the description
of “civilized construction,” there is a large amount of
“surface ponding.” Furthermore, the most striking feature
that “drowning” describes is also “surface ponding,” so CNN
classifiers easily confuse “drowning” with “civilized con-
struction.” In addition, “collapse” has a 0.22 probability of
beingmisclassified as “struck by objects” (row 8, column 10).
After a collapse, there is a high probability of an object
striking by accident. &erefore, the confusion between
“collapse” and “struck by objects” can be explained by the
symbiotic tendency. For a small number of categories that
are easily confused, manual inspection is used for secondary
classification to ensure classification accuracy.

5.2. Contrast Tests. Existing studies show that the short text
classification effect of shallow machine learning is worse
than that of DL [53]. Consequently, we do not consider
shallow machine-learning algorithms and only compare

1.2
Pr

ec
isi

on
1

0.8

0

Categories

5 10 15 20 25 30

0.6

0.4

0.2

0
0

Categories

5 10 15 20 25 30

1.2

Re
ca

ll

1

0.8

0.6

0.4

0.2

0
0

Categories

5 10 15 20 25 30

1.2

F 1
 S

co
re

1

0.8

0.6

0.4

0.2

0

Figure 7: Precision, F1 score, and recall of “location” classification results.
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four typical DL classification algorithms: recurrent neural
network (RNN) [54], BERT [10], fast text [55], and long
short-term memory (LSTM) [56].

Near-miss short texts on hydropower engineering
construction have the characteristics of limited sentence
length, compact structure, and independent expression,
which make it possible for CNNs to handle such tasks [57].
Five DL classification algorithms classify the same dataset in
the comparison test, and the same trained word embedding
layer is used as the input layer.

As the number of categories classified in this study is too
high to fully display the evaluation metrics of each category,
the average value of each evaluation metric of the classifier is

used for comparison with the CNN algorithm and other DL
methods. As can be observed from Table 6, all metrics of the
CNN algorithm are superior to those of other DL classifi-
cation algorithms. &erefore, the CNN algorithm is adopted
to classify the short text of near misses in hydropower
engineering construction.

5.3.AssociationRules. To acquire more objective association
rules, labeled data are added to the association analysis
dataset for more comprehensive data. Due to the large
amount of data and the large number of label categories, the
threshold of support and confidence were set at low levels of
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Figure 8: Confusion matrix of “location” classification results.

Table 4: Near-miss descriptions about “dam shoulder slot⟶ fall from height.”

“Location” Description “Type”

Dam shoulder
slot

坝肩槽EL635-EL625高程中间爬梯扶手焊点开裂2处, 存在安全隐患。(there are 2 cracked solder
joints of the middle ladder handrail in the dam abutment grooves of EL635-EL625 that have safety risks.)

Fall from
height

临边防护及警示缺失。(lack of border protection and warning.)
. . .

坝肩槽EL74O通道端头未封闭开放, 存在坠落风险 (the end of the EL74°channel of the abutment
groove is not closed and open, and there is a risk of falling.)
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0.02 and 0.20, respectively. A total of 31 strong association
rules were mined. Some of the results are shown in Table 7.

To display more association information using a network
diagram, we set the support degree and confidence degree
lower at 0.001 and 0.01, respectively, and a total of 235
association rules are output. As shown in Figure 10, the
larger circles of “civilized construction” and “struck by
objects” indicate that these types of accidents are more likely

to occur in the construction of hydropower engineering
projects. According to the thickness of the line, “inside the
tunnel” is prone to “collapse,” “vehicle injury,” “fire,” and
other accident types, while “underground chambers” are
prone to “fall from height,” “struck by objects,” “fire,” and
other types of accidents.

Knowing which places are prone to accidents, safety
managers can search for the corresponding original near-
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Figure 9: Confusion matrix of “type” classification results.

Table 5: Precision, F1 score, and recall of “type” classification results.

No. Label Precision Recall F1 Score
1 Explosion 0.82 0.80 0.81
2 Vehicle injuries 0.72 0.66 0.69
3 Electric shock 0.97 0.95 0.96
4 Fall from height 0.82 0.87 0.85
5 Fire 0.89 0.77 0.82
6 Mechanical injuries 0.82 0.67 0.74
7 Lifting injuries 0.69 0.78 0.74
8 Collapse 0.86 0.58 0.69
9 Civilization construction 0.86 0.87 0.86
10 Object hit 0.71 0.79 0.75
11 Drowning 0.88 0.47 0.61

Average 0.82 0.75 0.77
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miss description data and perform a more in-depth and
detailed analysis based on the specific association rules. For
example, a tunnel is prone to collapse due to arch cracking,
no anchor, nonstandard support, and so on. More valuable
near-miss prevention objects can be learned by combining
raw near-miss data with an association rule network.

Compared with the network diagram, the Sankey dia-
gram displays more detailed and specific content and vi-
sually presents the frequency distribution and information
flow of the specific near-miss objects, near-miss locations,
and near types. We exhibit one of the Sankey diagrams in
Figure 11 using 6 pairs of strong association rules. Some

valuable hidden danger rules can be analyzed from the
figure. For example, electric shock near misses are likely to
appear in “dam shoulder slots” and “tailrace tunnels” due to
the “inside of the distribution box.” Referring to the original
text related to “inside the distribution box,” we can un-
derstand that “there is debris in the distribution box” is the
cause of electric shock near misses, and it is more likely to
appear in the “tailrace tunnel” and “dam shoulder slot.”

In addition, the “traffic ladder” of the “dam shoulder
slot” has great potential to cause near misses of “falling from
height.” Referring to the “traffic ladder” in the original text,
we can find that the main reason for “fall from height” is that

Table 6: Comparison of CNN classification algorithm and other deep learning methods.

Dataset Classifier algorithm
Metrics

Accuracy Precision Recall F1 score

Near-miss type

CNN 0.86 0.82 0.77 0.79
RNN 0.85 0.79 0.74 0.76
BERT 0.82 0.81 0.73 0.77

Fast text 0.79 0.78 0.71 0.74
LSTM 0.81 0.80 0.72 0.76

Near-miss location

CNN 0.90 0.82 0.84 0.83
RNN 0.88 0.78 0.80 0.79
BERT 0.85 0.75 0.78 0.76

Fast text 0.81 0.73 0.75 0.74
LSTM 0.86 0.77 0.78 0.77

Table 7: Results of association rule calculations.

No. Location Type Support Confidence
1 Gallery Electric shock 0.02 0.36
2 Tailrace tunnel Electric shock 0.13 0.33
3 Dam shoulder slot Fall from height 0.03 0.30
4 Tunnel entrance Civilization construction 0.05 0.29
5 Water inlet Fall from height 0.05 0.29
6 Pipeline Electric shock 0.06 0.28
7 Embankment slope Struck by objects 0.03 0.28

Figure 10: “Location⟶ type” network graph.
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“there is no traffic ladder,” “the traffic ladder handrail is
missing,” and “the traffic ladder has no protective railing.”
Safety managers can quickly find the details of near misses
and implement measures to prevent the emergence of these
near misses through the Sankey diagrams combined with
original text data.

6. Conclusion

&e construction safety management of hydropower engi-
neering is mainly based on the analysis of safety text data,
but the recorded data are often inconsistent and messy data,
so it is particularly difficult to directly obtain knowledge that
can guide safety early warnings. In recent years, NLP
technology combined with AI has provided the possibility
for rapid and automatic analysis of text data in all walks of
life.

To mine the valuable information hidden in the data of
hydropower engineering construction near misses, this
study developed a new model combining text classification

and association mining. &e purpose of text classification is
to aggregate near misses in the same category and lay the
foundation for subsequent data statistics. &e association
algorithm can be used to calculate the results of structured
classification and find the association rules with strong
practical significance.

To overcome the shortcoming that the association al-
gorithm cannot analyze the near-miss description field that
contains the most near-miss information, the method of
word segmentation combined with the Sankey diagram was
used to add abundant near-miss information to the asso-
ciation rules. Intuitive near-miss distribution visualization
helps safety managers quickly find the causes of near misses
and take measures to control them to reduce the possibility
of accidents and improve the safety level of hydropower
engineering construction sites. &e model can mine massive
texts and obtain more detailed rules and is also applicable to
other fields of text mining.

Our research can better examine near-miss associations,
but there are still some limitations. First, the work of making

Figure 11: Sankey diagram of association rules.
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near-miss labels is completed by different people, which may
lead to different classifications of the same near-miss types
due to respective subjective opinions. Second, it is still
necessary to manually check the near-miss classification
results with poor performance in the classifier to ensure the
accuracy of data involved in association rule mining. &ird,
the CNN-based model proposed was only used to evaluate
the near-miss text dataset obtained from the Crane Beach
Hydropower Station project. Future study is required to use
unsupervised learning to improve the accuracy of near-miss
data classification. In addition, the consistency of near-miss
dataset classification models for different hydropower en-
gineering projects can be further discussed.
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With the continuous development of the global economy, the degree of internationalization and openness has gradually deepened.
Higher English internationalization education also needs to keep pace with the times and keep pace with international de-
velopment. At this time, it is necessary to build a multi-source information fusion algorithmic higher English international
education model and evaluation index system to better adapt to the trend of higher English international education in the future.
In the current higher English teaching process, it is necessary to change the traditional teaching concepts, change the previous
teaching ideas, continuously expand the horizons, build an international and diversified English teaching training program, and
actively absorb excellent education concepts from foreign excellent teaching models, which has better promoted the development
of English teaching.

1. Introduction

English classroom education is mainly centered on the
exchange activities between teachers and students. It is a
system with significant social characteristics. *e corre-
sponding evaluation index system and teaching model to-
gether constitute the education level weighed by the higher
English evaluation index [1–3], according to the principle of
combining pre-teaching appointments and post-teaching
satisfaction. At present, cloud computing, computer tech-
nology, big data analysis, and hypermedia technology are the
basis for promoting the continuous development of modern
information technology; it can provide English learners with
virtualized teaching services and fast teaching services,
which are generally interconnected, intelligent, and huge.
Data-scale data informationmining, image-friendly learning
interface, and other data information technology services
can not only effectively improve the environment of higher
English teaching, but also change the previous views and

learning styles of English teaching. *e relationship between
teachers and students can apply higher English learning to
the actual era of information development, and it has be-
come the main factor that can realize the “structural reform”
of higher English education. Education itself is to cultivate
high-quality people, who are useful to society. Traditional
education is centered on teachers. Teachers dominate and
students passively participate. Students trained in this model
rarely have innovative thinking. *ey are obedient and
dependent. Learning is not so enthusiastic, and there is
rarely a rich imagination, and scientific research and crea-
tion all need imagination as a support. *erefore, cultivating
students’ imagination and innovating their thinking ability
is the motivation and purpose of our research. *rough
research, it is found that multimedia education is based on
traditional education, which is obviously more advantageous
and can stimulate students’ enthusiasm. It is full of en-
thusiasm for learning and let students take the lead in
learning. *erefore, multimedia support education is not
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only a tool to assist education, but also a transformation of
modern education for the improvement and reconstruction
of learning methods, which is a leap in the quality of tra-
ditional education.

By constructing a higher English international education
model and evaluation index system, this paper analyzes the
key factors of the higher English international education
system in the current information age in detail. It mainly
initializes teaching information from the perspective of
English teaching evaluation and analyzes the international
English education in colleges and universities’ level and
quality.

2. Classroom Evaluation Health: A New
Vision of “Effective Teaching”
Evaluation Research

Learning is based on a certain English environment, with the
help of others and multimedia, that is to say, the process of
meaning construction achieved through cooperation ac-
tivities between people. *erefore, in this mode, “condition,
cooperation, dialogue, and meaning construction” are the
four elements in the learning environment. *e character-
istics and functions of multimedia technology are conducive
to fully embodying the four elements. In order to provide a
supportive education model, it provides the necessary
conditions for effective use in English classrooms. Based on
the above viewpoints, the multimedia support English ed-
ucation model is the specific application of constructivist
learning theory in multimedia English education. Multi-
media support education is to teach knowledge before class
in traditional classrooms, and the internalization of
knowledge is to carry out work activities after the original
class and then transfer to learning activities in the classroom.
Combined with the concept of multimedia-supported ed-
ucation, a multimedia-supported education model with four
stages of education preparation, memory, application
analysis, and comprehensive evaluation of education was
designed. Take university English as an example, try the
composition, and establish higher vocational education. *e
college English multimedia-supported teaching model di-
vides the college English multimedia-supported teaching
into two stages: pre-education and classroom. Discussions
on knowledge extraction, online learning, and classroom
problem-solving are given in Figure 1. See the figure for the
four links of evaluation and feedback.

*e development of students is divided into two stages.
*e first stage is the individual differences of students. *e
results are different. *e second stage of development is
under the guidance of teachers, and students can dig out the
potential level of development. Use this to verify. In the case
of underachievers, some students have average grades at the
beginning of their studies. As long as their teacher provides
reasonable guidance, this student can make great progress.
*erefore, the educational model has an important influence
on the development of students. *erefore, teachers should
formulate educational plans around students’ learning
conditions.

In the knowledge extraction link, the teacher selects the
main points of knowledge according to the students’
knowledge level, learning foundation, learning ability, and
learning habits; determines the teaching goals, teaching
difficulties, and learning tasks of each unit; and refines
enlightening and guiding questions.*e online learning link
is under the guidance of the teacher’s questions; students can
watch teaching videos in groups or independently by
themselves to learn the main language, sentence structure,
cultural background, and text structure. At the same time,
with the help of the group leader, they can understand the
main knowledge points as much as possible and bring the
unsolvable knowledge content to the classroom. In the
classroom discussion problem link, students expand their
self-learning language and culture knowledge in groups or
individually and apply them to various activities and tasks of
classroom teaching to promote the students to absorb, in-
ternalize, and apply the knowledge they have learned. In this
link, students need to complete the exercises and exercises
related to online learning tasks, as well as activities such as
after-reading feelings, situational dialogues, role-playing,
keynote speeches, and hot topic discussions. In addition, for
common problems, teachers should organize students to
collaboratively solve and summarize. For personality
problems, teachers should inspire and guide students to
solve them independently and give individual guidance; the
evaluation feedback link is given after the completion of the
first three links; then the teacher will conduct a summary
evaluation of the strengths and weaknesses of the learning
situation and performance and propose improvement
measures and future directions for efforts. *rough the
implementation of this link, students can further consolidate
and improve the knowledge they have learned and have a
better understanding of the problem.

To accurately evaluate the internationalization of
higher English education, we first need to build an eval-
uation model of English education model. Combining
nonlinear information fusion methods and time series
analysis methods, statistical analysis of the teaching ability
of English international education is performed. Higher
English internationalization education model and evalu-
ation ability constraint index parameters are a set of
nonlinear time series. Constructing a high-dimensional
feature distribution space represents the distribution
model of higher English analysis and evaluation param-
eters, and its main index parameters restrict the teaching
ability of English international education, teachers’ level,
investment in educational facilities, and policy relevance.
Construct differential equations and construct an infor-
mation flow model that expresses the constraint param-
eters of English international education ranking ability
[4–7].

xn � x t0 + nΔt(  � h z t0 + nΔt(   + ωn. (1)

In the formula, h (·) is the multiple value function of the
analysis and evaluation of English international education.
ωn is an evaluation error measurement function. In the high-
dimensional feature distribution space, the solution vector of
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the analysis and evaluation in the English international
education teaching is calculated by the correlation fusion
method, and the feature training subset Si(i � 1, 2, . . . , L) of
the education analysis and evaluation is obtained, and the
following conditions are met:

(1) Σ � diag(δ1, δ2, . . . , δr), δi �
��
λi


,∀i≠ j

(2) ∪Li�1Si � V − vs

where xn+1 � μxn(1 − xn) indicates that the evaluation index
of higher English internationalization education adopts the
conjugate solution of the statistical information model,
which can reach the decomposition condition
U � u(t)|u(t) ∈ X, ‖u‖≤d, t ∈ I{ } of the initial value, among
which (Ii)i∈N � x1, x2, . . . , xm . For multiple variable
groups, the characteristic distribution sequence x(n) cor-
responding to the evaluation statistics of higher English
internationalization education can be used to construct a
higher English internationalization education model based
on the measured value of the previous teaching level.

c1x(τ) � E x(n){ } � 0,

c2x(τ) � E x(n)x(n + τ){ } � r(τ),

ckx τ1, τ2, . . . , τk−1(  ≡ 0, k≥ 3.

(2)

When Q� 2, the teacher’s strength level and the dis-
tribution level of educational resources in the higher English
classroom evaluation meet the (2 + 1) dimensional contin-
uous letter writing condition [8–10]. In other words, the
courses of English internationalization education should be
analyzed and evaluated.

ψx(ω) � ln Φx(ω) � −
1
2
ω2σ2. (3)

*e exclusive analysis and evaluation data information
flow model of English international education it provides an
accurate data input basis for the teaching analysis and
evaluation of English international education and constructs
a set of scalar sampling sequence components.

*e multi-source information fusion algorithm is used
to analyze the big data information model of the higher
English international education model and the evaluation
index system, and the control objective function for con-
structing the prediction and estimation of the ability of the
higher English international education model is

max
xa,b,d,p


a∈A


b∈B


d∈D


p∈P

xa,b,d,pVp, (4)

s.t. 
a∈A


d∈D


p∈P

xa,b,d,pR
bw
p ≤K

bw
b (S), b ∈ B. (5)

*erefore, a specific analysis is made on the health
evaluation index system of high school English teachers in
the information learning environment.

3. The Health Evaluation Index and
Measurement Analysis of College English
Classroom Evaluation under the
Information Environment

3.1. #e Evaluation Index of College English Classroom
Teaching System in the Information Learning Environment.
According to the knowledge theory of health review, the
motivation of the teaching system comes from the passage of
English teachers and students in the system. *e motivation
of the English teaching and activity input system is mainly to
promote the change of higher English international edu-
cation mode, which needs to be measured indirectly through
the obvious teaching mode of the outside world [11–13].
According to the analysis of the teaching process between
the higher English teaching teachers and students, the types
and characteristics of teaching activities are used to evaluate
the health index system of higher English teachers. *e
higher English internationalization education model mainly
prepares English teachers and English classroom education
and provides special tutoring.*e types of student education
activities include students studying with teachers, and
mutual help among students within teachers. *e charac-
teristics of higher English international teaching activities
can use teacher enthusiasm and teaching. *e time used by
the process is measured. *e characteristics of the student’s
learning model can be explained by the student’s enthusiasm
for learning and the amount of time spent on learning. *e
teaching enthusiasm of higher English teachers is used to
evaluate the degree of effort of teachers in English teaching
activities, and it is also an active psychological activity that
appears in higher English teaching as a teaching model.
Under the modern information, the motivation to input the
evaluation system of higher teachers, in addition to the two
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Teaching goals, teaching
difficulties, learning
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Class discussion
(teacher and student)
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Figure 1: Multisource information fusion diagram of college English in higher vocational colleges.
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main teaching models of teachers and students, is the
evaluation basis of the evaluation system under data
informatization. In the past, higher English education
needed a teaching model shared by teachers and students. As
the teaching model of the education system, modern
informatization mainly uses informationized teaching re-
sources and higher English international teaching.

3.2. Organizational Structure Measurement Indicators for
College English Classroom Teaching Evaluation in an Infor-
mation Learning Environment. *e higher English teaching
evaluation index is used as a teaching model for English
teachers and students individually, and the input energy
from teaching is rationally allocated as an international
teaching system. A certain teaching model can be con-
structed to ensure smooth energy flow and high efficiency.
*e teacher evaluation system can run the sequence in a
healthy manner [14, 15]. In the modern information en-
vironment, the teacher evaluation system includes the
interaction between the teachers, students, and teaching
resources, and detailed teacher learning and classroom
learning can explore the learning motivation of students
and ensure that the input system energy meets the char-
acteristics of all aspects in these mutual exchanges. *e
measurement is suitable for the organizational structure of
higher English internationalization evaluation to construct
teaching evaluation indicators. Teachers and students need
to meet the needs of each other, and their mutual adapt-
ability is very high. According to their own teaching ac-
tivities to supervise each other’s work, the way of energy
transfer between each other has become more fluent, and
the number of energy conversions has increased. On the
whole, fitness satisfies the three aspects, namely, purpose
fitness, content fitness, and method adaptation. Teaching
attitude plays an important role in the evaluation system of
higher English teachers. *e purpose of different activities,
teaching content, and learning attitudes are in line with the
teaching levels of both parties.

3.3. Resilience Index of College English Classroom Teaching
Evaluation in an Information Learning Environment. *e
resilience of the English curriculum evaluation system refers
to the ability of the teaching evaluation system to be
threatened by the outside world and to maintain the system’s
ability to create and function normally. In order to maintain
the normal operation of teaching evaluation, the evaluation
system can play an overall adjustment role and strengthen
the protection elements to reduce the risk. *is requires
higher English teachers to have a sense of self-reflection in
the teaching process and be able to consciously correct the
existing risk factors in time. *e main influencing factors in
the evaluation system are the teaching fatigue of the English
teachers in the teaching process, the lack of motivation of
students, and the information incompatibility existing in the
environment of globalization, and the teaching organization
structure is threatened from the outside. *is will be caused
by teachers’ fatigue, the interaction between student’s
learning and teacher’s teaching activities, goals, teaching

content, teaching attitudes, and teaching methods that
cannot meet their needs. It is not suitable to be applied to the
modern information teaching environment. It needs to
constantly overcome the existing problems. Teachers and
students need to have the ability to reflect, detect the existing
dangerous factors, and take corresponding measures to
overcome the existing difficulties. *is will enable teachers’
and students’ educational abilities to be effectively used, and
the existing risk factors can be detected. *e good state of
learning motivation and organizational teaching structure is
equivalent to the key protective factors in the English
classroom evaluation system, in order to effectively promote
English teachers, and the embodiment of the education level
of the students ensures that the students have better learning
ability.

4. Realization of Optimization of Higher
English Internationalization Education
Model and Evaluation System

Constructing a binding parameter index analysis system for
higher English internationalization education model and
evaluation analysis, using multisource information fusion
for higher English internationalization education model and
evaluation based on the analysis of big data information
system, in order to improve the quantitative assessment
ability of higher English classroom scheduling level, we
propose a higher English classroom teaching analysis
method based on a fuzzy greed algorithm and information
fusion, analyze higher English classroom teaching, and
transform the evaluation problem into a least-square esti-
mation problem of the K-means cluster objective function.
*e least-squares problem is to find the consistent estima-
tion value of the higher English internationalization edu-
cation model and the evaluation resource constraint vector β
so that ‖Y − Xβ‖ can be minimized, where ‖ · ‖ is the F-norm
in the European algebra norm, and obtains the constraint
characteristics of the ability of advanced English classroom
scheduling. *e entropy feature extraction value of the in-
formation is

Ploss � 1 −
1 − p0

ρ
�

p0 + ρ − 1
ρ

� 
N

n�1
pk,n. (6)

Given that di is the perturbation feature vector for
teaching analysis and evaluation, the estimating formula of
higher English classroom arranging ability is transformed
into the least square solution

z(t) � x(t) + iy(t) � a(t)e
iθ(t)

+ n(t), (7)

where x(t) is the real part of the time series for evaluating the
distribution of big data, and y(t) is the imaginary part of the
higher English international education model and evalua-
tion constraint index sequence.

Using surrogate data method to randomize the teaching
ability of higher English classrooms can also disturb the
empirical distribution data of the kth education analysis and
evaluation of functional, and obtain the kth subgroup, which
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represents the utilization rate of the resource distribution of
higher English classrooms.

Uutil � cX. (8)

Constructing a hierarchical tree, using big data analysis
methods, establishing the main component characteristics of
the analysis and evaluation outside the teaching time of
higher English classrooms, and using ambiguous close filling
methods can solve the similarity of the distribution of ed-
ucational resources.

Sim1 di, d1j  �


M
k�1 Wik × W1jk

��������


M
k�1 W

2
ik



·
���������


M
k�1 W

2
1jk

 , (9)

where di is the prior distribution feature vector of higher
English internationalization education model and evalua-
tion and d1j is the K-means clustering center vector of the
first-level big data.

Combining the fusion method of linear correlation
characteristics, the clustering, and integration of the index
parameters of the higher English classroom teaching eval-
uation are realized, and the fusion formula of the output
education resource information is as follows:

P(w|x) �
P(x | w)

P(x)
. (10)

If the quantitative recursive feature (N(i)modL)<m,
the probability density feature p(i) � ⌊N(i)/L⌋ of the dis-
tribution of teaching resources, the higher English inter-
nationalization education model, and the evaluation big data
stream X(i) are divided into p(i) submatrices Nij × m with
the size of Xij, and they are aggregated by index parameters,
classes, and integration, and compile appropriate teaching
evaluation contents, so as to realize the evaluation of in-
ternational higher English education model.

5. Improvement Strategies for Higher English
Internationalization Education under the
Background of Multi-Source
Information Fusion

5.1. Adjust Teaching Goals. If information processing
methods and big data analysis methods are used to adjust
teaching evaluation and resource utilization, the quantitative
control of teaching progress will be improved and it will play
an important role in the level of planning ability. *erefore,
it aims at the background analysis of higher English teaching
ability assessment. Because of the influence of many factors,
the evaluation of higher English teaching ability first con-
ducts experiments and researches on higher English
teaching level, establishes a data system and resource
analysis system for higher English teaching level, and uses
information combination and clustering solutions to solve
higher English. *e evaluation of teaching ability and the
establishment of the target and statistical system of English
teaching ability evaluation can significantly improve the
quantitative budget ability of higher English teaching ability
evaluation. In the higher English international education

model and evaluation index system, the effect of the in-
ternational education model and evaluation index system is
affected by the order of courses. It can be seen from the effect
of the order of courses that the arrangement of higher
English classrooms in a college is reasonable, and what is the
effect of college education. *e ranking of higher English
classrooms represents the feasibility of the entire class
schedule of this college.

5.2. Strengthen the Design of Higher English International
Education Courses. For the traditional international edu-
cation model and evaluation index system ability evaluation
calculation, there is a situation of inaccurate classification.
Based on this situation, research scholars have proposed an
international education model and evaluation index system
ability evaluation calculation method on the combination of
fuzzy greedy calculation method and information. First, set
up a research system for constrained parameter indicators,
then use quantitative recursive methods to evaluate the
ability of the data information system to achieve the ability
to control the acquisition of characteristic resources, com-
plete the classification and summary of the index parameters
of the international education model and the ability of the
evaluation index system, and edit the corresponding the
teaching resource plan. Complete the evaluation of the
ability of the evaluation index department. Using this cal-
culation method to carry out the evaluation of the ability of
the international education model and the evaluation index
system, the information integration and analysis ability is
high, the accuracy of the teaching ability evaluation is greatly
improved, and the efficiency of the use of educational re-
sources is improved.

5.3. Improve the Teaching Test and Evaluation System.
For a long time, the evaluation of China’s higher English
internationalization education is based on final evaluation,
with final exams and CET-4 and CET-6 as the main test
methods, but students’ evaluation of the English learning
process is relatively neglected. Do not pay attention to the
assessment and evaluation of students' learning methods,
knowledge application ability training, and other key skills.
CET-4, CET-6, CET-4, and CET-8 all emphasize achieve-
ment and pass rate. It has brought many negative effects to
students’ English learning. *e question type of the college
English test has a big flaw in its design. Not only is there a big
deviation in the basic internationalization of college English
education, but also the review of many contents cannot fully
reflect the comprehensive language application ability of
college students. In particular, the review of oral skills and
translation skills has weakened. *e phenomenon of dumb
English with poor ears is still relatively serious. *erefore, it
is necessary to reform the current higher English interna-
tional education testing and evaluation system. On one
hand, increase the proportion of formative evaluation and
ask students to speak, read, write, and perform compre-
hensive test translation and other language skills to promote
students’ application skills of English knowledge. On the
other hand, make corresponding changes in the form of
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English examination questions and improve the effective-
ness and accuracy of the review process. If objective
problems can be reduced, questions such as conversational
tests and subjective questions will be added, focusing on
cultivating students’ ability to use English language thinking
skills and English knowledge to solve practical problems.

5.4. Pay Attention to the Construction of the Teaching Staff.
In order to further accelerate the internationalization of
higher English education and the process of interna-
tionalization of education, we must pay attention to the
direct impact of the construction of the teaching staff. In
the context of multisource information integration in
higher education, the construction of the teaching team is
ensured. *e key to the smooth progress of the reform of
higher English international education is to improve the
professional quality of high school English teachers and to
further improve the education level and quality of edu-
cation. In order to better meet our country’s actual needs
for training international English talents. At present,
college English teachers regularly participate in educa-
tional seminars, and training is the main way to build the
teacher team. However, this is obviously insufficient for
cultivating new international talents. On the basis of
strengthening in-service teacher training, the university
encourages students to participate in foreign language
education seminars at home and abroad. If conditions
permit, teachers can be given more opportunities for
overseas exchanges and training. Expand the horizons of
teachers’ international education and form the ability of
international thinking and practice in English education.
In addition, on the basis of accumulating their own
professional knowledge, college English teachers have
been extensively involved in pedagogy, linguistics, psy-
chology, sociology, anthropology, and other related sub-
ject knowledge, improving personal comprehensive
quality and accelerating the accumulation and integration
of and subject experience, so as to improve the quality of
English international education.

6. Experimental Process and Results

*is experiment will use this indicator system to analyze
the results of the experiment. First, establish a hierarchy,
based on the levels and elements of the learning (a1) part
of the higher English international education model in
Table 1; English learning input (b1) and English learning
output (b2) are contained in it, and c1 is the visible
learning level indicator. Adopt the sum of compulsory and
elective hours, and the evaluation criteria are over 150A,
120–150B, 90–120C, 60–90D, E under 60, converted into a
percentage system A 100 points, B 85 points, C 70 points,
D 55 points, and E 40 points; c2, the invisible learning
indicator calculates the level and number of students
participating in competitions, participation in English-
related lectures and activities, participation in interna-
tional academic exchanges, and English-related practical
activities, which are converted into a hundred-point

system; c3 indicators are degree courses and evaluation
standards. It is a percentile system with a score of 7 : 3 on
the roll and usual; c4 is the accumulation of other output
such as awards in the National College English Contest
and submission and publication of English papers
(assigned according to ISTP, EI equal levels), etc. and is
converted into a percentile system. Secondly, the corre-
sponding questionnaire was compiled, and opinions were
solicited from 20 teachers engaged in English teaching for
non-English major graduate students to confirm the final
judgment matrix and form the weight coefficient, as shown
in Figures 2–4 and Tables 1–3.

When λmax� 1.5, when CI� 0 is satisfied, the obtained
matrix has complete consistency (Figure 2).

When λmax � 2.0, when CI� 0 is satisfied, the obtained
matrix is completely consistent (Figure 3).

When λmax � 2.5, when CI� 0 is satisfied, the obtained
matrix has complete consistency (Figure 4).

*e results of the 2019 higher English internationali-
zation teaching courses are selected in order of 67–74
points, of which there are 50 students, 25 boys and 25 girls.
*e selected student targets have no significant difference

Table 1: a-b comparison judgment matrix.

a1 b1 b2 w

b1 1.5 1.5 1
b2 1.5 1.5 1

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6

b1

b2

w

b2
b1

Figure 2: a-b matrix diagram.

c2
c1

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6

c1

c2

w

Figure 3: b1-c matrix diagram.

6 Computational Intelligence and Neuroscience



in age. *e detailed distribution is shown in Figure 5. As
shown, in the evaluation of the quality of the teaching
model, this single result obviously cannot be used to ob-
jectively evaluate the 50 students with insignificant dif-
ferences in scores.

From the analysis of the experimental results, it can be
seen that the higher English internationalization education
index assessment constructed in this article has a good
degree of discrimination, can more reasonably evaluate the
higher English internationalization teaching ability, and can
also make the evaluation process more objective and sci-
entific. *is provides a scientific basis for follow-up teaching
quality evaluation.

7. Conclusions

According to the above analysis, it can be seen that there are
many problems in the teaching process of higher English
international education based on the multisource infor-
mation fusion algorithm. *e English teachers of colleges
and universities need to reform according to the teaching
level, mainly from the English teaching goals and English
courses. Design standards, teaching content compilation,
teaching quality evaluation, and English teacher team
construction are analyzed from different perspectives to
realize the adjustment and innovation of previous higher
English nationalization teaching programs and effectively

c4
c3

0 1 2 3 4 5

c3

c4

w

Figure 4: b2-c matrix diagram.

Table 2: b1-c comparison judgment matrix.

b2 c1 c2 w

c1 1.5 1.5 1
c2 0.5 1.5 1

Table 3: b2-c comparison judgment matrix.

b2 c3 c4 w

c3 1.5 4.5 1.3
c4 0.5 1.5 0.7

100

90

80

70

60

50

40

30

20

10

0
0 10 20 30 40 50

Figure 5: Distribution of English comprehensive ability assessment results.
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enrich the role and functions of higher English international
education. Improve the teaching level of English interna-
tionalization and better adapt to the development trend of
the internationalization of higher education and economic
globalization.
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In order to improve the construction effect of intelligent buildings, this paper combines the BIM digital twin technology to
construct the overall structure of the building construction operation and maintenance system driven by the BIM digital twin.
Moreover, this paper conducts intelligent simulation of the construction process of the building and combines the construction
process of the intelligent building to apply the BIM digital twin technology to the construction management of the intelligent
building. In addition, this paper uses BIM to simulate the construction process. After the construction management plan is
developed, BIM can be used to simulate the construction, find the problems in the construction, and formulate a reliable
construction management plan in time. )rough simulation experiment research, it can be known that the intelligent building
constructionmanagement model based on BIM digital twin proposed in this paper can help the deployment of intelligent building
construction process in many aspects and help improve the efficiency of building construction management.

1. Introduction

One of the largest network interconnection tools in the
world is the Internet. )e Internet uses some specific
technical means and facilities connecting various types of
related networks well and then connects these established
connections to the Internet backbone network [1]. Generally
speaking, the Internet technology we are talking about is the
integration and synthesis of various technologies such as
network, computer technology, multimedia technology,
information data exchange, and communication technology,
etc., to form a systematic information technology. Internet
technology can be called a universal technology without
exaggeration. It is a kind of integrated information tech-
nology. Moreover, it can perform a near-real simulation
restoration of various activities, things, and situations in the
real world, and it can also present various concepts of people
on the computer in a virtual way [2].

)e construction project management system is a newly
built system. )erefore, the fourth-generation development
environment construction system that can quickly generate
prototypes is used in development, and it can be

continuously improved and improved during operation,
making it an ideal project management system [3].

BIM technology, simulation analysis technology, and
monitoring technology have been widely used in the con-
struction process of buildings [4]. BIM uses all the infor-
mation of the engineering project as the database of the
model, which can be used for visualization of the construction
plan, construction simulation, and project management
during the construction phase. Simulation analysis technol-
ogy can simulate the mechanical performance and defor-
mation state of the building structure at different times during
the construction process. Large-scale finite element software
is usually used to realize the simulation analysis of the
structure, but the analysis of complex buildings requires
secondary development. Moreover, through real-time con-
struction monitoring of the construction process, especially
the important parts and key procedures, it is possible to know
the stress and operating status of the structure in time during
the construction process. Whether the construction moni-
toring technology is advanced and reasonable, plays a vital
role in construction control and is also an important part of
the informationization of the construction process.
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2. Related Work

Literature [5] defined BIM as integrating building compo-
nent information into the building model by means of
parametric modeling. At each node in the project life cycle,
project participants can transmit and exchange project in-
formation through the model. BIM is used by all parties in
the industry. With the continuous development of BIM
standards, the continuous research of information exchange
formats, and the continuous exploration of actual projects,
BIM technology has been continuously improved [6]. For
the intelligent management of construction sites, literature
[7] is dedicated to the development of hybrid artificial in-
telligence tools, which have been successfully applied in
many construction industries. In particular, in the field of
construction management, CAPP software is used to de-
termine important project success factors, and the developed
Evolutionary Fuzzy Hybrid Neural Network (EFHNN) is
used to evaluate project success. In terms of construction site
informatization management, Japan has relatively standard
regulations in the implementation of construction industry
informatization, and Japan has fully implemented the full
life cycle informatization of construction projects. On the
basis of computer-aided design (CAD), a unified ITplatform
is provided for interaction, and electronic drawings and
diagrams are used to illustrate the construction of the
project, which proves that, in the case of three-dimensional
electronic drawings, the realization of visualization is the
most effective [8]. Literature [9] proposed a model for de-
signing a visual management system. According to the
degree of integration of the management process, the re-
search proposed a set of guidelines for designing and
implementing a visual management system and a virtual
machine practice classification method.

Literature [10] proposed an Intelligent Scheduling Sys-
tem (ISS); project managers can use this system to find a
near-optimal scheduling plan under project goals and
project constraints. )e ISS system integrates most im-
portant construction factors, including schedule, cost, space,
manpower, equipment, and materials, etc. and uses simu-
lation technology to allocate resources. )e system assigns
different levels of priority to different activities in each
simulation cycle to find a near-optimal solution, so that the
final progress is closer to the optimal. )ere are also various
tools for the development of informatization in the con-
struction industry in Germany. One of them is called the
SWLMing project, which is called the energy-saving
building information management semantic Web
technology.

Using BIM, the construction process can be virtualized
and visualized, and the construction progress, cost, resource
allocation, etc. can be simulated, and the construction plan
can be continuously improved, and the rationality of the
construction can be improved [11]. Literature [12] proposed
and verified the method of 4D model creation and the
advantages of using 4D model; the use of 4D model in
construction is conducive to project schedule and control.
Finally, suggestions and precautions for using BIM in the
process of 4D model creation are given. Literature [13]

proposes a BIM-based automatic schedule plan generation
method. Managers can use the schedule information model
to compile a construction schedule. )e two are linked for
4D simulation to increase the practicability of the schedule
and reduce the number of managers and systems in sub-
sequent construction. Literature [14] studied the BIM-based
schedule planning model, which can automatically count the
activity engineering quantity and calculate the duration and
then schedule the schedule according to the duration. Based
on the analysis of BIM-based schedule planning and BIM
functions, a schedule planning method based on BIM to
build an AEC+FM integrated framework is proposed.

Literature [15] deeply studied the benefits and value of
applying BIM to prepare schedule and control the schedule
and finally simulated the application of BIM technology to
prepare schedule. Literature [16] conceived a BIM-based
schedule management system framework. On the basis of
this framework, a general and detailed secondary, weekly,
and daily schedule plan was formulated. )is action can
realize the visualization of schedule management and the
basis of information integration. Collaborative optimization
to achieve multiple goals enriches schedule management
theory, broadens schedule management practice ideas, and
has guiding significance. Literature [17] uses BIM to study
the automatic generation of schedule plans, with BIM
technology as the main line and foundation, and on the basis
of schedule planning process analysis, it integrates the es-
tablishment of expert knowledge and experience knowledge
base in the field of construction and uses rules to conduct
BIM-based automatic generation of schedule. BIM can be
used as a database collection of component three-dimen-
sional geometric information and other functional infor-
mation. )e advantage of RFID technology is that it can
track and collect component progress status information,
combine the advantages of the two to complement each
other, and apply it to progress management, creatively
solving the real-time progress. Tracking and progress
monitoring are the core issues of construction progress
management [18]. Literature [19] studied the application of
the Internet of )ings and BIM to the construction progress
of the project, through radio frequency identification, global
positioning, and remote understanding, command, and
scheduling of construction.

3. Overall Structure of Building Construction
OperationandMaintenanceSystemDrivenby
BIM Digital Twin

Digital twin technology can be applied to a wide range of
objects in the construction field, including buildings, work
units, construction lines, workshops, etc. It should be noted
that, in the digital twin general model architecture, when an
object on the Y-axis (object level) is projected to the XOZ
plane (system level-life cycle plane), it can be driven by the
digital twin to realize the new idea of cyber-physical inte-
gration and intelligent operation of the object during its
entire life cycle. Specifically, taking the building automation
assembly construction line studied in this subject as an
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example, when it is projected along the Y-axis XOZ plane in
the three-dimensional digital twin architecture, the overall
structure of the construction line operation and mainte-
nance system driven by the digital twin can be obtained, as
shown in Figure 1.

Among them, the building construction site as a physical
entity layer is the basis for realizing virtual and real inter-
action. During the construction process, various sensors on
the construction site transmit construction status infor-
mation and equipment parameters to the virtual model layer
through the digital tie layer. )e virtual mirroring contin-
uously updates the data and calls the geometry, physics,
behavior, and rule models to simulate the status and per-
formance of the construction line in real time and then feeds
back the simulation analysis results to the physical layer and
optimizes the control of the construction site through the
controller. At the same time, the data link layer transmits the
construction site conditions and simulation analysis results
to the service application layer. On the one hand, the service
application layer integrates modules such as building quality
display, construction process monitoring, abnormal situa-
tion handling, construction progress feedback, equipment
fault diagnosis, health status assessment, equipment life
prediction, and maintenance plan generation. It displays the
operation and maintenance status of the construction line
on multiple platforms. On the other hand, enterprise
management information systems such as ERP, MES, PDM,
and PLMwill also support various functional modules in the
service application layer and provide them with construc-
tion-related information through data sharing. In addition,
users can issue instructions through the service application
layer to optimize the control of the building construction
process, which also reflects from the side that the digital
twin-driven construction line operation and maintenance
system have good human-computer interaction
performance.

In building construction activities, factors such as
building structure, process flow, and technical indicators are
closely related to construction efficiency and quality.
)erefore, the focus of research and development of the
building automation construction line is to reasonably carry
out construction line layout, key mechanism structure de-
sign, and control system scheme design based on the analysis
of construction elements and complete the automated
construction of the building through the cooperation of
reasonable and effective mechanical structure and stable and
reliable control system. From the three aspects of con-
struction element analysis, layout and structural design and
hardware system design, the overall research and develop-
ment idea of the design and development of the building
automation construction line is shown in Figure 2.

)e overall layout of the construction line is a prereq-
uisite for development, so the overall layout of the con-
struction line should be combined with the current situation
and needs of the enterprise. As shown in Figure 3, the
construction area is divided into areas such as storage of
materials to be processed, storage of tooling and tools, and
construction. Among them, the building construction area
includes the main construction line and the automatic

feeding area, and the specific location of each station in the
construction line can be determined according to the
analysis of the process flow.

)e virtual model of the traditional construction line
mainly focuses on the visual expression, lacks the description
of the characteristics, behavior, and rules of the construction
line, cannot realize multidisciplinary, multiphysical, multi-
scale, and multiprobability simulation, and cannot meet the
technical requirements of digital twins. )erefore, in the
digital twin virtual model layer, researches are mainly
conducted on the construction of geometric models, the
standardized description of behavior models, and the
evaluation of rule models.

As shown in Figure 4, in the construction of geometric
models, the expression of key attributes such as physical
entity size, shape, and assembly relationship is still the focus
of research. )erefore, the node information will be planned
based on the analysis of the structure and movement
characteristics of the key elements of the physical con-
struction line. And then use Open Inventor to build the
geometric model of the object and express it visually. In
terms of behavior model description, considering that the
physical construction line is a construction system that
integrates multidisciplinary and multidomain knowledge,
there is currently no standardized description method for
behavior models, and the modeling scope of AutomationML
covers multidisciplinary data information, with descrip-
tions. )e ability of the behavior model and the construction
line behavior model is related to the building, resources, and
technology, so the standardized description of the behavior
model will be studied based on AutomationML. Since the
stability and reliability of the construction line’s operating
state are related to the key point information, the association
rules of discrete data information will be mined, and the
association rules will be quantified through the information
entropy method, and the construction line health rule model
will be established and collected through the construction
site. )e temperature data analyzes and evaluates the health
of the construction line to verify the accuracy of the model.

At present, digital twin technology is still in its infancy,
with few applications in services, and the advantages it
brings are unclear. It can be seen that, through the devel-
opment of the digital twin service application layer operation
and maintenance system, it is very necessary to reflect the
advantages of this technology in monitoring and evaluating
the operation status of equipment in the construction field.
)e overall plan of the operation and maintenance system is
shown in Figure 5. Based on the research of the physical
entity layer and the virtual model layer, the key point data of
the discrete construction line system is collected through the
field bus to monitor the working conditions of the auto-
mated construction line at multiple construction sites. Es-
tablish a workshop Web network database server, integrate
the physical entity layer construction database and the
virtual model layer simulation database into the Web-core
BS structure model, use theWeb server to feed back the real-
time construction situation and maintenance strategy of the
construction site to the decision makers, and provide basic
information query function. )e construction information
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query and construction object information query functions
build a unified and simple interaction method for the digital
twin service application layer, physical entity layer, and
virtual model layer that is independent of the user platform.

With the increase of construction line construction
system equipment and the increase of uncertain factors in
the construction environment, there will be complex cou-
pling relationships within the system, which will seriously
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affect the reliability and stability of the construction system.
)erefore, it is necessary to quantitatively evaluate the
uncertain factors in the operation of the complex con-
struction production line system. Taking into account that
the digital twin rule model includes rules such as constraints,
associations, and derivations, the mirroring of the virtual

space can be equipped with functions such as judgment,
evaluation, prediction, and optimization. )erefore, this
paper defines the digital twin rule model, combines it with
the health assessment of the construction line system, and
uses the real-time data collected by the physical entity layer
sensor as the input of the rule model. Moreover, this paper
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uses quantitative association rules to output health and
judge, evaluate, and optimize the working status of the
construction line.

When any construction system works, there will be
corresponding behavior patterns, and the collection of all
behavior patterns represents the construction capability of
the system. Although the behavior mode of the system is the
result of the interaction of different attributes, the reliability
of the system operation can be obtained by analyzing it, but
the complex construction system often contains more at-
tributes with coupling relationships, which increases the
difficulty of identifying the internal behavior mode. It should
be noted that the real-time data collected on the construction
site can effectively reflect the construction status of the
resource equipment. )erefore, it is the main research di-
rection of the digital twin rule model to obtain the health of
the construction system by analyzing the real-time data
stored on the construction site and quantifying the rela-
tionship between different attributes.

Since the key point monitoring data of the construction
line transmitted by the digital tie layer in real time is a data
sequence x1, x2, x3, ..., xn that arrives continuously at a fixed
speed, the sliding window model can be used to evaluate the
data, that is, to analyze the collected data updated over a
period of time. )e data to be processed in the digital tie
layer can be expressed in the form of a matrix [20]:

DDT � DDT 1 DDT 2 · · · DDT n  �

d11 d12 · · · d1n

d21 d22 · · · d2n

⋮ ⋮ ⋮

dm1 dm2 · · · dmn

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

(1)

.
In the formula, Dpr represents the digital tie layer data

matrix, which is composed of n elements representing

different attributes, which can describe the temperature,
force, and other attributes of the key equipment of the
construction line, and the value corresponding to the at-
tribute is represented by dmn. In the solenoid assembly line
system, the digital tie layer data matrix mainly includes
attributes such as welding temperature and hot riveting
temperature.

Next, we use the digital tie layer data matrix to analyze
the relationship between the data. Among the n attributes of
the matrix (n> 2), two are selected arbitrarily as the X and Y
axes to establish a two-dimensional scatter plot, and the
extreme value in the data is used as the boundary of the two
axes. At this time, a rectangular area containing all data
points is obtained. According to the permutation and
combination calculation formula, a data matrix with n at-
tributes produces a total of n (n− 1) scatter plots. Since the
data in the scatter chart represents the attributes of the object
and its related operating modes, in this paper, the scatter
chart is called the attribute pattern chart.

Because the continuous data stored in DDT is not
conducive to analysis and calculation, there is a problem of
low calculation efficiency, which will affect the real-time
simulation evaluation of the digital twin rule model, so these
continuous attribute data need to be discretized.

)is paper uses the equal interval method to discretize
the data and divide the data area. First, this paper determines
the number of intervals to be divided. )e number of in-
tervals usually takes a value of 5–9, which represents the
health assessment accuracy (EA). To facilitate analysis, the
coordinate axis of the data to be analyzed is divided into five
intervals, which are represented by L1, L2, L3, L4, and L5, as
shown in Figure 6(a). Next, this paper conducts correlation
mining on variables to study the changing trend of the
system state when a certain attribute is disturbed. )e figure
is divided into 25 cells, and the cells containing data may
represent the next operating state of the system. )erefore,
the cells can be selected in turn as the reference grid, and the

Internet

Client Browser

Firewall

Web server

Database server 
 IPC 

 Controller

Production line 1Production line 2

Field bus 

Digital Twin
service

applications

Figure 5: )e overall scheme design of the service application layer operation and maintenance system.
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data can be disturbed, and the changes of other attributes
can be analyzed. )e mining of association rules can be
expressed as [21].

X + ΔX � ≫ΔY(ΔX � ±L). (2)

)is formula expresses applying a unit disturbance on
the X-axis and observing the changes on the Y-axis. When
mining association rules, relevant indicators need to be used
to determine whether the rules are valid. Here, the two
concepts of confidence coefficient (Con) and support co-
efficient (Sup) are introduced, which, respectively, represent
the degree of reliability and the degree of support. Confi-
dence coefficient and support coefficient can be expressed as
the ratio of the number of data in the reference grid to the
total number of data in the current data interval, and the
ratio of the number of cell data after being disturbed to the
total number of data intervals occupied. In the calculation
process, the minimum values of the above two coefficients
are both set to 2/EA, as shown in equations (3) and (4).
Taking the above attribute pattern diagram as an example,
since its evaluation accuracy is 5, the minimum confidence
coefficient and support coefficient are set to 40%. If the
minimum confidence coefficient is met, it means that the
system has enough probability to fall into this state during
operation. Satisfying the minimum support coefficient in-
dicates that, after being disturbed, the system state has
enough possibility to change to another operating state.

min Con �
2
EA

, (3)

min Sup �
2
EA

. (4)

Taking Figure 6(a) as an example, the selected cell (2, 3)
is the reference grid, which contains 8 data points, and there
are 16 data points in the X-axis L2 interval, so the confidence
coefficient is 50%. It satisfies the minimum confidence

coefficient requirement; that is, during the operation, the
state of the system may be the state pattern represented by
the cell. When a positive disturbance is applied to the ref-
erence cell, the support coefficient of each cell on L3 is
calculated, which is 6.25%, 62.5%, 31.25%, 0, 0, respectively.
It can be seen that the cell (3, 2) meets the requirement of the
minimum support coefficient. )at is, when the system is in
the state represented by cell (2, 3), if the attribute represented
by the X-axis is disturbed in the positive direction, the
system is likely to change to the state corresponding to cell
(3, 2). By analogy, when negative interference is applied, the
cells (1, 1) and (1, 2) meet the requirements of the support
coefficient. )e mining of the above association rules is
shown in Figure 6(b).

After obtaining the association rules, in order to visually
indicate the strength of the association rules, it needs to be
quantified, and the health of the system can be obtained on
this basis. Considering that entropy represents the degree of
disorder of a data set and is directly related to the amount of
information it contains, information entropy can be used to
describe the strength of association rules. )e information
entropy of continuous variables can be expressed in the
following form:

H(X) � −  p(x)log p(x)dx. (5)

However, to calculate the information entropy through
this formula, the probability density function p (x) needs to
be obtained first, which is more difficult in some cases, so it
needs to be discretized. )e information entropy after
discretization is

H(X) � − 
n

i�1
p xi( logsp xi( . (6)

In the formula, p(xi) represents the probability when X
takes the value xi, i� 1, 2,...,n.
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Figure 6: Attribute pattern diagram and association rule mining. (a) Attribute pattern diagram. (b) Association rule mining.
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In addition, mutual information represented by entropy is
a useful information measure in information theory, which
can measure the degree of association between two variables,
and its form is shown in formula (7). Among them, the
mutual information of the two variables is equal to the sum of
the respective entropy minus the joint entropy. Mutual in-
formation can describe not only linear correlations between
variables but also nonlinear correlations, but its values are not
normalized, so mutual information needs to be normalized.
)is article uses generalized correlation function to quantify
the relationship, such as formula (8). Among them, the value
of Rg is between 0 and 1.)e closer Rg is to 1, the stronger the
correlation between the two attributes.

I(X, Y) � H(X) + H(Y) − H(X, Y), (7)

Rg �
I(X, Y)

����������
H(X)H(Y)

 . (8)

When different cells are used as the reference grid, the
subpatterns mined may be the same effective area, so the
confidence coefficient of each reference grid needs to be
considered. For a certain mode, the health degree can be
expressed by the sum of the product of each submode and
the confidence coefficient:

U Dx, Dy  � 
EA

i�1


EA

j�1
con(i, j)Ri,j|CDx,Dy

. (9)

Among them, Ri,j is the generalized correlation coeffi-
cient of the subpattern mined in the cell (i, j), and CDx,Dy

indicates that the calculation comes from the coordinate
system composed of the Dx and Dy attributes in the digital
tie layer data matrix.

For any construction system, each variable will become a
benchmark attribute for analyzing the possible association
relationship with other variables, and at most n (n− 1)
patterns can be obtained. )e collection of the above modes
can reflect the operating rules of the entire system. )ere-
fore, the system health should be a collection of all modes

U � 
n

x�1


n

y�1,y≠ x

U Dx, Dy 

� 
n

x�1


n

y�1,y≠ x



EA

i�1


EA

j�1
con(i, j)Ri,j|CDx,Dy

⎛⎝ ⎞⎠.

(10)

4. Intelligent Building Construction
Management Based on BIM Digital Twin

Compared with traditional schedule management, con-
struction schedule management combined with BIM tech-
nology provides a communication platform that integrates
multiparty information, including schedule, cost, and ma-
terials. When making schedules, it uses relevant software to
simulate the project before construction to find and solve
problems. During the implementation of the plan, it is
possible to analyze and adjust the problems that occur ef-
ficiently and conveniently, so as to avoid missing the best
time to solve the problems and affect the construction. )e
flowchart of the progress management based on BIM
technology is shown in Figure 7.

)e schedule preparation process is shown in Figure 8.
)e schedule preparation and implementation proce-

dure under BIM technology is shown in Figure 9 below.
Under the BIM technology, through the early visual
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BIM model

Establish the
BIM 4D model

1.Resources
Construction

period
2.Cost

3.Simulation
4.Construction

Follow-up
tracing Analysis Correct an

error 

 Optimal
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Progress
optimization

Guide
construction

 Progress
control 

Figure 7: Flowchart of progress management based on BIM technology.
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operation, the problem is first discovered, then rectified, and
finally implemented.

After constructing the above model, the practical effect
of the intelligent building construction management model
based on the BIM digital twin is studied through experi-
ments.)is article explores the effectiveness of the intelligent
building construction management model based on the BIM
digital twin from the aspects of construction safety,
equipment management, material management, site man-
agement, operation management, and quality management.
)e experimental results obtained through simulation re-
search are shown in Table 1 and Figure 10.

It can be seen from the above research that the intelligent
building construction management model based on BIM
digital twin proposed in this paper can help the deployment
of the intelligent building construction process in many
aspects and help improve the efficiency of building con-
struction management.

5. Conclusion

)e calculation model, material properties, construction
method, construction load, temperature change, etc. of the
building structure from the start to the completion stage can

affect the construction quality to varying degrees. )is leads
to a large deviation between the actual state of the structure
and the ideal state, which requires strict control of the
adverse effects during the construction process. For complex
structures, the mechanical properties and safety control
requirements during the whole construction process are no
longer what the traditional construction control technology
can meet. )en, how to consider the impact of unfavorable
factors on the construction status during construction and
carry out real-time identification and adjustment, how to
reasonably and accurately simulate the time-varying process
of the structural system in each stage of construction, how to
arrange the construction and schedule reasonably, and how
to control the stress and strain state of the structure during
construction within the allowable range are the contents and
technologies that are urgently needed in the current con-
struction field. )is paper applies BIM digital twin tech-
nology to intelligent building construction management and
simulates the construction process through BIM. After the
construction management plan is formulated, the con-
struction simulation can be carried out through BIM, and
the problems existing in the construction can be found, and
a reliable construction management plan can be formulated
in time.

Table 1: Simulation test results.

No Construction safety Equipment management Material management Site management Job management Quality control
1 93.11 90.29 76.68 82.68 92.72 87.65
2 93.65 89.66 90.82 81.02 93.64 91.72
3 93.96 82.48 82.34 92.21 93.46 90.64
4 93.45 86.70 76.97 86.53 90.92 95.75
5 93.42 84.18 90.42 87.51 91.37 86.61
6 92.90 84.16 79.76 92.49 92.44 91.91
7 93.07 84.67 88.04 97.46 91.03 90.06
8 92.34 86.46 76.92 94.99 94.17 95.62
9 92.38 82.89 77.35 86.68 93.83 95.38
10 93.49 82.23 92.06 92.41 91.08 89.00
11 93.66 82.58 90.31 90.85 93.63 95.72
12 93.00 89.50 84.30 93.66 92.86 94.63
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Figure 10: )e effect of intelligent building construction management based on BIM and digital twins.
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With the application of engineering management in smart city construction under Industry 4.0, the intelligent design of urban
street landscape has attracted extensive attention. Affected by the low intelligent level of traditional landscape design, the existing
urban landscape composite system has difficulty in meeting the needs of smart city construction. (erefore, this paper proposes
the construction of street landscape big data-driven intelligent decision support system based on Industry 4.0. Based on the
complex network theory, this paper analyzes the structure, links, nodes, driving forces, and functional requirements of urban
street landscape and then puts forward the construction content and implementation method of urban street landscape intelligent
decision support system. (e system consists of four aspects: intelligent infrastructure, service, protection and maintenance, and
management and evaluation system. Its implementation not only reflects the cooperation and effective application of intelligent
technology in each stage of street landscape construction, but also provides reference for the application of engineering
management in other fields under Industry 4.0.

1. Introduction

Based on the connectivity provided by the Industrial In-
ternet of (ings (IIoT) and the use of a variety of digital
technologies such as cloud computing, big data, and artificial
intelligence, Industry 4.0 is proposed as a new stage of in-
dustrial maturity [1, 2].(ese technologies have produced an
industrial method of automation and interconnection in-
volving objects, products, and people, thus achieving a
higher level of industrial performance [3]. With the appli-
cation of engineering management in smart city construc-
tion under Industry 4.0, the intelligent design of urban street
landscape also rises and develops rapidly. Meanwhile, “in-
telligent” development has become the new trend in modern
society due to the advancement of information technology
represented by the Internet. (e smart city emerges in this
context, which can detect, analyze, and integrate the key
information of urban core operating systems using infor-
mation and communication technologies, thus making in-
telligent responses to various needs covering people’s

livelihood, environmental protection, public security, urban
services, and industrial and commercial activities [4]. (e
intelligent urban management and operation relying on
advanced information technologies can effectively solve the
complex urban problems and promote the harmonious and
sustainable urban development [5].

As an important part of smart city construction, land-
scape architecture is also facing opportunities and challenges
brought by the intelligent process. Smart gardens changing
the construction, operation, and management modes of
traditional gardens can effectively improve the efficiency in
landscape garden industry, realizing the normalization,
standardization, digitization, networking, and intelligence of
garden construction [6]. (e typical scenario of urban street
landscape has significant effects on shaping the urban image.
By selecting street landscape as the entry point of smart
gardens, this paper aims to explore the needs of urban street
landscape and discuss the intelligent system construction
and implementationmeans, in order to provide reference for
the construction of urban street intelligent systems [7, 8].
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However, under Industry 4.0, in the process of intelligent
city construction, how to effectively use new technologies
such as big data and Internet of (ings, as well as the in-
terconnection between urban street landscapes after 5G
network integration, has attracted people’s attention to the
security and anti-network attack stability of these systems.

2. Related Works

In the construction of urban street landscape intelligent
system, “urban street” refers to the urban road equipped
with sidewalks, municipal utilities, and various buildings on
both sides in the overall length or most sections. As one of
the subsystems under the future urban open complex giant
system, the nature, function, form and structure of urban
street are more complex than traditional urban road. Urban
street serving as themost basic public urban space focuses on
the citizens’ life and humanized experience, which facilitates
the interpersonal communication and interactions via
emotional sustenance as well as playing an irreplaceable role
in shaping the urban charms and vitalizing the economic
development [9, 10].

Relying on the complex network theory and “Internet +”
thinking, the smart landscape cooperates with new-gener-
ation information technologies such as Internet of (ings,
big data cloud computing, mobile Internet, remote sensing,
and information intelligent terminal, obtains time-domain
advantages, and responds quickly to social and natural
activities carried in the landscape space. Integrating the
spatial domain of modern ecological landscape into the large
database achieves the intelligent connection between scat-
tered social activities and needs of human beings, nature and
landscape space for the interactive perception, and cognition
and communication and improves the utilization and
sharing rate of various scattered landscape resources, thus
promoting the intelligent construction, service, and man-
agement of landscapes [11, 12].

(e design of intelligent street landscape systems shall
be based on the comprehensive consideration of user
needs, greening landscapes, and basic street functions,
through the Internet of (ings, web services, and vir-
tualization technology. (e basic attributes, character-
istic parameters, status, and other information of various
street landscape elements are dynamically and intelli-
gently sensed and accessed in real time, to build street
space intensively. (rough processing the information
perceived by the landscape intelligent system, data col-
lection, integration, analysis, processing, and feedback
are realized under the mapping of landscape resources
in urban streets. On the premise of ensuring the
basic functions of the road, people’s travel safety, life, and
social security should be guaranteed, which provides
conditions for the scientific, rapid, comprehensive, and
visual development of urban street landscape design and
management.

(e construction of intelligent systems for urban street
landscape based on complex network theory and the inte-
gration of smart landscape concept into the traditional
urban street landscape indicate further improvement, which

shall meet the requirements for intensive intelligent spaces,
multiple interactive experience, and green ecology of energy
conservation [13, 14].

3. Composition of Intelligent Systems forUrban
Street Landscape

In order to cope with the multiple landscape needs under the
complex system of urban streets, the intelligent street
landscape system based on the complex network realizes the
intelligent supply-demand matching of street landscape
space services from the three levels of landscape facilities
Internet of (ings, service Internet, and user Internet.

(e construction of street landscape intelligent system
mainly involves four aspects: intelligent infrastructure, in-
telligent service, intelligent protection andmaintenance, and
intelligent management and evaluation.

3.1. Intelligent Infrastructure. Intelligent infrastructure is the
physical layer and the foundation of street landscape in-
telligent systems. (e infrastructure of street landscape in-
telligent systems shall proactively provide the information
and services desired in addition to the basic functions and be
available to correlate with other facilities and even users for
the formation of a complete intelligent network featuring
information interaction and function linkage, thus com-
pleting the virtualization and service-oriented information
interaction and functional linkage of the intelligent infor-
mation system.

3.1.1. Information Infrastructure. Information infrastruc-
ture is the basis of intelligent street landscape, covering the
electric information screen shown in Figure 1, multimedia
touch screen terminal shown in Figure 2, intelligent mon-
itoring, intelligent broadcasting, help facilities, security fa-
cilities, and landscape performance facilities.(e foundation
of infrastructure construction lies in the sound network
transmission and communication networks, and relevant
facilities shall be arranged in the densely populated areas
(e.g., road entrances, parking lots) to facilitate the service
provision such as information inquiry and satisfy the im-
portant requirements of easy identification and convenient
use.(e service scope of facilities with special functions (e.g.,
help facilities and security facilities) shall cover the entire
street area, as well as focusing on the locations along main/
secondary trunk roads and various open spaces, activity
sites, and surroundings of green landscapes [15].

3.1.2. Data Infrastructure. Data cognition is the core of
intelligent street landscape development. (e data in-
frastructure is used to collect and integrate street land-
scape data, achieving the intelligent street landscape
construction by providing the users and managers with
comprehensive and intuitive information based on the
integration and analysis of multisource data (basic/
business/service databases).
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Basic database clarifies the spatial location and sur-
rounding environment of urban street landscape for the
precise positioning of smart landscape. Business database
has multiple subdatabases covering the special data, system
planning and management, monitoring management, and
industry management available for the precise and whole-
process collection of street landscape data. Service database
can provide the popular science knowledge about smart
street landscape for the public and facilitate the review of
various urban green spaces and scenic spots by potential
travelers [16].

3.1.3. Observation Points of Street Green Space Ecosystem.
Based on the ecological requirements of the street landscape
intelligent system construction, ecological observation of the
street is an effective measure to achieve this goal. Using
RFID (radio frequency identification) technology, the real-
time update of spatial ecological information of street
landscape can be realized, and the location of vegetation,
structures, and buildings can be monitored online. Special

sensors and wireless sensor networks for street landscape
ecological observation can effectively realize real-time data
acquisition and transmission. Real-time monitoring of the
street green space ecosystem can help with maintenance and
management of the green landscape. Furthermore, the
obtained ecological econometric characteristic data can aid
in the formation of quantitative analysis results of the street
landscape space, resulting in better landscape and ecological
effects from green space maintenance and management,
Figure 3.

3.2. Intelligent Service. (e service object of the intelligent
street landscape systems is the streetscape users. (e con-
struction of intelligent service system is based on Internet
functions, which can realize the dynamic matching of the
user’s needs. From the perspective of users, in the process of
system construction, our goals and demand motivation can
be evaluated, and the service content can be derived
dynamically.

In terms of qualitative or quantitative data, managers
could be provided with genuine feelings, opinions, and
suggestions generated by the public in the service experi-
ence. With the help of dynamic characteristics analysis of
smart infrastructure, a reliable method for demand forecast
management is provided. (us, public involvement can be
achieved, and the quality of the service improves continu-
ously [17].

3.2.1. Network Service Platforms. Network service platforms
are the basis for intelligent service and the guarantee for
intelligent linkage with other service facilities. (e con-
struction of portals serving the public shall cover various
services such as bus routes, e-maps, traffic notices, travel tips,
and road service calls. In addition, the construction of
mobile-based network service platforms (e.g., mobile apps,
WeChat public accounts) shall also be emphasized to ensure
the real-time content update and provide mobile users with
street information services based on the shared portal
resources.

3.2.2. Basic Street Services. Basic street services are mainly
the traffic, lighting, and other necessary basic services. For
instance, the smart parkingmanagement system achieves the
real-time monitoring of parking spaces and the intelligent
guidance about available parking spaces based on the in-
formation inquiry of parking lots and spaces through var-
ious intelligent terminals such as smart phones. (e
construction of public transportation system shall ensure the
timely release of bus information and certain functions (e.g.,
multimedia information release, passenger complaint) in
combination with the special bus signal system for impor-
tant bus corridors and the intelligent bus stations.(e streets
with heavy traffic flows shall be equipped with smart toilets,
which are available for the information inquiry of location
and real-time usage through various intelligent terminals
(e.g., smart phones, multimedia touch screens). In addition,
the intelligent lighting system subject to the independent

Figure 1: Electronic information screen.

Figure 2: Multimedia touch screen terminal.
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sensing, timing, voice control, or remote control of intel-
ligent terminals shall also be arranged for the smart control
of landscape lighting in different areas [18], Figure 4.

3.2.3. Road Navigation. (e intelligent terminals (e.g., smart
phones, multimedia touch screens) and multilanguage ter-
minals for self-service navigation shall be arranged to fa-
cilitate the inquiry of street and surrounding-area e-maps
and tour route planning as well as the scenic spot/plant
introduction using QR code/RFID technologies [19].

3.2.4. Information Release. An interactive information
system shall be established to provide life, service, business,
and medical information for citizens, with various network
service platforms serving as the channels for street infor-
mation release, covering the street information, real-time
road conditions, toilet usage, spare parking spaces, restau-
rant usage, and other basic information; climatic informa-
tion (e.g., street temperature, humidity) and health
information such as negative oxygen ion content in key areas
Figures 5, flowering phase, and news and cultural event
notices (e.g., lectures, exhibitions, festival activities, fitness
events) at sites along the street; and information of emer-
gency responses.

3.2.5. Personalized Services. Personalized services available
at various network service platforms can meet the street use
demands of different people [20], for instance, the online
adoption of plants along the street, and regular pushing of
plant growth status and daily conservation information;
pushing of intelligent infrastructure, location awareness,
environmental monitoring index analysis, online security,
and health information via the Internet; and application of

intelligent technologies based on the users’ different needs of
travel and fitness.

3.2.6. Consulting/Complaint Services. Compared with the
traditional consulting/complaint services, the services pro-
vided through the intelligent system are more convenient
and efficient, and multiple channels (e.g., street intelligent
terminals, consulting/complaint pages, mobile terminals)
are available for the public. (e intelligent system of linkage
service can achieve the unified receipt and instant feedback/
response to consultations and complaints from telephones
and network terminals.

3.2.7. Virtual Experience. In order to improve the user
experience, a multimedia experience center focusing on
historical districts shall be constructed using multiple
technologies (e.g., GIS, VR, and multimedia) for the display
of historic landscapes, original natural features, and his-
torical changes. (e 3D panorama/reality enhancement
display technology and 360°/720° real-life photos or videos
can be utilized to create the virtual blocks for digital virtual
tours that are available at portals and terminal devices (e.g.,
multimedia touch screens, smart phones) [16, 21].

3.3. Intelligent Protection and Maintenance. Intelligent
protection and maintenance are the function expansion of
the user Internet based on the Internet of (ings of land-
scape facilities. Dynamically generate landscape mainte-
nance needs based on smart infrastructure, and dynamically
match landscape maintenance needs with landscape
maintenance services through the Internet of (ings tech-
nology. Realize the informatization and intelligence of the
protection and maintenance process, provide visual guid-
ance on daily maintenance process and key technology, and
the responsible personnel and stages could be specified for
the real-time recording of maintenance process and infor-
mation [22].

3.3.1. Green Space Protection andMaintenance. Green space
protection and maintenance are the key to intelligent pro-
tection and maintenance, covering the digital recording,
monitoring, and control of boundaries and green resources
including the main plants and facilities. (e important spots
and key facilities shall be equipped with 3D scenes for in-
spection and comparison via intelligent terminals, mainly
involving the plant irrigation and fertilization, pest and
disease and freezing damage management, and intelligent
cultivation.

Environmental monitoring and intelligent irrigation
system can provide effective services for intelligent plant
irrigation and fertilization management. (e digital data
processing of soil nutrients can maximize the effects of
water-saving and precise irrigation, scientific manage-
ment, and low-carbon maintenance [23, 24]. (e con-
struction of soil monitoring subsystem is available for the
real-time monitoring of ambient temperature and hu-
midity, wind direction, rainfall, and illuminance in the

Figure 3: Ecosystem observation facility.
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surrounding environment Figure 6, with the sensing fa-
cilities adopted for real-time detection of soil moisture,
fertility, and other green space indexes. Maintenance
decision-making depends on the IoT-based intelligent
analysis and sorting of monitoring data received by
servers [25]. In addition, the sprinkling and dropper
systems are used for the automatic irrigation and fertil-
ization and other intelligent applications, and the land-
scaping personnel can also search and receive monitoring
data and warning information via computers and mobile
phones Figure 7.

(e GPS positioning and FRID technologies shall be
adopted for the control of plant diseases and pests, with the
dynamic tracking system established to ensure the dynamic
protection and monitoring of green plants as well as help
technicians locate the areas of pests and diseases at first time.
(e implementation of “prevention-first” principle by each
institution responsible for plant management and protection
targeting the necessary early warning of pests and diseases
within all periods can greatly reduce the prevention costs
and probability of large-scale pests and diseases [26]. Early
warnings for the freezing damage management shall be

Intelligent temperature and humidity monitoring facilities

Intelligent trash can

Pedestrain traffic and helping facilities

Intelligent bus station

Intelligent traffic light and monitoring system

Electric information screen

Multimedia touch screen terminal

Figure 4: Basic street services.
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issued in advance based on the weather conditions, pro-
viding the scientific basis and guidance for plant winter
protection.

(e intelligent technology-based seedling planting and
cultivation shall make full use of the IoT and spatial infor-
mation integration technologies. (e partitional measuring of
regional soil quality, hydrological conditions, andmicroclimate
factors at the stage of planting planning provides the definite
data basis for breeding and rapid formulation of cultivation
schemes. At the same time, a tree full cycle database shall be
established for plant tracking and data sorting in the whole
process, as well as the records of seedling archives, tree
transplantation, and maintenance information. Intelligent
cultivation can effectively prevent the challenges faced by the
traditional seedling cultivation (e.g., improper layout of trees,
unsatisfactory production or waste of seedlings).

3.3.2. Heritage Protection and Maintenance. Both natural
heritage and cultural heritage involve heritage protection
and maintenance, including ancient and famous trees and

cultural relics. For the ancient and famous trees, the high-
definition photos shall be obtained based on the precise
coordinate positioning via monitoring and RFID technology
in addition to the normal maintenance measures, and
mastering relevant detailed information will facilitate the
data calling, plant protection, document management,
maintenance, and rejuvenation monitoring. Digital mod-
eling based on the growth environment of ancient and fa-
mous trees also facilitates the accurate analysis of protection
measures Figure 8. For the cultural relics and historical sites
surrounding the street, the 3D data model shall be con-
structed to enhance the protection. (e ancient buildings
shall be equipped with stress-strain sensors for deformation
monitoring and risk assessment [27].

3.4. Intelligent Management and Evaluation System.
Scientific and comprehensive management measures are an
important prerequisite for realizing the sustainable development
of streetscapes. Quantitative evaluation mechanism is an ef-
fective objective to judge the effectiveness of streetscapes.
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How to effectively integrate various scattered landscape
management resources and coordinate various quantitative
evaluation parameters to achieve the best match between
street landscape management and demand is the key
problem. Hence, quantitative data-driven evaluation and
control system is ultimately conducive to the continuous
optimization of landscape effects.

3.4.1. Intelligent Management. (e comprehensive and
scientific management shall take account of internal office
work, gardening business, street security, and other related
factors.

Office automation (OA) system can improve the overall
efficiency of internal office work, covering process man-
agement, e-mail, document management, document cir-
culation, approval management, working calendar, notice
announcement, personal information maintenance, con-
ference management, and attendance management.

In terms of the gardening business management, video
monitoring, RFID, and infrared sensing technologies shall
be adopted for the real-time perception of changes in street
green resources, infrastructure, and traffic flows, as well as
the automatic collection, adjustment, and update of street
landscape data. (e real-time monitoring of street landscape
can achieve precise management and prevention against
vandalism and damage caused by natural disasters.

Street security cannot be neglected considering the
special traffic function of urban street with public spaces.(e
construction of integrated street control platform makes the
daily operation monitoring and emergency command and
dispatching possible, providing basic support for navigation
and guidance based on the location services of GIS and
satellite positioning systems [28]. Nowadays, the rapid de-
velopment of information technology also facilitates the
dynamic monitoring of public opinions released via key
media, forums, blogs, and Weibo platform; extraction of
relevant information; and timely warning/treatment of
potential crisis events in accordance with predetermined
strategies.

3.4.2. Intelligent Evaluation System. (e evaluation of self-
diagnosis by intelligent evaluation system aims to provide
reference for further development. Moreover, reasonable
performance evaluation can not only measure the
achievements of street landscape construction and find out

the existing problems, but also provide important guidance
for the continuous improvement of street landscape intel-
ligent system.

Establishment of the complete, scientific, and effective
evaluation system shall be based on the existing urban
gardening standards, with the relevant street smart land-
scape indicators integrated into the system by means of
spatial layers, forms/tables, document uploading, and
image attachments for real-time computing and result
judgment/analysis [29], Table 1.

4. Technical Means of Intelligent Systems for
Urban Street Landscape

Intelligent technology refers to a specific technology or
method used in the construction of an intelligent urban
streetscape system. Internet of (ings, spatial information
integration, virtual reality and visualization technology,
digital technology, etc. can solve the following problems in
the construction of streetscape system under the condition
of urban complex giant system:

(1) How to manage, digitize, and integrate information
from scattered roads efficiently and precisely, in
order to realize the effective distribution and dy-
namic overall grasp of the streetscape service
capabilities.

(2) How to coordinate the relationship between the
geographic space, data flow, time distribution,
hardware network, and user needs of the streetscape
intelligent system, in order to realize the spatial
mapping between complex streetscape resources and
intelligent system service capabilities [30].

Emergence of the most representative IoT technology in
the intelligent process has led the transformation of infor-
mation age into an intelligent era. (e all-inclusive IoT
technology involving radio frequency identification (RFID),
infrared sensor, and sensor-laser scanner solves numerous
urban problems via interconnection of things after the In-
ternet-based information connection [31].

Spatial information reflects the spatial distribution
characteristics of geographic entities, and the spatial in-
formation integration technology involving remote sensing
(RS), geographic information system (GIS), and global
positioning system (GPS) can reflect the topographical
features of all sites more concretely and objectively at the

Figure 8: Digital monitoring of ancient and famous trees.
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macro level and achieve precise quantification and data
digitization for in-depth research and analysis [32].

VR technology integrates multiple techniques features in
good experience of immersion, interaction, and conception,
covering the real-time 3D computer graphics, 3D wide-angle
(wide-field) display, tracking of the viewer’s head/eyes/
hands, tactile/force feedback, stereo effects, network trans-
mission, and voice input/output [33].

(e basic process of digitization involves the transfor-
mation of all complex and changeable information into
measurable data, digital data modeling for binary code
conversion, and input into the computer for unified pro-
cessing [34]. At present, the digital technology is widely used
in various industries, and the digitization serving as the
predecessor of intelligent technologies shall be utilized
continuously in the intelligent era.

5. Prospects of the Construction and
Application of Intelligent Systems for Urban
Street Landscape

To achieve the successful construction of street landscape
intelligent systems, the mutual mapping of complex system
and complex network of street landscape needs to be re-
alized. (erefore, the above intelligent means must be
implemented combined with the actual stages of street
landscape construction in practice.

5.1. Planning and Design Stage. (e early stage of planning
and design provides direct guidance for the mid-term
construction and post-management of landscape con-
struction. (e application of intelligent means such as the
Internet of (ings, virtual reality, and visualization tech-
nology at the planning and design stage can realize more
scientific and rational street landscape design.

In terms of on-site investigation, the traditional inves-
tigation methods have large workload and large error, and
most of them are completed on the basis of on-site in-
spection and surveying and mapping, combined with the
existing data. In addition, the traditional street design fo-
cusing on-site plane lacks the 3D-space and humanized
thinking in terms of vertical design, construction scale, and

detailed design. On the contrary, the intelligent landscape
construction can realize the targeted integration of IoT and
spatial information technologies into the site survey, with
the precise positioning of street location and surrounding
land uses utilizing the IoTsensing nodes [35]; moreover, the
spatial information technology enables the designer to
understand the connections between overall street appear-
ance/style and urban image more comprehensively and
accurately Figure 9.

5.2. Construction Stage. (e construction quality directly
affects the smooth implementation of the preliminary design
and the cost of later maintenance and management. Due to
the problems of inaccurate calculation of quantities, un-
constrained construction, and limited professional quality of
most construction personnel in traditional garden con-
struction, there are often some deficiencies in construction
quality compared with the expected effect.

(e intelligent street landscape construction can ensure
the rational resource allocation and construction efficiency
through the in-depth survey of on-site environmental fac-
tors (e.g., soil quality, hydrological conditions, wind force,
atmospheric pressure) using the sensing and RFID systems
of IoT technology and the corresponding construction
schemes and regulations. (e application of spatial infor-
mation integration technology and sensing system makes
precise and rapid data positioning based on construction
drawings possible at the stage of fixed point setting-out. (e
multispace model using VR technology enables the con-
struction personnel to understand the design intention in an
intuitive manner during construction, thus ensuring the
realization of design effects. (e application of IoT sensing
system upon project acceptance for data measurement and
quantitative analysis of engineering effects, combined with
the direct data transmission to the auditor’s mobile devices
using mobile Internet technology, guarantee the strict
project acceptance [36], Figure 10.

5.3. Green Plant Cultivation and Conservation Stage.
Conservation management can maintain and guarantee the
landscape effects after gardening construction. (e

Table 1: Intelligent evaluation index.

Target layer
Control layer

Evaluation object Weights Indicator layer Weights

Evaluation of intelligent urban street landscape (A)

Material element (B1) 0.38

Functional facilities (C1) 0.35
Recreation facilities (C2) 0.3
Plant landscape (C3) 0.15
Paved landscape (C4) 0.2

Open space (B2) 0.28

Spatial scale fitness (C5) 0.3
Environment comfort (C6) 0.25

Landscape interface suitability (C7) 0.23
Activity type richness (C8) 0.12
Activity time richness (C9) 0.1

Environmental ecology (B3) 0.34
Landscape sensitivity (C10) 0.35
Landscape suitability (C11) 0.33
Landscape health (C12) 0.32
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traditional plant cultivation and conservation have certain
shortcomings, e.g., unsatisfactory professional quality of
management personnel and conservation measures of low
technical contents.

(e intelligent plant cultivation and conservation inte-
grating IoT technology ensure the effective improvement of
conservation efficiency and effects with reduced cost. In
order to make proper use of local conditions, the sensors
shall be used to measure environmental factors (e.g., hu-
midity and soil quality) at the cultivation stage, and the
original manual sprinkling shall be replaced by the sprin-
kling/drip irrigation system with time-frequency sensors to
detect the soil moisture and facilitate the intelligent control
[37]. In terms of fertilization, winter protection, and wind
protection, the digital model established based on the plant
growth environment can realize the precise analysis of
proper measures in different periods to ensure the normal
plant growth and optimal effects Figure 11.

6. Conclusion

Applying intelligent means in urban street landscape
design and integrating street landscape intelligent system
into smart city construction can actively promote urban
development. Procedures starting from scheme design
and project construction to maintenance management,

technology introduction, and formulation of compre-
hensive and effective strategies are the key to the suc-
cessful construction of street landscape intelligent
system based on complex network. In addition, the
construction of street landscape intelligent system also
provides a platform for public participation and gov-
ernance. (e public can easily and quickly obtain in-
formation through such intelligent systems and use
improved consultation/complaint services to give timely
feedback to managers, which indicates that public par-
ticipation has been significantly improved [7, 38, 39]. In
short, the street landscape intelligent system based on
complex network theory provides an advanced and
sustainable construction mode for the future urban
complex street system. In the context of Industry 4.0,
with the rapid development of big data and the Internet
of (ings, more in-depth research in the future should
aim to integrate the street landscape intelligent system
into the construction of smart city and build a perfect
street landscape intelligent system.

Data Availability

(e labeled datasets used to support the findings of this
study are available from the corresponding author upon
request.
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Figure 9: Application of intelligent technologies at the planning and design stage.
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With the continuous development of social economy, sports has become one of the important ways of physical exercise, and the
demand for corresponding sports facilities is also increasing. +e Internet of +ings technology is introduced in this paper.
+rough combining the current status of urban public sports, an urban public sports sharing system is built by trial, to promote
the sharing of urban public sports information through the continuous development of new technologies such as the Internet and
improve the publicity and popularization of public sports information. Simulation experiments prove that the Internet of +ings
technology is effective and can effectively support the sharing of urban public sports information.

1. Introduction

With the continuous development of social economy,
modern society has gradually transformed into a “data so-
ciety,” and all walks of life are subject to important influ-
ences and innovations related to informatization [1, 2]. +e
continuous progress of society has promoted the healthy
development of human beings, but how to conduct sports or
physical exercise is an issue that people are extremely
concerned about, especially about the existence of sur-
rounding stadiums and public welfare sports facilities, va-
cant venues for the badminton courts, etc. [3, 4].

From digital cities to smart cities, the construction of
informatization has had a profound impact on various in-
dustries, and data have also grown in an explosive manner.
However, disorderly and messy data often bring about
important loads of hardware storage and network trans-
mission and have become a burden on users [5, 6]. However,
what needs to be valued is how to reasonably process, or-
derly process, and classify and extract these data, realize the
reuse of data, tap its potential value, transmit potential
information, realize the maximum sharing of data and in-
formation, and save the cost of data and information and
various construction costs [7, 8]. +e continuous con-
struction and development of smart cities have gradually

introduced a series of new technologies and methods such as
the Internet of +ings, the Internet, CloudNative, and Fog
Computing, aiming to solve urban sickness such as urban
congestion, environmental pollution, population agglom-
eration, and other cities in the process of urbanization
[9, 10].

For sports, it is necessary to further consider its limi-
tations and needs in the actual implementation process, how
to select the location of sports facilities, how to release it to
the public, when will the corresponding venue information
be opened, how many visitors access the venues currently in
real time, and so on [11, 12]. According to the different
seasons, some information is extremely valued such as
opening college swimming pools and badminton halls to the
public, related matters, and public opening hours, to prevent
the public from entering disorderly. In response to these
needs and limitations, the new technologies such as the
Internet of +ings is introduced in this paper, and an urban
public sports information-sharing architecture system is
built by trial. +rough the Internet and other technologies,
information is continuously processed, extracted, and
shared, and finally, information sharing is realized, aiming to
improve the quality of public sports, realizing “one-time
processing and analysis, and multiple times’ sharing
applications.”
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2. The Status Quo of the Co-Construction and
Sharing of Sports Information
Resources in China

+e advent of the information age has given birth to the in-
crease and enrichment of various information resources. As far
as the sports industry is concerned, its information resources
are an important branch of related information resources,
which have the extensiveness and imbalance of traditional
information resources. Similarly, sports resource information
still contains a lot of content, but the quality is difficult to be
guaranteed. Because sports has penetrated every walk of life,
such as sports channels, sports pages of web news, sports
sections in micromedia, sports bloggers, and various sports
magazines, there are various carriers of sports information
resources, even newmedia such as Douyin and Kuaishou, have
a large amount of sports information resources. +is aspect is
due to the continuous development of information technology
and the continuous enrichment of carriers. On the contrary,
sports have become the focus of daily life and gradually attract
more and more people’s attention. How to provide important
sports information to the public has become a problem and
direction worthy of attention in the industry and academia
[13, 14]. +erefore, it is necessary for all sports-related in-
dustries to work together to improve business capabilities and
realize the sharing and co-construction of sports resources.

2.1. Outdated Concepts andWeak Consciousness. As a public
welfare direction, usually sports does not receive too much
guarantee in terms of policies, especially funding guarantees; it
is difficult to be guaranteed completely. According to the re-
search statistics of relevant experts, in the sports industry,
construction of informatization for the related sports scientific
research projects is hardly valued. On the one hand, the
construction of sports facilities requires a high cost; on the
other hand, it is difficult to keep up withmanagement concepts
and awareness.+e relevant expert oftenmeets with the trouble
in calling for the strengthening of the co-construction and
sharing of related information-based sports resources. On the
one hand, information-based resources are less; even if they are
shared, they cannot meet the requirements; on the other hand,
institutions engaged in corresponding sports scientific research
have few projects of related research and conducted few
informatization research studies [15, 16]. In addition,managers
in the actual sports industry still cannot have this kind of
thinking or courage to realize the direct sharing of relevant
information. On the one hand, the requirement and support
from the relevant industry authorities are lacked. On the other
hand, most industry managers believe that they have no ob-
ligation to provide information resources to other units. +is
has great limitations on information management and urban
management, and it is not conducive to the sharing of sports
resource information for urban residents.

2.2. Barriers Exists and Each Does (ings in His Own Way.
As far as the administrative authorities are concerned, the
resource information is controlled by the corresponding

competent authority; the physical education colleges for
college students have relevant information resources, so the
corresponding sports information center, scientific research
institute, or university sports library are all carrying out their
respective construction of informatization, in which there
are not only technical gaps in the underlying system de-
velopment but also differences in operating networks, all of
which cause more trouble for information sharing to form
an information barrier [17, 18].

2.3. Lack of Talents, Low Development, and Integration
Capabilities. For a long time, because the construction and
development of sports informatization have not been valued
correspondingly, there are fewer composite talents with
related sports knowledge in the field of sports informati-
zation, including computer network technology, especially
the high-quality sports services are less such as technical
consultation sports characteristic databases and network
academics [19, 20].

3. Conditions for Constructing a Platform for
the Co-Construction and Sharing of Sports
Information Resources in China

3.1. (e Continuous Growth of Sports Digital Resources Pro-
vides a Resource Base. With the continuous development of
the social economy, the sports information resource data-
base has also been continuously enriched, which lays a solid
foundation for the construction of a corresponding sports
information resource-sharing platform. With the use of
networked and electronic related technologies, the more
demand emerges to use a unified portal for unrestricted
access to corresponding information resources. +erefore, it
is extremely important to establish corresponding sports
shared information service platform. +e continuous de-
velopment of computer technology and network trans-
mission technology can realize the integration of resources
and one-stop fast service.

3.2. Coordination of Supply Entities. For most entities, the
governance of collaborative information becomes possible
because public sports services can involve multiple objects,
such as the government, users, and markets, and require
multiple parties to conduct collaborative management,
which is mainly reflected in multiple aspects, such as under
the background of informatization; multiple entities realize
the supply and service of sports public services and realize
the improvement of the overall quality of urban sports public
services. Ensure that the form of government tends to be flat
vertically; horizontally, we achieve coordination, unification,
and cooperative management and governance between
governments, focusing on solving the problem of
fragmentation.

In addition, big data technology can ensure that online
sports services are possible and clarify the further en-
hancement of the entity service. +e traditional sports
supply is managed by different administrative departments
according to different responsibilities, giving full play to the
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advantages of technology and knowledge, so that all aspects
are all in the state of co-construction and sharing. However,
what needs to be valued is that various factors such as the
positions of various units, the cost of information sharing,
and the different technical standards have caused various
departments to form different service models. +erefore, the
corresponding departments should be linked to realize the
virtual cooperation in demand for sports public services, to
ensure that the individual’s management and service ca-
pabilities are improved, to achieve a more fragmented and
detailed public sports services, to achieve the refinement of
the tasks of the public service entity, to remove the tradi-
tional steps designated by the higher level, to optimize the
organizational relationship, and to achieve flattening.

In the era of big data, there is a clear gap between the
public and the actual supply of sports services. On the one
hand, the public cannot accurately express the demand for
sports facilities, and on the other hand, there is a structural
dislocation in the demand for sports public services.

Before the era of big data, there is often a clear gap
between people’s expectations for public sports services and
the supply of public sports services. +e reasons are that the
public’s demand for public sports services is not fully and
clearly expressed, the government’s decision-making model
is not sufficient, and there is a structural dislocation between
the demand for sports public services and the supply. In the
era of big data, public sports services are becoming more and
more inventory oriented. +e total public demand for sports
and configuration needs of the people are clearly expressed,
and they are realized through the intelligent perception of
sports public service needs and service data decision-
making.

First of all, the intelligent perception of sports public
service needs. To fully and clearly express the people’s sports
service needs, the government can increase interaction with
the society through open methods and can also use big data
technology to intelligently acquire and perceive the people’s
public sports needs. +e mainstream web3.0 technology of
big data solves the inaccessibility of people’s information
technology and greatly reduces the cost of information and
data transmission. +e public can also use various terminals
such as websites, Weibo, WeChat, and application software
to express their needs for sports services; the government
uses intelligent-sensing technology to gather these micro-
data reflecting people’s needs and aggregate them into the
big data needed for statistics. Relying on big data analysis
and mining technology, data are processed and people’s
specific needs are analyzed for sports public services. Second
is data decision-making for the provision of sports public
services. +e total amount of services and the allocation of
resources are the main content involved in the supply of
sports public services; in the final analysis, it is a matter of
decision-making. At present, the supply of sports public
services is not balanced. +e key factor is that the govern-
ment’s decision-making model is not perfect; the factor that
the government’s decision-making model is not perfect is that
the decision-making body often makes decisions based on
their own interests and preferences and does not fully con-
sider the people’s sports needs; with comparison of decision-

making methods, subjectively, it is difficult for the govern-
ment to make scientific decisions in the absence of samples
and data information. +e use of big data largely solves the
problems of data complexity, uneven levels, and in-depth data
analysis. Data-driven decision-making has gradually become
an important model for the precise supply of sports public
services.+ird, the supply of public sports services tends to be
inventory based. +e supply of sports public services covers
the overlap between supply and demand.+e supply is related
to the financial situation of the local government, the level of
social and economic development, and the realization of
government functions. +e cloud platform can be used to
systematically integrate. +e big data of the database are
sorted out, and the supply of sports public services is accu-
rately mined with the help of MapReduce technology. Demand
refers to the type and quantity of people’s needs for sports
public services, which requires big data technology to collect
social information more intelligently and comprehensively,
such as throughwebsites,Weibo,WeChat, and other terminals.
With the help of big data technology and analysis technology,
realize mining and evaluation.

With the help of big data resources and technology, we
can effectively predict the total amount of sports public
services and optimize their configuration to alleviate the
problem of unbalanced supply on the demand side. At the
same time, big data have also become an efficient and in-
telligent tool for the main body (government) on the supply
side of sports public services, making the supply of sports
public services more intelligent, precise, and simple, thereby
realizing the government’s modern governance goals.

First, the supply of sports public services is smarter. First
of all, the auxiliary equipment for sports public services has
realized intelligence. Big data promote APP-based terminal
applications. By integrating government websites and gov-
ernment service AGM and other auxiliary equipment, the
intelligent model can be used to reach all distances of sports
public services. Secondly, the willingness to supply sports
public services has become intelligent. Before the era of big
data, government websites were mainly based on supply-
oriented service models that only responded to requests.
+is model was relatively passive, and government supply
usually did not match the people’s sports needs. In the era of
big data, the government can use online analysis tools such
as Google Analytics, Urchin, and SiteCastalyst to collect and
analyze data information such as the types and character-
istics of search keywords and use Hadoop and other tools to
analyze people’s search behaviors, effectively based on
people’s points of interest. Push the corresponding sports
service. Second, the supply of sports public services is more
precise. Individual needs in the era of big data have become
the focus of attention of enterprises, society, and govern-
ment. Big data advocate the concepts of information open-
ness, sharing, fairness, and information decision-making. Its
mining analysis technology not only analyzes the sports
public service database but also effectively analyzes the data of
the Internet and mobile terminals and uses natural language
decryption software to analyze unstructured data. +e data
can be used to identify the potential actions of users, so as to
provide targeted sports services for them, and “let the data

Computational Intelligence and Neuroscience 3



speak” so that both the supplier and the demander can see the
visualized results. +ird, the supply of sports public services
is more concise. Before the big data era, the supply of
sports public services was based on the division of labor
based on professionalism, and the operation process was
constructed in the form of bureaucracy. In this way, a very
complete sports public service chain was divided into
countless broken links to make its service process more
messy. +e fragmented work process caused not only
delays in service work but also an embarrassing situation in
which operating costs exceeded benefits. Integrating re-
sources is the important significance of the existence of big
data, and the supply of sports public services under big
data should also be transformed from the traditional
multichannel model to a simplified model, integrating the
application layer, data layer, and platform layer of different
government functions in the background. In order to
better provide resources and system support for the front
end, we build an application system at the application layer
to achieve connection and communication, establish a
government department database at the data layer and
open data information, establish a platform for govern-
ment business support at the platform layer, and integrate
sports at the front end. +e public service client is inte-
grated to provide a way of integration for the background.
Unify the website port with the mobile port to provide
simplified public sports services.

3.3. Principles of Sports Information Resource Sharing.
Assume that the subtask sample dataset of n platform data
traffic shunt is

T(n) � t1, t2, . . . , tn . (1)

Among them, n ∈ N and ti represents the ith shunt
subtask (i � 1, 2, . . . , n) in the set. +e corresponding at-
tribute vector of the shunt task ti is expressed by

ti � t
i
id, t

i
mi, t

i
fee, t

i
deadline, t

i
memory, t

i
bw, t

i
submit . (2)

Among them, ti
id represents the unique tag number of

the task, ti
mi represents the size of the platform data traffic

task, which reflects the number of tens of millions of in-
structions (MI) of the task, ti

fee represents the cost of the
user’s desired task, ti

deadline represents the deadline of the
user’s desired shunt task, ti

memory represents the memory size
requirement of the shunt task, ti

bw represents the bandwidth
requirement of the shunt task, and ti

submit represents the time
when the network user submits the shunt task.

Assume that the sample dataset of m virtual machine
platform data traffic resources is

VM(m) � vm1, vm2, . . . , vmm (m ∈ N). (3)

Among them, vmj represents the jth virtual machine
(j � 1, 2, . . . , m), to calculate the corresponding attribute
vector of the virtual machine resource:

vmj � vm
j

id, vm
j

capacity, vm
j

bw, vm
j
memory , (4)

where vm
j

id represents the unique tag number of the data
traffic data center of the platform where the virtual machine
is located, vm

j

capacity represents the processing capacity of the
virtual machine resources, vm

j

bw represents the bandwidth
provided by the virtual machine, and vm

j
memory represents

the memory size of the virtual machine, and ETCij is utilized
to reflect the expected execution time of platform data traffic
shunt subtasks ti on virtual resources vmi:

ETCij �
t
i
mi

vm
j

capacity

. (5)

Let bej represent the initial time for execution on dif-
ferent virtual machines and ETCij represent the expected
completion time of the shunt task executed on the virtual
machine vmij:

ECTij � bej + ETCij. (6)

+e completion time of all platform data traffic shunt
tasks is denoted as Makespan; then,

Makespan � max ECTij . (7)

Formula (8) is used to express the objective function and
constraint conditions of the platform data traffic offload task:

min Makespan ,

t
i
memory ≤ vm

j
memory, i � 1, 2, . . . , n,

t
i
bw ≤ vm

j

bw, j � 1, 2, . . . , m.

⎧⎪⎨

⎪⎩

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(8)

In the form of linear programming, the objective function
given by equation (8) is solved. Assuming that equation (8) is
established,ω′ is the optimal solution for the current platform
data traffic shunt task, and equation (9) is used to establish a
cloud platform data traffic management model:

ω′ � ω +
(1 − p)(1 − rand)

e
y ,

1/eΔy/ 1+Ti( ) > rand( ),

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(9)

where rand () is a random number in the interval [0, 1], p is
the mutation probability, and Tt represents the completion
time of different subtasks in the objective function constraint
condition determined by Makespan.

Assume that the set of platform data traffic shunt sub-
tasks composed of sample data of k platform data traffic
shunt subtasks is

c � [c(0), c(1), . . . , c(e − 1)]
k
. (10)

Among them, to satisfy the conditions of a ∼ g(c, s),
g(s|c) represents the distribution probability of subtasks in
the shunt task, and we calculate the shunt task load of total
platform data traffic:
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s � ε arcmin
q∈ε



+∞

s�1
H(s, s)g(s|c), (11)

where H(s, s) represents the cost function in the shunt task
and ε represents the set of all subtasks in the shunt task:

ε � s|c1 + 2cr ≤s≤ S , (12)

where S represents the maximum value of the task in the
process of shunting tasks, and the cost function is calculated
using

H(s, s) � (s, s) � (s − s)
2
, (13)

where s represents the mean value of the time required for
the shunting process. Assuming that the diversion time
meets the condition of 

s
s�1 s(s|c) � 1, the estimated func-

tion can be obtained:

H(s, s) � |s − s|. (14)

Substitute formula (13) into (11), the following results
can be obtained:

s � arcmin
s

s 
s�1

s(s|s) − 
s

s�s

s(s|c)⎛⎝ ⎞⎠. (15)

Realize the calculation of the amount of subtasks in the
process of platform data traffic shunting:

s � arcmax
s

(s|c). (16)

In summary, the amount of subtasks in the platform data
traffic offloading task can be calculated, and the dynamic
priority task of the platform data traffic shunt task can be
obtained, which provides an accurate data foundation for the
establishment of the data traffic optimization management
model of the big data cloud platform.

To ensure that sports information play the role of co-
construction and sharing, therefore, a co-construction and
sharing platform is built by trial to realize the sharing of
platform information in this paper.

According to the experience of various successful ex-
amples, the co-construction and sharing system platform is
based on a library with rich digital resources and power
(information centers) as the “leader” in a region (or in-
dustry), which leads everyone in the construction.

+e first is to integrate existing digital resources, in-
cluding local mirroring resources and remotely accessible
resources, as shown in Figure 1, such as Chinese and foreign
language collection catalogs, e-books, e-journals, and video
materials.

+e second is the division of labor and cooperation. +e
corresponding characteristic database is established based
on different data. If the corresponding information resource
database is constructed according to the sports items, the
corresponding sports resource database will be formed, and
continuous incremental updates will be carried out.

4. Simulation Experiment

4.1. Overall Objectives. Based on the development needs of
the city, starting from the sharing of urban public sports
information technology, technologies such as the Internet
and the Internet of +ings are introduced as an emphasis, to
realize the relevant sharing of sports information by building
a corresponding technical platform.

4.2. Overall (inking. According to the urban public sports
information sharing, the corresponding framework is re-
alized, as shown in Figure 2.

In the higher vocational physical education class, the
online and offline hybrid teaching mode is used, and the
general process of using urban public sports information is
carried out, as shown in Figure 2.

(1) +e first stage: online learning before class.
According to the educational programs, the teacher
before class organizes the learning materials online
and uploads them to the learning and exchange
group.

(2) +e second stage: offline learning in class.
In the classroom, teachers can give targeted expla-
nations based on students’ preclass learning situation
to improve classroom efficiency. Meanwhile,
teachers should help the students carry out the ex-
plorative study, solve preclass questions, and con-
solidate knowledge and skills.

(3) +e third stage: online consolidation after class.
After class, teachers continue to interact with stu-
dents in the online learning platform to help students
solve problems encountered in the learning process.
Meanwhile, teachers improve and enrich learning
materials and improve teaching methods based on
students’ feedback.

4.3. Establishment of Database. Using urban public sports
information, the original data of 23,001 students from
freshman to junior year are removed and cleaned and
missing value data were purged, and data of 21,089 students
were retained. A model of “the association between the
physique test grade and each individual index” is established,
as shown in Figure 3, to study the influence of each indi-
vidual index of the physique test on the overall physical
fitness assessment.

A large number of association rules are excavated, and
the typical correlation rule is screened out, as shown in
Figure 4, which will be beneficial to the decision support of
this research goal.

41% of the senior girls are rated as with excellent phy-
siques and with excellent speed and flexibility. Rule 2 shows
that 48.5% of girls are rated as excellent with excellent speed
and vital capacity and body mass index. Rule 3 shows that
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Teacher:
Organize learning
materials and upload them
to the learning group

Student:
Accept tasks (using
mobile phones,
computers, tablets, etc.)
and study materials
carefully

Before Class (online)

Teacher:
Check the learning
content, check the
students' learning before
class, guide and comment
on the students' practice in
class, and discuss with
students

Student:
Repeated practice,
collaborative exploration,
group discussion and
study, organizing
competitions, etc.

In the Class (offline) After Class (online)

Teacher:
Interact with students in
the learning activity
group, answer questions
and solve puzzles, and use
student feedback to
improve and enrich
teaching materials

Student:
Use the learning group to
discuss with teachers or
classmates and share
practice videos after class

Figure 2: Procedure diagram of the online and offline mixed teaching mode of higher vocational physical education.
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Figure 1: Searching and sorting out of existing digital resources.
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82.4% of the senior girls who passed the overall evaluation
score failed in speed, but had excellent flexibility, with an
importance of 0.877025, indicating that even though the
body has good flexibility, while the speed is poor, the overall
evaluation results are only qualified. Rule 4 shows that the
physical flexibility and BMI of the failed sophomore girls are
both unqualified. +e probability and importance are 0.44
and 0.94, respectively. It can be seen that the body shape and
flexibility have a huge impact on the physical fitness test
level. Rule 5 shows that even if the endurance score passes,
the sophomore girl with poor vital capacity is unqualified
and the probability and importance are 0.46 and 0.98, re-
spectively. According to the comprehensive analysis of the
results of urban public sports information sharing, girls with
excellent physique evaluation have excellent speed, flexi-
bility, and vital capacity. However, girls with poor physique
evaluation are mainly caused by poor performance in speed,
endurance, and vital capacity. Simulation experiments prove
that technologies such as the Internet of +ings and the
Internet are effective and can support the sharing of urban
public sports information.

5. Conclusions

With the advent of the era of big data, how to share urban
public sports information has become an increasingly im-
portant issue. +e status quo of the co-construction and
sharing of sports information resources are sorted out by
introducing related technologies such as the Internet of
+ings, the Internet, and artificial intelligence, and the needs
and difficulties of co-construction and sharing of sports
information resources are analyzed and constructed by trial
in this paper. +e aim is to promote the openness and
popularization of public sports information by realizing the
corresponding sharing scheme. Simulation experiments
prove that the Internet of +ings technology is effective and
can effectively support the sharing of urban public sports
information.
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Network open curriculum provides a new solution for general education in local colleges and universities, which makes the
network curriculum widely popularized and applied in colleges and universities. However, due to the lack of good curriculum
learning evaluation, it is inconvenient for learners to choose.(erefore, this paper proposes to use the BP neural network model to
evaluate the learning process of network general education course. Based on the course and user data provided by the existing
platform, this paper constructs an online course learning evaluationmodel and studies the structure and effect relationship among
learning experience, learning investment, and learning performance of ordinary online courses based on the preaging process
product (3P) model and structural analysis method. Our research shows that curriculum quality is a key factor in analyzing and
predicting learning results, which has a great impact on learning achievement. Learning experience is a direct factor affecting
academic achievement. Learning experience, as an intermediary variable, indirectly affects e-learning performance. At the same
time, it puts forward some suggestions to optimize the learning effect of ordinary online courses. On the one hand, the evaluation
model provided in this paper can provide a reference for learners to select online courses; on the other hand, it can also be used as a
supplement to the existing subjective evaluation model.

1. Introduction

General course aims in providing a broader and more
comprehensive education for college students and enriches
them with necessary knowledge and abilities for postgrad-
uate practice. (is concept originated from Europe, devel-
oped in the United States decades ago, especially after the
Harvard committee established and published the “General
Education in a Free Society” (the Harvard Redbook, 1945)
[1, 2]. It caused an applauded response in the American
higher education society and boomed around the world
later. After the Chinese Economic Reform in 1978, the
higher education in China started a progressive qualitative
education reform and addressed the connection between
vocational education and general education. Recently, col-
leges in China are exploring novelties and possibilities in
general education theoretically and practically. Outstanding
accomplishments were achieved, and some adapted general
education models was established. (ese achievements have
a significant impact in Chinese higher education [3].

Compared with first-class universities, regional colleges
have some shared problems such as lacking faculty and staff,
unbalanced course arrangement for different subjects, and
setting up courses by number of students [4]. With the
development of online open course, these problems are well
relieved. Currently, there are more than 2000 universities,
and more than 10 million students are using online learning
platform in China. (e online learning platform has become
an important carrier for general education of regional
college. However, challenges emerged with the succeeding of
online teaching at the same time. For example, misunder-
standing of course content during course selection, impure
motivation in learning, imperfection of course assessment,
assurance of course quality, marginalized course manage-
ment, and plagiarisms. Based on a case study in our college,
start from spring 2020, 400 modelized open general courses
were offered for all students. Data for latest two years are
given in Table 1. It is easy to find the “high selection rate-low
complete rate-high excellent rate” pattern in Table 1.(is led
to questions on providing qualitative online general course.
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How was the students’ learning experience in the online
general course? How to accurately control learning per-
formance and its key factors? How to optimize the learning
performance? Many scholars considered learning experi-
ence, learning engagement as the major factors for online
learning [5, 6]. As a result, this study was theoretically based
on the Dr. Bigg’s “presage-process-product” model. We
applied the structural equation modeling analysis method
and discussed the structure and effect between learning
experience, learning engagement, and learning performance
for online general course. We were also aiming at optimizing
the online learning performance, improving the general
education quality, and providing future considerations on
online general course in China.

2. Method and Modeling

Biggs pointed out that the early variables include student’s
personality and learning experience, and process variables
include learning engagement and feeling to the course
content in the learning process [7]. Based on the 3P theory,
we provide an online general course learning relationship
model (Figure 1). Taking the online learning experience as
the main factor in the presage stage, taking the online
learning engagement and course content quality as main
factors in the process stage, and taking the online learning
performance as the key factor in the product stage, the
interaction between different factors forms a dynamic
model.

2.1. Variables in Presage. Presage variables determine the
attitude and method of the learner which further determines
the learning product. As the direct participant and experi-
encer, students who attend the online course are affected by
various factors such as the perception and experience for
learning process and product.

Online learning experience positivity influences the
online learning performance. Study shows strong correlation
for the online learning experience and individual specialties
of the students [8]. (e individual specialties usually include
willingness and motivation of learning, self-regulation
ability, and information attainments [9, 10].

In this case, we propose that H1-H2, online learning
experience has positive effect on online learning engagement
and online learning performance.

2.2.Variables inProcess. Process variables in online learning
are mainly discussing whether the learning method could
satisfy the learner’s experience and whether the online
learning performance could reach the preset goals. Course

content quality control is one of the key targets for the online
learning management. Online learning engagement affects
the learning quality greatly as well. Both of them affect the
learning process significantly [11]. In this case, we investi-
gated the online learning engagement and course quality as
the major process variables.

Course content quality actively affects the online
learning experience. Study shows the content and experience
are in the relationship of demand and satisfaction [12].
Qualitative course content satisfies the learner with a higher
learning experience, incites their mind and feeling, emo-
tional, and positively gains them knowledge. Factors for
online learning experience include online course anxiety,
course content quality, perception of the usefulness of the
course, flexibility of the course [13]. Course quality has
positive impact on the online learning engagement. Study
shows the interaction between learner and course content
deeply reflects the degree of perception for learning en-
gagement [14]. Modeling of online learning theory should
focus on the positive learning experience and learning en-
gagement concentration of the learner in an organic and
unified information environment, paying attention to the
thinking and interestingness of the content. Online course
quality will have a positive impact on online learning per-
formance. Research shows that appropriate course content is
a key factor in the performance of teaching and online
learning. Quality perception has a great impact on academic
achievement. At the same time, the learning performance is
directly affected by the perception of course value.

Online learning engagement has positive impact on
online learning performance. Study shows increasing
learner’s learning engagement promote the learner’s further
in-depth processing, speculation, analysis reasoning, and
argumentation of the learning content. It has significant
impact on the learning performance as well [15–17]. Other
classification research on the relationship between online
learning engagement and performance in distance education
shows positive relationship between online learning en-
gagement and online learning performance in 60% of the
learners [18].

(erefore, we assume (a) course content quality has
positive effect on online learning experience, online learning
engagement and online learning performance (H3-H5); (b)
online learning engagement has positive effect on online
learning performance (H6).

2.3. Variables in Product. Variables for learning product
mainly include the performance and product of learner, they
are directly affected by presage variables and process vari-
ables. Online learning performance, also called E-learning
performance or digital learning performance, is both (a)

Table 1: Operation data for online general course in Zhejiang Shuren College.

Semester Course number Course selection number Pass rate (%) Excellent rate (%)
Spring 2021 371 18836 88.67 71.46
Fall 2020 366 18745 89.86 71.38
Spring 2020 369 15184 86.29 68.96
Fall 2019 12 8278 92.81 71.92
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learning grade and performance achieved by the learner, and
(b) information literacy consciousness, knowledge and skill
improvement, learning experience satisfaction [19], etc.
Currently, comprehensive, systematic, and in-depth studies
on online learning performance have been carried out in-
ternationally. Overall, low online learning performance, low
online course quality has significant long-term impact on
college education. It is theoretically and practically impor-
tant to figure out the factors for online learning performance
[20]. (is study uses online learning performance as the
course product variable. We have added requirements for
student abilities and emotions considering the online gen-
eral courses are basic, accommodating, and profound. For
instance, through the online general courses, students have
formed general sense abilities, positive emotion, and atti-
tude. (is outcome aligns with our goal and highlights
characteristics of general education.

(e variable relationship among learners, learning
process variables, and learning performance is shown in
Figure 2.

2.4. Implementation Process of the BP Neural Network.
BP neural network, also known as back propagation neural
network, its main working principle is to use machine
learning to continuously iterate the training model, adjust
the weight in the network structure, gradually optimize the
model structure, make the error function decline along the
negative gradient direction, andmake the output value of the
model constantly close to the expected value. (e input layer
described in this paper includes the following nodes: online
learning experience, online learning engagement, course
content quality, and online learning performance. (e
output layer has only label degree, that is, the output layer is
one node. (e number of nodes in the hidden layer is l,
which is obtained through the analysis of training
experiments.

In order to eliminate the influence of different dimen-
sions among the four evaluation indicators: the number of
course interaction, the number of course selection schools,
the number of course selection and the number of viewers,
the data are standardized.(e index variables are mapped to
[0,1] through normalization, and the formula is as follows:

p
m
i �

P
m
i − Pimin

Pimax − Pimin
, (1)

where i � 1, 2, . . . , 4, m � 1, 2, . . . , 400, Pimax and Pimin are
the maximum and minimum values in the m-th original
data, and pm

i (m � 400) is the normalized data. 80% of the
data are randomly selected from the normalized data set as
training data and the remaining 20% as test data.

Input the training data into the neural network, and the
output value of the hidden layer can be obtained through
equation (2), shown as follows:

l
m
j � 

4

i�1
w

(z)
ij P

m
i + h

(z)
j , (2)

where j � 1, 2, . . . , n, n is the number of nodes in the hidden
layer, w

(z)
ij is the connection weight between the input layer

and the hidden layer, and h
(z)
j is the threshold of the hidden

layer.

2.5. Construction of the BP Neural Network Model. In order
to explore the internal relationship between different eval-
uation objects and indicators, the BP neural network model
can be constructed based on the existing sample data. (is
paper will fully consider and reasonably determine the key
factors such as the structure, algorithm, neuron number, and
error accuracy of the network model and make the model
have a certain generalization ability. (e BP neural network
model structure for analyzing the relationship among
learners, learning process variables, and learning perfor-
mance is shown in Figure 3.

Because the number of neurons in the input layer de-
pends on the number of variables contained in the problem,
this study involves learners, learning process variables, and
learning performance. (e output layer mainly depends on
the research results. After comprehensive analysis and
judgment, select the number of neurons in the output layer.
(e output of this study is the relationship among learning
performance, learners and learning process variables.
(erefore, this paper sets the number of neurons in the
output layer to 1. From the above analysis, the BP neural
network constructed in this paper contains only one hidden
layer. Because the number of hidden layer neurons will
directly affect the accuracy of network training, the number
of neurons should be considered according to needs. If the
number of hidden layer neurons is too small, it will greatly
reduce the fault tolerance of the network model and the
accuracy of sample recognition. If you set too many times,
the network training time will be too long, and the fitting
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Figure 1: Online general course learning influential relationship model.
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degree of the network model will be greatly improved,
resulting in overfitting problems.

3. Research Design

3.1. Research Content. Based on previous research results
and 3P model, this study empirically explored the structural
and effect relationship among online general learning ex-
perience, engagement, and performance in regional un-
dergraduate schools from the perspective of general
education, to explore ways andmethods of which promoting
teaching quality of online general course. (is study focuses
on the following issues: (a) validation of the theoretical
model of online learning experience, online learning en-
gagement, course content quality, and online learning
performance; (b) if validated, the effects among each factor

in the model and the degree of effectiveness of the online
general course.

3.2. Research Target. (is study used convenience sampling
on undergraduate students from five regional colleges in
Zhejiang, China. We used the questionnaire survey method
to collect relevant data and information. 685 questionnaires
were successfully returned and analyzed. After screening by
three standards: (1) no learning experience of online general
course; (2) variable answers were all the same for variables;
(3) answers for the variable items are missing, a total of 583
valid samples remained, with an effective rate of 85.11%.

Sample compositions are listed as follows:

Male: 257 (44.1%), female: 326 (55.9%)
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Figure 2: Schematic diagram of online learning impact relationship.

Learning
performance

Results and
analysis

Learning process
variables

Basic information
of learners

Input layer

Hidden layer

Output layer…
…

… …
…

…

Figure 3: BP neural network model structure for analyzing the relationship between learners, learning process variables and learning
performance.
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Freshman: 162 (27.8%), Sophomore: 211 (36.2%)
Junior: 139 (23.8%), senior: 71 (12.2%)
Science and engineering: 189 (32.4%), literature/eco-
nomics/financial/management: 154 (26.4%), agricul-
ture and medicine: 78 (13.4%), art and edu: 92 (15.8%),
law/history/philosophy: 70 (12%)
Course attended: 1 course: 75 (12.9%); 2-3 courses: 125
(21.4%); 4-5 courses: 245 (42%); more than 5: 138
(23.7%).

3.3. Research Method. SPSS 25.0 was used for data de-
scriptive statistics and correlation analysis. AMOS 24.0 was
used to establish the structural equation model. Maximum
likelihood estimation method was used to evaluate the fit-
ness of the model. Relative path analysis was combined to
define the model.

3.4. Research Tool. In this study, a scale was developed to
measure students learning status by literature reviews and
student interviews. (e scale includes two parts: learner’s
basic information (4 items) and survey on online general
course (35 items). Each item in the second part was designed
from the Likert’s five-point scale (1� strongly disagree,
5� strongly agree). As shown in Table 2, the survey items are
mostly referred to domestic influencing factor scales for
various studies on general education.

To guarantee reliability and validity of the model, we
used T-test for project analysis; we adopted internal con-
sistency method for reliability evaluation; we used factor
analysis method for construct validity test; we deleted one
item from the learning engagement subscale, kept 34 items;
and we deleted latent variables with a loading less than 0.5.
Finally, dimensionality reduction was performed by calcu-
lating variables to determine 4 latent variables and 28 ob-
served variables.

4. Results and Discussion

4.1. Measurement Model Testing. SPSS25.0 was used to
perform reliability and validity test on the measurement
model. In the model’s reliability test, as shown in Table 3,
from the view of average value, each latent variable is higher
than the theoretical median (3 point). (is indicates that
learner’s evaluation tends to be positive. Further improve-
ment in online learning engagement is expected. From the
view of standard deviation, the fluctuation of online learning
engagement is high. Cronbach’s α value is greater than 0.7,
which implies data are reliable with high confidence. All
average variance extracted (AVE) values are greater than 0.5,
and all combination reliability (CR) is greater than 0.8,
which indicate that the inherent quality of latent variables is
good, and convergent validity is ideal. As a conclusion, the
reliability of this measurement model is good.

In the model’s validity test, as shown in Table 4, this
model passed Bartlett’s test.KMO >0.8,P< 0.000, and passed
the significance test. (is indicates the latent variables are
suitable for factor analysis. (e factor loadings of the

observed variables are all greater than 0.7, eigenvalues are
greater than 3, and cumulative variance explained rates are
greater than 70%. As a conclusion, the overall validity of the
measurement model is good.

4.2. Structural Model Testing. AMOS24.0 was used for
confirmatory test on the structural model. (e result shows
the fitting index of the model is good. X2/df� 2.859,
RMSEA� 0.056, NFI� 0.868, RFI� 0.848, CFI� 0.903,
IFI� 0.904, and TLI� 0.952. (e discriminative validity test
results for the structural model are shown in Table 5. (e
absolute values of the correlation coefficients of the observed
variables are all less than 0.5 and are all less than the square
root of the corresponding AVE.(is indicates the model has
an ideal discriminative validity.

4.3. Hypothesis Testing. (is section uses hypothesis testing
in the model to analyze the effect and relationship between
course content quality, online learning experience, online
learning engagement, and online learning performance. As
shown in Table 6, course content quality has a significant
positive impact on both online learning experience
(β� 0.724, P< 0.001) and online learning performance
(β� 0.507, P< 0.001), respectively, indicating that high-
quality course content leads to high learning experience.
(is will not only help to improve the sense of achievement
and satisfaction of learning but also improve general skills
and better achieve knowledge, ability, and emotional goals.
Course content quality has no significant effect on online
learning engagement (β� 0.124, P> 0.005). (rough com-
munications and interviews with students, blind course
section and the improper course selection phenomenon are
existed. As a result, students have less course engagement or
even drop the course in the midterm. (ese are the main
reasons for the low completion rate of online general course.
Online learning experience has a significant positive impact
on both online learning engagement (β� 0.493, P< 0.001)
and online learning performance (β� 0.484, P< 0.001). (is
indicates that good online learning experience can help
students build a sense of self-worth, belonging, realize high-
level cognitive activities, and improve learning performance.
Online learning engagement has a significance positive effect
on learning performance (β� 0.671, P< 0.001). (is result
indicates the positive attitude of learning engagement is an
important cornerstone and guarantee for achieving excellent
learning performance.

4.4. Effect Analysis. (is section mainly analyzes the inter-
action mechanism between course content quality, online
learning engagement, online learning experience, and online
learning performance by total effect, direct effect, and in-
direct effect of the variables.

4.4.1. Overall Effect and Direct Effect Analysis. (e total
effect results between each variable in the modified struc-
tural model are shown in Table 7. Online learning en-
gagement only has a direct effect on online learning
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performance (β� 0.311), indicating that the continuous and
positive state displayed by students during learning is es-
pecially critical to achieve an excellent grade. (e degree of
total effect of online learning experience on each factor from

high to low is online learning performance (β� 0.637) and
online learning engagement (β� 0.493). And, it only has a
direct effect on online learning engagement. (is indicates
that a successful online learning experience, such as learning

Table 2: Examples for survey item design and references.

1st dimension 2nd dimension
Online learning experience Social interaction, support and service, evaluation method, input and output, teaching method [21]
Course content quality Appropriateness, scientific, thinking, balance, fun, cutting-edge [12, 22]
Online learning engagement Behavioral, cognitive, and emotional engagement, learning motivation [11]
Online learning performance Self-efficacy, knowledge goals, ability goals, emotional goals, learning satisfaction [22]

Table 3: Measurement model’s reliability test results.

Latent variable Average Standard
deviation

Cronbach’s α
value

Average variance extracted
(AVE)

Combination reliability
(CR)

Course content quality 3.899 0.674 0.869 0.8419 0.8696
Online learning experience 3.819 0.751 0.913 0.7759 0.8453
Online learning
engagement 3.618 0.802 0.840 0.7518 0.9135

Online learning
performance 3.900 0.681 0.872 0.8665 0.8701

Table 4: Measurement model’s validity test results.

Latent variable Observed variable Factor
load KMO Approximate Chi-square

and P
Eigenvalue

Cumulative
variance

explained rate (%)

Curriculum content
quality

Appropriateness 0.874

0.892 874.048 (P< 0.000) 4.329 72.148

Practicality 0.833
Cutting edge 0.840
(inking 0.842

Systematicness 0.826
Fun 0.819

Online learning
experience

Social interaction 0.838

0.811 617.918 (P< 0.000) 3.321 71.424

Input and output 0.784
Learning support and

service 0.803

Evaluation methods 0.816
Teaching methods 0.811

Online learning
investment

Behavioral investment 0.846

0.844 595.826 (P< 0.000) 3.471 69.772Learning motivation 0.774
Cognitive investment 0.848
Emotional investment 0.893

Online learning
performance

Learning satisfaction 0.927

0.879 727.379 (P< 0.000) 3.707 74.136
Self-efficacy 0.894

Knowledge goals 0.891
Ability goals 0.866

Emotional goals 0.917

Table 5: Discriminative validity results.

Course content quality Online learning experience Online learning engagement Online learning
performance

Course content quality 0.842
Online learning experience 0.433 0.776
Online learning engagement 0.394 0.383 0.752
Online learning performance 0.429 0.413 0.433 0.867
Square root of AVE 0.918 0.881 0.867 0.931

6 Computational Intelligence and Neuroscience



community, input and output, and learning support and
service can help in reinforcing learning interest and moti-
vation and getting a good grade by behavioral externaliza-
tion. (e degree of total effect of course content quality on
each factor from high to low is online learning performance
(β� 0.968), online learning experience (β� 0.724), and
online learning engagement (β� 0.357). And, the total effect
on online learning experience only has a direct effect, and the
total effect on online learning engagement only has an in-
direct effect. (is indicates that course content’s appropri-
ateness, practicality, cutting-edge, thinking, systematic, and
fun are important to satisfy a good learning experience. Even
if the result of course selection does not meet the expec-
tation, it can also transform experience into self-driving
force of learning, stimulate learning motivation, and im-
prove learning achievement.

4.4.2. Medium Variables Effect Analysis. In the intervening
effect variable analysis, the most used intervening effect
value is the ratio of indirect effect by total effect. In this
section, there are two intervening variables: online learning
engagement and online learning experience (Table 8). In the
intervening variable of online learning engagement, online
learning performance changes by 0.637 standard deviations
when online learning experience changes one standard
deviation. Among these, online learning experience influ-
ences online learning performance through the intervening
variable online learning engagement when effect value is
0.153. However, when effect value is 0.484, online learning
experience has a direct effect on online learning perfor-
mance.(e intervening effect accounted for 24.02%, and this
indicates the online learning engagement is a significant
factor for the online learning performance. However, it is
not the key role. In the intervening variable of online
learning experience, online learning performance changes
by 0.968 standard deviations when content quality changes

one standard deviation. Among them, 0.461 indicates the
content quality influences online learning performance
through the intervening variable online learning experience.
However, the remaining 0.507 indicates the content quality
has a direct impact on the online learning performance. (e
intervening effect accounted for 47.62%, which closes to the
standard of important influential intervening variable, and
this indicates the need to actively improve learning expe-
rience, motivate students to adopt in-depth learning ways,
and improve learning performance in the online learning
process.

4.4.3. Online Learning Performance Effect Analysis. As
shown in Figure 4, from the perspective of total effect, the
degree of effect of each factor on online learning perfor-
mance from high to low is course content quality, online
learning experience, and online learning engagement. From
the perspective of direct effect, the degree of effect of each
factor is consistent with total effect. From the indirect effect,
the direct effect of curriculum content quality is higher than
the intervention effect of e-learning experience. (is result
shows the key to the online learning performance of the
online general course is course content quality and online
learning experience. High-quality, satisfying, and demand-
ing teaching content can enable learners to gain a high-level
experience, spend more time and energy, and gain more.

5. Suggestions

5.1. Value the Effect of Course Content. Course content
quality is the embodiment of course value. (e result of this
study revealed the course content quality plays a decisive role
on the online learning performance of online general course.
Additionally, the perceptual impact of content appropri-
ateness is the most significant one. In another word, the
course content should highly fit the learning goals.

Table 7: Total effect values between variables.

Dependent variable independent variable Online learning experience Online learning engagement Online learning performance
Online learning engagement 0.311
Online learning experience 0.493 0.637
Course content quality 0.724 0.357 0.968

Table 6: Model parameter test values and research hypothesis testing results.

S.E. C.R. P Hypothesis testing
H1
Content quality➔ learning experience 0.059 11.798 ∗∗∗ Yes

H2
Content quality➔ learning engagement 0.123 0.203 0.839 No

H3
Content quality➔ learning performance 0.111 4.267 ∗∗∗ Yes

H4
Learning experience➔ learning engagement 0.142 3.634 ∗∗∗ Yes

H5
Learning experience➔ learning performance 0.096 5.217 ∗∗∗ Yes

H6
Learning engagement➔ learning performance 0.514 3.729 ∗∗∗ Yes

Note: ∗∗∗P< 0.001; ∗∗P< 0.01; and ∗P< 0.05.
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(erefore, firstly, set up “general education introduction
course” for students to understand school’s general edu-
cation objectives, course system, courses selection strategy,
and how to deal with general education, etc. Also, devel-
oping general literacy test and evaluation helps the students
effectively understand their general literacy’s advantage and
disadvantage, gain personalized resource that can effectively
remedy their shortcomings, and further guide course se-
lection to fit their own learning goals. Secondly, value the
thinking and cutting-edge facts in the course content when
develops and introduces online general courses. Focusing on
learning objectives, this paper discusses the evaluation value
of learners’ perspective in content perception. Moreover,
design and research relevant quality analysis tools in order to
improve the quality of curriculum content.

Carrying out a separate, specialized and normalized,
precise online general course content quality evaluation
comprehensively assesses the fitness and effectiveness of
existing course and general literacy training in school. Sort
by category on a basis of survival of the fittest, building
“high-quality” general courses, establishing, and improving
a general education course system that meets the quality
requirements of the school’s students. Practically improve
teaching quality of general courses. For example, starting
from the goal of talent training and actual school situation,
Tianjin University explored a school-based course operation
mode from various aspects such as course selection rec-
ommendation, process control, assessment setting, test
paper customization, and teaching assistant. Lanzhou
University used the general literacy assessment to grade the
learning difficulties of the courses, let students “check their

seats,” scientifically evaluated the implementation effect of
general education and made timely adjustments. Sanjiang
College took courses and activities as the starting point and
constructed a “closed-cycle” application-oriented general
education system in colleges and universities of “general
course system+ classic reading system+ series of activi-
ties + cultural infiltration.”

5.2. Focus on theMediumEffect of Online Learning Experience
and Engagement. Results show that the online learning
experience can not only directly affect online learning
performance but also indirectly affect online learning per-
formance through content quality as a key intervening
variable. (e most influencing factors on online learning
experience are social interaction and evaluation methods.
(erefore, firstly, the teachers should guide the students to
participate in group discussion, learning, communication,
sharing, strengthening their social connections, building a
modular and diversified learning community for collabo-
rative learning, and creating learning atmosphere of mutual
assistance, mutual learning, and continuous interaction. (e
cultivation of a good learning community is of great sig-
nificance to promote the general education, the students’
overall training, and the teachers’ growth. Secondly,
according to course characteristic, clearly defining evalua-
tion methods, designing a scientific course evaluation scale,
adopting a multilevel and multitype dynamic assessment
mode to evaluate students’ comprehensive qualities com-
prehensively and objectively such as knowledge, abilities,
and personal sentiments. Pay more attention to usual per-
formance rather than test scores so that the students can
truly enjoy general education.

(e experimental results show that online learning in-
vestment not only directly affects online learning perfor-
mance but also indirectly affects online learning
performance through learning experience. (e most influ-
encing factors for online learning engagement are emotional
engagement and cognitive engagement. (erefore, consid-
eration of emotional elements is required while designing
the course. Perform emotional design around sensory in-
teraction, behavioral experience, and inner thinking to re-
alize the intervention of learning, thereby promoting
student’s in-depth learning. In terms of cognitive engage-
ment, using learning analysis technology to collect the
feature vector of learner’s personality cognition. Design
different learning paths, recommending personalized re-
sources and services. (e cognition and attitude of learners
towards general education are important factors affecting
implementation and quality of general education. Good
general education should be established on this foundation

Table 8: Intervening effect between online learning engagement and online learning experience.

Intervening variable Path Effect value Percentage (%)

Learning engagement Learning experience➔ learning performance 0.484 75.98
Learning experience➔ learning engagement➔ learning performance 0.153 24.02

Learning experience Content quality➔ learning performance 0.507 52.38
Content quality➔ learning experience➔ learning performance 0.461 47.62
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and try its best to promote students’ understanding and
cognition towards general education; let them deeply un-
derstand the true value and significance of general educa-
tion, to actively study and grow.

6. Conclusion

(is paper takes online learning experience, online learning
participation, course content quality, and online learning
performance as the input layer of neural network and es-
tablishes the learning evaluation system of network general
education course based on the BP neural network model.
(is study was based on the 3P model “Presage-Process-
Product,” a structural equation model was applied to analyze
the structural and effect relationship among learning ex-
perience, learning engagement, and learning performance in
the online general course. We found that the course content
quality is the key factor on analyzing and predicting the early
stage and product of learning, and it has the greatest impact
on online learning performance. Appropriateness and
thinking of content are the key factors affecting content
quality. Online learning experience is the important factor
which directly affects the online learning performance. It
acts as a key intervening variable indirectly affects online
learning performance through content quality. Social in-
teraction and course evaluation methods are key factors
which affect the online learning experience. Online learning
engagement can have a direct and positive effect on the
online learning performance. Emotional engagement and
cognition engagement are key factors that affecting the
online learning engagement. (e above conclusions have a
certain reference meaning for further optimization of
learning effect of online general course. (e experimental
results show that the method proposed in this paper can
effectively detect and evaluate the concentration of students
in online course learning and analyze the relevant data. In
future research, we will further enrich the variables of early
stage and learning process from the aspects of general lit-
eracy, in-depth learning strategies, and knowledge acqui-
sition, in order to make the learning impact relationship
model of online general education curriculum more com-
prehensive [23]. In addition, we will combine simulation to
prove the robustness of the method.
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Products no longer exist simply as carriers of useful functions, but more andmore consumers are beginning to pay attention to the
spiritual aspects of the feelings brought by products. +is paper brings machine learning algorithms to the discipline of industrial
design and proposes a method to evaluate the design of product shapes using a multilayer perceptron genetic algorithm neural
network (GA-MLP-NN) algorithm, quantifying the product shape, using computer-aided design technology to achieve shape
optimization, shape, and color scheme generation, and using interactive feedback with users to finally generate a product shape
with market demand. In this paper, we use the combinatorial innovation method to arrange and combine the detail elements in
the solution library to generate the modeling solution, combine the multilayer perceptron genetic algorithm neural network
algorithm with product modeling, and establish the interactive genetic modeling system for the product, use this system to design
the product modeling solution, and finally get the product modeling solution satisfied by the target users; using the multilayer
perceptron genetic algorithm neural network method to evaluate the product modeling items. +e mapping relationship model
between morphological feature space and imagery cognitive space was constructed based on multiple linear regression equations,
and the multiple regression model for each affective dimension was ideal. +e results show that the model performance is reliable.
+e weights are calculated, and the appropriate people are selected to score and calculate the modeling scheme, and finally, the
satisfactory product modeling scheme is obtained.

1. Introduction

Along with the progress of social history and the continuous
improvement of human industrial civilization, people’s
living standards and consumption concepts have also un-
dergone great changes.+e esteem for material functions has
gradually evolved into a strong pursuit of the field of
spiritual consciousness. With the intersection and integra-
tion of various disciplines, many researchers have brought
genetic ideas from biology to the discipline of industrial
design; with the rapid development of computer and elec-
tronic information technology, the field of computer-aided
industrial design has also gradually developed, and this
design trend has led to more and more advanced algorithms
to control the design process, resulting in many new design
models [1].+ese have brought a new idea in product design,
i.e., how to assist in the design and optimization of product

shape with the help of computers to produce products that
are competitive in the market. +erefore, this thesis is based
on amultilayer perceptron genetic algorithm neural network
based on a computer-aided designer to design and optimize
the product shape and find more possibilities and innova-
tions to make the designed product more unique and selling
point.

Neural networks are a research hotspot in the field of
machine learning. Artificial neural networks have features
such as massively parallel processing, distributed informa-
tion storage, and good self-organization and self-learning
ability. Artificial neural networks have been successfully
applied to many fields such as signal processing, pattern
recognition, and intelligent control [2]. At the same time,
neural network learning also suffers from the disadvantages
of easily falling into local minima, slow convergence of
network learning, and complex network topology design,
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which hinder its application. A multilayer perceptron neural
network is a forward-structured artificial neural network
also called a multilayer feedforward network, that maps a set
of input variables to a set of output variables and gives a
prediction of the outcome of the output variables as well as a
prediction model based on the input variables. Structural
characteristics of multilayer feedforward networks: (1)+ere
is no connection between neurons in the same layer. (2)
+ere is full connectivity between neurons in two adjacent
layers. (3)+ere is directionality in information transfer.+e
feedforward computation is performed layer by layer from
the input to the output. +e idea of a genetic algorithm is
derived from the biological evolutionary process in nature
and is an optimization algorithm for solving complex
problems. Intelligence and essential parallelism are the
biggest differences between evolutionary computation and
traditional optimization methods. Evolutionary computa-
tion does not require the objective function of the object to
be continuous and differentiable, and these advantages it has
made it more suitable for solving complex optimization
problems, and it can also be used to avoid various defects of
traditional neural networks themselves [3]. By combining
the multilayer perceptron neural network algorithm with a
genetic algorithm, different features are obtained by different
feature extraction methods for the characteristics of product
modeling design, and then the genetic optimization algo-
rithm is used to optimize the selection of the extracted
features, and the classifier is trained by MLP, and the results
show that the combined model achieves the expected
classification effect with a high accuracy rate. Nowadays,
with the development of electronic information technology,
the methods for signal processing are even more endless and
become more and more efficient, and people will be more
thorough in the study of feature signals to make new
contributions to the future development of product mod-
eling design [4].

2. Status of Research

+ere is a lack of information on the direction of machine
learning algorithms combined with product form design.
Many scholars and experts in the research of product
morphology design theory and machine learning have made
great contributions to these fields. Literature [5] first pro-
posed a morphological analysis method, which encodes the
main morphological elements and components of a product
and forms different morphological products by arranging
and combining them. +is approach aims to generate new
design solutions through “reconfiguration” and has since
been widely used in product form design and related fields.
Form quantization, proposed in [6], is characterized by the
concept of averaging and complementing a set of similar
product forms with low correlation, extracting representa-
tive forms, giving them different weights in the process, and
then deriving new forms. In terms of morphological ex-
pansion, literature [7] considers the shape as a finite ar-
rangement of lines and sets some conditions on the shape,
such as position, size, and direction, through the concept of
Euclidean transformation, to generate new shapes. +e

imagery diagram method proposed by [8] suggested that the
pictures and information can be studied by classifying them
according to certain rules to establish the target scenario as a
way to help the designer in designing. However, this method
can only help designers to organize their thoughts to pro-
mote the association and is only an auxiliary technique
before designing. Literature [9] proposes a product form
design method based on the user’s behavioral imagery ca-
pabilities, compared to traditional research methods that do
not integrate user experience into product form design,
through the study which found that the experience brought
to the user by the product form has an impact on the
consumer’s purchase process and even plays a decisive role
in the purchase decision. Literature [10] constructed a user
semantic driven approach for product form prototyping and
argued that semantics is the chain between people and
things, and through the analysis of user semantics, it can
improve user satisfaction with the product and promote the
iteration of enterprise products. In addition, literature [11]
proposed a theory of pan-community product form design
approach based on shape literature and integrating an-
thropological and psychological theories. +is theory first
analyzes the product form elements and divides the ho-
mogeneous products and heterogeneous products and then
deduces the shape grammar for both the homogeneous
products and heterogeneous products and filters them to get
a satisfactory solution. Literature [12] proposed a discrete
neural network model with fully interconnected network
topology and successfully solved the traveler problem using
energy function. Literature [13] proposed a continuous
neural network model, stating that neurons can be imple-
mented with operational amplifiers and stating that the
connections of all neurons can be simulated with electronic
circuits, called continuous Hopfield networks. Literature
[14] provides an exhaustive analysis of the error back-
propagation algorithm for multilayer feedforward networks
with nonlinear continuous transfer functions, which is
known as the BP algorithm. Literature [15] simulates the
consumer’s imagery evaluation pattern for product color
matching based on BP networks and generates offspring to
optimize the color matching design by genetic algorithm to
speed up the design process. Literature [16] incorporated
genetic and biological coding methods into product color
scheme design, proposed to form codes in terms of product
formation, and created a PCIDBMTprototype system based
on the above theory; based on interactive genetic algorithm,
in [16] Yuan and Moayedi used techniques such as color
merging and primary color extraction to establish an au-
tomatic mapping mechanism of color schemes from flat
images to three-dimensional models of products; literature
[17] introduced color matching case and grayscale corre-
lation analysis into color matching design and used a scissor
lift as an example to demonstrate that the described method
can realize the conversion between case color matching and
target color matching. Literature [18] proposes an orthog-
onal-interactive genetic algorithm, which reduces the ge-
netic race space by orthogonal analysis to increase the
convergence speed while reducing the psychological burden
of fatigue to the user by reducing the number of user
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interactions, producing a higher adaptation value that meets
the needs of product styling design.

3. Product Styling Design Evaluation Method
Based on Multilayer Perceptron Genetic
Algorithm Neural Network Algorithm

3.1. Principle of Multilayer Perceptron Based Genetic Algo-
rithm Neural Network Algorithm. A perceptron is a neural
network with a single layer of computational units, which is
a feedforward network with no connection between neurons
within the same layer and no feedback between neurons
between different layers, and the signal is transmitted from
the lower-layer neurons to the upper-layer neurons. Its input
and output are discrete values, and the neuron determines its
output by a threshold function after the weighted sum-
mation of the inputs. +e perceptron is a simple nonlinear
neural network with a threshold function added to the linear
neurons, also known as linear threshold elements. It can
accept real type signals while outputting binary discrete
quantities (0, 1). +e main feature of the multilayer per-
ceptron genetic algorithm neural network is to calculate the
adaptation value based on the user’s interaction evaluation
rather than a function formula. Because of the combination
of user evaluations as well as specific function formulas, it
excels in problems where it is difficult to build adaptation
functions, such as in the fields of product design, image
retrieval, and design evaluation. +e single-layer perceptron
model has only two layers of neurons, the input and output
layers, which are directly connected. It is designed as follows:
first step: initialize the connection rights and thresholds; the
initial values of both are generally set to smaller nonzero
random numbers. Step 2: +e input signals are fed into the
network, the connection weights of all the input signals are
weighted and processed, and the result of the calculation is
used as the actual output of the network. Step 3: Adjust the
weights. If the actual output of the network differs signifi-
cantly from the desired output, the connection weights
parameter is adjusted, and the adjustment process relies on
the perceptron learning algorithm automatically [19]. Step 4:
Perform step 3 repeatedly until the difference between the
actual and desired outputs of the network meets the pre-
designed requirements.

In a neural network, perceptrons can be viewed as in-
dividual nodes in the neural network. +e design idea of a
parameter learning scheme for a multilayer perceptron
network is that, in a multilayer perceptron network, the
weights of all neurons except the last neuron are set in
advance, and then the perceptron learning algorithm is used
to learn the weights of the last neuron. Because the weights of
the first layer neurons are set artificially, the degree of ex-
cellence of the first layer neuron design will directly affect the
performance of the multilayer perceptron model. +e design
of the first layer neuron depends on the level of under-
standing of the problem faced and the data, which leads to
the fact that there is no general approach to the design of
parameters for the first layer neural network in solving a
variety of different problems. As can be seen from Figure 1,

the structural characteristics of multilayer feedforward
networks are (1) no connections between neurons in the
same layer, (2) Full connectivity between neurons in two
adjacent layers, and (3) there is directionality in information
transfer. +e forward calculation is done layer by layer from
the input to the output [20].

+e genetic algorithm improved multilayer perceptron
neural network model is essentially the application of the
genetic algorithm to extensively search the solution space of
the target information, followed by locating the better mul-
tilayer perceptron neural network form searched by the ge-
netic algorithm and then by training to obtain the optimal
result of the prediction problem. Artificial neural networks
are characterized by massively parallel processing, distributed
information storage, and good self-organizing and self-
learning capabilities. +e process of genetic algorithm opti-
mized multilayer perceptron neural network includes three
parts: determining the multilayer perceptron neural network
connection structure, determining the genetic algorithm
optimized multilayer perceptron neural network weights and
thresholds, and multilayer perceptron genetic algorithm
neural network model prediction, the main steps are as
follows (Figure 2): (1) determine the multilayer perceptron
neural network structure based on the training sample data;
(2) BP neural network hidden layers and layers are deter-
mined; (3) the length of the individual coding of the genetic
algorithm is determined, and this value is determined by
combining the number of parameters of the multilayer
perceptron neural network; (4) the fitness value is optimized,
and this value is optimized according to the error obtained
from the training of the multilayer perceptron neural net-
work; (5) the optimal solution is determined by the cyclic
operation (4); (6) the optimal threshold weights are rede-
termined even more for the optimal solution; (7) the optimal
weights and thresholds are assigned to the multilayer per-
ceptron neural network model; (8) error calculation judg-
ments on the new weights and thresholds are done to carry
out multilayer perceptron neural network model training
prediction; and (9) prediction result analysis is done, com-
paring the prediction results of multilayer perceptron neural
network and genetic algorithm neural network.

+resholds and weights of the multiperceptron neural
network are cascaded according to a specific order, and the
weights and thresholds of the multiperceptron neural network
are cascaded according to the order; namely, N chromosomes
are generated randomly; implicit and output layer thresholds;
input and implicit layer thresholds; implicit and output layer
weights; input and implicit layer weights; the fitness function
selects the mean square error, and the fitness of the chro-
mosomes is recalculated according to the mean square error
function to judge whether the prediction results meet the target
requirements and generate new individuals if they do not meet
the requirements; the specific operation is to perform variation
operation, crossover operation, and replication operation on
the individuals that meet the requirements of the fitness value
and judge whether the new individuals meet the requirements
of the mean square error value function if they meet the re-
quirements [21]. +ere are four mutation operations in the
evolution of a multilayer perceptron genetic algorithm neural
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network: adding connections, adding nodes, correcting con-
nection weights, and changing the excitation function re-
sponse. If the requirement is not met, the fitness of the
chromosome is calculated again according to the mean square
error function, and if the requirement is met, the optimal
individuals are sequentially split and the threshold and weights
applied to the multisensors neural network are updated; then
the multisensors neural network is forward propagated, the
global error is calculated, the weights and thresholds of the
network parameters are adjusted and corrected, and the
multisensors neural network learning training is cycled until
the set learning times or accuracy requirements, the calculation
is terminated, and the results are output.

Let the input layer of a multilayer perceptron genetic
algorithm neural network have n one input neuron, the layer
has m one output neuron, the hidden layer has q one hidden
layer neuron, the connection weight between the hidden
layer and the output layer is wik the vik connection weight
between the input layer and the hidden layer is f2, the
transfer function of the hidden layer is f1, and then the
output of the hidden layer neuron is calculated as follows:

E wik(  � n × f1(q) × f
m
2 vik(  + Cv. (1)

+e output of the output layer neurons is calculated as
follows:

φ0 � F f
P
(i), f

Q
(j + 1)

2
 . (2)

At this point, the multisensors genetic algorithm neural
network completes the forward propagation process and
establishes the mapping n from dimensional space vector to
m dimensional space. For all the training samples in the BP
neural network, the global error of the network is noted as G

and is calculated as follows:

G � f
P
(i)⊕fQ

(j) � f Pi( f
Q

(j)
T
. (3)

+e variation in the output layer weights of the multi-
sensory layer genetic algorithm neural network is noted as L
and is calculated as follows:

L � 
(i,j,k)∈D

−ln σ zij − zik .
(4)

+e formula for adjusting the weights of each neuron in
the output layer is obtained as

Rn+1 � R
2
n −  Pij. (5)

Fixed topology evolution must be done artificially to
design the topology of the neural network. In contrast,
topological weight evolution methods can automatically
evolve the correct network topology. In addition, there is no
general set of laws that guarantee excellent performance of
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Figure 1: Topology of multilayer perceptron neural network.
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artificially designed neural networks, so the topology of
multisensory neural networks evolved based on genetic
algorithms tends to outperform artificially designed solu-
tions in terms of performance. +is phenomenon is par-
ticularly evident in keeping network complexity to a
minimum [22]. Although topology weight evolution
methods perform better compared to fixed topology evo-
lution methods, they also face many problems that do not
exist in fixed topology evolution methods. +ere are four
mutation operations in the evolution of a multilayer per-
ceptron genetic algorithm neural network: adding connec-
tions, adding nodes, correcting connection weights, and
changing the excitation function response. Before the mu-
tation operation, we set a mutation probability, and the
mutation of connection weights is done by correcting all
connection weights according to the set mutation proba-
bility. In special cases, it is also possible to disregard the
mutation probability and directly turn the original weight
into a new weight. +e mutation is used to change the
weights and the network structure. Mutation of connection
weights is done by adding a floating-point number (either
positive or negative) to each weight with a fixed probability
that matches a normal distribution. +e network structure is
mutated in two ways: mutation by adding nodes and mu-
tation by adding a connection between two nodes.

3.2. Product Styling Design Evaluation Methods Based on
Machine Learning Algorithms. +e so-called modeling is to
point, line, surface as the basic elements, according to certain
rules of mutual transformation, organic to produce new
organic form. In the process of styling, the use of more

organic forms of free-form products can increase the
uniqueness and innovation of products, of which, “selec-
tion” and “change,” as two major modeling laws, are often
applied. +e so-called selection is to choose the basic type
according to the use of function, maneuverability, and other
conditions. +ere are two types of basic shapes, geometric
and organic. Geometric forms are some common geometric
shapes in mathematics, while organic forms are streamlined,
bionic, or free-form. Transformation is the operation of
dividing, cutting, accumulating, merging, stretching, ex-
truding, bending, etc., in the form of the basic type. Splitting:
It is in the form of “loss” or “separation.” Usually, when
cutting, it will be divided according to the golden ratio; for
example, we commonly see the ratio of wheelbase to the total
length of cars and the ratio of screen to the key distribution
of flat panel products, etc., which are all golden ratios.
Cutting: +e basic type is partially cut to produce a face
change in shape. +e idea of the genetic algorithm comes
from the biological evolution process in nature and is an
optimization algorithm for solving complex problems. In-
telligence and essential parallelism are the biggest differences
between evolutionary computing and traditional optimi-
zation methods. +e position, curvature, and depth of the
cut all make the product produce different new shapes.
Accumulation: +e same or similar monoliths are stacked in
size, position, number, and direction to produce a regular
stack.+e fruit plate, for example, is a shape produced by the
accumulation of a basic type. (4) Merging: It is taking two
separate individuals and creating a new shape by inter-
secting, cutting, or superimposing them. +is type of shape
can usually be seen in mechanical parts. (5) Stretching: As
the name suggests, this is taking a base shape and dragging it
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outward in a given direction to produce a new shape. +is
type of molding is seen everywhere in life; for example,
refrigerator and cabinet air conditioner molding are ap-
plications of this method. (6) Extrusion: On the surface of a
monolith, stretching in the direction of centripetal force is
called extrusion.

With the vigorous development of computer technology,
parametric and quantitative technology has become a hot
spot for research in various academic fields and is also
gradually applied to product form design. Most of the
product form design is an improved design based on the
original shape, and its parameters have a clear correspon-
dence with the size of the design object. +erefore, the
parametric design brings a more efficient design process to
product design, which can use the previously accumulated
and established models and modify them on this basis. +e
principle of parametric design is that the parameters of a line
or a figure correspond to the control dimensions of the
design object, and when different values of the parameter
sequence are given, the design result changes, i.e., a new
geometry is obtained under the drive of the parameters. At
present, the application of parametric design in morpho-
logical design is more extensive, and its scope is gradually
extended to the whole life cycle of the product, including
two-dimensional organization, three-dimensional entities,
accessories intermediate relations, product features ex-
pression, and other product-level designs.

Product styling is a process of multiple solution selec-
tion, and at the same time, styling is a field full of emotions. If
traditional machine learning algorithms are involved in the
design process, the nonoptimal individuals are completely
discarded while the good individuals are retained. However,
in the design domain, nonoptimal individuals can still have
some influence and contribution to the final solution
product even if they fail to satisfy some specific require-
ments. +erefore, this requires the introduction of multi-
layer perceptron neural networks to control the genetic
algorithm. +e main feature of the multilayer perceptron
genetic algorithm neural network is to calculate the adap-
tation value based on the user’s interaction evaluation rather
than a function formula. Since users’ visual cognition of
products is mainly reflected in the form of perceptual in-
formation, designers should take the initiative to obtain
information about users’ perceptual preferences and un-
derstand how users decode their cognition of products and
their perceptual preferences, to ensure success of design
coding. Because of the combination of user evaluations as
well as specific function formulas, it excels in problems
where it is difficult to build adaptation functions, such as in
the areas of product design, image retrieval, and design
evaluation. For example, Figure 3 shows the flow chart of the
product interactive styling design model.

In the conceptual stage of product design, the principle
of combinatorial innovation is often used to generate new
shapes. Combinatorial innovation, as it means, is the process
of segmenting and analyzing a product based on a certain
aspect, so that the modules can be combined to produce a
new product shape, based on, but not limited to, function,
shape, structure, man-machine, material, etc. +e process of

design is always accompanied by many uncertainties, how
to translate the subjective design activities into the digital
language to analyze and quantify the emotions and demand
preferences, need to analyze, process, and integrate all
kinds of complex elements with the help of scientific and
effective evaluation methods. Hierarchical analysis (AHP)
is commonly used to measure the emotional factors of a
product, simplifying complex decisions, or apply the
principles of perceptual engineering theory to establish and
determine the final evaluation index through semantic
difference hierarchical evaluation. Product design evalua-
tion is to use specific rules to evaluate the attribute values of
each solution in a limited set of solutions and then use the
specific rules to obtain a comprehensive evaluation value
and finally rank all solutions based on the comprehensive
evaluation value and obtain the optimal solution. It gen-
erally includes three steps: (1) normalize the evaluation
matrix; (2) determine the weight size of each solution; (3)
rank all alternatives. Commonly used design evaluation
methods include the simple linear weighting method, ef-
ficacy coefficient method, hierarchical analysis method,
approximate ideal solution ranking method, gray corre-
lation analysis method, etc. +e simple linear weighting
method is a common multiobjective evaluation method;
this method is based on the actual situation; first, determine
the evaluation attribute weights, and then standardize the
decision matrix, find out the average value of the linear
weighting index of each option, and use it as the judgment
basis of each feasible option ranking. +e efficacy coeffi-
cient method converts the dissimilarity measures of each
attribute into corresponding dimensionless efficacy coef-
ficients and then performs a comprehensive evaluation.
TOPSIS is a ranking method that approximates the ideal
solution, which is characterized by full utilization of the
original data, low error, and high reliability. +e optimal
solution is the one closest to the positive ideal solution and
farthest from the negative ideal solution, to evaluate the
optimal solution. +e gray correlation method is a mul-
tifactor statistical analysis method, which is based on the
sample data of each factor and analyzes the correlation size
between each component factor and the whole and reflects
the similarity of the solution to be evaluated and the op-
timal solution in terms of shape. Based on the multilayer
perceptron genetic algorithm neural network, these eval-
uation indexes can be connected in series to evaluate the
product shape design in a multifaceted way.

4. Experimental Verification and Conclusions

To verify the feasibility and effectiveness of the proposed
method, a series of experiments are conducted to illustrate
this paper. +e main steps include the following: (1) con-
structing an evaluation system using perceptual engineering
and hierarchical analysis; (2) using hierarchical analysis to
obtain subjective weights; (3) using entropy weighting to
obtain objective weights; (4) using game theory to obtain
comprehensive weights; (5) using SD method to build a
perceptual decision matrix; and (6) using KE-GRA-TOPSIS
method to rank the alternative products.
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A comprehensive evaluation system for the product was
developed using perceptual engineering and hierarchical
analysis. +e target level has only one element, i.e., the
selection of the product solution. Six criteria and 12 indi-
cators were identified based on the TF-EPA method. +e
product perceptiveness was evaluated in 6 dimensions:
gender perspective, acceptance, structural characteristics,
duration, weight characteristics, and technical characteris-
tics, respectively. Two indicators were included under each
criterion and the indicators consisted of a pair of perceptual
words.

+e relative closeness trends of the three methods MLP,
GA, and GA-MLP-NN regarding the 14 alternatives were
obtained based on the experiments, and the comparison
graphs shown in Figure 4 were drawn. In the GA method,
the relative closeness gap of the alternatives is larger because
the GA method only considers the distance of the alter-
natives in space and magnifies the evaluation results; the gap
of the alternatives in the MLP method is smaller because the
method focuses on the association between indicators but
ignores the distance of the evaluation alternatives in space.
Introduce the preference information in the user’s multi-
dimensional perceptual preference space directly into the
design conception. +e information transfer and transfor-
mation efficiency in the process is improved. +e GA-MLP-
NN method is an integration of the GA method and MLP,
which considers the relative closeness derived from this
method is more realistic as it considers both the degree of
association between evaluation options and the gaps be-
tween options.

+e results of DM selection were also compared with
those of the MLP method, GA method, GA-MLP-NN
method, and TOPSIS method, and the comparison results
are shown in Figure 5. +e KE-GRA method was not in-
cluded in this comparison test because its accuracy was too
low. +e GA-MLP-NN method had an accuracy of 78.6%,
followed by the MLP method with 57.2%. Also, the accuracy

of the GA method and TOPSIS method was 7.2% and 0.
Observing Figure 5, it can be seen that the results of the GA-
MLP-NN method and MLP method were similar, while the
GA method and TOPSIS method were similar. In addition,
the results of the GA-MLP-NN method and the MLP
method are roughly consistent with the choice of DM. +is
experiment verifies that the TOPSIS method and its ex-
tensions cannot be directly used for the perceptual ranking
of products.

To verify the validity of the proposed method, 10 ad-
ditional participants were invited to repeat the experiment.
Figure 6 shows the results of preferences and alternatives
ranking given by the participants. It is worth noting that the
subjective weights in the hierarchical analysis method are
adjustable. +e comparison results of the subjective choice
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results of the 10 participants with the GA-MLP-NN method
and the MLP method are shown in Figure 6, which contains
the comparison of the number of correct rankings and the
comparison of the accuracy rate. In this case, the bar graph
represents the number of correct rankings and the line graph
represents the accuracy rate. In the GA-MLP-NN method,
the accuracy rates of U1 to U10 are 85.7%, 100%, 85.7%,
100%, 100%, 100%, 85.7%, 100%, 100%, 100%, and 100%, in
that order. +e average accuracy was calculated to be 95.7%.
In the MLP method, the accuracy rates of U1 to U10 were
85.7%, 85.7%, 85.7%, 85.7%, 85.7%, 85.7%, 85.7%, 71.4%,
85.7%, 100%, and 85.7% in that order. +e average accuracy
rate was calculated to be 85.7%. In terms of accuracy, both

the GA-MLP-NN method and the MLP method performed
well, and the GA-MLP-NN method was more accurate. +e
above results show the feasibility of the perceptual decision
matrix and that the proposed GA-MLP-NN method can
accurately rank products according to users’ personalized
preferences.

In Figure 7, True Positive (TP) indicates the number of
positive samples classified as positive; True Negative (TN)
indicates the number of negative samples classified as
negative; False Positive (FP) indicates the number of neg-
ative samples classified as positive, and False Negative (FN)
indicates the number of positive samples classified as neg-
ative. +e commonly used evaluation metrics, including
Accuracy, Precision, Recall, False Discovery Rate (FDR), and
False Positive Rate (FPR), are listed in Figure 7. 30 product
images are arbitrarily selected as a content map and 10
images as style map; 300 new product images were gener-
ated. After mixing 100 real images and 300 generated im-
ages, the 30 users in Section 3.4.2 were invited to distinguish
the truth from the falsehood of 400 images. Since the
product images generated by the GA-MLP-NN method are
only used to inspire designers or users and are not final
design renderings, to weaken the detailed features of the
generated images, 30 users (with normal vision) observe the
images at a distance of 1m from the display (resolution of
2560×1440) with a maximum display size of about 8 cm on
one side (width or height) of the images and each image.+e
dwell time does not exceed 2 s. +e purpose of this exper-
iment is to evaluate the user’s ability to distinguish between
real and generated images and to reflect the quality of the
generated images. FDR is the proportion of actual negative
samples among positive samples, and FPR is the proportion
of actual negative samples among positive samples. FDR and
FPR are positive indicators. +e calculated FDR and FPR are
69% and 67%, respectively, indicating that the generated
images are of good quality and can be used to display and
inspire designers.

Due to the relationships of relevance, subordination,
redundancy, and similarity between adjectives, two per-
ceptual words with similar concepts and opposite meanings
are more reflective of user psychology. +erefore, perceptual
words are selected in this chapter to describe the user’s
psychological feelings. +e importance of a word is pro-
portional to the number of times it appears in a text, and if a
word appears repeatedly in the text under study, it can be
used to characterize the dominant tendency of the text.
Considering the one-sidedness of the traditional method of
selecting sentiment words by considering only word fre-
quency or user preference in sentiment engineering, this
chapter proposes a GA-MLP-NN-based method for
selecting sentiment word pairs based on the characteristics
of word frequency and EPA dimensions. Text sentiment
analysis is the use of computer analysis of text with sub-
jective feelings in user comments for polarity classification,
which is usually classified as positive (positive), derogatory
(negative), or neutral. Sentiment classification methods can
be divided into two categories: machine learning-based
methods and lexicon-based methods, the latter of which
discriminate text sentiment by sentiment lexicons such as
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WordNet and HowNet, which rely on the quality and
continuous improvement of sentiment lexicons. In this
chapter, the sentiment dictionary-based approach is used to
determine the sentiment tendency of sentiment words in
online reviews. +e HowNet dictionary and synonym word
forests are searched to obtain the results of sentiment
tendency judgment of sentiment words. +e score of sen-
timent unit EO is the product of sentiment polarity EP and
sentiment intensity EI, and the sentiment evaluation of the
whole text is characterized by aggregating the sentiment
units in the text.+e sum of the sentiment tendency scores of
independent positive and negative sentiment words in a
sentiment pair is used as the evaluation value of a set of
sentiment word pairs. Commonly used design evaluation
methods include the simple linear weighting method, effi-
cacy coefficient method, hierarchical analysis method, ap-
proximate ideal solution ranking method, gray correlation
analysis method, etc. +e perceptual evaluation values of the
six sets of perceptual words are obtained by traversing the
product reviews according to the perceptual evaluation value
calculation process, where positive values indicate that the
sample ratings are biased towards positive perceptual words,
negative values indicate that the sample ratings are biased
towards negative perceptual words, and the absolute values
of the ratings indicate the degree of deviation. In the per-
ceptual evaluation of the sample in Figure 8, the perceptual
word “good-poor” is rated as 0.949, indicating the overall
product evaluation preference; “beautiful-ugly” is rated as
2.133, indicating the product.+e “smooth—sluggish” rating
of −1.005 indicates that the system is sluggish to use. +e
perceptual rating for sample 2 was medium, with a “large-
small” rating of 1.957, indicating a large product size. +e
perceptual rating for sample 3 was medium, with a “large-

small” rating of 2.127, indicating a large product size. Sample
4 had a medium perceptual rating of 4.0 on the “large-small”
scale, indicating a large size, and a −1.121 on the “easy-fussy”
scale, indicating that the product was fussy to use. +e
“Smooth-Sluggish” rating of 3.0 indicates that the system is
smooth to use. +e perceptual rating for sample 5 was
medium, with a rating of 2.5 for “beautiful-ugly” indicating a
beautiful product, and 2.589 for “large-small” indicating a
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large product size. +e “Flow-Sluggish” rating is 0.953,
which indicates smooth system usage. +e model predicted
by GA-MLP-NN and the actual value model almost agree,
indicating that the GA-MLP-NN model has high accuracy.

With the widespread application of the Internet of
+ings, Internet, and automation technologies, products are
developing in the direction of intelligence and information
technology, and the whole product life cycle process is
becoming more and more open and transparent. +e
product life cycle is the whole process from product de-
velopment to end-of-life, including product design, pro-
duction and processing, transportation and supply, and sales
and use.+e data generated from the whole product lifecycle
includes data in the database of enterprise information
management system such as enterprise resource planning,
CRM, manufacturing enterprise production process exe-
cution system, product data management, and supply chain
management, as well as data generated by users in the In-
ternet and e-commerce system such as browsing, clicking,
purchasing, and reviewing, etc. +ese data have the typical
characteristics of big data, i.e., many data types, large data
volume, low-value density, and high commercial value.
+ese data have the typical characteristics of big data,
namely, many data types, large data volume, low-value
density, and high commercial value. Among them, the data
types include text data, image data, voice data, video data,
and log data. +ese product-related data grow exponentially
every day to form the product life cycle big data. +e
multilayer perceptual genetic algorithm neural network
based on this paper canmake full use of the characteristics of
big data with low-value density and high commercial value
to extract valuable information from large-scale data and the
value of the most core part. +e value of big data depends on
the role that the data analysis results play in the application.
+e field of product design has received slightly less at-
tention than other applications of big data, but there is no
shortage of roles it can play. For example, by collecting
product reviews in e-commerce systems, it is possible not
only to detect changes in user needs but also to improve
product defects based on user feedback, thereby increasing
user satisfaction. Image big data can intuitively inspire
designers and facilitate product styling.

5. Conclusion

+is paper further develops an intelligent and systematic
approach to product innovation design by exploring how to
obtain information related to product design from the big
data generated from the product life cycle and analyzing it in
depth using techniques such as genetic algorithm neural
network model based on multilayer perceptron, and the
main research work is as follows. +is paper analyzes the
advantages and disadvantages of each multilayer perceptron
neural network as well as genetic algorithm, and by com-
bining genetic algorithm with multilayer perceptron neural
network model, a set of multilayer perceptron genetic al-
gorithm neural network models is formed, and product
design domain knowledge is incorporated into it, and the
method can automatically identify, extract, and reconstruct

the content and color features of images andmigrate them to
the product shape in the content map. Real-time generation
of new product images is achieved. Among them, the
training of the multilayer perceptron neural network mi-
gration model is an unsupervised training based on image
data, and the trained model is used to automatically migrate
the stylistic features of stylistic images; the genetic algorithm
model is a supervised training, and the trained model is used
to predict the product semantics in the content graph and
guide the selection of the stylistic graph. +e method alle-
viates the problems of poor image quality, uncontrollable
content, and lack of theoretical guidance in the product
design domain of the generated solution. +e subjective
imagery of users is ambiguous, and there is a “black box”
problem between their subjective evaluation value and the
elements of product form and shape. It is also not easy to
improve the competitive advantage of the product. +is
paper also integrates product design domain knowledge into
textual big data techniques to propose a data-driven per-
ceptual engineering approach for online reviews. In terms of
perceptual word collection, online reviews are used as a
source of perceptual words; in terms of perceptual word
acquisition, a GA-MLP-NN perceptual word extraction
method combining three dimensions of word frequency and
EPA is proposed; in terms of perceptual evaluation, a per-
ceptual evaluation value calculation method combining
degree adverbs with word clustering for online reviews is
proposed, and the basic idea is to obtain users’ emotional
tendency towards the product by mining the emotional
tendency of perceptual words. In terms of mapping model
construction, a multilayer perceptron genetic algorithm
neural network is used to construct a relationship model
between users’ difficult-to-quantify perceptual needs and
product design elements, while the models constructed by
multiple linear regression methods are compared to verify
the effectiveness and feasibility of the proposed method.
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In recent years, the development of prefabricated building (PB) mode in China has gradually attracted the attention of
stakeholders. It is of great significance to explore the adoption behavior of PB mode by Chinese construction enterprises. Using
the method of combining evolutionary game theory with system dynamics and considering the multiagent interaction of the
government, construction enterprises, and consumers, as well as the influence of multiple factors, this paper constructs a model of
construction enterprises’ adoption behavior of PB mode. -e purpose is to clarify the mechanism of Chinese construction
enterprises’ adoption behavior of PB mode and the evolution law of market share.-e research results show the following. Firstly,
government subsidy plays an important role in promoting the maturity of PBmarket, but it plays a relatively small role in themore
mature and stable market. Secondly, the higher the initial acceptance probability of the construction enterprise, the greater the
peak of the PB market share and the greater the volatility, but it has no differential impact on the balance of the PB market in the
later stage.-irdly, price factors and quality factors, respectively, have an important impact on the increase of the PBmarket share
in the early and late stages of the formation of the PB market, but the delivery waiting time factor has no significant impact on the
PB market share.

1. Introduction

-e construction industry occupies a pivotal position in the
national economy of all countries in the world, but it is also one
of the industries with a high degree of energy intensiveness
[1, 2]. It has always had problems such as high carbon emission
and serious energy consumption. For example, the annual
carbon dioxide generated by global construction accounts for
more than 40% of the world’s total carbon dioxide emission,
and the annual energy consumed accounts for more than 30%
of the world’s total energy consumption [3–5].

-e traditional construction mode has the problems of
high pollution and high energy consumption during the
construction period, which is not in line with the modern
development concepts such as energy conservation and
emission reduction and green and sustainable development
[6]. In order to promote the green and sustainable

development of the construction industry, the prefabricated
building (PB) mode has been gradually introduced into
China. PB mode not only has the advantages of improving
production efficiency, reducing construction cost, and in-
creasing construction safety but also has the functions of
reducing carbon emission, reducing energy consumption,
and reducing construction waste [7, 8]. -erefore, the
Chinese government pays more and more attention to the
transformation from traditional construction mode to PB
mode and tries to promote the development of PB by means
of encouraging technological innovation and policy incen-
tives such as subsidies [5]. -e Chinese government stip-
ulates that by 2020, 15% of new buildings nationwide
(according to the floor area) will be constructed using the PB
mode each year, and this proportion will increase to 30% by
2025 [9]. However, the current application and promotion of
the PB mode is not ideal.

Hindawi
Computational Intelligence and Neuroscience
Volume 2021, Article ID 3652706, 16 pages
https://doi.org/10.1155/2021/3652706

mailto:mqf@ujs.edu.cn
https://orcid.org/0000-0001-7978-1345
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2021/3652706


In fact, the application and promotion of PB mode in
China faces many obstacles. For example, in terms of the
government, there is a lack of detailed government policy
formulation and effective incentives [10]. In terms of the
industry, there is a lack of specific construction specifications
and construction standards for prefabricated buildings [11].
In terms of market demand, there are obstacles such as
insufficient consumer awareness of PB and insufficient
market demand [12, 13]. -erefore, considering the sig-
nificance of promoting PB mode in China and many ob-
stacles it faces in the development process, it is necessary to
model and analyze the adoption behavior of the PB mode by
construction enterprises in the context of multiagent
interaction.

Modeling and analyzing the behavior of construction
enterprises adopting PB mode and then understanding the
mechanism of the adoption of PB mode play an inestimable
role in the development of the whole industry. Some scholars
have conducted relevant research on the factors affecting the
adoption and promotion of the PB mode. For example, Li
et al. [14] believe that the prefabricated component subsidies
implemented by the government have a positive impact on
the use of prefabricated components and the improvement
of construction performance. Multiple policy measures are
mutually complementary, and the combined effect of these
policy measures is greater than the sum of the effects of
individual policy measures. Wei et al. [15] believe that the
promotion of government policies and the leadership of
construction enterprises are the main driving factors to
promote the development of PB. Research by Gan et al. [7]
showed that strengthening policies and regulations has a
strong stimulating effect on the promotion of PB and has a
significant effect on solving organizational and environ-
mental problems in the promotion process, but the effect on
solving technical problems is not ideal. However, Xiahou
et al. [16] found that in order to promote PB mode, China
needs not only the promotion of the government and the
pull of the market environment but also the self-driving of
the PB industry. It is pointed out that the main way to
promote the development of China’s PB is to transform and
upgrade the traditional construction industry and solve the
development difficulties.

Some scholars believe that the government plays an
important role in the process of whether the PB mode is
adopted by the construction enterprise [5]. Government
policy incentives have a positive effect on the promotion of
PB mode, and reasonable policy incentives can help reduce
opportunistic behavior [17, 18]. However, policy documents
tend to favor the environment and supply and lack policy
measures for other areas [7]. Currently, government sub-
sidies are the main way to promote the development of PB
mode, but in the long run, continuous government subsidies
are not a long-term solution to maintain the steady devel-
opment of the industry. At the same time, the government’s
publicity and guidance work is also gradually starting. For
example, Xi’an, China, has begun to encourage consumers to
purchase prefabricated commercial residential buildings and
promote the development of prefabricated buildings from
the consumer level.

Secondly, the construction enterprise is also one of the
most influential stakeholders in the PB industry [19]. As the
investor of a construction project, the construction enter-
prise’s behavioral willingness and adoption behavior are
highly correlated [20]. -erefore, whether the construction
enterprise adopts the behavior and decision making of PB
mode is very important for the development of the PB
industry. -e construction enterprise will make reasonable
decisions on its own construction mode based on the
economic benefits, environmental performance, mainte-
nance cost, and other factors of the construction project
[21, 22]. However, the high initial cost of adopting PB mode
is one of the main factors that hinder the construction
enterprise from adopting PB mode [7, 23]. -e poor overall
efficiency of PB industry also leads to the lack of motivation
for some construction enterprises to adopt PB mode [13].

In addition, whether the PB mode is adopted is closely
related to market demand [24]. -e purchase motivation of
consumers will have an important impact on the develop-
ment of the PB market. Due to the lack of Chinese con-
sumers’ understanding of PB [12], Lee and Kim [25] believe
that it is necessary to increase the correct publicity and
guidance to change consumers’ attitudes towards PB. Some
scholars have studied consumers’ attention to PB and the
evolution trend of their attention content. For example,
Wang et al. [26] pointed out that although consumers’ at-
tention to PB fluctuates greatly, it shows an overall upward
trend, and the introduction of relevant government policies
will significantly affect consumers’ attention. Hu et al. [27]
found that the content of PB that consumers are most
concerned about mainly involves high-quality building
performance.

In summary, the behavior and decision making of the
construction enterprise adopting the PB mode are affected
by multiple stakeholders. Existing research studies have
identified the stakeholders who influence the adoption of the
PB mode and analyzed the influencing factors and their
effects. However, it rarely involves the influence of consumer
group decision making on the adoption of the PB mode. In
addition, less consideration is given to the complex inter-
action between a large number of factors and their nonlinear
effects on the adoption behavior of PB mode.

In fact, first of all, consumers’ cognition of PB and
purchasing decisions are of great significance to the
adoption of the PB mode. Consumers’ purchase decision
making is a more complex process, which considers many
factors, such as price, quality, delivery waiting time, and so
on. Previous studies generally regarded consumer demand
as an exogenous variable to analyze its linear relationship
with the adoption behavior of PB mode. -is paper con-
structs a more realistic consumer decision-making model,
which plays a vital role in revealing deeply the adoption
behavior of PB and the evolution of market competition in
the context of multiagent interaction. Secondly, the
adoption behavior of PB mode by construction enterprises
is also affected by many subjects and factors. -ey will
comprehensively consider government policies, the status
quo of the industry, market demand, and competitive
pressure and adopt a suitable construction mode in the
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pursuit of maximizing their own economic benefits.
-erefore, there are relatively complex dynamic interac-
tions between construction enterprises and between con-
struction enterprises, government, and consumers. In the
process of studying the adoption behavior and mechanism
of PB mode, this dynamic and complex interaction and
game relationship cannot be ignored [9].

To sum up, on the basis of considering more realistic
consumer purchase decisions and more complex interaction
amongmultiple subjects, this paper will focus on the analysis
of the adoption behavior andmechanism of the construction
enterprise to PB mode under the scenarios of government
subsidies to the construction enterprise, government pub-
licity and guidance to the market, PB products with different
prices, qualities, and delivery waiting times, and different
adoption intentions of the construction enterprise. -is
paper attempts to provide a theoretical basis for improving
the market competitiveness of PB products and formulating
reasonable policies and measures for the government.-is is
of great significance for the Chinese construction industry to
achieve energy saving and emission reduction targets and to
practice the concept of green and sustainable development.

-is research considers the complex interactions
among stakeholders (government, construction enter-
prises, and consumers) that influence the adoption of PB
mode and the bounded rational behavior of decision-
making.-is research also considers many obstacles in the
process of adopting PB mode, as well as the complex
interaction and nonlinear feedback relationship between
these factors. -is research will use the method of system
dynamics to model and analyze related problems. System
dynamics are more suitable for analyzing complex sys-
tems. -is method can be used to understand the behavior
of the system over time and the relationship between the
system structure and decision rules [28]. Also, in the
process of Chinese construction enterprises adopting PB
mode, the bounded rational game between them and
industry competitors is continuous. -erefore, the be-
havior of both parties must be discussed from a dynamic
perspective [9]. Evolutionary game theory has been widely
used in the study of bounded rational behavior, such as the
study of stakeholders in the construction industry [29].
-erefore, this paper will use the research method of
combining evolutionary game and system dynamics to
model and analyze the behavior and mechanism of PB
mode adopted by construction enterprises in China. It
hopes to provide a theoretical basis for the rapid and
sustainable development of PB mode in China.

-is paper attempts to solve the following three
problems:

(1) What impact will government subsidies and gov-
ernment propaganda and guidance have on the
adoption behavior of PB mode by construction
enterprises?

(2) What impact will the initial willingness of Chinese
construction enterprises to adopt PB mode have on
the diffusion and evolution of the follow-up market
of PB mode?

(3) What kind of evolutionary trend will the market
proliferation of PB products under different prices,
qualities, and delivery waiting times be?

2. Model

-is paper combines evolutionary game theory with system
dynamics to model and analyze the relationship and be-
havior of the three subjects involved in the adoption of PB
mode: government, construction enterprises, and
consumers.

2.1. Evolutionary Game Model. -e construction enterprise
will make decisions on the specific construction mode of the
project. One is the adoption of traditional cast in situ
buildings (TB) (hereinafter referred to as “DN”). -e second
is the adoption of PB (hereinafter referred to as “DY”),
including the selection of qualified and capable design in-
stitutions for modular design of drawings, the production of
prefabricated components by prefabricated component
manufacturers, and the assembly construction by con-
struction organizations.

Whether the construction enterprise adopts PB mode
will be mainly affected by government subsidies, competi-
tion from the same industry, consumer demand, and other
factors. -e interaction relationship and decision-making
mechanism between agents are shown in Figure 1.

In order to clarify the competition mechanism among
construction enterprises and then construct a system dy-
namics model with multiagent and multifactor compre-
hensive influence, this paper first uses the evolutionary game
method to construct the behavior rules for construction
enterprises to adopt PB mode. -e construction enterprises
are divided into two groups: initial adoption (Type Y
construction enterprises) and initial nonadoption (Type N
construction enterprises) of PB mode.

In the given situation, the two groups will take different
strategies to play the game. -is paper makes the following
assumptions for model construction:

Hypothesis 1: assume that the overall number of
construction enterprises remains unchanged. -e
construction enterprise will select a strategy that suits
itself based on certain rules in each time unit.
Hypothesis 2: “DY” will increase the construction cost
of the project. Use xY to represent the probability of the
“DY” strategy and xN to represent the probability of the
“DN” strategy, where xN � 1 − xY, and xY and xN are
all functions of time t.
Hypothesis 3: the construction enterprise will choose
its strategy according to its own profit level. -e
construction enterprise will compare its payoff with
that of its competitors, so as to choose a strategy to
make its expected payoff higher. Type Y construction
enterprises and Type N construction enterprises will
calculate their respective payoff differences. Taking
Type Y construction enterprises as an example, if their
payoff difference is greater than or equal to 0, Type Y
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construction enterprises will maintain their existing
strategy.When the payoff difference is less than 0, it will
change its strategy with a certain probability [30]. -e
probability Φ(UD

Y − UD
N) of changing the strategy is

shown in the following formula:

Φ U
D
Y − U

D
N  �

U
D
Y − U

D
N 

U
D
Y

, U
D
Y <U

D
N,

0, U
D
Y ≥U

D
N.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(1)

Hypothesis 4: the expected average payoff of the
construction enterprise that chooses the “DY” strategy
is UDA

Y , and the expected average payoff of the con-
struction enterprise that chooses the “DN” strategy is
UDA

N . Due to the different qualifications and capabilities
of each construction enterprise, their real payoff will
also be differentiated. Assume that the payoff of Type Y
construction enterprise is UD

Y � λY ∗UDA
Y , and the

payoff of Type N construction enterprise is
UD

N � λN ∗UDA
N . λY, λN are the influence coefficients of

expected average payoff.
Hypothesis 5: hypothesis p is the probability of the
construction enterprise adopting PB mode. Using x to
represent the derivative, the replication dynamic
equation of the basic dynamic change rate at which the
construction enterprise may choose to “DY” the
strategy can be expressed as

xY � xY ∗ xN Φ U
D
Y − U

D
N  −Φ U

D
N − U

D
Y  p. (2)

2.2. System Dynamics Model Based on Evolutionary Game

2.2.1. Main Modules and Equations. -e system dynamics
model based on evolutionary game is constructed by Vensim
PLE. -e model consists of three main modules: the con-
struction enterprise decision-making module, the con-
struction enterprise payoff module, and the consumer
decision-making module. As shown in Figure 2, the con-
struction enterprise decision-making module and the con-
struction enterprise payoff module have an interactive
relationship with each other, and the consumer decision-
making module has an impact on the construction enter-
prise payoff module. Among them, the construction

enterprise decision-makingmodule is constructed according
to the assumption rules and logical relations of the evolu-
tionary game part.

(1) ,e Construction Enterprise Decision-Making Module. In
this module, each construction enterprise has different
qualifications and abilities and will change its own decisions
according to the development of the industry, so the time of
their “DY” may be inconsistent. Each construction enterprise
will go through a certain period of observation and then
choose a strategy that suits itself. According to the plan of the
Chinese government, the construction target of PB in the
next stage is 2025. -erefore, the longest observation and
consideration time of the construction enterprise is 5 years,
and the average observation and consideration time is 1.5
years. Based on the above data, the dynamic change rate after
DY (RT) is set.

-is model will use the relevant data of PB development
planning in Jiangsu Province, China. According to statistics
from the National Bureau of Statistics of China, the number
of real estate construction enterprises in Jiangsu Province in
2018 was 6,723, of which 39 were state-owned real estate
construction enterprises [31]. Since PB mode has been
implemented in China for a short time, the priority to adopt
PB mode is mainly state-owned real estate construction
enterprises. -erefore, suppose that the number of con-
struction enterprises that initially adopted PB mode is 39.
-is module includes two level variables, namely, the
construction enterprise adopting PB mode (DY) and the
construction enterprise not adopting PB mode (DN). One

Government

Consumer

Construction enterprise:
Prefabricated building

Construction enterprise:
Prefabricated building

Construction enterprise:
Traditional cast-in-situ building

Construction enterprise:
Traditional cast-in-situ buildingcompetition

demand demand

subsidy

competition competition

adoption

guidance

Figure 1: System analysis of construction mode selection of construction enterprise.

The construction enterprise decision-making module

The construction enterprise payoff module

The consumer decision-making module

Figure 2: Interaction between modules.
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rate variable is the adoption rate of PB mode (DR) obtained
according to the replication dynamic equation RB of evo-
lutionary game. -e model is shown in Figure 3, and the
meaning of the symbols is shown in Table 1.

-e main equations of this module are as follows:

DR � DT ∗RT,

RT � Delay Fixed RB,RandomNormal(0, 5, 1.5, 0.1, 0), RB( ,

RB � xY

DY � 0.039 +  DR,

DN � 6.684 −  DR,

p � RandomNormal(0, 1, 0.4, 0.3, 0).

(3)

(2) ,e Construction Enterprise Payoff Module. -e con-
struction enterprise payoff module mainly involves the

payoff of the construction enterprise that selects the “DY”
strategy (UD

Y ) and the “DN” strategy (UD
N). -e payoff of the

construction enterprise mainly includes construction payoff
and government subsidies. Construction payoffs are realized
through consumers’ choice to purchase, and government
subsidies are realized through government subsidies for
construction projects that adopt PB mode. According to the
current market conditions, government subsidies to con-
struction enterprises are affected by factors such as subsidy
factors, prefabrication ratio, and construction area of unit
buildings. -e model types of the payoff module of the
construction enterprise that selects the “DY” strategy (UD

Y )
and the “DN” strategy (UD

N) are similar. -erefore, this
module takes the module that the construction enterprise
selects the “DY” strategy (UD

Y ) as an example. -e model is
shown in Figure 4, and the meaning of the symbols is shown
in Table 1.

-e main equations of this module are as follows:

U
DA
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P1 − C1( ∗AR ∗C
C
1 

DY

+ S,

S �

AC ∗ s∗f∗ 100, Z≥ 0.5, AC ∗ s∗f∗ 100≤ 1800,

1800, Z≥ 0.5, AC ∗ s∗f∗ 100> 1800,

⎧⎪⎨

⎪⎩

f �

DY − Delay1 DY,Time Step( ( , DY − Delay1 DY,Time Step( ( ≥ 0,

0, DY − Delay1 DY,Time Step( ( < 0.

⎧⎪⎨

⎪⎩

U
D
Y � U

DA
Y ∗ λY,

λY � RandomNormal(0.9, 1.3 , 1, 0.2 , 0).

(4)

(3) ,e Consumer Decision-Making Module. -e consumer
decision-making module mainly characterizes the con-
sumer’s purchase decision for TB or PB, and its purchase
decision mainly considers the price, construction quality,
and delivery waiting time of construction products. As-
suming that there are N types of developed construction
products on the market, consumers will give priority to the
construction products that can generate the greatest pur-
chase motivation [32]. -e consumer’s purchase motivation
function can be expressed by the following formula:

Mi � Pi ∗PSi + Qi ∗QSi + Wi ∗WSi + li. (5)

-e price sensitivity distribution model shows that the
lower the price of a product is, the less price sensitivity the
product produces, that is, the smaller the obstacle to con-
sumers’ purchasing motivation [33]. -e consumer’s price

sensitivity is an exponential function of the difference be-
tween the actual product price Pi and the expected price Pe.
Due to the different socioeconomic attributes k of different
consumers, their expected price Pe is different. -erefore,
the formula is as follows:

PSi � −αPi− Pe+k( ),

k � RandomUniform(−0.2, 0.1, 0).
(6)

-e quality sensitivity distribution model is used to
measure the extent to which the quality of TB products and
PB products affect consumers’ motivation to purchase the
products [34]. According to Taguchi quality theory and
related research [35], consumers’ perception of construction
product quality mainly involves two aspects, including
construction management level and information technology
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level. -erefore, comprehensive consumers’ perception of
different quality factors will get consumers’ overall quality
evaluation of construction products. -e overall quality
evaluation formulas of different building modes are
expressed as follows:

μi � aQ
2
i + bQi + d,

Qi � miti,

QSi � β Qi− Qe| |.

(7)

-e delivery waiting time sensitivity distribution model
is used to measure the extent to which the delivery time of
different building modes affects consumers’ motivation to
purchase the product. WSi is an exponential function of the
difference between the actual delivery waiting time Wi and
the expected delivery waiting time We of the building. Due
to the different socioeconomic attributes w of different
consumers, the expected delivery waiting time We is dif-
ferent. -erefore, the formula is as follows:

Construction enterprises with adoption (DY)Construction enterprises without adoption (DN)

Basic dynamic change
rate of DY (RB)

Φ (UDY-UDN )-Φ (UDN-UDY )
Probability of DY (xY)

Probability of DN (xN)

PB application
rate (DR)

Dynamic change rate
after DY (RT)

Total number of
Construction

enterprises (DT)Possibility of DY (p)

Figure 3: System diagram of the decision-making module of the construction enterprise.

Table 1: -e symbolic meaning of the main equations.

Symbol Implication
DR PB application rate
DT Total number of construction enterprises
RT Dynamic change rate after DY
RB Basic dynamic change rate of DY
p Initial probability of DY
UDA

Y Average expected payoff of DY
Ci Cost for per square meter of i(i � 1 is PB; i � 2 is TB)
Pi Price for per square meter of i

S Subsidies for DY
AR Average building area of per suite
AC Building area of unit building
CC

i Consumers of choosing i

Z Prefabrication ratio
UD

Y Expected payoff of DY
s Subsidy per square meter of DY
f -e amount of change of per unit time of DY
Mi Consumers’ motivation to purchase i

PSi Consumers’ price sensitivity parameters for i

Qi Quality of i

QSi Consumers’ quality sensitivity parameters for i

Wi Delivery waiting time for i

WSi Consumers’ delivery waiting time sensitivity parameters for i

li -e degree of external influence of consumers purchasing i

Pe Consumer expected price for per square meter of building
k Consumers’ socio-economic attributes of price factors
μi -e quality to cost ratio of i

mi Management level in i construction
ti Information technology level in i construction
Qe Consumer expected quality for building
a, b, d Constant
We Expected delivery wait time for consumers
w Consumers’ socio-economic attributes of delivery waiting time factors
CCC

i Probability of consumers choosing i
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WSi � ηWi− We+w( ),

w � RandomUniform(−0.5, 0.5, 0).
(8)

-e conditions for consumers to choose PB based on
purchasing motivation are

C
CC
1 �

1, M1 ≥M2,

0, M1 <M2.
 (9)

Under this condition, the number of consumers pur-
chasing PB is

C
C
1 � 50 +  C

CC
1 . (10)

-e conditions for consumers to choose TB are

C
CC
2 �

1, M1 ≥M2,

0, M1 <M2.
 (11)

-e number of consumers purchasing TB is

C
C
2 � 100 +  C

CC
2 . (12)

-e model is shown in Figure 5, and the meaning of the
symbols is shown in Table 1.

2.2.2. System Dynamics Model. Based on the above three
modules, the system dynamics model of PB mode adopted
by Chinese construction enterprises is established. As shown
in Figure 6, this model includes 4 level variables, 3 rate
variables, 33 auxiliary variables, and 21 constants.

3. Model Simulation

3.1. Initial Value Setting and Simulation. -is paper sets the
initial value based on the current data of PB in Jiangsu
Province, China. According to the “-irteenth Five-Year
Development Plan for the Modernization of Construction

Industry in Jiangsu Province,” PB construction can apply
for affordable housing projects, and for affordable housing
projects built with PB, you can apply for a reward of no
more than 300 yuan/m2. When the prefabrication ratio of
reinforced concrete structures is not less than 40%, the
project will be subsidized, and the maximum subsidy for a
single project will not exceed 18 million yuan per unit.
Since China has determined that the minimum prefabri-
cation ratio of PB is 50%, this paper sets the minimum
prefabrication ratio as 50%. -e prefabrication ratio set in
the model has a linear relationship with the construction
cost, in which the linear scale coefficient is 0.56 [36]. Based
on the literature [37], when the prefabrication ratio of PB is
greater than or equal to 50%, the cost of each additional 1%
increase in the prefabrication ratio is about 29 yuan. -is
paper assumes that the construction area of the initial new
construction project is 30000m2. According to the data
query of China National Bureau of statistics in 2018, the
average sales price of residential commercial housing is
10773.5 yuan/m2. -is paper uses Vensim PLE software to
set TIME STEP to 0.0078125, and the initial value setting is
shown in Table 2.

According to the setting of the initial value, the result of
the adoption of PB mode in the construction enterprise is
shown in Figure 7. -e simulation results show that the
adoption of PBmode by construction enterprises will reach a
peak of 3.566 in the fourth year, that is, 3566 construction
enterprises will adopt PB mode in engineering projects.
However, after reaching the peak, the construction enter-
prises that adopted PBmode fluctuated in the form of shocks
and eventually decreased gradually at a lower rate.

3.2. Analysis of Different Influencing Factors

3.2.1. Influencing Factors at the Government Level

(1) ,e Impact of Government Subsidies. In this experiment,
we changed the value of the DY subsidy factor and set the

Construction enterprises with adoption (DY)
Φ (UDY-UDN )-Φ (UDN-UDY )

Expected payoff of DY (UDY)

Average expected payoff of DY (UDAY)

Cost for per square
meter of PB (C1)

Subsidies for DY (S)

Average building area of per suite (AR)

Building area of unit
building (AC)

Prefabrication ratio (Z)

The subsidy factor of DY (s)

Price for per square
meter of PB (P1)

The amount of change of
per unit time of DY (f) <TIME STEP>

Consumers of
choosing PB (CC1)

Probability of consumers
choosing PB (CCC1)

Capacity factor of DY (λY)

Cost reduction factors for reduced
waiting time for delivery (r)

Figure 4: System diagram of the payoff module of the construction enterprise.
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value to 0, 0.01, and 0.02, respectively, that is, the subsidy of
0, 100, and 200 yuan per square meter for the PB project.-e
simulation results are shown in Figure 8. -e higher the
amount of subsidy, the higher the peak value of DY and the
faster the growth rate.

-e simulation results show that government subsidies
play a relatively important role in promoting the maturity of
PB market, but for an already mature stable market, the role
of government subsidies is relatively small.

(2) ,e Impact of the Publicity and Guidance of Government
Policies. In this experiment, we will analyze the impact of
government policy propaganda and guidance on the
adoption of PBmode by construction enterprises. We set the
value of g to 0.1, 0.2, and 0.3, respectively, that is, the
government has promoted consumers’ favorability of PB
mode by 10%, 20%, and 30% through publicity and guid-
ance. -e simulation results are shown in Figure 9. -e
government’s publicity and guidance strength can play a
positive role in promoting the results of the previous PB
adoption, and the effects of different publicity and guidance
strengths are not very different. However, in the later stages
of the market, different publicity and guidance efforts will
show differentiated promotion effects. -e greater the
strength is, the better the market will adopt PB.

-erefore, in the early stage of PB being introduced into the
market, the government should adopt the way of subsidy to
increase the market share of PB, while in the later stage of the
market, the government should adopt the way of publicity and
guidance to further promote the development of PB mode.

3.2.2. Influencing Factors at the Construction Enterprise Level

(1) ,e Impact of the Initial “DY” Probability of the Con-
struction Enterprise. In this experiment, firstly, we set the
probability of initial adoption of PB by the construction
enterprise to 20%, 30%, 40%, and 50%, respectively. -e
simulation result is shown in Figure 10. At the initial stage of
the formation of PB market, it is very important to improve
the probability of the construction enterprise’s initial
adoption of PB mode to quickly improve the market share of
PB, and the higher the initial adoption probability, the
greater the peak value and fluctuation of the market share.
However, the market share of PB will gradually reach a
balanced and stable state. -e probability that the con-
struction enterprise initially adopts PB mode has no dif-
ferential impact on the later market equilibrium. -erefore,
the probability that the construction enterprise initially
adopts PB mode does not have a first-mover advantage for
the final market share of PB mode.

(2) ,e Impact of the Information Technology Level. In the
scenario where m1 in the quality factor is set to 1, we set the
value of t1 in the quality factor to 1, 1.5, and 2, respectively,
which means that the information technology level in the PB
product quality factor is increased by 0%, 50%, and 100%,
respectively. -e simulation result is shown in Figure 11.

-e results show that in the early process of the adoption
of PB mode, different information technology levels have
little impact on the market share of PB. However, in the later
stages of the market, different information technology levels
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Figure 5: System diagram of consumer decision-making module.
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have had a different effect on the adoption of PB. When t1
increases from 0% to 50%, the growth rate of PB market
share is greater than that when t1 increases from 50% to
100%. It can be seen that the construction enterprise should
follow the principle of moderation when deciding on the
information technology level, and that too high information
technology level has a limited effect on advancing the PB
market share.

(3),e Impact of Quality Factors. In this part, we will analyze
the comprehensive influence of construction management
level and information technology level on the adoption of PB
mode. First, we set the value of m1 to 1.5 (the initial value of
m1 is 1). On this basis, we set the value of t1 to 1, 1.5, and 2,
respectively. -e simulation result is shown in Figure 12.

As can be seen from the figure, the market share of PB
mode shows a rapid rise and then a decline and a slow rise.
Compared with Figure 10, when the value ofm1 is set to 1.5,
the overall DY number is further improved. In the scenario
where the value ofm1 increases, a higher t1 will bring a larger
PB market share. When t1 increases from 0% to 50%, the
increase in PBmarket share is greater than the increase when

t1 increases from 50% to 100%. It can be seen that increasing
m1 and t1 will play a superimposed role in promoting the
growth of PB market share.

(4) ,e Impact of Price Factors. In this experiment, we
change the value of P1 to P1−0.1 and P1+0.1, that is, the price
of PB products per square meter is reduced by 1,000 yuan or
increased by 1,000 yuan.-e simulation results are shown in
Figure 13, and the market share of PB mode shows an
evolutionary trend of rapid rise and then slow decline.

Reducing the value of P1 can quickly increase the market
share of PB in a short period of time and enable it to reach a
higher share. However, after reaching the peak, the market
share of PB has shown a slow downward trend. It can be seen
that adopting a low-price strategy will help PB mode to
quickly penetrate the market, but for the later stage of the
market, the ability of price to further enhance the market
share of PB is limited.

(5) ,e Impact of Delivery Waiting Time Factors. We set the
value of W1 to 0.75, 1, and 1.25, respectively, that is, the
delivery waiting time of PB is set to 0.75, 1, and 1.25 years.
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Figure 6: -e system dynamics model of adoption behavior of PB mode by Chinese construction enterprises.
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-e simulation result is shown in Figure 14. It can be seen
from the figure that under the condition that consumers set
in this paper have the same sensitivity to product price,
quality, and delivery waiting time, different delivery waiting
times have little difference on the market share of PB.
However, in the early stage of the market, the delivery
waiting time has a certain impact on the peak of the PB
market share, but this differential impact is not very obvious.

4. Discussion

In the above simulation results and analysis, it can be found
that the changes of different factors will have a different
impact on the adoption strategy of the construction en-
terprise. It is necessary to analyze the most favorable aspects
of different factors affecting the construction enterprise’s

adoption of PB mode from different angles. -is paper will
analyze the influencing factors from the following
perspectives.

4.1. Influencing Factors at the Government Level. From the
perspective of changing government subsidies, government
subsidies play a positive role in promoting construction
enterprises to adopt PBmode, especially in the initial stage of
adopting PB mode by construction enterprises, which
confirms Li et al.’s research results [14]. Also, the higher the
government subsidy is, the higher the peak value of con-
struction enterprises adopting PB mode is and the longer it
will continue to grow. However, for the PB market that has
gradually stabilized, government subsidies have no obvious
promoting effect. Timely reduction or termination of gov-
ernment subsidies can effectively reduce fiscal expenditures
and achieve good market effects.

From the perspective of improving the publicity and
guidance of government policies, the government’s positive
guidance for PB mode has improved consumers’ favorability
of PB mode, which in turn promoted the long-term and
steady development of the PB market, which is consistent
with Wang et al.’s research results [26]. -is effect is not
obvious in the initial stage of the PB market but gradually
widened the gap in the later stage. Positive publicity and
guidance have a subtle effect on the development of the PB
market, and the longer the time, the more obvious the effect.

In summary, in the early stage of PB mode entering the
market, the government should use subsidies to increase the
market share of PB. Although the publicity and guidance of
government policies are more obvious in the later stage of
the PB market, the government should still adopt positive
publicity and guidance methods in the early stage of the PB
market to further promote the development of PB mode.

4.2. Influencing Factors at the Construction Enterprise Level.
From the perspective of changing the initial acceptance
probability of the construction enterprise, higher initial
acceptance probability of the construction enterprise is of
great significance to the formation of the initial PB market,
which is conducive to the rapid improvement of thematurity
of the PB market. However, excessive pursuit of the prob-
ability of construction enterprises initially adopting PB
mode is not conducive to the stable development of the PB
market. In the long run, the adoption intention of the
construction enterprise should follow a step-by-step process
and maintain a relatively stable growth trend.

From the perspective of changing the level of infor-
mation technology, the improvement of the level of PB
construction information technology has significantly
accelerated the rate at which construction enterprises adopt
PB mode. However, the degree of improvement in the level
of PB construction information technology is not linearly
related to the rate at which construction enterprises adopt
PB mode. When the PB construction information tech-
nology level is raised to a higher level, the impact of the
increase in the PB construction information technology level
on the increase in the rate of the construction enterprise

Table 2: Setting of initial simulation value.

Variable Category Initial value Unit
Initial value of DY Level 0.039 -ousand
Initial value of DN Level 6.684 -ousand
DT Constant 6.723 -ousand
λY Constant 1 1
λN Constant 1 1
P1 Constant 1.07735 Ten thousand yuan
P2 Constant 1.07735 Ten thousand yuan
Pe Constant 0.8 Ten thousand yuan
W1 Constant 1.5 year
W2 Constant 2 year
We Constant 1 year
t1 Constant 1 1
t2 Constant 1 1
m1 Constant 1 1
m2 Constant 1 1
Qe Constant 3 1
AC Constant 30000 m2

AR Constant 100 m2

Z Constant 0.5 1
s Constant 0.03 Ten thousand yuan
g Constant 0 1
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Figure 7: Initial simulation results.
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adopting PB mode will show a decreasing trend under the
same proportion each time. -erefore, it is necessary to
uphold the principle of moderation for the improvement of
the information technology level, and blindly pursuing the
unilateral improvement of the information technology level
may not achieve the expected results.

From the perspective of changing quality factors, when
the level of PB construction management improves, the
corresponding improvement in the level of construction
information technology will have a significant impact on
accelerating the increase in the rate at which construction
enterprises adopt PB mode. While maintaining the
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Figure 8: Simulation results of changes in government subsidies.
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Figure 9: Simulation results of changes in government policy publicity and guidance.
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improvement of the construction management level, the
improvement of the same proportion of the information
technology level will sharply reduce the increase in the rate
of construction enterprises adopting PBmode. It can be seen
that the improvement of the construction management level
has a positive effect on the adoption of PB mode by the
construction enterprise, and the improvement of the con-
struction management level and the information technology

level at the same time will facilitate the rapid development of
PB mode and maintain the PB market share for a long time.

From the perspective of changing price factors, com-
pared with increasing the price of PB per square meter, the
price reduction has shown an advantage in the early stage of
the PB market. -e price lower than the market price has
been supported by more consumers, which has affected the
construction enterprise’s adoption of PB mode. -erefore,
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Figure 10: -e simulation result of the initial “DY” probability change.
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Figure 11: Simulation results of changes in the information technology level.
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the price factor has a more direct impact on the PB market,
and the lower price indirectly stimulates the construction
enterprises to improve the adoption of PB mode.

From the perspective of changing the delivery waiting
time factor, the reduction in PB delivery waiting time does
not significantly affect the rate at which construction en-
terprises adopt PB mode. -is also shows to a certain extent

that when the delivery waiting time of the building is within
the consumer’s tolerance range, it will not cause strong
rejection due to the long delivery waiting time. -erefore,
the impact of the delivery waiting time factor on the con-
struction enterprise’s adoption of PBmode is not significant.

To sum up, we can draw the following conclusions.
Firstly, the initial adoption intention of the construction
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Figure 12: Simulation results of quality factors.
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Figure 13: Simulation results of changes in price factors.
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enterprise should adopt the strategy of gradual improve-
ment. Secondly, the construction management level and the
information technology level in the quality factor of PB have
complementary effects. At the same time, their improvement
can not only quickly increase the PB market share but also
maintain the stable and good development of the PB in-
dustry.-irdly, the reduction of the price factor is conducive
to the rapid increase of the PB market share in the short
term. Fourthly, the delivery waiting time factor will not have
a major impact on the construction enterprise’s adoption of
PB mode.

5. Conclusions and Recommendations

PB has developed earlier in some developed countries, such
as the United Kingdom and the United States, and already
has a certain market scale [38]. However, PB mode is still in
the ascendant in China, but based on the needs of China’s
energy saving, emission reduction, and green development,
PB mode has attracted the attention of many scholars in
recent years.

Combined with evolutionary game theory, this study
establishes a system dynamics model of Chinese construc-
tion enterprises’ adoption behavior of PB mode under the
scenario of multiagent interaction and uses the data of
Jiangsu Province in China for simulation analysis. -e
purpose is to clarify the behavior mechanism of Chinese
construction enterprises’ adoption of PB mode and the
evolution law of PB market share, so as to provide a certain
theoretical basis for the vigorous development of PBmode in
China. -e corresponding conclusions and recommenda-
tions are as follows:

(1) Government subsidies play an important role in
promoting the maturity of the PB market. Main-
taining certain government subsidies can ensure a
longer and more stable market share of PB mode.
However, for the already more mature market, the
role of government subsidies is relatively small.
-erefore, government subsidies can be gradually
reduced or cancelled after promoting the develop-
ment of PB mode to achieve a good market effect. At
the same time, the publicity and guidance of gov-
ernment policies have gradually produced the effect
of promoting the market share of PB, which requires
the accumulation of preliminary work. -erefore, in
the early stage of the introduction of PB mode to the
market, the government should simultaneously
provide subsidies to construction enterprises and
publicize and guide consumers to increase the
market share of PB and further promote the de-
velopment of PB mode.

(2) -e initial acceptance probability of the construction
enterprise should not be excessively pursued. -e
higher the initial probability of adoption, the greater
the peak of the PB market share and the greater the
volatility, which is not conducive to the stable de-
velopment of the PB industry. Also, the probability
that the construction enterprise initially adopts PB
mode has no differential impact on the later market
equilibrium state. Different initial acceptance
probabilities of the construction enterprise will make
the market share of PB reach a gradually balanced
and stable state. -erefore, the probability that the
construction enterprise initially adopts PB mode
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Figure 14: -e simulation result of the change of the delivery waiting time factor.
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does not have a first-mover advantage for the final
market share of PB mode.

(3) -e reduction of the price factor can quickly in-
crease the market share of PB mode in a relatively
short period of time. However, in the later stages of
the market, lowering the price factor has limited
ability to further increase PB’s market share. -e
reduction of price factors cannot maintain the
lasting and stable development of the PB market.
-e simultaneous improvement of the construc-
tion management level and the information
technology level in the quality factors has an im-
portant impact on the market share of the later
stage of PB mode and can maintain the steady
growth of the PB market. Compared with price
factors and quality factors, the delivery waiting
time factor has no significant impact on the market
share of PB mode. -erefore, the delivery waiting
time factor does not need to be considered more by
the construction enterprise in the decision to adopt
PB mode. In summary, the PB industry still needs
to promote the development of PB with the pro-
motion of quality improvement as the main di-
rection. Under the premise of small price
fluctuations and stable quality improvement, the
reduction in delivery waiting time should be
gradually reduced, so that the PB industry can go
more stable and go further.

-is paper also has some limitations. For example, the
model does not consider the specific components of con-
struction cost, the relationship and behavior of other
stakeholders, etc. In addition, this paper mainly studies the
adoption behavior of PB mode by Chinese construction
enterprises and comes to the conclusion that the universality
and reference significance of management conclusions need
to be strengthened. In the future, we can consider the re-
lationships and behaviors between more stakeholders, add
more abundant influencing factors, and promote the steady
development of PB.
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A new analysis method for the environmental stability of uranium tailing ponds is established in this paper, and the stability
intervals and environmental stability rates of indicators are defined in precise mathematical language and analyzed with examples.
+e results show that the overall environmental stability of this uranium tailings pond is still in a poor state after the first phase of
decommissioning treatment, and special decommissioning treatment should be carried out for factors such as pH and ra-
dionuclides Po and Pb. Using the powerful nonlinear mapping function of the artificial neural network, a radial basis function
neural network algorithm was constructed to predict the environmental stability of the uranium tailing pond. It provides a new
feasible method for the comprehensive evaluation technology of uranium tailings ponds. Accuracy in DOA Estimation. +e
research work in this paper mainly analyzed the environmental stabilization process and stability of decommissioned uranium
tailings ponds, proposed a new concept of environmental stability with ecological and environmental protection concepts and
gave it a new connotation, established an environmental stability evaluation index system for decommissioned uranium tailings
ponds through index screening by using rough set theory, comprehensively considered the influence of environmental factors
such as external wastewater and exhaust gas, and realized the multifactor. +e system of evaluation indexes for the stability of
decommissioned uranium tailings ponds was established by combining multiple factors, and the long-term monitoring and
modeling of the environmental stabilization process of decommissioned uranium tailings ponds was carried out by using
mathematical methods. +e results show that the RBFNN-GA algorithm can reduce the training error of the random radial basis
function neural network, improve the generalization ability of the network, and make it capable of handling large data sets.

1. Introduction

+e goal for the governance and management of uranium
metallurgical tailings is that the decommissioning envi-
ronment must be restored to an acceptable level that allows
for the protection of present and future personnel and the
environment, with considerations for future generations
that include potential radiation exposure, economic

consequences, and requirements for monitoring and
maintenance, and that do not place an undue burden on
future generations. However, the current concept of stabi-
lization of tailings ponds in China only considers their
mechanical properties and uses only the mechanical stability
of tailings dams as a criterion for judging the safety or
otherwise of uranium tailings ponds, which obviously can no
longer meet the needs of ecological and environmental
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protection and sustainable development of uranium tailings
pond decommissioning management [1]. From the per-
spective of protecting the ecological environment and
safeguarding the safety of public life and property, it is of
great significance to analyze and study the stabilization
process and stable state of decommissioned uranium tailings
ponds [2]. +erefore, it can better reflect the objective ex-
istence of ambiguity. For uranium tailings ponds, due to the
complex environmental factors, how to define the stability of
various environmental monitoring indicators and the overall
stability of the environment is itself a difficult problem to
determine. However, the current analysis and evaluation of
the stability of uranium tailing ponds only consider the
mechanical stability of tailings dams, and only the me-
chanical stability index of tailing pond dams as the evalu-
ation index of the safety of decommissioned uranium tailing
ponds obviously cannot meet the needs of ecological en-
vironmental protection and sustainable development of
decommissioned uranium tailing ponds. In this paper, based
on the systematic examination of the factors influencing the
environmental stability of uranium tailings ponds, the
analysis of the change pattern of environmental monitoring
items of uranium tailings ponds over time, the analysis of the
environmental stabilization process characterization of
uranium tailings ponds, a new concept and connotation of
the environmental stability of uranium tailings ponds in a
comprehensive and systematic way, the establishment of the
environmental stability evaluation index system of
decommissioned uranium tailings ponds were proposed [3].
+e analysis method of environmental stability of tailings
was constructed, and the quantitative calculation of envi-
ronmental stability rate was carried out, and the environ-
mental stability grade of each month was divided, on this
basis, the environmental stability of existing decom-
missioned uranium tailings ponds was evaluated and pre-
dicted, and a newmethod of environmental stability analysis
and prediction of decommissioned uranium tailings ponds
was systematically established, which further enriched and
improved the comprehensive evaluation technology of
decommissioned uranium tailings ponds, and has a positive
impact. It has positive significance and impact on the
decommissioning management and environmental protec-
tion of uranium tailings ponds [4].

It is generally believed that uranium mining and met-
allurgical tailings ponds do not cause great impact on the
environment after decommissioning and treatment
according to the design, but with the passage of time,
influenced by external factors (including earthquakes,
rainfall and human damage, etc.), the possibility and infil-
tration of radionuclides from uranium mine tailings ponds
into the reservoir area and mine groundwater through the
bottom and dam of the reservoir increases greatly with the
growth of its age and the infiltration of radionuclides from
the groundwater in the reservoir, causing pollution of the
reservoir area and mine water environment, which then
spreads to various organisms in the biosphere and causes
serious ecological hazards, and this hazard has the char-
acteristics of long-lasting, hidden, large degree of harm and
difficult to repair; based on the above problems of

decommissioned uranium tailings ponds, the effect of
treatment in the end needs to be scientifically assessed [5].
With time, some uranium metallurgical tailings ponds are
inadequately monitored for safety and ineffective after
decommissioning treatment. +e leakage of toxic pollutants
from uranium tailings dams in the nuclear industry can
cause serious accidents, will have a significant impact on the
natural environment, and negatively affect the safety of the
living environment, and with the migration of radioactive
elements, the impact will be further expanded and is difficult
to recover.+erefore, strengthening the safety supervision of
uranium tailings dams, the treatment of pollutants in ura-
nium tailings dams, and the scientific assessment of the
treatment effect are of great practical importance to help
people understand the current situation of uranium tailings
dams and the treatment effect and to inform people about
the safety of nuclear production and social and environ-
mental safety.

At present, there is no clear regulation and management
for the effect of management of uraniummine tailings ponds
after decommissioning in China, which leads to the lack of
clarity of environmental protection departments at all levels
on the issue of the effect of management of uranium mine
tailings ponds after decommissioning, and the management
of uranium mine tailings ponds after decommissioning is a
comprehensive work, involving safety supervision, envi-
ronmental protection, and many other departments. Only a
scientific assessment of the effectiveness of the current sit-
uation of the tailing’s ponds can improve their shortcomings
and defects, improve the effectiveness of governance, and
ensure the stability of the environmental impact of the
uranium mine tailings ponds after decommissioning, which
is of great significance to ensure the safety of people’s lives
and health. +e environmental management of uranium
tailings ponds is only based on whether the monitoring
values of each item meet the standards; i.e., it is usually
considered safe to be lower than the emission standards and
unsafe to be higher than the emission standards; however,
due to the special nature of uranium tailings ponds them-
selves, their surroundings are easily affected by various
factors such as rainfall, earthquakes, dam structure, and
human intervention, and the data obtained frommonitoring
at different moments often vary greatly.We perform 30 trials
on each training set and test set and then take the median as
the result to reduce the impact of random errors. +e sta-
bilization process of each environmental indicator needs to
be considered comprehensively to make an objective and
effective analysis and evaluation of the environmental sta-
bility state of uranium tailings ponds.

2. Status of Research

Uranium tailings ponds, as a major hazard source and a
long-term potential source of huge radioactive pollution, are
ranked 18th in the international ranking of disaster acci-
dents, in which radionuclides, heavy metals, and other toxic
and hazardous substances have caused serious pollution to
the ecological environment around the tailings ponds
through diffusion and migration, posing a serious threat to
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the safety of downstream residents and facilities, and the
quality of their environment is increasingly becoming a
concern [6]. Because of the current research status of ura-
nium tailings ponds and related problems of stability re-
search, the author summarized the current research status of
environmental stability analysis of uranium tailings ponds at
home and abroad by reading a large amount of relevant
literature on safety, environment, and stability of uranium
tailings ponds at home and abroad [7]. It is important to
focus on the three aspects of tailings dam seepage stability
analysis, stability analysis of tailings dam deformation and
mechanical characteristics, and comprehensive evaluation of
uranium tailings pond environment [8]. +e analysis
methods for tailings dam stability mainly include numerical
analysis method and limit equilibrium analysis method, the
numerical analysis method is only applied to theoretical
discussion and analysis, while the limit equilibrium method
is more used in engineering practice; the comprehensive
evaluation of the environment mainly applies fuzzy com-
prehensive evaluation, artificial neural network evaluation,
and grey comprehensive evaluation methods [9]. Since ra-
dioactive waste is both radiation hazardous and chemically
toxic, the treatment of uranium tailings should provide an
acceptable level of environmental protection and must
provide an acceptable level of human health protection,
ensuring that it is within the limits set by the state and
predicting that the impact of uranium mining and metal-
lurgical facilities and radioactive waste treatment on the
health of future generations is below the dose level of the
relevant standards [10]. +e residual uranium, needles, ra-
dium, etc. and decay substrates in uranium tailings have
half-lives of several years, decades, centuries, or even tens of
thousands of years and will have a long period of radioactive
and chemical hazards to the surrounding atmosphere, water
bodies, soil, vegetation, and other apparent environments,
groundwater, and organisms, etc. +erefore, the decom-
missioning treatment of uranium tailings should adopt
advanced technologies and methods, appropriate safety, and
control measures as far as possible, to ensure that the
treatment of uranium tailings the measures should be suf-
ficiently stable and safe for a long period [11].

+e environmental performance assessment method is
now mainly applied to enterprise environmental perfor-
mance, which mainly refers to the main achievements and
effects achieved by enterprises in their business activities,
due to environmental protection and management of en-
vironmental pollution; generally speaking, enterprise per-
formance refers to the economic benefits of enterprises,
comprehensive hierarchical analysis, and principal com-
ponent analysis to build an index system to systematically
assess the economic performance or environmental per-
formance [12]. An assessment method in the systematic
assessment and theoretical assessment results are more
objective; the system construction is also more flexible; the
disadvantage is that the implementation of a certain degree
of difficulty requires a certain theoretical basis and scientific
research capabilities to build the index system and determine
the assessment scheme. In the stability study of tailings dam
deformation and mechanical characteristics, the stability

analysis is mainly carried out using the limit equilibrium
method [13]. Taking the tailings pond in Hunan Province as
an example, the influence of tailings and its medium pa-
rameters on the stability and dynamic response of the
tailings pond was analyzed by a combination of numerical
simulation and model test, and the characteristics and laws
of the seismic dynamic response of the tailings pond were
summarized systematically by static analysis and dynamic
calculation [14]. Baghaee et al. introduced the reliability
theory into the stability of tailings dams based on the limit
equilibrium theory and the traditional safety factor method.
+e feasibility and effectiveness of this method were verified
[15]. +e stability of tailings dams was analyzed based on the
finite element method using ANSYS software, which verified
the significant advantages of the numerical method in the
stability calculation of tailings dams and effectively reflected
the stability of tailings dam, providing a certain basis for the
safety management of tailings ponds. +e stability of the
tailings pond accumulation dam was analyzed by using the
circular arc bar division method, and the safety coefficient of
the dam was calculated by the mechanical geometric model,
which effectively reflects the current situation of the tailings
dam stability. A three-dimensional numerical simulation
study of the tailings dam was carried out using FLAC3D
software, and the stress distribution laws of the tailings dam
deformation were derived.

Based on the environmental monitoring data of uranium
tailing ponds, the dynamic change pattern of environmental
indicators over time was systematically analyzed, and the
decommissioning management situation and stabilization
trend of each environmental monitoring item were initially
analyzed. +e environmental stability evaluation index
system of decommissioned uranium tailing ponds was
constructed by considering three aspects, namely, external
seepage water, atmospheric environment, and radioactive
pollution, and the core index system of comprehensive
environmental stability evaluation was finally determined by
applying the method of rough set attribute simplification for
index screening; the weights of each evaluation index were
determined by using the GO method to construct a judg-
ment matrix, and the stability grade of uranium tailing
ponds was determined according to the weighted average
principle. +e environmental stability prediction model
based on the BP neural network was established to predict
the environmental stability rate and stability grade of a
decommissioned uranium tailing pond by using its powerful
nonlinear mapping function, and the prediction results were
in good agreement with the actual situation.

3. Analysis of Radial Basis Function Neural
Network Algorithm with Genetic
Algorithm for Environmental Restoration
and Treatment Effectiveness Evaluation of
Decommissioned Uranium Tailings Ponds

3.1. Radial Basis Function Neural Network Algorithm Design
for Genetic Algorithm. Most of the existing neural net-
works are improved in structural design and parameter
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training; the more complex the structure, the more pa-
rameters are often required and the more demanding the
correction algorithm. +e radial basis (RBF) neural
network has been chosen and widely used by most
scholars because of its simple structure and its ability to
approximate arbitrary nonlinear functions. RBF neural
network is a novel and effective feedforward neural
network with the best approximation and global opti-
mum performance. RBF neural network is proposed
based on the feature that neuronal cells in the human
brain have a local response, which simulates the local
tuning in the human brain. +e generalization situation is
also very good, and the generalization results are basically
consistent with the test set data. It shows that the results
of the random radial basis function neural network in the
classification task are also satisfactory. +e RBF neural
network is a local approximation neural network struc-
ture with local tuning and mutual coverage of the re-
ceptive domain. +e activation function is a radial basis
function with multivariate interpolation, and the training
method is fast and easy, without the problem of local
optimality, which makes RBF neural networks have a
wide range of applications in many fields, such as
function approximation, classification, pattern recogni-
tion, regression problems, and prediction and signal
processing. Structurally, RBF neural network has a simple
topology and a simple and clear learning and training
process [16]. It uses the radial basis function as the ac-
tivation function, and the nodes in the hidden layer
produce a larger output only when the input signal is near
the center of the radial basis function. +e RBF neural
network consists of three layers: the input layer, the
hidden layer, and the output layer. +ere is no weight
connection between the input layer to the hidden layer,
and the input vector is mapped directly to the hidden
layer. +e mapping from the input layer to the hidden
layer is nonlinear; i.e., the transformation function of the
hidden layer is nonlinear. +ere are connection weights
between the implicit layer and the output layer, and the
mapping from the implicit layer to the output layer is
linear; i.e., the output of the entire network is a linear
weighted sum of the outputs of the implicit layer. +e
topology diagram with structural RBF neural network is
shown in Figure 1.

+is layer is mainly to pass the input samples to the hidden
layer. Before that, data normalization, such as normalization,
needs to be done on the input samples so that the input values
of each node are in the same order of magnitude to avoid the
effect of magnitude. +e second layer is the hidden layer, the
number of neurons in the hidden layer J varies with the ap-
plication to be solved, and the activation function of each
hidden node uses a radial basis function. +e radial basis
function is a nonnegative nonlinear function that is symmetric
about the centroid and decays radially, which has a local re-
sponse function. +e implicit layer performs a nonlinear
transformation of the input vector to map the low-dimensional
input vector into the high-dimensional space, where it solves
problems that would otherwise be unsolvable in the low-di-
mensional space.

hj(X) � φ
X − ci
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+e main difference between RBF neural networks and
other feedforward neural networks is the hidden layer. +e
“base” of the implicit layer space is a radial basis function so
that once the center of the radial basis function of each
implicit layer node is determined, the input vector can be
mapped to the implicit layer space without the need to
connect through weights. +e diversity of neural networks is
reflected not only in the network model determined by the
number of nodes in the hidden layer but also in the radial
basis functions selected. +e radial basis function of the RBF
network is nonlinear, and there are many parameters to be
set in the process of building the RBF neural network model,
including the center and width of the radial basis function
and the connection weights of the connection layer.
Moreover, solving the outer weight of the random radial
basis function neural network by the least square method is a
linear operation, and it is very fast in the calculation.
Compared with solving the center and smoothing factor of
the neural network through supervised learning, this
method can effectively improve the learning efficiency of the
network. +e choice of the center and width of the radial
basis function seriously affects the performance of the RBF
neural network [17]. At the early stage of the development of
RBF, many scholars have incorporated many optimization
algorithms for the parameter optimization of RBF neural
networks. It was found that once the center and width of
RBF were determined, the RBF neural network became a
linear system of equations about the connection weights
from the input to the output, at which time the connection
weights of the output layer could be obtained by solving with
the least-squares method or by training with gradient al-
gorithms such as the gradient descent method. How to select
the center and what training weight method to use became
the research direction of many scholars on RBF network
learning.
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To explore the function approximation ability of the
random radial basis function neural network, the thought
method of convergence proof of random weighted feed-
forward neural network is applied to prove that the random
radial basis function neural network can approximate any
continuous function. +e convergence error between the
stochastic radial basis function neural network and the
approximated function can be known from the analysis
process. As the number of neuron nodes n increases, the
convergence error gradually decreases tending to 0. It is easy
to reach the error range that one can accept, so the neural
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network is an efficient function approximator. +e work has
shown theoretically that the stochastic radial basis function
neural network is capable of approximating arbitrary con-
tinuous functions and is also an efficient function approx-
imator. To verify the above theoretical results, we give
algorithms on how to solve for the weights of the output
layer of the stochastic radial basis function neural network.
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+is idea has been used in several studies, such as the
introduction of kernel methods for data classification in
over-the-limit learning machines and stacked kernel net-
works (SKNs). However, a neural network model of the class
of overdetermined learning machines, which essentially
solves for a stochastic suboptimal solution of the network, is
difficult to achieve the same results in large data. Stacked
kernel networks, on the other hand, successfully apply kernel
methods to classification tasks but also point out that the use
of kernel methods can easily lead to overparameterization
and overfit the network. +erefore, the introduction of
kernel methods into deep learning models requires further
exploration (Figure 2).

+erefore, instead of using these two ways of intro-
ducing kernel functions, this topic uses the ordinary radial
base layer. Although this weakens the role of the kernel
method, this cuts down the number of parameters in the
model and makes it easier to avoid the problem of model
overfitting due to overparameterization. In addition to the
background related to the kernel method, the Gaussian
function’s properties are also of interest. In this way, the
order of things based on the comparison feature is de-
termined by the comparison result of a certain feature,
and the order obtained from this comparison is used to
judge the general situation of the membership function of
these things for the specific feature, and then, the
membership function is further constructed. To solve, the
binary comparison ranking method is different according
to the contrast measure. For example, the local approx-
imation property, where the parameters associated with a
local target space are only a small fraction of the total
parameters, also fits some mechanisms of the organism. In
terms of the mathematical nature of the function, the
target of activation is not the data itself but the distance of
the data from a particular central vector, and the fact that
Gaussian functions have infinite order derivatives is also
an advantage [18]. As a result, this topic proposes a radial
basis self-encoder model, which consists of an input layer,
a radial basis kernel function layer, and a self-coding layer,
which is an improvement of the self-classical self-encoder
model. Mathematically, in essence, the process of solving
the model parameters is to solve the optimization problem
shown in equation (4), which is often nonconvex, so it is
important to choose a suitable solution. In this topic, we
will combine the properties of Gaussian functions and use
a gradient-based optimization algorithm for the param-
eter solution.

RBF neural network

Activation function
is a radial basis
function with
multivariate
interpolation

It uses the radial
basis function as the
activation function
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Figure 1: RBF neural network topology.
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θ∗ � argmaxL θ2, x1, g
2
(f(ϕ(X))) . (4)

Like the classical self-encoder model, the training of the
radial-based self-encoder model proposed in this paper also
employs a back-propagation algorithm and uses a gradient-
based training method. +e data first go through a forward
propagation process to get the output under the current
model parameters, then, some loss function is used to
measure the deviation of the current output from the true
value, and then, the current model parameters are corrected
and the next calculation is performed through a backward
propagation process, and such an iterative process continues
until a specific condition is satisfied and terminated. In this
topic, the Gaussian function is chosen as the activation
function for the radial basis function layer, and since the
Gaussian function contains two hyperparameters center
vector and variance, which can be selected in various ways,
this section will discuss the methods for selecting these two
hyperparameters as well as the overall network optimization
methods (including loss function selection, activation
function selection for the classical layer, and gradient-based
methods for overall network parameter optimization).

3.2. Experimental Design for the Evaluation of Environmental
Restoration and Treatment Effects of Decommissioned Ura-
nium Tailings Ponds. ISO 14001 is the number of envi-
ronmental management systems certified by the
International Organization for Standardization. It is a
standard developed in response to the global environmental
damage and environmental pollution that is becoming more
and more serious, global warming, destruction of the ozone
layer, reduction of biodiversity, and other major ecological
and environmental problems that threaten the future sur-
vival and sustainable development of mankind, to comply

with the development of international environmental pro-
tection, to take the road to sustainable development, and
following the needs of international economic and trade
development. ISO 14001 states that environmental perfor-
mance is the measurable effectiveness of an organization’s
environmental management system based on environmental
policies, objectives, and targets to control its environmental
factors. +e “organization” is the actor, which can be either a
company or a government (department). +e source of
environmental performance varies from subject to subject
[19]. Depending on the source of environmental perfor-
mance, environmental performance is divided into orga-
nizational environmental performance and regional
environmental performance.

Some scholars define environmental performance as an
evaluation indicator of production efficiency that takes
environmental issues into account and is used to analyze
some of the problems of economic development in harmony
with the environment, with its meaning being mainly the
ratio of the economic value of products and services that
meet human needs to the environmental load, i.e., the
corresponding economic benefit per unit of environmental
impact. +e definition states that to improve environmental
performance, people must take the initiative to control
environmental pollution and protect the environment while
carrying out development. +rough the scientific and rea-
sonable evaluation of the environmental efficiency of en-
terprises, individuals, or related organizations in the work of
environmental management assessment, we can find out
some necessary links between the situation of environmental
protection and economic growth and some key problems of
mutual constraints and influences between the two, to
further provide new reference basis for managers or plan
makers and then on a certain basis to revise. Obviously, it has
been unable to meet the needs of ecological environment

Literature research Security risk factor extraction

Fishbone diagram analysis Hazard identification

Accident-causing theory Preliminary establishment
of indicator system

Importance analysis Evaluation Index Screening

Expert Opinion Index system optimization

Indicators closed for trial

Finalize the index system

Is there any problem

Modify the index system

Is it reasonable

Figure 2: Flow of constructing safety risk assessment index system for tailing ponds.
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protection and sustainable development for the decom-
missioning of uranium tailings ponds.Whether it is from the
perspective of protecting the ecological environment or
protecting the safety of public life and property, the analysis
and research on the stabilization process and stability status
of decommissioned uranium tailings ponds are of great
research significance. +erefore, environmental perfor-
mance assessment is a rather important way and assessment
tool for individuals, enterprises, institutions, and projects, as
shown in Figure 3.

As a systematic process for assessing and measuring
environmental performance in all aspects of an organiza-
tion’s internal economy, environmental performance as-
sessment provides a reliable and optimal guide for program
design and implementation of economic investments, etc.
within an organization. +e process includes the selection of
parameters, data collection and statistical analysis, infor-
mation evaluation based on environmental performance
guidelines, evaluation reports, and academic communica-
tion, and targeted periodic review and improvement of the
evaluation process. As an internal implementation process
and management tool, the purpose of environmental per-
formance assessment is to provide managers with reliable
and verifiable external environmental information of
varying relevance to assess the gaps and shortcomings be-
tween an organization’s environmental performance and the
standards set by the organization’s managers and to make
further improvements and optimizations [20]. In the whole
process of collecting and evaluating information, environ-
mental performance assessment has a clear continuous
(including past, present, and future) character compared to
other methods. +e purpose of environmental performance
assessment is to provide a detailed description of the
strengths and weaknesses of environmental conditions, to
reveal the overall situation of environmental policies and
environmental changes, to significantly improve the envi-
ronmental awareness of all sectors of society, and to sci-
entifically measure the level of management of organizations
and their environmental managers. A sound environmental
performance assessment is a prerequisite for the objective
and effective management of organizations and projects.

+e concept of stabilization of uranium tailings ponds
only considers their mechanical properties, and only the
mechanical stability index of tailings ponds as the evaluation
index of the safety of decommissioned uranium tailings
ponds can no longer meet the needs of ecological envi-
ronmental protection and sustainable development of
decommissioned uranium tailings ponds. +e concept and
connotation of environmental stabilization of decom-
missioned uranium tailings ponds proposed in this paper
objectively reflect the necessity of evaluating the environ-
mental stability of decommissioned uranium tailings ponds,
which requires comprehensive consideration of environ-
mental radiation, effluents, and other factors, to establish a
reasonable evaluation index system, which is also the key to
the evaluation of the stability of decommissioned uranium
tailings ponds. +e evaluation index system should be based
on a system perspective, on the one hand, to grasp the key
factors, and on the other hand to consider all other factors,

so that the evaluation index system can reflect the actual
situation of the evaluated object comprehensively and ob-
jectively. For the uranium tailings pond system, the index
system should comprehensively include seepage water en-
vironmental indicators, atmospheric environmental indi-
cators, and radiation environmental indicators (Figure 4).

+e number of indicators in the indicator system should
be reduced as much as possible, and the core impact in-
dicators should be highlighted, so as not to make the
evaluation indicator system too large and affect the accuracy
of the evaluation results, and to avoid the interrelationship
between indicators so that the selection of indicators is both
adequate and necessary. For uranium tailing ponds, on the
premise of including the main environmental monitoring
indicators and the indicators with greater impact on the
environment of uranium tailing ponds, irrelevant or
harmless environmental indicators should be reduced as
much as possible. +e indicator system is used to describe
social phenomena, and science is the premise and basis for
the existence of the indicator system. +erefore, it is nec-
essary to start from the actual situation, and the constructed
indicator system should be able to objectively reflect the
actual situation, while the indicators included should be in
line with the scientific and theoretical basis. +e uranium
tailings pond is a complex system, and the indicator system
should be able to analyze and compare with existing theories
and methods, while the indicators with inclusive relation-
ships should be deleted appropriately, and cross-over in-
formation should be avoided between each layer of
indicators [21]. +e process of constructing the indicator
system is essentially the process of decomposing the top
target layer by layer, so the evaluation indicator system is
also a multilayer and multi-indicator system, analyzing the
complex evaluation problems layer by layer, considering
them comprehensively, grasping the key points, and con-
sidering both qualitative and quantitative indicators.
+rough the analysis of the change law of the environmental
monitoring project of uranium tailings pond over time, the
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characterization of the environmental stabilization process
of the uranium tailing pond is analyzed, and the new concept
and connotation of the environmental stability of the ura-
nium tailing pond are comprehensively and systematically
put forward. +ere is an environmental stability evaluation
index system for decommissioned uranium tailings ponds.
According to the actual situation of uranium tailings ponds,
the environmental indicator system can usually be
decomposed into three levels, and the decomposition pro-
cess is from coarse to fine, from macro and micro, and from
general to specific.

Fuzzy mathematics takes uncertainty as its research
object; it uses precise mathematical language to describe
fuzzy phenomena, so it can better reflect the objective fuzzy
phenomena. For uranium tailings ponds, because of the
complex environmental factors, how to define the stability of
each environmental monitoring index and the compre-
hensive stability of the environment is itself a difficult
problem to determine, and the use of fuzzy mathematical
theory can make up for the shortcomings of exact mathe-
matics and stochastic mathematics by making the fuzzy
objects exact. In fuzzy mathematics, there are many
branches such as fuzzy topology, fuzzy group theory, fuzzy
graph theory, fuzzy probability theory, fuzzy linguistics, and
fuzzy logic. After decades of development, they have been
widely used in many neighborhoods. +is thesis is theo-
retically feasible to use fuzzy mathematical theory to analyze
the environmental stability of uranium tailing ponds.

4. Results and Analysis

4.1. Performance Results of Radial Basis Function Neural
Network Algorithm with Genetic Algorithm. For these three
datasets, we simplify the centroids of the hidden layer
neurons in the random radial basis function neural network,
and the smoothing factors uniformly distributed between

[−1, 1] and [0, 1], respectively. +irty trials were conducted
for each training and test set, and then, the median was taken
as the result to reduce the effect due to random errors. +e
results of the performance test of the random radial basis
function neural network are shown in Figure 5. During the
task of fitting the cos (z) function of the random radial basis
function neural network, the training error becomes smaller
and smaller as the number of neuron nodes in the hidden
layer gradually increases, and the fitting results become
better and better. Observing Figure 5, it can be found that
when the number of neuron nodes is small, the fit is in-
adequate, and as the number of neuron nodes increases, the
fitting result of the random radial basis function neural
network is gradually able to match the cos (a) function. It
should be noted that the fitting results are not the same for
each training here because of the random selection of some
parameters in the network, and we have selected one of the
cases for the graph.

To be able to better represent the performance of the
stochastic radial basis function neural network, the Spectra
dataset was selected to test its fit. Unlike the dataset with
one-dimensional cos (z) functions for both input and
output, the Spectra dataset has a higher dimensionality than
the actual data. Figure 5 directly illustrates how the training
error gradually decreases as the number of hidden layer
neuron nodes increases during the fitting of the random
radial basis function neural network to the Spectra training
set.

+e generalization of the random radial basis function
neural network on this Spectra test set is also very good, and
the generalization results can match the test set data. It il-
lustrates the equally satisfactory results of the random radial
basis function neural network in the classification task. In
the classification dataset, the recognition rate in its training
set can reach almost 100% with the increase of neuron nodes
in the hidden layer of the network, and the highest
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recognition rate in the test set is close to 90%. Observation of
the recognition rate in the test set reveals that the curve has a
first increase and then decrease, which is because, with the
increase of the number of hidden layer nodes, the weights of
the output layer of the random radial basis function neural
network derived by the simple RBFNN algorithm can easily
lead to the overfitting phenomenon of the neural network.
From Figure 6, the training time of the random radial basis
function neural network is very short in the training tasks of
both the Spectra dataset and Iris dataset, reflecting its fast-
learning ability. According to the two curves toward the
situation, the training time of the neural network increases
gradually with the number of neuron nodes. +e input
dimension of Spectra is 401 dimensions and the output
dimension of Iris is 4 dimensions. But the difference in
training time between the two is only in the microsecond
level, which is enough to show that the random radial basis
function neural network has great potential to handle large
data set tasks.

+e random selection of some parameters in the radial
basis function neural network is an important complement
to the existing how to determine the radial basis function
neural network center and smoothing factor. Improving its
shortcomings and deficiencies, improving the governance
effect, and ensuring the stability of the environmental impact
after the decommissioning of the uranium mining and
metallurgical tailings pond are of great significance to ensure
the people’s life, health, and safety. Unlike traditional BP
neural networks, this random setting of radial basis function
centers and smoothing factors makes it possible to calculate
only one parameter, the output layer weight, in a radial basis
function neural network with a three-layer network struc-
ture, which drastically reduces the number of parameters to
be solved in the network. And solving the stochastic radial
basis function neural network outer weights by least squares
is a linear operation, which is very fast in computation.
Compared to solving the center and smoothing factors of a
neural network through supervised learning, taking this
approach can effectively improve the learning efficiency of

the network, making it a great potential for handling big data
tasks. In this paper, we use the properties of generalized
functions to construct a limit integral expression for the
approximated function; secondly, we use Monte Carlo
methods to compute the integrals in this expression and
theoretically prove that this random radial basis functions
neural network is not only capable of approximating arbi-
trary continuous functions but also an efficient function
approximator. And the random radial basis function neural
network is tested by fitting and classifying simulation by
selecting different data sets. +e results show that the sto-
chastic radial basis function neural network does exhibit
good performance.

4.2. Results of the Evaluation of the Environmental Rehabil-
itation and Treatment Effects of Decommissioned Uranium
Tailings Ponds. Benchmarking, also known as benchmark-
ing, is a method of environmental performance assessment
in which an organization sets itself an example and a goal to
strive for in its development process, with the basic idea of
systematic optimization, continuous improvement, and
continuous improvement. Benchmarking is unique in its
assessment method, which is achieved through comparison.
+e first step in the benchmarking method is to identify a
benchmark, usually a leading organization in the field, as a
goal for the organization to strive for. At the end of each
implementation phase, the results are compared with the
identified benchmark, and a phase summary assessment is
conducted to adjust the next phase of the approach until
finally the benchmark level is reached and a higher
benchmark is identified, as shown in Figure 7.

+e binary comparison ordering method is more
practical in the method of determining the affiliation
function, which is implemented by making a reasonable
two-by-two comparison of certain specific features be-
tween multiple things, to determine the order of things
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based on this comparison feature with the comparison
result of certain features, and the order obtained from
this comparison is used to judge the approximate situ-
ation of these things for the affiliation function under this
specific feature and further then construct the affiliation
function for solving; the binary comparison ranking
method can be divided into relative comparison method,
comparison average method, priority relationship or-
dering method, and similar priority comparison method
according to different comparison measures, as shown in
Figure 8. +e RBF neural network was proposed based on
the characteristics of the human brain’s neuronal cells
that have a local response. It simulates the local ap-
proximation neural network structure of the human brain
that is locally adjusted and covers the receptive domains.

As a result, a large amount of acidic wastewater is
generated, which flows through a special pipeline to the
wastewater treatment plant, where it is degraded and
precipitated so that the heavy metals in it are precipitated
and neutralized using lime, and then, the treated
wastewater is discharged to the tailings pond. +e
wastewater migrates from the outfall to each section of
the tailings reservoir, and the distance from each dam
section to the outfall varies, resulting in different degrees
of contamination. Dam B is located at the southwest end
of the tailings dam, and due to the distance, the waste-
water needs to flow for some time to reach this dam
section, so the change in the pH of the water body is
relatively flat, and because the wastewater contains more
free state ammonia ions. +e larger the concentration of
ammonia ions, the more H+ produced by hydrolysis, and
the more severe the acidification of the water body. +e
variation of pH values with time was plotted based on the
monitored raw data. A new method for environmental
stability analysis of uranium tailings ponds is proposed,
and the stability intervals of indicators and environ-
mental stability rates are defined in precise mathematical
language, which is of positive significance for further

enriching and improving the comprehensive evaluation
techniques of decommissioned uranium tailings ponds.

5. Conclusion

+e research work in this paper mainly analyzes the envi-
ronmental stabilization process and stability of decom-
missioned uranium tailing ponds, proposes a new concept of
environmental stability with ecological and environmental
protection concept and gives it a new connotation, estab-
lishes an evaluation index system of environmental stability
of decommissioned uranium tailing ponds through index
screening using rough set theory, integrates the influence of
environmental factors such as external wastewater and ex-
haust gas, and realizes the multifactor. +e system of
evaluation indexes for the stability of decommissioned
uranium tailing ponds was established by combining mul-
tiple factors; the long-term monitoring and model verifi-
cation of the environmental stabilization process of
decommissioned uranium tailing ponds were carried out by
using mathematical methods, and the change law of the
stability of environmental parameters over time was studied;
the connotation of environmental stability was further
deepened and supplemented; uncertainty theories such as
statistical theory and fuzzy mathematics were applied to
construct a comprehensive evaluation model for the stability
of decommissioned uranium. +ere are an input layer,
hidden layer, and output layer. +ere is no need for a weight
connection between the input layer and the hidden layer,
and the input vector is directly mapped to the hidden layer.
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A comprehensive evaluation model of the stability of a
decommissioned uranium tailings pond was constructed by
applying statistical theory, fuzzy mathematics, and other
uncertainty theories, and a prediction model of the envi-
ronmental stability was established by using BP neural
network. +e average error rate of the predicted environ-
mental stability rate was only 6.27%. Based on the principle
of maximum affiliation, the predicted stability level was the
same as the expected stability level of the sample, and the
overall prediction results were consistent with the actual
situation, which further verified the applicability and fea-
sibility of the method. +e degree of influence of environ-
mental indicators on the environmental stability of uranium
tailings ponds was also analyzed using the univariate
method, which provides a newmethod and technique for the
comprehensive evaluation and decommissioning manage-
ment of uranium tailings ponds.
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Based on the BP neural network and the ARIMAmodel, this paper predicts the nonlinear residual of GDP and adds the predicted
values of the two models to obtain the final predicted value of the model. First, the focus is on the ARMAmodel in the univariate
time series. However, in real life, forecasts are often affected by many factors, so the following introduces the ARIMAX model in
the multivariate time series. In the prediction process, the network structure and various parameters of the neural network are not
given in a systematic way, so the operation of the neural network is affected bymany factors. Each forecasting method has its scope
of application and also has its own weaknesses caused by the characteristics of its own model. Secondly, this paper proposes an
effective combination method according to the GDP characteristics and builds an improved algorithm BP neural network price
prediction model, the research on the combination of GDP prediction model is currently mostly focused on the weighted form,
and this article proposes another combination, namely, error correction. According to the price characteristics, we determine the
appropriate number of hidden layer nodes and build a BP neural network price prediction model based on the improved al-
gorithm. Validation of examples shows that the error-corrected GDP forecast model is also better than the weighted GDP forecast
model, which shows that error correction is also a better combination of forecasting methods. *e forecast results of BP neural
network have lower errors and monthly prices. *e relative error of prediction is about 2.5%. *rough comparison with the
prediction results of the ARIMAmodel, in the daily price prediction, the relative error of the BP neural network prediction is 1.5%,
which is lower than the relative error of the ARIMA model of 2%.

1. Introduction

GDP refers to the market value of all products and services
produced by a country or region in a certain period of time
using production factors. GDP not only is the accuracy of
demand forecasting, but also provides a reference and basis
for countries and regions in the deployment of strategic
guidelines and the formulation of macroeconomic policies
[1]. In addition, the statistics of GDP are more accurate and
the calculation repeatability is small, so statistics are rela-
tively easy [2]. GDP and economic growth rate, inflation
rate, and unemployment rate are the main macroeconomic
operation indicators that are closely related and are the most
basic indicators [3]. In order to meet the requirements of
social development and meet the needs of more accurate
predictions, some prediction problems have introduced

computer technology, mathematical methods, and logical
reasoning. *e gradual development and maturity of these
systems have led many countries in the world to establish
various predictions. Research departments provide decision-
making references for economic development, provide
strength support for strategic research, and guide enterprises
and the country’s current and future social activities to
maximize utility [4–6].

In GDP forecasting, a single model is used for fore-
casting. When generating forecast results, we often discard
the forecast errors. We think that the useful information has
been extracted. In fact, the error contains a small part of the
information, and it is still desirable [7–9]. *erefore, some
scholars integrate existing prediction methods and use the
promotion and complementation of different information to
improve the prediction accuracy of the model. Many
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scholars have added error correction models when making
GDP predictions [10]; the results show that the addition of
the error correction model can significantly improve the
accuracy of GDP prediction. Gao [11] et al. used a com-
bination of ARIMA model and neural network in the
forecast of tourism demand. Qin [12] et al. used SARIMABP
to construct seasonal error correction time prediction model.
In their article on carbon emissions prediction, they divided
the data into linear and nonlinear parts, making full use of the
good advantages of time series linear forecasting to make
preliminary predictions, and then through the neural network
implements error correction, the results show that the par-
ticipation of the neural network is much better than the
prediction effect of ARIMA alone. Yang [13] first used the
adaptive filtering method to complete the preliminary pre-
diction on the prediction data and then usedMarkov chain to
correct the residuals generated after the preliminary pre-
diction, and the result shows the feasibility of the method.
Wang [14] further discussed the variable weight GDP forecast
model and gave corresponding theoretical proofs and prac-
tical applications. Wang [15] proposed a generalized recursive
reciprocal variance GDP prediction method on the basis of
recursive equal weight GDP prediction and recursive recip-
rocal variance GDP prediction and deduced the iterative
formula, starting from the GDP prediction accuracy. A
combination model with the objective function as the pre-
dictive effectiveness index is established, and the optimal
approximate solution of the weights is obtained. Some
scholars comprehensively consider the mathematical expec-
tation and standard deviation of GDP forecast accuracy,
establish a multiobjective optimization GDP forecast model,
derive its mathematical programming solution, and introduce
entropy theory, and according to the degree of variation of the
error sequence of the single forecast model, we obtain the
weighting coefficient of each single model [16–19].

*is paper studies and analyzes the artificial neural
network model, especially the operating mechanism of BP
neural network, compares its advantages with traditional
forecasting methods, constructs a GDP forecast model, and
discusses the setting rules of various parameters in the
model. Experiments analyze the feasibility and superiority of
artificial neural network in the field of GDP prediction and
compare the prediction accuracy of BP neural network and
traditional time series forecasting method. In the selection of
prediction methods, the comparison is based on the supe-
riority of the algorithm’s BP neural network and the pre-
diction accuracy of the BP neural network and the ARIMA
prediction model. In order to reduce the prediction error
and improve the accuracy of the model, this paper proposes
a combination prediction model and a combination coef-
ficient method to find a suitable model based on the in-
formation characteristics of the sequence value itself. From
the final fitting results, it can be seen that the predicted value
and the true value are very consistent; the true value falls
within the 95% confidence interval, which fully shows that
the model combination effect is good and the prediction
accuracy is high.*is empirical study shows that the ARIMA
model and the ARIMAX model can be applied in actual
work to make short-term macroforecasts.

2. Construction of the GDP Prediction Model
Based on the BP Neural Network and
ARIMA Model

2.1. BP Neural Network Spatial Sequence. *e BP neural
network is a computer-based processing system created by
imitating the human brain. It is trained to understand the
operating rules of the real system [20]. Figure 1 shows the
spatial architecture of the BP neural network. Its outstanding
ability is reflected in the prediction of nonlinear time series.
It has strong predictive ability for exponentially increasing
trend models, high accuracy, and strong fault tolerance, and
fast information processing speed and can process quanti-
tative and qualitative information at the same time, without
the need to consider the system for problem of decoupling.
*e disadvantage is that the learning speed is very slow, the
network training is very likely to fail, and it is more difficult
to find the global minimum [21–24].

*e establishment of the dynamic regression model is
based on the assumption that there is a long-term equi-
librium relationship between the response sequence and the
independent variable sequence; that is to say, not all se-
quences can establish a dynamic regression model, only
those sequences that have a long-term equilibrium rela-
tionship. It is suitable for establishing dynamic regression
model [25, 26].

f(x |n) � x(1), x(2), . . . , x(n) | n ∈ R{ }, (1)

Y(x) � 
n

x�1,y�1
p(y | x) × f(y | x). (2)

According to the introduction of the one-time ex-
ponential smoothing model, it is suitable for stationary
series without changing trend. In order to apply to the
time series with obvious upward or downward trend, a
double exponential smoothing model is proposed. *e
double exponential smoothing model uses the first ex-
ponential smoothing model to process the data after the
first exponential smoothing model for the second time
[27, 28].

|x(1) − f(x)| +|x(2) − f(x)| + · · · +|x(n)

−f(x)| � n × f(x),

(3)

g(x) − 
n
i,j�1[s(1, i) + s(2, i) + · · · + s(j, i)]

s(i, j)
� 0. (4)

Since random fluctuations are not actually measurable,
when we actually make a model, we usually set the value of
the unobserved value to 0 and then perform the least
squares. *is estimation is called because of the addition of
the preconditions. When we are building a model, it is
impossible to try all models. *e first thing we have to do is
to determine the selected model form and then determine
the order of the model. Generally for this step, we usually call
it the model order. It can be determined based on the ACF
diagram and the PACF diagram.
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σ(x, y) �
1
E

×(ε(x, x) − t(ε(y, y))), (5)

σ(x, x), σ(y, y), σ(z, z) ⟶ ε(x, y), ε(y, z), ε(z, x) .

(6)

With the observation sequence, we have to study the
properties of these sequences, but the properties of random
sequences cannot be obtained intuitively. In this way, we
indirectly study the properties of his observation sequence
and then infer randomness through the properties of the
observations. When a group of data containing gray in-
formation is obtained, this group of data is usually irregular,
but there is always some kind of generation to process the
data to make it regular.

U �
1
2

× 
Ω
σ(z, x)σ(x, y)σ(y, z)dΩ. (7)

Based on this feature, we can process the data to build an
equation generation model to achieve the fundamental
mode of predicting the future. In general, the model con-
structed by the gray model is similar to a differential
equation.

2.2. ARIMA Algorithm Structure Distribution. *e Auto
Regressive Integrated Moving Average model is abbreviated
as the ARIMA (p, d, q) model, where p, d, and q represent the
order of the autoregressive model, the order of the differ-
ence, and the order of the moving average model, respec-
tively; ARIMA(p, d, q) model is essentially a combination of
difference operation and autoregressive moving average.
First, the sequence is subjected to d difference processing,
transforms it into a stationary time series, determines the
values of p and q according to the obtained stationary time
series, and then uses the ARMA(p, q) model to predict and

analyze the stationary time series. *e aforementioned
AR(p) model, MA(q) model, and ARMA(p, q) model are all
stationary series. For nonstationary series, it is usually
processed by difference processing several times first to
convert them into stationary series. AR(p), MA(q), and
ARMA(p, q) models are all established on the assumption
that the time series are stationary. Table 1 shows the
composition of the time series factors.

*ere are a large number of nonstationary series in
practical problems, so it is necessary to use a time series
model suitable for nonstationary series. *at is, the non-
stationary sequence becomes a stationary sequence after
d-order difference processing; then it is called the d-order
single integer sequence. If a sequence can be transformed
into a stationary sequence after several difference operations,
then the sequence is called a homogeneous nonstationary
sequence, and the number of previous differencing opera-
tions is called the homogeneous order. In the actual eco-
nomic situation, the time series we get are usually
nonstationary. In real life, most time series are nonsta-
tionary, showing trend or periodic characteristics, such as
economic development data, electricity consumption, and
passenger travel volume.*e characteristic of ARIMA is that
when dealing with nonstationary time series, it is first dif-
ferentiated into a stationary time series, and then AR, MA,
and ARMA model theories are used for modeling and
analysis. Figure 2 shows the structure topology of the
ARIMA algorithm.

When predicting a stationary time series, the longer the
prediction time is, the more the unknown information is
represented. So a modified prediction is proposed; that is, as
time develops, we can gradually get a real value, put this true
value together with the previously known sequence value,
refit the model, and then predict the value after again, and
when the true value is obtained again, refit the model again,
until the required predicted value until. If we use some
methods to simplify the complex, convert the nonstationary
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to the stationary, and then use the ARMA model for fitting,
we can solve the above problems. In the exponential
smoothing model, the parameter smoothing coefficient can
not only reflect the speed of response to changes in the time
series, but also affect the ability to correct random errors.
*emagnitude of a determines the degree of influence of the
new and old data on the forecast results.

2.3. GDP Forecast and EvaluationMethod. According to the
differences in GDP forecast goals and characteristics, people
divide GDP forecasts into qualitative forecasts and quan-
titative forecasts. Qualitative forecasting is a subjective
forecasting method, which is mainly used in the absence of
historical data. In the event of statistical data, it is suitable for
short, medium, and long-term forecasting. Quantitative
forecasting is mainly based on a large amount of data
through a mathematical model to explore the law between
the data. *e fitting and prediction of the sequence are the
ultimate goal of analyzing the time series. After the model
has passed the significance test, the sequence can be fitted.
Combining several methods with an appropriate weight,
combining geometric empirical mode decomposition and
support vector regression method, the prediction index has
good fit and accuracy. If the fitting effect is good, the model
can be predicted; that is, according to the experience
summarized in the forecasting work, when the data series

shows a stable trend and no obvious fluctuations, it is more
appropriate to choose between 0.1 and 0.3; when the data
series shows a stable trend but there are obvious fluctuations,
it should be between 0.3 and 0.5; when the data series has a
clear trend and fluctuates, it is more reasonable to choose
between 0.5 and 0.8. Figure 3 shows the prediction error
ladder diagram of the BP neural network sequence.

Since the prediction method changes with time, place,
and environment, the predicted value will be different with
the change of the prediction method, and there will be
unavoidable errors between the actual value and the pre-
dicted value, so it needs to be formulated. A certain standard
evaluates the feasibility and rationality of the prediction
method as a basis for measuring the pros and cons of the
model. When the fitted model passes the above two sig-
nificance tests, it can only show that the model is at this level
of significance, but it cannot be said that this model is
optimal. *ere are generally two criteria for model opti-
mization, AIC criteria and SBC criteria. Using a certain
prediction method to predict it, and the resulting sequence
of prediction results, the prediction error can be expressed as
T. If there is a correlation between the time series values, it
should test whether there is a stationary correlation between
the series. *is test is called the stationarity test of the series.
Commonly used testing techniques include time series graph
testing, autocorrelation function graph testing, and unit root
testing to plot the time series data in a rectangular coordinate

ARIMA algorithm order 1

Autoregressive Autoregressive Autoregressive Difference Difference Difference

ARIMA algorithm order 2

Average Average Average Integrated Integrated Integrated

ARIMA algorithm order 3

Processing Processing Processing Stationary Stationary Stationary

Figure 2: ARIMA algorithm structure topology.

Table 1: Time series factor composition.

Factor index Network sequence Coefficient Significance level
1 AR 1.71 0.58
2 MA 2.43 0.43
3 AR (D) 1.63 0.39
4 MA (Q) 1.56 0.54
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system and observe whether the broken line has periodicity
and trend. If it is a stable time series, then the graph should
fluctuate randomly around a certain value with a small
amplitude. By observing the autocorrelation function graph
of the sequence, if the autocorrelation coefficient shows a
rapid decay state as the order k increases, then it can be
determined that the sequence is stationary; conversely, if the
decay is very slow, then the sequence is nonstationary.

2.4. Model Weight Factor Analysis. *e key to GDP fore-
casting is what criteria are used to obtain the weight coef-
ficients, so that the GDP forecast has a higher forecast
accuracy, but no matter how the guidelines are formulated,
the measurement standards are considered from the per-
spective of error, and the forecast error is inversely pro-
portional to the weight distribution.*e weight coefficient is
determined by the principle.*e nonoptimal positive weight
combination is to use the above theory to solve the weight
coefficient with a simple principle. It is obviously inferior to
the objective function of the optimal positive weight com-
bination in terms of calculation difficulty, but some non-
optimal positive weights are currently better and the
calculation is simple. Sort the variance sums of the pre-
diction errors of each single model, and assign smaller
weight coefficients to the single model corresponding to the
error variance and too large or too small, and the single-term
model in the middle is assigned a larger weight coefficient.
Figure 4 shows the needle chart of the deviation of the
individual weight coefficients of the BP neural network. *e
pros and cons of the prediction method can be reflected by
the absolute value of the error. *e maximum absolute value
of the error is to be minimized based on the forecaster’s
needs, and the maximum absolute value of the GDP forecast
error is minimized as much as possible, thereby improving
the prediction accuracy.

For an observation time series, it is necessary to select the
model that is most consistent with the actual development
process from a variety of models, this is, the model iden-
tification process. *at is to say, when predicting new

unknown values, this model is not used to predict forever,
but after predicting the first new value, the first value that is
the furthest in time in the sequence is removed, and then the
predicted value is added to the sequence, a new model is
reconstructed, and so on, so as to improve the whitening
degree of the gray space. Based on the tailing and truncation
of the calculated autocorrelation function and partial cor-
relation function, combined with the identification rules of
the model, we preliminarily determine the model type. In
terms of time series, for annual data, we use a data for
modeling, and b data mainly is to compare forecasts. In
addition, c data is predicted. For quarterly data, because the
data is relatively small, d data is used to fit the model, and e
data is used to determine whether the model is good or bad.
It can be summarized as follows: when the autocorrelation
function is truncated at step q and the partial correlation
function is tailing, then the MA(q) model should be selected;
when the partial correlation function is truncated at step p,
and the autocorrelation function is tailing, then the AR(p)
model is selected; if both the autocorrelation function and
the partial correlation function show tailing, then the ARMA
model is selected. *erefore, the combination coefficient
method combining the least square method and the MAE
weight coefficient method is proposed in the selection
method of the combinationmodel weight, and the difference
in nature between different combination methods is com-
pared. *e best criterion function method uses a criterion
function, which can not only examine the degree of fit to the
original sequence, but also consider the number of unknown
parameters in the model. If the minimum value is obtained
under the established criterion function, the order of the
model can be determined.

3. Results and Analysis

3.1. Empirical Analysis of the BPNeural Network. *is article
has elaborated on the relevant theories of time series and
now constructs the GDP time series forecast model, using
EViews software to establish the ARIMA model and the
exponential smoothing model, respectively. *is paper uses
the Box-Jenkings model identification method to conduct
preliminary identification of the model. *e main idea of
this method is to visually judge the truncation and tailing of
the sequence by observing the autocorrelation function
graph and partial correlation function graph of the sample
and screening series five suitable model types. Before ap-
plying the dynamic regression model, it is necessary to test
the stationarity of each series to avoid the appearance of false
regression. *e stationarity of the sequence can be observed
through the sequence diagram of the sequence, but it has a
strong subjective impression. In order to improve the ac-
curacy of the test, we usually perform a unit root test on the
sequence, which is the most widely used statistical test
method. First, the correlation analysis of the variables was
carried out using the Pearson correlation coefficient.
According to the results obtained, it was found that the
selected variables all showed a high degree of positive
correlation with GDP, and the variables also showed a strong
correlation.
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Figure 3: Prediction error ladder diagram of the BP neural network
sequence.
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Figure 5 shows the distribution of each significance level
curve of the BP neural network. From the figure, we can see
that the GDP series has an obvious time trend, which is an
exponential growth trend with time. It can be preliminarily
judged that this is a nonstationary series. According to the
ADF test, the test t statistic value is 1.493627, which is greater
than the critical value at each significance level; that is, the
null hypothesis cannot be rejected at the 1%, 5%, and 10%
levels. *erefore, it can be judged that the original series is a
nonstationary series. Since there are 6 independent variables
in total, the input layer node is selected to be 6, the number
of output layer nodes is 1, and the activation function is
selected as a sigmoid type function. *is is because it has
good nonlinear mapping capabilities, and the hidden layer is
selected as tan-sigmoid function; the output layer selects the
linear purelin function. In order to eliminate the trend of the
series and reduce the fluctuation of the series, we now take
the logarithmic first difference of the original GDP series to
get its series. According to the ADF test, the test t statistic
value is −4.705133, which is less than the critical value under
each significance level, that is, rejecting the null hypothesis,
and it can be judged that the series is a stationary series at
this time. Combining it can be seen that the sequence after
the first difference of the logarithm of the original sequence
is a stationary sequence, that is, d� 1. At this time, each
parameter has a significant effect on the model, and the
significance test of the parameter is passed.*en drawing the
residual correlation diagram, it can be seen that there is no
autocorrelation and heteroscedasticity in the residual, and it
is normally distributed, and the model passes the test.
*erefore, the established ARIMA(4, 1, 0) model meets the
requirements.

3.2. Realization of GDP PredictionModel Simulation. In this
paper, statistical software SAS9.2 is used for ARIMA
modeling of GDP total forecast; using the form of rolling
window, the number of rolling windows is the number of
forecast periods, and the data in the window is used to
construct the ARIMAmodel. Sample 1 contains 18 windows

for building models, and sample 2 contains 20 windows for
building models. Due to space limitations, sample 1 and
sample 2 only describe the modeling process of the first
window in detail. *e error fluctuation range of ARIMA
prediction alone is large, and the error of BP prediction
alone is relatively small. However, the combined prediction
error is the smallest, and the obtained prediction data is
closest to the actual value. *e ARIMA model has certain
adaptability to nonstationary demand. Compared with the
ARIMA model, the BP neural network based on genetic
algorithm has a greater improvement in the prediction
accuracy.*is is mainly due to the fact that the generation of
data is random and uncertain, and most of the data contains
white noise. For stationary non-white noise sequences, the
stationarity can be predicted. Stationary non-white noise
sequence refers to the correlation between the sequences;
that is, there are rules to follow in the sequence. *e ARIMA
model is a linear model, which has shortcomings and defects
in the analysis and prediction of this nonlinear behavior of
change. According to the results of the simulation analysis of
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the calculation example, the combined model of the two
methods can prove a great improvement compared with the
single model. Figure 6 shows the histogram of the average
absolute relative error of the GDP forecast model.

According to the GDP sequence diagram, it can be
roughly judged that GDP is growing in a weak exponential
form. If the double exponential smoothing method is used to
predict GDP, then the original sequence can be processed by
logarithm, and then the sequence can be fitted with double
exponential smoothing. After the model is calculated, it is
transformed into an exponential curve trend form, and the
predicted value of the GDP series can be obtained. In
general, low-order numbers are selected when building the
model, so let p � 1 and q� 1. From a long-term perspective,
the autocorrelation graph shows two 4th-order truncation,
and the partial autocorrelation graph shows tailing. *at is,
P� 1,Q� 1 or 2, and because the first-order 4-step difference
is started, d� 1, D� 1, and S� 4. Note that this article uses
EViews software to build an exponential smoothing model.
*e initial smoothing value is the system default value. *e
Alpha and Beta values let EViews automatically choose to
minimize the error.

Figure 7 shows the matchstick chart of the relative error
of the ARIMA model fitting prediction. It can be seen from
the autocorrelation graph of the quadratic difference se-
quence that the autocorrelation coefficients fall within 2
times the standard deviation after a delay of 3 orders, and the
speed of attenuation to zero is faster, and after a delay of 9
orders, it fluctuates around the zero value. Based on the
above two judgment methods, it can be considered that the
sequence after the second-order difference is stationary.
After the fitted model is determined, the model needs to be
tested in two aspects, one is the adaptability test of the
model, and the other is the significance test of the param-
eters. Each neuron on the hidden layer and the output layer
corresponds to an activation function and threshold. *e
neurons on each layer are connected to the neurons on the
adjacent layer through weights. For a nonstationary time
series, the nonstationarity is usually eliminated by difference
operation and relevant information is extracted. But you
cannot blindly use the difference operation multiple times,
because every time a difference operation is performed, the
time series will lose part of the information. When multiple
differences of the time series result in too much information
loss, the estimated model parameters are unreliable, which
will reduce the value of the model. *is phenomenon is
called overdifferential. In order to avoid excessive differ-
ences, when a low-order difference operation can be used to
obtain a stationary sequence, there is no need to use high-
order differences. It can be seen from the above results that if
only one year’s data is predicted, according to the time series
method, the forecast error of quarterly data is smaller than
that of annual data. *erefore, if the data is sufficient, if the
ARIMA model is used to fit the forecast data, the number
predicted by the quarterly data is better than the data
predicted by the annual data, because the quarterly data is
more seasonal than the annual data. *e adaptability test of
the model is mainly to determine whether the model is valid
by checking whether the residual sequence is a white noise

sequence. *e significance test of a parameter is to test
whether the unknown parameter is significant to zero. If the
independent variable corresponding to the parameter does
not have a significant effect on the model, the variable should
be considered to be eliminated.

3.3. Analysis of Experimental Results. *e nonlinear com-
ponent of the total GDP sequence is added to construct an
ARIMA-BP mixed model. *e nonlinear component in the
input layer is the residual of the ARIMA model’s first-order
delay. *e ARIMA-BP hybrid model will simultaneously
model the linear component and the nonlinear component
in the GDP total sequence. *e structure of the BP neural
network in the sample 1 construction of the ARIMA-BP
mixed model is 5× 6×1, and the structure in the sample 2
construction of the ARIMA-BP mixed model is 5×11× 1.
*e model is trained to predict the daily closing price of the
total GDP. *e actual values and predicted values of BP
neural network and ARIMA-BP mixed model can be found
in the article. First, the data input_train and data out-
put_train are used as the data of the training learning
sample, and the data input_test and data output_test are
used as the input and output data of the test sample, re-
spectively. According to the parameter-related setting theory
and multiple tests of the model, the appropriate model is
selected according to the prediction effect. *e model pa-
rameters are set as follows: the normalization function of the
data is mapminmax; the number of hidden layers is set to 8;
the number of iterations is net.trainParam.epochs� 1000;
learning rate net.trainParam.lr� 0.1; training target
net.trainParam.goal� 0.00001; other parameters are the
system default settings.

Figure 8 shows the BP neural network feasibility test
deviation line chart. It is found from the result that when
using all the data to test the feasibility of the model, the
partial grade ratio does not fall within the tolerance interval,
the data does not pass the feasibility test, and the gray model
cannot be fitted. Cross-validation can evaluate the regression
performance of LSSVM. It divides the data in the sample
into multiple groups randomly. *e training set trains
LSSVM, and the validation set is used to test the prediction
performance of LSSVM. After verification, a model that
performs well in the sample can be used for out-of-sample
predictions. RMSE measures the absolute error, and MAPE
measures the relative error. RMSE and MAPE measure the
accuracy of prediction from two different perspectives, and
the two do not have similarities. For example, the RMSE
index of the prediction effect of the A model is smaller than
that of the B model, but the MAPE index of the prediction
effect of the A model may be greater than that of the B
model.*erefore, it is feasible to choose RMSE andMAPE to
evaluate the predictive effects of different models in this
paper. *e smaller the two indicators, the closer the actual
value to the predicted value, and the higher the prediction
accuracy. When the level ratio test fails, one solution is to
add a constant to the original sequence until the new se-
quence passes the level ratio test. *e amount of change in
the weight and threshold is equal to the amount of change in
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the previous moment. By increasing the momentum term,
the network not only has a faster convergence speed, but also
can effectively avoid the occurrence of local minimum
problems in network training. Experiments show that if all
the sequences are tested, only the constant is increased to
65000 or even more. *e test can only be passed when it is
large, and the predicted sequence, as shown in the text, can
only roughly reflect a rising trend of GDP year by year, but
the actual effect of predicting the future is very poor.

Table 2 shows the sequence-level comparison test of the
neural network. It can be found that the process of ACF and

PACF attenuation to zero presents a tailing feature. *e
tailing order is the first order and the fourth order, which fits
the ARMA(4, 1) model. Taking into account the process of
first-order difference, the ARIMA(4, 1, 1) model was finally
constructed on the basis of logarithms. *e equation passed
the significance test, but some coefficients failed the sig-
nificance test. *e reason is considered and compared, and
the sparse coefficient model ARIMA((1, 3), 1, 1) is finally
constructed, and the R language operation result is obtained.
*e prediction interval is trumpet-shaped, indicating that
the prediction error is increasing with the growth of the
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prediction period. In addition to the significance test of the
parameters, the adequacy of the model must also be verified;
that is, the significance of the model is tested. If a model is
significantly effective, it has extracted sufficient information
from the time series, and the fitted residual series are no
longer relevant. If the residual sequence is white noise, it
indicates that the model is significantly effective; on the
contrary, when the residual sequence is correlated, it indi-
cates that the model does not sufficiently extract the cor-
relation relationship in the time sequence. *e logarithm
operation was performed during the stationarity test of the
original sequence at the beginning. *erefore, the predicted
value obtained through the program on the basis of the
logarithm needs to be exponentially operated to return to the
actual required value. According to the formula for deter-
mining the weight of the correlation coefficient at the k time,
the improved correlation coefficient matrix is obtained.

4. Conclusion

GDP forecast mainly includes two important aspects, one is
the choice of a single model, and the other is the combi-
nation of models. In the choice of a one-way model, this
article chooses the differential autoregressive moving av-
erage model (referred to as the ARIMA model), and BP
neural network model and exponential curve model are
studied. In terms of combination methods, this article
combines weighted combination and error correction
combination on the single model. After processing the se-
quence and identification, we use time series analysis theory
67ARIMA (p, d, q) model to predict GDP, and finally the
graph is intuitively fitted well, and compared with the real

value of the GDP prediction result, the relative error is small,
and the result is more reasonable. *e predicted value of the
time series is fitted to the GDP forecast, and the results are
compared and analyzed with the ARMA model. First, an
ARIMA model and an exponential curve regression model
are established, and then MAPE and least squares are finally
used to predict the GDP using a comprehensive weighted
GDP prediction model based on MAPE and least squares.
*e simulation results show that the comprehensive weight
is compared with a single weight. It is found that the
forecasting effect of the combined model is better than that
of a single model, and the combined weight coefficient
method proposed in this paper is better than the combined
model composed of other weight coefficient methods in the
prediction error. In terms of the accuracy of GDP fore-
casting, the accuracy of GDP forecasting can be improved; in
terms of error correction combination, this paper establishes
gray adaptive filtering and ARIMA-BP according to the
principle of complementary advantages and commonality of
the model and establishes two error correction GDP fore-
casting models, which are verified by examples. *e results
show that the neural network has strong nonlinear mapping
ability and good robustness, can identify and distinguish
noisy samples, and is also a better GDP prediction model.
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network and SARIMA based models for power load fore-
casting in Turkish electricity market,” PLoS one, vol. 12, no. 4,
Article ID e0175915, 2017.

[25] Y. Gao, Y. Cao, and Z. Jiang, “Investment forecast of power
network infrastructure project based on BP neural network,”
IOP Conference Series: Earth and Environmental Science,
vol. 332, no. 4, Article ID 042021, 2019.

[26] B. M. Al-Maqaleh, A. A. Al-Mansoub, A. A. Al-Mansoub, and
F. N. Al-Badani, “Forecasting using artificial neural network
and statistics models,” International Journal of Education and
Management Engineering, vol. 6, no. 3, pp. 20–32, 2016.

[27] P. Sutthichaimethee and H. A. Wahab, “A forecasting model
in managing future scenarios to achieve the sustainable de-
velopment goals of *ailand’s environmental law: enriching
the path analysis-varima-ovi model,” International Journal of
Energy Economics and Policy, vol. 11, no. 4, pp. 398–411, 2021.

[28] W. Sun and Y. Wang, “Short-term wind speed forecasting
based on fast ensemble empirical mode decomposition, phase
space reconstruction, sample entropy and improved back-
propagation neural network,” Energy Conversion and Man-
agement, vol. 157, pp. 11-12, 2018.

10 Computational Intelligence and Neuroscience



Research Article
Understanding the Impact of Transformational Leadership on
Project Success: A Meta-Analysis Perspective

Na Zhao ,1,2 Dongjiao Fan,1 and Yun Chen1

1School of Traffic and Transportation Engineering, Changsha University of Science and Technology, Changsha 410114, China
2Engineering Research Center of Catastrophic Prophylaxis and Treatment of Road and Traffic Safety of Ministry of Education,
Changsha University of Science and Technology, Changsha 410114, China

Correspondence should be addressed to Na Zhao; zhaona@csust.edu.cn

Received 3 September 2021; Revised 26 September 2021; Accepted 4 October 2021; Published 18 October 2021

Academic Editor: Huihua Chen

Copyright © 2021Na Zhao et al.)is is an open access article distributed under the Creative CommonsAttribution License, which
permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

)is paper aims to systematically analyze the reasons for the differences in the relationship between transformational leadership
(TL) and project success and apply meta-analysis to summarize which dimensions of TL are the main driving forces for project
success. Adopting the meta-analysis approach, we investigated 31 independent studies (N� 6475) and studied the theoretical
moderators of this relationship from the perspectives of mediating variables, cultural background, and document type to test
whether the moderating effects can explain the inconsistent research results. )e results reveal that TL positively affects project
success and leadership charm is the primary driver of TL. Also, the existence of a mediating mechanism has a more significant
impact on the success of the leading project. Meanwhile, compared with project construction under the Western cultural
background, countries with Eastern culture are more inclined to use a people-oriented philosophy for project management to
promote project success. )is research provides an empirical perspective to help project leaders select management talents,
regulate leaders’ words and deeds, and cultivate technical and soft leadership skills. Besides, this paper proposes a unique and
nuanced view of the relationship between TL and project success, enhancing people’s understanding of the TL’s role in influencing
project success.

1. Introduction

“Construction Industry 4.0,” as a part of “Industry 4.0,” is a
specific application under the subdivision of the construction
industry. It mainly contains two themes: “smart factory” and
“smart production.” With the emergence of the intelligent
construction concept, a plenty of new-generation information
technologies, such as 5G, construction robots, and BIM, have
been applied in construction projects [1–3].)e integration of
technologies has led to a gradual shift in project management
frommechanization and digitalization to informatization and
intelligence. However, many studies have shown that even
with the increasing level of technology and management
associated with project construction, the level of project
success has not improved significantly due to the increasing
complexity and uncertainty of the construction environment.
For construction companies and project organizations,

changes in production models require far-reaching strategic
decisions at all levels of the construction industry. )erefore,
it is necessary to change the project organization to achieve a
higher level of sustainable project success. It is well known
that leaders play a dominant role in project organization
reform, which is essential to increase organizational resilience
and agility and develop high-reliability organizations [4].
Particularly in the last decade, an increasing number of
project operations have developed under the project manager
responsibility system. )e project manager undertakes the
leadership responsibility for the entire process of project
implementation and overall management. )is change will
inevitably affect the leadership behavior of project managers
and put forward higher requirements for their ability and
comprehensive quality. Compared with other leadership
styles, transformational leadership (TL) has advantages in
enhancing project success. For example, it attaches great
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importance to the leaders’ standards of behavior and concerns
for the needs of followers. Meanwhile, many reasons suggest
that TL is indispensable in project organizational change
[5–7]. Bass [8] argued that today’s construction environment
requires subordinates to perform beyond ordinary expecta-
tions, and TL can deliver. )erefore, both subordinates and
superiors of the project believe that leaders with a transfor-
mational style are more productive and suitable for project
managers [9].

In recent years, many scholars have conducted many
empirical studies to explore the role of TL in project success
[10, 11]. On the one hand, most researchers have shown that
TL can promote project success. Zhang et al. [12] sum-
marized the recent research results of some scholars and
believed that TL plays a vital role in project success or failure.
Appropriate TL is necessary for individuals or groups to
carry out innovative behaviors [13]. Odusami et al. [14]
conducted research to suggest a remarkable correlation
between project managers’ professional level, leadership
style, team composition, and project success. Berssaneti et al.
[15] pointed out that project success depends on many
factors, including leadership ability, leadership style, and
leadership skills of the project manager. However, on the
other hand, some studies are reckoning that the project’s
successful realization will be hindered by TL [16–18]. Zhang
[19] found an inhibitory relationship between the project
manager’s emotional intelligence and leadership style. Iqbal
et al. [20] conducted surveys and interviews with engi-
neering organizations inMalaysia.)ey believed that project
leaders’ high degree of psychological empowerment nega-
tively impacted project performance due to their leadership
style. Besides, Chen et al. [21] proposed an inverted
U-shaped relationship between TL and project success,
which suggests that it is most conducive to improving the
project success rate when TL is at a medium level.

According to the discussion above, there are apparent
conflicts in the strength, direction, and statistical signifi-
cance of the relationship in most studies, which creates
confusion in theory and practice. )e scholars have not yet
formed a consistent perspective on the relationship between
TL and project success. Furthermore, the existing research
lacks a more systematic and comprehensive integration of
TL that contributes to project success, as well as fails to
analyze and explain the differences in findings. Simulta-
neously, the impact of different dimensions of TL on the
project’s success has not yet been explored by scholars from
the perspective of meta-analysis. )erefore, this paper in-
tends to adopt a meta-analysis method through the com-
prehensive reanalysis of different individual research results
to examine the overall effect of TL and other dimensions of
TL on project success. Based on the literature collation
results, this study explores mediating variables, cultural
factors, and publication type factors as the moderating
variables, focusing on identifying the reasons for the di-
vergence between different research variables. )e research
conclusions are expected to comprehensively evaluate TL’s
theoretical and practical value in construction projects and
inspire the sustainable development of project management
practices in construction enterprises.

)e remainder of the paper is structured as follows:
Section 2 sums up the theoretical literature. Section 3 de-
scribes the methodology and the process of data collection.
Section 4 analyses the results of the meta-analysis. A detailed
discussion, implication, and limitation are provided in
Section 5. Finally, Section 6 concludes this paper and points
out the future research direction.

2. Literature Review and
Hypotheses Development

2.1. Transformational Leadership. Burns proposed TL in
1978, and then Bass defined and quantified it in 1985 [8].
According to Bass, TL means that the leaders use words and
actions to make subordinates realize the meaning and value
of their work [22]. In this process, leaders also create a
working atmosphere of trust and cooperation to inspire
subordinates’ enthusiasm for success and self-realization. In
this way, the project manager can encourage them to surpass
their interests for the organization’s benefit to work more
and improve their personal and organizational interests as
well as the society’s common well-being.

At present, most of the research on TL has been
influenced by Bass. Although the multidimensionality of the
transformational leader structure has been controversial
[23, 24], with the gradual intensification of the discussion on
TL, experts and scholars have extended the research from
qualitative to quantitative and gradually presented different
measurement dimensions of TL. Bass [22] initially proposed
that the dimensions of TL have charm, intellectual stimu-
lation, and individualized consideration. After that, Bommer
[23] developed the integration, high-performance imple-
mentation, and personalized support. Also, Bass and Avolio
[24] thought it includes charm, charisma, intellectual
stimulation, and individualized consideration. Eventually, Li
[25] proposed that TL can be divided into four dimensions:
idealized influence, intellectual stimulation, leader charism,
and individualized consideration, and they are widely ac-
cepted and used. Based on the discussion above, TL is
embodied in four dimensions in this paper: (1) idealized
influence, which draws a future blueprint for teammembers,
and strengthens team beliefs; (2) intellectual stimulation,
which clarifies team goals and encourages members to
continue to cooperate in their work, practice, and innova-
tion; (3) leadership charisma, which enhances the self-
confidence, self-esteem, and autonomy of members; (4)
individualized consideration, which can improve employee
identification, loyalty, and enthusiasm.

2.2. Project Success. Nowadays, project management has
become ubiquitous in the construction industry, capacity
building, and social projects [26]. Project success was in-
troduced in the research field of project management in the
1960s and was initially applied for project management
performance. Many scholars have defined project success
with deepening the research, but they have not yet come to a
consistent conclusion. )is article summarizes the opinions
of essential project management scholars and practitioners
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on the definition of project success based on the published
literature (Table 1).

However, as project functions and the number of
stakeholders has ascended, project success has a broader
concept, which must be a multidimensional structure
[34, 35]. )erefore, the Project Management Institute (PMI)
defines project success to balance the competing demands
for project quality, scope, time, and cost, as well as meet
project stakeholders’ changing concerns and expectations
(PMI, 2008). Specifically, it includes the organization’s
benefits, user satisfaction, the benefits to project personnel,
sustainability, and business success. Specific to the engi-
neering project, the stakeholders have not formed a unified
opinion on the project’s success. )e main reason is that
many stakeholders involved in the project have inconsistent
standards about project success and an extended project
success evaluation period.

At the same time, scholars now no longer only focus on
complex indicators such as quality, schedule, and cost for
measuring project success but start to explore soft indicators,
such as whether the partnership is enhanced, whether the
company’s capabilities have improved, and whether there is
a willingness to cooperate next time, etc.

2.3. Transformational Leadership and Project Success.
Many scholars, such as Nam [36], Khawaja et al. [37], and
Wang et al. [38], have supported leadership as a critical
factor in promoting project success. Empirical evidence
generally recognises the positive impact of TL on follower
attitudes, effort, and performance. According to Bass and
Avolio [39], TL motivates their subordinates to do things
that not only exceed what they are simply asked to do, but
also the effects often exceed their expectations. Simulta-
neously, in addition to directly affecting the performance of
cross-level followers, TL can also indirectly affect project
performance through direct subordinate leaders who con-
tact cross-level followers [40]. Singh [41] postulated that the
intellectual stimulation dimension of TL enhances explor-
atory thinking and communicates a clear vision of the
project, motivating project members to generate new ideas.

Moreover, the leaders who demonstrate TL can gain
their immediate followers [9] and are increasingly confident
in trying new methods to complete projects with the support
of their managers. Dulaimi [41] found that the leader’s
charisma and innovation support behavior are the main
reasons for the investigated project’s success in Singapore.
Also, literature reviews show that project managers’ indi-
vidualized care and idealized influence play a vital role in
achieving tremendous project success [42, 43]. )erefore,
according to the findings above, this research proposes the
following hypotheses:

H1: TL positively affects project success
H2a: leader charisma positively affects project success
H2b: idealized influence positively affects project
success
H2c: intellectual stimulation positively affects project
success

H2d: individualized care positively affects project
success

2.4. Moderating Relationships. Due to independent
research’s heterogeneity, certain potential control variables
may affect the relationship between TL and project success.
)is paper summarizes the literature in this article and finds
that the literature has differences in mediating variables,
cultural background, and publication types.

2.4.1. )e Existence of Mediating Variables. Many studies
have used mediating variables when discussing the rela-
tionship between TL and project success. Chou [44] used
cognitive trust and collective effectiveness as intermediary
variables to reveal the interrelationship between TL and
team performance. Furthermore, Garćıa-Morales et al. [45]
analyzed the impact of TL on organizational performance
through organizational learning and innovation’s dynamic
capabilities. Aga and Vallejo [46] adopted a field survey with
a sample of 200 development project managers in Ethiopian
nongovernmental organization (NGO) departments. It
adopted the structural equation model to find that team
building plays a mediating role between TL and project
success. Hassan et al. [47] saw that leaders apply their skills
and abilities to contribute to the success of construction
projects in Pakistan in project management. )us, based on
the existing literature, this study proposed the following
hypothesis:

H3: the existence of mediating variables moderates the
relationship between TL and project success

2.4.2. Document Type. As the relationship between TL and
project success varies across studies, the meta-analysis lit-
erature includes both published journal articles and un-
published papers. )erefore, the type of literature
publication may be a source of variation. Furthermore, the
earlier the published research, the more likely it will report
significant training effects [48]. Meanwhile, the uncertainty
and controversy gradually become clear through the in-
depth analysis. Compared to unpublished literature such as
thesis, the journal papers are more inclined to describe
significant results and distort the natural effect to avoid
becoming drawer files [49]. )erefore, this paper proposes
the following hypothesis:

H4: the document type moderates the relationship
between TL and project success

2.4.3. Cultural Background. Culture is a consciousness
system gradually formed by human beings through coping
with problems and adapting to the social development. It
shapes not only humans’ behavior but also influences
humans’ psychological needs. )e leaders’ attitudes, be-
haviors, and motivations towards their subordinates will
vary depending on their culture [50].

)ese cultural differences will also impact the effectiveness
of leadership behavior [51]. Western culture is mainly

Computational Intelligence and Neuroscience 3



influenced by European and American cultures, which actively
encourages people to express their visions and tendencies in
organizations and promotes individualism. However, Eastern
culture is more affected by Confucian patriarchal culture, and it
advocates collectivism more than Western civilization, espe-
cially during the construction of large-scale projects [3]. )e
project teams can collaborate and cooperate based on task
interdependence to promote the efficient integration of het-
erogeneous innovation resources. On the other hand, the
samples used in different studies usually come from different
countries. )e differences in the countries’ economic level and
cultural environment where themodels belong have a particular
impact on the project’s successful realization [52, 53].)erefore,
the following hypothesis is formulated:

H5: cultural background moderates the relationship
between TL and project success, and TL in developed
countries has a more significant impact on project
success

According to the above assumptions, this study pro-
posed a theoretical research model, shown in Figure 1.

3. Method and Data

In recent years, meta-analysis has contributed prominently
to the literature review as a new method of combining
empirical research with research hypotheses. Specifically,
meta-analysis can reanalyze multiple empirical research
results with the same research purpose to obtain the fun-
damental relationship between variables. )e advantage of
meta-analysis is that it can systematically analyze many
documents and evaluate the inconsistency of different re-
search results [54].)is method can discover and explain the
differences between various research results, systematically
integrate the existing empirical research results, and further
improve its reliability and validity. )erefore, this paper
mainly uses Hunter and Schmidt’s primary effect test as well
as moderating effect test method. It adopts CMA 2.0 soft-
ware to assist with the version bias heterogeneity test.

3.1. Literature Sources and Collection. According to the
following three steps, this research points to the literature
collection to ensure the systematic literature collection.

Firstly, this study shows computerized keyword searches
in the databases Web of Science, Google Scholar, Science
Direct, Elsevier, and Springer before October 2020. )e
papers are searched by the following keywords: “trans-
formational leadership,” “project success,” “project
manager,” and “Construction project success.” Secondly,
to avoid the omission of essential documents since some
related studies on TL and project success are not included
in the above databases, this research combines the col-
lected records with the references of these documents,
especially compared to the review literature one by one.
Finally, the study manually searches the most essential
and relevant journals, such as “Journal of Cleaner Pro-
duction,” “)e Leadership Quarterly,” and “International
Journal of Project Management.”

)e process and results are shown in Figure 2.

3.2. Literature Inclusion Criteria. )e searched documents
are filtered according to the following criteria: (1) It must be
a survey or experimental empirical research, excluding pure
theoretical and literature review articles. (2) It uses both the
TL measurement scale and the project success measurement
scale, and at least reports the correlation coefficient (r)
between the dimension or total score of one scale and the
dimension or total score of another scale. Or it can be
converted into the F-value, t-value, or X2 value of r. (3) )e
selected research is not only limited to journal papers, but
also includes thesis, book chapters, etc. (4) If the data is
published repeatedly, the published journal articles shall be
taken. (5) Document effect value encodes an effect value
based on each independent sample.

3.3. Document Coding Content and Results. )e subsamples
included in the meta-analysis are also ordered as follows:
firstly, the necessary information of the research (author
name and publication time), sample size, and whether there
are intermediate variables in the empirical research (divided
into yes and no), the cultural background of the study
(divided into Eastern culture, Western culture, and others)
and the type of article (journal papers, thesis).

Secondly, the research should primarily discuss the total
effect of TL on project success. )is paper adopts the

Table 1: Definitions of project success.

Author Definition
Edward [27] Project success covers quality, time, cost.
Bryde and Robinson
[28] Project success includes pre-success, successful completion, and successful operation.

Kim and Reinschmidt
[29]

)e leading indicators of project success are customer satisfaction, quality, duration, cost, and other complex
indicators.

Gabriella Cserháti [30] )ere are five criteria for project success: efficiency, impact on a customer, impact on the team, business and
immediate success, and preparation for the future.

Joslin and Müller [31] Project success measurements include the iron triangle “time-cost-quality” and customer satisfaction.

Wang et al. [32] Project success includes project efficiency, organizational benefits, project impact, stakeholder satisfaction, and
future potential.

Luo et al. [33] Project success includes time, cost, quality, health and safety, environmental performance, participants’
satisfaction, user satisfaction, sustainability, and commercial value.
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weighted average method for the influence coefficients of
different dimensions of TL mentioned in the literature on
project success. If they encounter the literature that discusses
the disparate dimensions of TL on project success, the final
effect value would be obtained by taking the average layer by
layer. )e necessary coding information of the main effects
analysis is shown in Table 2.

4. Results

4.1. Test for Publication Bias. Funnel plots are the most
commonly used approach to determine the presence of
publication bias. Figure 3 shows the distribution of the effect
value. It can be seen that most of the samples concentrate at
the top of the funnel chart, and the scattered points dis-
tribute near the effect value [55]. )erefore, the possibility of
publication bias in this study is relatively slight. Besides, this
paper introduces a “file drawer” analysis according to
Rosenthal [56] to estimate the severity of publication bias.
)e larger the coefficient, the greater the number of studies
required to reverse this result, the more reliable the

conclusions of the meta-analysis, and the smaller the relative
impact of bias. After calculation, when P � 0.05,
Nfs� 10223, and P � 0.01, Nfs� 7945, the fail-safe coeffi-
cient of this study indicate that the conclusion is more
reliable.

)is paper adopts Fail-safe, Egger’s test (regression in-
tercept method), and rank correlation test for further testing
to test the publication deviation more accurately. )e results
are shown in Table 3. )e fail-safe factor is N� 11495, in-
dicating that if people want to overturn the TL effect, 11,495
documents are needed to get the opposite result. Egger’s test
results show that the P value is 0.88, which is not significant,
and there is no publication bias. )e level correlation test
results, Tau values being −0.09 (P � 0.58), suggest that there
is no publication bias in the effect size.

4.2. Test of Heterogeneity. )is study tests data for het-
erogeneity, which is a key step in synthesizing the global
effect value from the practical value of a single study. )e
Q test results reflect the degree of heterogeneity of each

Transformational
leadership

Leader charisma

Idealized influence

Intellectual stimulation

Individualized
consideration

Mediating
variable

Cultural
background

Document
type

Project success

H2a H2b H2c H2d

H3

H1

H4

Figure 1: )e theoretical research model.

Records identified through database
searching (n=668)

Additional records identified through
other sources (n=17)

Records after duplicates removed (n=655)

Records screened (title, abstract) (n=278)

Records excluded (n=126)

Full-text articles Identified (n=152)

Full-text aricles assessed for eligibility (n=45)

Studies included in systematic review and meta-analysis (n=31)

Figure 2: )e flowchart of study selection.
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effect size. If each effect size is heterogeneous, it indicates
that the true error causes the difference of each effect size
in the meta-analysis. Since the combination of variables
can lead to sampling errors, the random-effects model
should be applied. )e test results are shown in Table 4. It
can be learnt that Q (19) � 1713.0, P< 0.001, and
I2 � 98.89%, indicating that the effect size of each study is
heterogeneous. Among them, I2 greater than 75% means
that the observed variation above 75% is caused by the
true difference in effect size, reaching a high level of
heterogeneity [56]. )e values of Tau2 are 0.317, which
means that 31.7% of the inter-study variation can be used
to calculate the weight.

)e heterogeneity test results show that the correla-
tion between TL and project success is heterogeneous in
the selected studies. )erefore, the random effect model is
used in this study since it is more accurate for meta-
analysis.

4.3. )eoretical Model and Test of Direct Relations

4.3.1. Total Effect Size Test Result. According to the het-
erogeneity test results, the random-effects model was se-
lected to test the main effects of the relationship between TL
and project success (see Table 5). From the drawing, we can
see that the overall test of the relationship between TL and
project success, a total of 31 effect sizes (N� 6475), the
overall correlation coefficient of TL and project success is
0.589 (P< 0.001), in 95% of the confidence interval is sig-
nificant. When |r|≤ 0.1, it is low correlation, 0.1< |r|< 0.4 is
medium correlation, and |r|≥ 0.4 is high correlation. Based
on this judgment, TL is positively correlated with project
success. )erefore, hypothesis 1 is supported.

4.3.2. Subdimension Effect Size Test Results. It can be seen
from Table 6 that theQ test results of the heterogeneity of the
relationship between each dimension of TL and project

Table 2: Descriptive characteristics of the studies.

Author (time) Category Sample Author (time) Category Sample
Odusami (2003) (Y, J, W) 60 Xiang Ding (2017) (Y, J, E) 162
Ralf Müller (2007) (Y, J, W) 400 Yang Liu (2017) (Y, T, E) 152
Arago’n-Correa (2007) (Y, J, E) 408 Amin Akhavan (2017) (N, J, W) 470
Anne Nederveen (2010) (Y, J, E) 2 Yanchun Zhang (2018) (Y, J, E) 251
Liu Xiaoyu (2011) (N, J, E) 450 Jingting Shao (2018) (Y, J, E) 79
Li-Ren Yang (2011) (Y, J, E) 213 Lianying Zhang (2018) (Y, J, E) 365
Kun-Shan Wu (2012) (N, J, E) 106 Mustafa Raziq (2018) (Y, J, W) 248
Garćıa-Morales (2012) (Y, J, E) 168 Jae-Seung Hwang (2018) (Y, J, E) 105
Susanne Braun (2012) (Y, J, W) 360 Danting Li (2019) (N, T, E) 201
Panagiotis Trivellas (2013) (N, J, E) 97 Manandhar Sunitha (2019) (N, J, E) 200
Huey-Wen Chou (2013) (Y, J, W) 92 Floris (2019) (Y, J, W) 37
John Kissi (2013) (Y, J, E) 112 Li Danting (2019) (N, T, E) 201
Muredeni Liphadzi (2015) (N, J, E) 110 Doan (2020) (N, T, W) 325
Assefa Aga (2016) (Y, J, W) 224 Hassan Shah (2020) (Y, T, E) 150
Zhang Lian-Ying (2016) (N, J, E) 237 Jabran Khan (2020) (N, J, W) 256
Aga (2016) (Y, J, E) 200
Note. Y: the existence of mediating variables; N: the absence of mediating variables; W: Western culture; W: Eastern culture; J: journal; T: thesis.
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Figure 3: Funnel plot of standard error by Fisher’s Z.

Table 3: Publication bias test.

Leadership style NFS Egger’s test Tau
Trim and fill

Observations Adjusted value Change value
TL 11495 1.01 (P � 0.88) 0.09 (P � 0.58) 0.589 0.301 0.288
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success are significant, indicating that each effect size is
heterogeneous, and the random-effects model can be used.
N’s loss of safety factor is more powerful than 500, showing
no publication bias in each dimension’s effect value.

From the dimensional meta-analysis results, the four
dimensions of TL have some differences in their effect size;
in detail, leadership charm is the largest (0.731) while in-
tellectual stimulation is the most minor (0.619). According
to Cohen’s scale for social science research, correlations with
values close to 0.2, 0.5, and 0.8 correspond to weak, mod-
erate, and decisive effect sizes. )us, leadership charisma
reasonably correlates with project success, while vision
motivation has a fragile relationship. As a result, hypothesis
2a–d is accepted.

4.3.3. Moderation Analysis. As can be seen from the above,
there is significant heterogeneity in the effect sizes for the
meta-analysis in this paper. To further analyze the hetero-
geneity source, random-effects models are also adopted to
test whether mediating variables, cultural background
(Eastern culture, Western culture, and others), and literature
publication types (journal papers, thesis).

)e results in Table 7 show that whether to participate in
the intermediary variables has a significant moderating effect
on the relationship between TL and project success
(Q� 336.669, P< 0.001). In the presence of intermediary
variables, TL (r� 0.649, P< 0.001) and the correlation co-
efficients of project success were significantly higher than
those of Western cultural background (r� 0.452, P< 0.001).
Hence, hypothesis H3 is supported.

)e cultural background also significantly moderates the
relationship between TL and project success (Q� 55.641,
P< 0.001). )e empirical results indicate that TL in Eastern
cultural backgrounds can play a more critical role in

influencing project success. )us, hypothesis H4 is
supported.

Similarly, the literature publication has a significant
moderating effect on the relationship between TL
(Q� 214.251, P< 0.001) and project success. Under the
dissertation type, the correlation coefficient between TL
(r� 0.765, P< 0.001) and project success was significantly
lower than that of the journal paper type (r� 0.513,
P< 0.001). )erefore, it assumes that H5 is accepted.

5. Discussion and Implications

5.1. Discussion. )is paper conducts an in-depth analysis of
the empirical research on the relationship between TL and
project success based on themeta-analysis method. It mainly
focuses on the relationship between the various dimensions
of TL and project success and the moderating role of the
mediator variables, cultural background, and document
type. )erefore, the following conclusions are drawn:

Firstly, the results suggest that TL can positively influ-
ence project success, in line with previous studies. )e
significant challenges of modern society and the increasingly
different business environment require people to re-examine
leadership research and change the traditional concepts and
ways of thinking about leadership in the construction in-
dustry. A study by scholar Kissi [57] confirmed the necessity
of project organizations to cultivate TL behavior to improve
performance. By summarizing traditional team-building
practices, Do [58] found that transformational leaders are
more likely to enhance team members’ understanding of
project goals, roles, and responsibilities, interpersonal
communication, and problem-solving skills, which will also
help affect project success.

Secondly, this article’s four dimensions of TL can im-
prove project success in a cooperative-friendly way. To be

Table 5: Total effect size element analysis results as the test.

Leadership style Model K N
95% CI

Z P
Point estimate Lower Upper

TL Random 31 6475 0.589 0.398 0.732 5.187 <0.001
Note. K�number of studies; N� sample size; r� effect size; 95% CI� confidence interval around r.

Table 6: Dimensional meta-analysis results.

H
Heterogeneity test

K N
95% CI Two-tailed test

NFS
Q df P Point estimate Lower Upper Z P

H2a 1589.59 10 <0.001 20 3243 0.731 0.612 0.817 8.366 <0.001 6376
H2b 824.79 10 <0.001 12 2948 0. 673 0.487 0.811 5.638 <0.001 5178
H2c 484.94 8 <0.001 8 2149 0.619 0.482 0.785 5.842 <0.001 3154
H2d 1093.4 9 <0.001 10 2543 0.721 0.576 0. 822 7.051 <0.001 6602
Note. K�number of studies; N� sample size; r� effect size; and 95% CI� confidence interval around r.

Table 4: Results of the heterogeneity test.

Leadership style N
Heterogeneity test Tau2

Q Df (Q) P I2 Tau2 SE Variance Tau
Transformational leadership 31 1713 19 <0.001 98.891 0.317 0.132 <0.05 0.563
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specific, correlation strength is leadership charm, individ-
ualized consideration, idealized influence, and intellectual
stimulation. Perhaps most empirical research on TL focuses
on business operations, and the number of research samples
in the construction context is relatively tiny. Stanislas [59]
analyzed the indicators that affect sustainable construction
and found that the personal charm of the project manager is
one of the crucial indicators that can improve leadership
effectiveness. Zia [60] reckoned that the emotional intelli-
gence of project managers could improve partnerships and
promote effective communication between project mem-
bers. Maqbool [61] pointed out project managers with high
emotional intelligence who bear the desired competencies
and exhibit transformational leadership behavior are in-
fluential leaders and ensure higher success in projects than
their counterparts. Also, Shafi [7] also indicated that ide-
alized influence, intellectual stimulation, and inspirational
motivation greatly influence organizational innovation.
Many studies support this article’s results [62, 63].)erefore,
the results of this article will help construction companies
choose the right project manager for the project. At the same
time, TL should pay attention to the rational use of the
complementarity and dependence between various dimen-
sions in themanagement process to promote project success.

)irdly, mediating variables, cultural background, and
document types are all sources of heterogeneity. )rough a
systematic review of meta-literature, this article finds one or
more intermediary variables in most existing empirical
models, such as knowledge learning, psychological capital,
interorganizational relationships, and innovation atmo-
sphere. Scholar Qaisar introduced psychological capital as
an intermediary variable to construct a model and found
that it negatively affected the relationship between the two.
)e existence of positive mediating variables will positively
impact the relationship between project leadership style and
performance, and vice versa. Under the East and the West’s
different cultural backgrounds, the influence of TL on
project success is significantly different and regular. Under
the environment of Eastern culture, the impact of TL on
project success is higher than that of Western civilization. In
particular, influenced by traditional Confucian culture
[3, 64], high power distance, and collectivism, low-level
project members in Chinese construction organizations are
more likely to follow or accept organizational tasks assigned
to leaders. However, the project members under a Western

cultural background are more inclined to individualism,
reflecting their ability and value [65]. )erefore, the con-
struction project members under different cultural back-
grounds will have other internalized explanations when
facing the same leadership style, resulting in differences.
Under the experience of Eastern culture, TL has a more
noticeable impact on project members than in Western
countries, resulting in a higher project success rate. In
journal papers, more studies have been found to study the
relationship between the two, and a large number of research
scholars tend to establish empirical models to explore the
boundaries of the two through different variables, which is
also the direction of future research.

5.2.)eoretical Implications. On the one hand, this research
enriches and extends the development of TL and project
success theory. )rough a meta-analysis, the reasons for the
inconsistent conclusions on the relationship between TL and
project success in past studies have been identified, and a
focused comparison of the impact of different dimensions of
TL and project success is conducted. )e research results
show that TL has a positive and significant relationship with
project success, which provides a new research perspective
for improving project success. TL and its impact on the
success of the project have been reviewed in previous studies,
mainly from the perspective of the overall impact of TL on
the success of the project; this is far from enough. )erefore,
this article analyzes and explains the differences in previous
research results as a whole and helps to clarify the indis-
tinguishability of the project success relationship caused by
the mixed use of TL concepts. It can provide more accurate
estimates of TL performance in different dimensions and dig
deeper. )e essence of TL’s influence on project success is
analyzed, and the impact of TL’s dimensions on project
success is sorted.

On the other hand, this article enriches and refines the
boundary conditions and scope of application that influence
the success of the TL project. Based on the empirical data
analysis of the former National People’s Congress, by further
refining the moderating effects of the existence of mediating
variables, document type, and cultural background, on the
relationship between the two, a detailed discussion of the
mechanism of TL and project success can be realized. )e
research results reveal the precise path of transformational

Table 7: Results of moderation analysis.

Moderating variable Leadership style
Heterogeneity test

Sort K N
95% CI Two-tailed test

Q df P Point estimate Lower Upper Z P

Mediating variable Transformational leadership 336.669 2 <0.001 Y 23 1254 0.573 0.622 0.817 8.546 <0.001
N 8 1583 0.469 0.608 0.795 7.128 <0.001

Cultural background Transformational leadership 55.641 2 <0.001
E 10 2319 0. 893 0.587 0.831 5.748 <0.001
W 17 1826 0.759 0.452 0.776 5.682 <0.001
O 4 1382 0.723 0.632 0.797 8.426 <0.001

Document type Transformational leadership 214.251 2 <0.001 J 3 781 0. 611 0.467 0.834 5.678 <0.001
T 28 2825 0.677 0.512 0.792 5.7843 <0.001

Note. Y: the existence of mediating variables; N: the absence of mediating variables; W: Western culture; E: Eastern culture; O: other; J: journal; T: thesis;
K�number of studies; N� sample size; r� effect size; 95% CI� confidence interval around r.
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leadership influencing project success, enriching and per-
fecting the existing project success model research. )is
article helps to understand TL-style project managers’ in-
ternal laws of successful project operation and consolidates
academic support for project management success in con-
struction projects.

5.3. Practical Implications. )is study provides several
practical implications for construction companies and
leaders. First of all, it helps construction companies pref-
erentially select project managers. )e results show that TL’s
leaders enhance team cohesion and mutual understanding,
create a harmonious working atmosphere, promote the open
exchange of ideas and analyses between project teams, and
emphasize developing followers’ self-management or self-
leadership skills. In particular, selecting talents with strong
leadership charm and abilities is more conducive to estab-
lishing a highly reliable organization for the project to cope
with today’s complex and changing international
environment.

)en, the project managers should focus on their words
and deeds on project members. Each project member can
understand their mission and goal direction through vision
incentives, translating into personal work goals. Inspiring
leadership behavior through intelligence can create a chal-
lenging organizational atmosphere. )is can make the
project members more innovative and encourage them to
express their ideas. )e project manager actively cares about
the organization’s tasks and the needs of the project
members, recognises the uniqueness and diversity of the
beliefs and values of the project members, and provides
corresponding support. Project managers should improve
their own leadership charisma to enhance the self-confi-
dence of members. At the same time, when making deci-
sions, project leaders must have individualized
considerations and seek more opinions from members to
improve the identity and loyalty of project members. For
example, in the Hong Kong-Zhuhai-Macao Bridge [66],
well-trained professional subcontractors need better treat-
ment, stable commitment, professional training, improved
working conditions, genuine care, and on-site management
for workers on-site. )erefore, it helps the Hong Kong-
Zhuhai-Macao Bridge to achieve great success.

Finally, the construction project managers require to be
trained in technical and soft leadership skills. )e former
ensures that project managers clearly understand and apply
project management methods.)e latter helps to adapt these
methods to the specific social and cultural environment of
the construction project. )us, TL’s leaders must make full
use of the new generation of information technology, such as
5G, BIM, robots, etc. In the whole life cycle of project
construction, they should lead the project members to
achieve project success [67]. Also, they need to learn to use
knowledge management and scenario deduction to make
decisions, create a working environment that is most suit-
able for project members, and avoid limiting leaders’ be-
haviors to a certain level. Meanwhile, as a survey concluded,
different leadership styles are ideal for various projects [68].

So, it is necessary to adopt a diverse leadership style that
adapts to the organizational environment to balance ad-
ministrative tasks and meet the requirements of project
members.

6. Limitation and Future Research Directions

)ere are several limitations that are worth mentioning.
Firstly, the meta-analysis method only includes the analysis
of the Pearson correlation coefficient when selecting sam-
ples, which will lead to the loss of some models. )e removal
of samples due to the inability to obtain effective effect sizes
may affect the relationship in this article. Secondly, there is a
limitation of potential moderating variable analysis. )is
study examines the potential moderating effects of situa-
tional features, design features, and measurement features,
but different research samples will be affected by other
factors. Future research can further explore other mediating
factors, such as stakeholder relationships, psychological
empowerment, individual values of project members, etc., to
understand why certain construction activities can succeed
while others fail.

7. Conclusions

)ere is a growing amount of research on the relationship
between TL and project success, but the findings lack
consensus. )is meta-analysis provides more statistically
valuable and accurate results for the general relationship
between TL and project success by overcoming a single
study’s sampling error and sample size limitations. In ad-
dition, the moderating effects can be further tested to explore
the influence of the existence of mediating variables, cultural
background, and document types on the relationship of TL
and project success and the inconsistent results of extant
studies. In this way, a comprehensive theoretical framework
is constructed for this study. )e findings of this paper can
provide better insights for choosing the right development
strategy and improve leadership effectiveness to promote the
project’s sustainable development under the Industry 4. 0
era.
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