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following indicators of systematic manipulation of the
publication process:

(1) Discrepancies in scope
(2) Discrepancies in the description of the research

reported
(3) Discrepancies between the availability of data and

the research described
(4) Inappropriate citations
(5) Incoherent, meaningless and/or irrelevant content

included in the article
(6) Peer-review manipulation

Te presence of these indicators undermines our con-
fdence in the integrity of the article’s content and we cannot,
therefore, vouch for its reliability. Please note that this notice
is intended solely to alert readers that the content of this
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ulation of the publication process.
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by an Institutional Review Board (IRB) committee or
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Blood centers are an essential component of the healthcare system, as timely blood collection, processing, and efcient blood
dispatch are critical to the treatment of patients and the performance of the entire healthcare system. At the same time, an efcient
blood dispatching system through the high-precision predictive capability of artifcial intelligence is crucial for the efciency
improvement of the blood centers. However, the current artifcial intelligence (AI) models for predicting blood usage do not meet
the needs of blood centers. Te challenges of AI models mainly include lower generalization ability in diferent hospitals, limited
stability under missing values, and low interpretability. An artifcial neural network-based model named the blood usage
prediction neural network (BUPNN) has been developed to address these challenges. BUPNN includes a novel similarity-based
manifold regularizer that aims to enhance network mapping consistency and, thus, overcome the domain bise of diferent
hospitals. Moreover, BUPNN diminishes the performance degradation caused by missing values through data enhancement.
Experimental results on a large amount of accurate data demonstrate that BUPNN outperforms the baseline method in clas-
sifcation and regression tasks and excels in generalization and consistency. Moreover, BUPNN has solid potential to be
interpreted. Terefore, the decision-making process of BUPNN is explored to the extent that it acts as an aid to the experts in the
blood center.

1. Introduction

Blood products are an essential part of the treatment of
bleeding, cancer, AIDS, hepatitis, and other diseases[1].
Blood is also an indispensable resource in treating injured
patients; whether promptly transfusing the blood is critical
for rehabilitating injured patients. At the same time, early
surgical interventions and rapid blood transfusions are the
primary measures to reduce mortality. Unfortunately, these
measures require large amounts of blood to support them.

Blood, however, is signifcantly diferent from other
medical products. Currently, blood cannot be manufactured
or synthesized artifcially and can only be donated by others.
In addition, blood has a short shelf life, making emergency
blood more specifc and irreplaceable than other medical
products. For example, patients in mass casualty events

caused by earthquakes sufer from fractures, fractures ac-
companied by multiple organ injuries, and crush injuries.
Terefore, the peak period of blood consumption occurs
96 hours after the earthquake [2]. In contrast, patients
mainly sufer from burns in mass casualties caused by
bombings or fres. Te peak blood consumption occurs
24 hours after the event. In addition, ongoing blood
transfusions may last for several months [3]. Terefore,
modeling the prediction of blood use in patients is a
meaningful and challenging topic.

Current blood usage prediction models are not well
developed. For example, Wang et al. [4] developed an
early transfusion scoring system to predict blood re-
quirements in severe trauma patients in the prehospital or
initial phase of emergency resuscitation. However, the
abovementioned design is more suitable for triage in a
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single hospital than in blood centers since the system does
not consider how to avoid performance degradation due
to domain deviations between diferent hospitals. Rebecca
et al. [5, 6] summarized the currently available studies
exploring how to predict the need for massive transfusion
in patients with traumatic injuries, listing the blood
consumption scoring system (ABC) and the shock index
scoring system (SI). Tese systems use classical or ML-
based methods to predict blood consumption during the
treatment of patients. Unfortunately, although the
progress is remarkable, but it is unsatisfactory in terms of
accuracy and generalization, and thus, the blood demand
prediction model cannot be widely used. We summarize
the problems into the following three points:

(i) Data quality is limited. Te partnership between
blood centers and hospitals makes it very difcult to
establish a rigorous feedback system for patient
information. In addition, biases and missing data
due to diferences in hospital equipment create
challenges for a constant blood use prediction
model.

(ii) Model generalizability is unsatisfactory. Blood us-
age prediction models are often built for specifc
hospitals or cities without considering extending to
a wider range of applications and thus have poor
generalization performance.

(iii) Model interpretability is inadequate. Most models
can only output a category or blood usage forecast
but cannot demonstrate the model’s decision
process. An interpretable model can better work
with experts to help blood centers with blood
schedules.

Tis paper proposes a blood usage prediction neural
network, BUPNN, to solve the above problems. First,
actual patient clinic data and treatment procedures in 12
hospitals are used as training data. Extensively collected
data with biases from various hospitals will provide
sufcient information to train a high-performance model.
We used multiple data complementation schemes to re-
store the real problem and overcome missing values. In
addition, the BUPNN model MDC is augmented with
online data by linear interpolation, which increases the
diversity of training data and thus improves the stability of
the model under training with missing data. Second, to
further improve the generalization performance of
BUPNN, a similarity-based loss function is introduced to
map data with biases to a stable semantic space by aligning
samples from diferent hospitals in the latent space. Tird,
we analyze the model based on the deep learning inter-
pretation method to enhance interpretability. Te pro-
posed analysis is accompanied by the prediction output of
the model in real-time to assist one in understanding the
process of the model’s decision-making. Te interpretable
study of BUPNN provides the conditions for computers
and experts to help each other in blood consumption
prediction.

Te main contributions of this study are as follows:

(i) Representative samples. A large amount of data
from twelve hospitals is collected for this study to
investigate the implied relationship between pa-
tients’ chain indicators and blood consumption.

(ii) Generalizable model. Tis study designs MDC for
online missing data completion, and thus, data
augmentation to enhance the model’s generaliza-
tion ability. In addition, the various similarity loss
function is designed to improve the model’s pre-
dictive power across domains.

(iii) Excellent Performance. Experiments on six diferent
settings demonstrate that our method outperforms
all baseline methods.

Te rest of this paper is organized as follows. In Section
2, we provide a literature review of demand forecasting
methods for blood products. Section 3 provides an initial
exploration of the data. We provide the data description,
model background, model development, and evaluation of
four diferent models for blood demand forecasting in
Section. In Section 4, a comparison of the models is pro-
vided, and fnally, in Section 5, concluding remarks are
provided, including a discussion of ongoing work for this
problem.

2. Related Work

2.1. ML Techniques for Medical Problems. Te integration of
the medical feld with ML technology has received much
attention in recent years. Two areas that may beneft from
the application of ML technology in the medical feld are
diagnosis and outcome prediction. It includes the possibility
of identifying high-risk medical emergencies, such as re-
currence or transition to another disease state. Recently, ML
algorithms have been successfully used to classify thyroid
cancer [7] and predict the progression of COVID-19 [8, 9].
On the other hand, ML-based visualization and dimen-
sionality reduction techniques have the potential to help
professionals analyze biological or medical data, guiding
them to better understand the data [10, 11]. Furthermore,
ML-based feature selection techniques [12, 13] have strong
interpretability and the potential to fnd highly relevant
biomarkers for output in a wide range of medical data,
leading to new biological or medical discoveries.

2.2. Blood Demand Forecasting. Tere is limited literature on
blood demand forecasting; most investigate univariate time
series methods. In these studies, forecasts are based solely on
previous demand values without considering other factors
afecting the demand. Frankfurter et al. [14] developed
transfusion forecasting models using exponential smoothing
(ES) methods for a blood collection and distribution center in
New York. Critchfeld et al. [15] developed models for fore-
casting blood usage in a blood center using several time series
methods, including moving average (MA), winter’s approach,
and ES. Filho et al. [16] developed a Box-Jenkins seasonal
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autoregressive integratedmoving average (BJ-SARIMA)model
to forecast weekly demand for hospital blood components.
Teir proposed method, SARIMA, is based on a Box-Jenkins
approach that considers seasonal and nonseasonal character-
istics of time series data. Later, Filho et al. [17] extended their
model by developing an automatic procedure for demand
forecasting and changing the model level from hospital level to
regional blood center to help managers use the model directly.
Kumari and Wijayanayake [18] proposed a blood inventory
management model for daily blood supply, focusing on re-
ducing blood shortages. Tree time series methods, namely,
MA, weighted moving average (WMA), and ES, are used to
forecast blood usage and are evaluated based on needs. Fortsch
and Khapalova [19] tested various blood demand prediction
approaches, such as naive, moving average, exponential
smoothing, and multiplicative time series decomposition
(TSD). Te results show that the Box-Jenkins (ARMA) ap-
proach, which uses an autoregressive moving average model,
results in the highest prediction accuracy. Lestari et al. [20]
applied four models to predict blood component demand,
including moving average, weighted moving average, expo-
nential smoothing, exponential smoothing with the trend, and
select the best method for their data based on the minimum
error between forecasts and the actual values. Volken et al. [21]
used generalized additive regression and time-series models
with exponential smoothing to predict future whole blood
donation and RBC transfusion trends.

Several recent studies consider clinically related indicators.
For example, Drackley et al. [22] estimated a long-term blood
demand for Ontario, Canada, based on previous transfusions’
age and sex-specifc patterns. Tey forecast blood supply and
demand for Ontario by considering demand and supply
patterns and demographic forecasts, assuming fxed patterns
and rates over time. Khaldi et al. [23] applied artifcial neural
networks (ANNs) to forecast the monthly demand for three
blood components: red blood cells (RBCs), blood, and plasma,
for a case study in Morocco. Guan et al. [24] proposed an
optimisation ordering strategy in which they forecast the blood
demand for several days into the future and build an optimal
ordering policy based on the predicted direction, concentrating
on minimising the wastage. Teir primary focus is on an
optimal ordering policy. Tey integrate their demand model
into the inventory management problem, meaning they do not
precisely try to forecast blood demand. Li et al. [25] developed a
hybrid model consisting of seasonal and trend decomposition
using Loess (STL) time series and eXtreme Gradient Boosting
(XGBoost) for RBC demand forecasting and incorporated it
into an inventory management problem.

Recently, Motamedi et al. [26] presented an efcient
forecasting model for platelet demand at Canadian Blood
Services (CBS). In addition, C. Twumasi and J. Twumasi [27]
compared k-nearest neighbour regression (KNN), multi-
layer perceptron (MLP), and support vector machine (SVM)
via a rolling-origin strategy for forecasting and backcasting
blood demand data with missing values and outliers from a
government hospital in Ghana. Abolghasemi et al. [28] treat
the blood supply problem as an optimisation problem [29]
and fnd that LightGBM provides promising solutions and
outperforms other machine learning models.

3. Blood Centers and Datasets

Tis section describes how blood center works with an
example in Zhejiang Province, China. It includes the re-
sponsibilities of the blood center and the partnership be-
tween the blood center and the hospital, and shows in detail
how the proposed model will assist the blood center in
accomplishing its mission better.

3.1. BloodCenter. Figure 1 shows that, this study considers a
provincial centralized blood supply system, including blood
centers, blood stations, and hospitals. Te entire centralized
blood supply system completes the collection, management,
and delivery of blood products. Te blood center is re-
sponsible for collecting blood products, testing for viruses
and bacteria, and supplying some hospitals. At the same
time, blood centers assume the management, coordination,
and operational guidance of blood collection and supply
institutions. Blood stations are responsible for collecting,
storing, and transporting blood to local hospitals. While
receiving blood, hospitals must collect clinical information
on current patients for analysis and decision-making at the
blood center to make the blood supply more efcient. Our
proposed AI blood consumption prediction system
(BUPNN) receives clinical information from each hospital
and uses it to predict the future blood consumption of each
patient. Te proposed system helps blood center specialists
perform blood collection and transportation better.

3.2. Data Details and Challenges. We collected data in their
actual state to build a practically usable model. Te data in
this study are constructed by processing BS shipping data
and the TRUST (Transfusion Research for Utilization,
Surveillance, and Tracking) database from Zhejiang Prov-
ince Blood Center and 12 hospitals in Zhejiang Province.
Te data include data from 2025 patients, including 1970
data from emergency trauma patients in 10 hospitals in
Zhejiang Province from 2018 to 2020 and another 55 from
patients in two hospitals in Wenling’s explosion in 2020.

Each dataset mainly included the following parts. (1)
General patient information, including case number, con-
sultation time, pretest classifcation, injury time, gender, age,
weight, diagnosis, penetrating injury, heart rate, diastolic
blood pressure, systolic blood pressure, body temperature,
shock index, and Glasgow coma index. (2) Injury status,
including pleural efusion, abdominal efusion, extremity
injury status, thoracic and abdominal injury status, and
pelvic injury status. (3) Laboratory tests, including hemo-
globin, erythrocyte pressure product, albumin, hemoglobin
value 24 hours after transfusion therapy, base residual, PH
(acidity), base defciency, oxygen saturation, PT (pro-
thrombin time), and APTT (partial thromboplastin time).
(4) Burn situation, including burn area and burn depth. (5)
Patient regression, including whether blood use: whether to
transfuse suspended red blood cells, the frst day of hospital
transfusion, and the amount of blood transfusion.

For a more straightforward presentation of the data
distribution, preliminary dataset statistics are shown in
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Table 1, and box plots by age, blood consumption, and
missing rate are shown in Figure 2.

After a detailed defnition of the problem and a de-
scription of the dataset, we summarize the main problems
faced in this paper.

(i) Data holds missing values. as shown in Table 1 and
Figure 2(c), some hospitals have more than 10%
missing values. Te missing values cause perturba-
tion to the data distribution, severely afecting the
model’s training and performance.

(ii) Data has domain bias. from Table 1 and Figure 2(c),
the missing values rate and blood consumption have
obvious diferences in diferent hospitals. Such a data
distribution impacts the cross-hospital generaliza-
tion of the model. In addition, the collection of
clinical information from diferent hospitals may
also be biased due to diferences in testing devices
and habits.

4. Methodology

4.1. ProblemDefensions. Te following defnition is made in
this paper to discuss the role of predictors.

Defnition 1. (Blood Consumption Prediction Problem,
BCPP). Let (Xs, ys) be a training dataset where clinical
informationXs is implicitly linked to the blood usage ys. Te
BCPP train amodel F(X | θ) with (Xs, ys), and use themodel
F(X | θ) predict the blood usage of new collected data of
clinical information Xt, where θ is the model parameter.

Te BCPP includes a classifcation subproblem and
regression subproblem. For classifcation subproblem ys and
yt are one-hot or category values. For regression subproblem
ys and yt are continuous values.

4.2. BloodDataComplementation. Data complementation is
the process of replacing missing data with substituted values.
When covering for a data point, it is known as “unit
complementation;” when substituting for a component of a
data point, it is known as “item complementation.” Missing
values introduce substantial noise, making data analysis
more complex and less efcient. When one or more patient
values are missing, most methods discard data with missing
values by default, but data complementation attempts to fll
in those values. However, missing data are also a reality, and
the model should not require that all data be captured well.
Terefore, data complementation is introduced to avoid
performance degradation with missing values and improve
the actual testing data’s performance.

In this study, a single data xi ∈ XS is complemented by

xCi � C xi(  � C xi,1 , . . . ,C xi,f , . . . ,C xi,n  ,

C xi,f  �
xi,f xi,f is.not.missing,

Ii,f xi,f is.missing,

⎧⎨

⎩

(1)

where xi,1, · · ·, xi,n are n data components of single data xi. If
any component is missing, the imputed value If is used to fll
this missing value. Te If comes from mean value com-
plementation, median value complementation, and KNN
complementation:

I
Mean
i,f � Mean Xf ,

I
Median
i,f � Median Xf ,

I
KNN
i,f � KNN

1
K



j∈NK−NN
i

xj,f
⎛⎜⎜⎝ ⎞⎟⎟⎠,

(2)
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Figure 1: BS blood supply chain with one regional blood center and multiple hospitals.
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where Mean(Xs
f) and Median(Xs

f) are the mean value or
median value of training datasets on components f. NK−NN

i

is the KNN neighborhood of data i in the sense of European
distance, K � 5 in this paper.

4.3. CrossHospitals DataAugmentation. Data augmentation
is a well-known neural network (NN) training strategy for
image classifcation and signal processing [30]. Data aug-
mentation improves the performance of the methods by
precisely ftting the data distribution. First, data augmen-
tation enhances the diversity of data, thereby overcoming
overftting. Second, data augmentation essentially reinforces
the fundamental assumption of DR, i.e., the local connec-
tivity of neighborhoods. Finally, it learns refned data dis-
tribution by generating more intra-manifold data based on
sampled points.

Cross-hospital data augmentation is introduced in a
unifed framework to generate new data x′ � T(x):

xa � T xC  � τ xCi,1 , . . . , τ xCi,f , . . . , τ xCi,n  ,

τ xaf  � 1 − ru(  · xCi,f + ru · xCi,f, x ∼ N
h
i 

h∈H/hi{ }
,

(3)

where the new augmented data xa is the combination of each
feature τ(xIi,f). τ(xCi,f) is calculated from the linear inter-
polation of original feature xCi,f and augmented feature xCi,f.
In addition, the augmented feature x is sampled from the
neighborhood N(x) of x. Nh

i is the k-NN neighborhood of
the data i on the data of hospitals h. H is the set of the
hospitals. H/hi means remove the neighborhood of data i’s
hospitals. Te combination parameter ru ∼ U(0, pU) is
sampled from the uniform distribution U(0, pU), and pU is
the hyperparameter.

Te cross-hospital augmentation generates new data by
combining data i with its neighborhoods in diferent hos-
pitals. It reduces the terrible infuence of the missing data
and improves the training data’s divergence.Tus, themodel
learns a precise distribution to enhance the performance of
our method. In addition, it works together with the loss
function to align data from diferent hospitals, thus over-
coming domain bias.

4.4.Architecture of BUPNN. Te proposed BUPNN does not
require a unique backbone neural network. Te multilayer
perceptron network (MLP) is the backbone neural network.

Table 1: Statistics of datasets.

Hospital name Hospital abbreviation Sample size Average blood usage Average missing rate Male/female ratio Average age
Dongyang Hospital DYang 95 8.7 0.03 0.34 49.19
Enze Hospital EZe 13 0.77 0.18 0.86 50.38
Haining Hospital HNing 57 15.96 0.17 0.68 55.18
Shiyi Hospital SYi 72 4.65 0.08 0.24 56.40
Shaoyifu Hospital SYiFu 191 1.46 0.05 0.41 52.50
Shangyu Hospital SYu 135 7.92 0.07 0.42 51.08
Wenling Hospital WLing 42 11.62 0.09 0.45 58.98
Xinchang Hospital XChang 55 11.09 0.03 0.49 57.89
Xiaoshan Hospital XShan 62 0 0.08 0.44 50.82
Yongkang Hospital YKang 194 2.36 0.06 0.62 64.43
Yuyao Hospital YYao 65 9.85 0.03 0.35 54.68
Zheer Hospital ZEr 1044 1.44 0.03 0.36 53.93
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Figure 2: Boxplots for the relationship between hospital and age/sum blood/missing value.
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In addition to this, a new network architecture is proposed to
enhance generalizability. Te proposed neural network ar-
chitecture is shown in Figure 3.

A typical neural network model uses the network output
directly to compute a supervised loss function. It may in-
troduce undesirable phenomena such as overftting. In this
paper, similar to the paper [31], a manifold learning regu-
larizer is proposed to suppress problems such as overftting
using the information in the latent space of the network. As
shown in Figure 3, a complete neural network F(·, wi, wj) is
divided into a latent network fi(·, wi) and an output net-
work fj(·, wj). Te latent network is a preprocessing net-
work that resists the adverse efects of noise and missing
value completion. Te output network is a dimensional
reduction network that maps the data in high-dimensional
latent space to the data in low-dimensional latent space. Te
latent network fi(·, wi) maps the data x′ input a network
latent space and an output network fj(·, wj) further map it
into the output space:

yi � fi xi
′, wi( ,

yj � fi xj
′, wi ,

zi � fj yi, wj ,

zj � fj yj, wj ,

(4)

where xi
′ and xj
′ are the complementation and augmentation

results of origin data x.
Neural networks have powerful ftting performance, but

at the same time, there is a risk of overftting. Te typical L2
regularization method can reduce overftting, but it only
limits the complexity of the network without constraining the
network in terms of the manifold structure of the data. For
example, there is no way to guarantee the distance-preserving
and consistency of the network mapping. For this reason, we
design a manifold regularizer based on manifold learning to
solve this problem, and thus improve the generalization
performance of the model and its usability for actual data.

4.5. Loss Function of BUPNN. Te loss function of BUPNN
consists of two parts; one is the cross-entropy loss which uses
label information, and the other is the manifold regularizer
loss which uses hospital information and latent space
information.

4.5.1. Manifold Regularizer Loss. Manifold regularizer loss
handles the domain bias in diferent hospitals during the
training phase and provides a manifold constraint to prevent
overftting. Inconsistent medical equipment and subjective
physician diagnoses in diferent hospitals cause domain bias
in data between hospitals. Te manifold regularizer loss
guides the mapping of the neural networks to be insensitive
to hospitals, thus overcoming domain bias (shown in Fig-
ure 4). Terefore, the pairwise similarity between nodes is
defned frst. Considering the dimensional inconsistency of
the latent space, we use the t-distribution with variable
degrees of freedom as a kernel function to measure the
point-pair similarity of the data:

κ(d, ]) �
Gam(] + 1/2)

���
]π

√
Gam(]/2)

1 +
d2

]
 

−]+1/2

, (5)

where Gam(·) is the Gamma function, and the degree of
freedom ] controls the shape of the kernel function. d is the
Euclidean pairwise distance of node pairs.

Based on the defned pairwise similarity in a single space,
we minimize the similarity diference between two spaces by
fuzzy set cross-entropy loss (two-way divergence) [32]
D(p, q):

D(p, q) � p log q +(1 − p)log (1 − q), (6)

where p ∈ [0, 1]. Notice thatD(p, q) is a continuous version
of the cross-entropy loss. In BUPNN, equation (6) is used to
guide the pairwise similarity of two latent spaces to ft each
other.

Terefore, the loss function of the manifold regularizer is
defned as follows:

LD � 
B

i,j

L xi, xj 

L xi, xj  �
D 1, κ d

z
ij, ]z   if xj � τ xi( ,

D κ d
y
ij, ]y , κ d

z
ij, ]z   otherwise,

⎧⎪⎨

⎪⎩

(7)
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Figure 3: Architecture of BUPNN.

BUPNN 
Loss

Needs Blood Transfusion
Not Needs Blood Transfusion

Hospital A
Hospital B

Figure 4: How manifold regularizer loss works. Data from the
same hospitals are clustered near each other in latent space due to
the signifcant domain bias possessed by the current data. Te
manifold regularizer loss guides the neural network model to re-
duce the domain bias by pulling in neighboring nodes across
hospitals to mix data from diferent hospitals.
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where B is the batch size and xj � τ(xi) indicates whether xj

is the augmented data of xi. If xj is the augmented data of xi,
the loss pulls them together in the latent space; otherwise, the
loss keeps a gap between them to preserve the manifold
structure. Te diferent degrees of freedom ]y and ]z in t-
distribution are basic settings according to the dimensions of
the space. Equation (7) describes the behavior of a manifold
alignment that pairs data collected by diferent hospitals
together in latent space to avoid the detrimental efects
caused by domain bias:

d
y

ij � d yi, yj ,

d
z
ij � d zi, zj ,

(8)

where d
y
ij and dz

ij are the distance between data node i and
node j in spaces Rdy and Rdz .

4.5.2. Cross-Entropy Loss. Te loss function of the manifold
regularizer is essentially an unsupervised term that also
requires the use of label information while training the
network model. Te cross-entropy loss function is intro-
duced simultaneously:

LCE � − 

N

i�1
li ln σ zi( (  + 1 − li( ln 1 − σ zi( (  , (9)

where li is the label of data node i, σ(zi) is the output of the
network model, and ln(·) is the natural logarithm. When
solving the classifcation subtask, li is the category label, and
when solving the regression subtask, li is the probability
label.

Te loss function of BUPNN is

L � LD + βLCE, (10)

where β is a hyperparameter to balance LD and LCE.

4.6. Pseudocode and Complexity. BUPNN’s pseudocode is
shown in Algorithm 1. Te BUPNN includes the initiali-
zation and training phases. In the initialization phase, the
kNN neighborhood of every single data is discovered. Te
time complexity of initialization phases is O(n1.14) [33],
where n is the number of data. In the training phase, the
complexity of the training phases is the same as that of
artifcial neural networks (ANN). BUPNN calculates the
pairwise distance in a batch, so the complexity of training
each batch is O(|B|2), where |B| is the batch size. GPU can
well accelerate the pairwise distance, so the training time
consumption is the same as that of a typical ANN.

5. Experiments

5.1. Baseline Methods. In this Section, two subtasks, clas-
sifcation subtask and regression subtask, are defned. Seven
state-of-the-art baseline classifcation and regression
methods are chosen to discuss the relative advantages of
BUPNN. Te baseline approach is as follows.

5.1.1. K-Nearest Neighbor Classifcation/Regression Method
(KNN) [37]. Te K-nearest neighbor classifcation/regres-
sionmethod is a nonparametric statistical method.TeKNN
classifcation method outputs the prediction by the “ma-
jority vote” of its neighbors. Te KNN regression method
outputs the prediction by the average of its neighbors.

5.1.2. Decision Tree Classifcation/Regression Method (DT)
[35]. A decision tree builds regression or classifcation
models in the form of a tree structure. It breaks down a
dataset into smaller and smaller subsets while, at the same
time, an associated decision tree is incrementally developed.
Te fnal result is a tree with decision nodes and leaf nodes. A
decision node has two or more branches representing values
for the attribute tested. Te leaf node represents a decision
on the numerical target. Te root node is the topmost de-
cision node in a tree that corresponds to the best predictor.
Decision trees can handle both categorical and numerical
data.

5.1.3. Random Forest Classifcation/Regression Method (RF)
[34]. Random forests or random decision forests are en-
semble learning methods for classifcation, regression, and
other tasks that operate by constructing many decision trees
at training time. For classifcation tasks, the output of the
random forest is the class selected by most trees. For re-
gression tasks, the mean or average prediction of the in-
dividual trees is returned. Random decision forests correct
decision trees’ habit of overftting their training set.

5.1.4. Extremely Randomized Trees Classifcation/Regression
Method (ET) [38]. Extremely randomized trees add a fur-
ther step of randomization to random forest, while similar to
ordinary random forests in that they are an ensemble of
individual trees, there are two main diferences: frst, each
tree is trained using the whole learning sample (rather than a
bootstrap sample), and second, the top-down splitting in the
tree learner is randomized. Furthermore, instead of com-
puting the locally optimal cut-point for each feature under
consideration (based on, e.g., information gain or the Gini
impurity), a random cut-point is selected.

5.1.5. Support Vector Machine Classifcation/Regression
Method (SVM) [39]. Support vector machine is a supervised
learning model with associated learning algorithms that
analyze data for classifcation and regression analysis. Given
a set of training examples, each marked as belonging to one
of two categories, an SVM training algorithm builds a model
that assigns new standards to one category or the other,
making it a nonprobabilistic binary linear classifer (al-
though methods such as Platt scaling exist to use SVM in a
probabilistic classifcation setting). SVM maps training ex-
amples to points in space to maximize the width of the gap
between the two categories. New models are then mapped
into that space and predicted to belong to a class based on
which side of the hole they fall.
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5.1.6. Gradient Boost Classifcation/Regression Method (GB)
[40]. Gradient boosting is a machine learning technique
used in regression and classifcation tasks. It gives a pre-
diction model in an ensemble of weak prediction models,
typically decision trees. Te resulting algorithm is called
gradient-boosted trees. When a decision tree is a weak
learner, it usually outperforms a random forest.

5.1.7. Adaptive Boost Classifcation/Regression Method
(ADB) [36]. Te adaptive boost algorithm obtains a strong
learner by combining a series of weak learners and inte-
grating these vulnerable learners’ learning capabilities.
Adaptive boost changes the weights of the samples based on
the previous learners, increasing the importance of those
previously misclassifed samples and decreasing the weight
of correctly classifed samples so that the subsequent learners
will focus on those misclassifed samples. Finally, these
learners are combined into strong learners by weighting.

5.1.8. Light Gradient Boosting Machine Classifcation/Re-
gression Method (LightGBM) [41, 42]. LightGBM is a dis-
tributed gradient boosting framework based on the decision
tree algorithm. LightGBM is designed with twomain ideas in
mind: (1) to reduce the use of data in memory to ensure that
a single machine can use as much data as possible without
sacrifcing speed and (2) to reduce the cost of communi-
cation to improve the efciency when multiple machines are
in parallel, and achieve linear acceleration in computation. It
can be seen that LightGBM was originally designed to
provide a fast and efcient data science tool with a low
memory footprint, high accuracy, and support for parallel
and large-scale data processing.

5.2. Dataset Partitioning and Grid Search. Table 1 and Fig-
ure 2 provide basic information about the data. Five data
partitioning schemes are provided in this study to provide a
detailed comparison of the performance diferences between
the diferent schemes.

Tree schemes are with data-complement, including
COM-Mea, COM-Med, and COM-KNN as defned in
equation (2). First, for COM-Mea, COM-Med, and COM-
KNN, the missing values are complemented with a specifc
method. Following that, the training and testing sets are
divided by 90%/10%. Two noncomplement schemes (NC-A
and NC-B) are introduced to compare with the complement
schemes. NC-A deletes all the data items with missing
values, following the typical machine learning scheme.
Following the data cleaning, NC-A divides the training and
testing sets by 90%/10%. NC-B keeps the same training and
testing set division as the data complement schemes and
only removes all missing data from the training set and
obtains a cleaner training set.

Te models are evaluated with 10-fold cross-validation
for all the training sets and determine the optimal param-
eters by grid search. For a fair comparison, we control the
search space of all baseline methods to be approximately
equal.Te search space of the compared process is in Table 2.

5.3. Experimental Setup. We initialize the other NN with the
Kaiming initializer. We adopt the AdamW optimizer [43]
with learning rate of 0.02 and weight decay of 0.5. All ex-
periments use a fxed MLP network structure, fθ,w: (−1, 500,
300, 80), gϕ: (80, 500, 2), where −1 is the features number of
the dataset. Te number of epochs is 400. Te batch size is
2048. ]y � 100.

5.4. Comparison on Classifcation Subtask. Although the
blood data for each patient is collected for accurate re-
gression subtasks, it is equally important to predict whether
a patient needs a blood transfusion. Especially in emer-
gencies, indicating whether a patient needs a blood trans-
fusion in the short term is more important than estimating
the amount of blood used throughout the treatment cycle.
Terefore, we frst evaluate the performance of the proposed
BUPNN on the classifcation subtask. Ten, two evaluation
metrics, classifcation accuracy (ACC) and area under the
ROC curve (AUC), are used to compare the classifer’s

Input: data: X � xi 
|X|

i�1 , learning rate: η, epochs: E, batch size: B, β, ]z, network: fθ, gϕ,
Output: graph embedding: ei 

|X|

i�1 .
(1) whilei � 0; i<E; i ++ do
(2) xI � I(x) ⊳ # blood data complementation in equation (1)
(3) whileb � 0; b< [|X|/B]; b ++ do
(4) xa1, xa2 � T(xI),T(xI) ⊳ # blood data augmentation in equation (3)
(5) ya1, ya2⟵fθ(xa1), fθ(xa2); ⊳ # map input data into Rdy space in equation (4)
(6) za1, za2⟵fθ(ya1), fθ(ya2); ⊳ # map input data into Rdz space in equation (4)
(7) d

y

ij⟵ d(ya1, ya2); dz
ij⟵ d(za1, za2); ⊳ #calculate distance in Rdy and Rdz

(8) Sy⟵ κ(R(Bij)d
y
ij, ]y); Sz⟵ κ(dz

ij, ]z); ⊳ #calculate similarity in Rdy and Rdz in equation (5)
(9) LD⟵D(Sy, Sz) ; ⊳ # calculate loss function in equation (10).
(10) θ⟵ θ − ηzLD/zθ, ϕ⟵ ϕ − ηzLD/zϕ; ⊳ # update parameters.
(11) end while
(12) end while
(13) zi⟵fθ(gϕ(xi)); ⊳ # calculate the embedding result.

ALGORITHM 1: BUPNN algorithm.
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performance from multiple perspectives. Te performance
comparison of BUPNN and eight baseline methods is shown
in Tables 3 and 4. In addition, the ROC curves of all the
compared methods on diferent schemes are shown in
Figure 5. Te scatter plot the prediction of BUPNN for
COM-Mea schemes are shown in Figure 6.

5.4.1. Data Complementation Delivers Performance
Improvements. From the performance results of NC-B,
COM-Mid, COM-Mea, and COM-KNN in Tables 3 and 4,
we observe that the schemes with data complementation
yield better performance. We attribute the reasons to the
more abundant training data provided by data comple-
mentation. Although the complemented data are imperfect,
artifcial intelligence models can still learn more helpful
information.

Although the model trained with only clean data (NC-A)
has the highest performance score, scheme NC-A only in-
cludes the clean data and cannot be conveniently generated
to the actual data with missing values. However, missing
values are unavoidable in real-world application scenarios,
so data complementation is a better choice to improve the
model’s performance.

5.4.2. BUPNN Outperforms Almost All Baseline Methods.
From Tables 3 and 4, we observe that the proposed
BUPNN has advantages over all the baseline methods. For
the AUC metric, BUPNN has the advantage in all fve
schemes. However, the COM-MID scheme has the most
signifcant benefts, outperforming the second-best
method (LGBM) by 3.71%. For the ACC metric, BUPNN
has the advantage in all fve schemes. However, the COM-
KNN scheme has the most signifcant benefts, out-
performing the second-best method (LGBM) by 2.95%.
BUPNN has a 1% average advantage over the second-best

method in both metrics. Te reason is attributed to the
fact that BUPNN is a neural network-based model, which
performs better with richer data. In addition, the pro-
posed manifold loss function can improve the model’s
generalization performance and thus enhance the per-
formance of the testing set.

5.4.3. BUPNN Is Better at Handling Complemented Datasets.
From four schemes with the same testing set (NC-B, COM-
Mid, COM-Mea, and COM-KNN) in Tables 3–5, we observe
that BUPNN performs better than all the baseline methods
when handling complemented datasets. We attribute this to
the data augmentation of the proposed BUPNNmodel. Data
augmentation generates new training data from the com-
pleted data and attenuates the efect of missing values, thus
guiding BUPNN to learn a smooth manifold.

5.4.4. BUPNN Has Better Generalizability between Diferent
Hospitals. To evaluate the generalization performance of
our proposed BUPNN and baseline methods, we tested
the ACC with the data from various hospitals (Figure 5).
Te proposed BUPNN has a dominant performance of fve
hospitals out of a total of 6 hospitals and has a clear
advantage over Shaoyifu Hospital. From Table 1 and
Figure 1, we observe that the Shaoyifu Hospital has a
relatively obvious domain bias. It has a minimum male-
to-female rate, the top three average missing rates, and
many outliers in its missing values. We argue that the
domain bias infuences the performance of the baseline
methods, and the proposed BUPNN outperforms the
baseline methods due to BUPNN overcoming the domain
bias in it. Furthermore, the manifold regularizer loss
function provides a good manifold constraint to improve
the model’s generalizability between diferent hospitals
(as shown in Figure 4).

Table 2: Details of grid search.

Methods Abbreviation Search space Note

K-nearest neighbor KNN Nei ∈ [1, 3, 5, 10, 15, 20], Nei⟶ neighborssize,
L ∈ [10, 20, 30, 50, 70, 100] L⟶ leaf .size

Random forest RF NE ∈ [80, 90, 100, 110, 120, 130], NE⟶ boosted.trees.size,
MSS ∈ [2, 3, 4, 5, 6, 7] MSS⟶ samples.split.size

Decision tree DT MSL ∈ [1, 2, 3, 5, 7, 10], MSL⟶ sample.size.inaleaf,
MSS ∈ [2, 3, 5, 7, 10, 15] MSS⟶ samples.split.size

Extra tree ET MSL ∈ [1, 2, 3, 5, 7, 10], MSL⟶ sample.size.inaleaf,
MSS ∈ [2, 3, 5, 7, 10, 15] MSS⟶ samples.split.size

Support vector machine SVM M ∈ [10, 50, 100, 300, 500], NE⟶ max iterations,
T ∈ [1e−4, 5e−4, 1e−3, 2e−3, 3e−3, 5e−3] T⟶ tolerance.for.stopping.criteria

Gradient boosting GB NE ∈ [80, 90, 100, 110, 120, 130], NE⟶ boosted.trees.size,
MSS ∈ [2, 3, 4, 5, 6, 7] MSS⟶ samples.split.size

Multilayer perceptron MLP L ∈ [2, 3, 4, 5, 6], L⟶ number.of .layer
WD ∈ [0.1, 0.2, 0.3, 0.4] WD⟶ weight.declay

Adaptive boost ADB NE ∈ [40, 50, 60, 70, 80, 90], NE⟶ boosted.trees.size,
LR ∈ [0.8, 0.9, 1, 2, 5, ] LR⟶ learning.rate\end

Light gradient boosting machine LGBM NE ∈ [21, 26, 31, 26, 41], NE⟶ boosted.trees.size,
L ∈ [80, 90, 100, 110, 120, 130] L⟶ leaf .size\end

Blood usage prediction neural network BUPNN (ours) ]z ∈ [0.01, 0.03, 0.05, 0.07] NE⟶ boosted.trees.size,
β ∈ [0.1, 0.2], K ∈ [100, 200, 300] L⟶ leaf .size\end
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5.5.ComparisononRegression Subtask. Ten, we discuss the
performance of BUPNN on the regression subtask. Finally,
the regression model is asked to predict the total blood
usage in the patient’s treatment for advance scheduling at

the blood center. Te experimental setting of the regres-
sion subtask is the same as that of the classifcation subtask.
Te data are collected from the same patients, but the
target variable is the total blood usage in the patient’s
treatment. Te mean square error (MSE) metric is cal-
culated to measure the performance of the seven methods
in the fve schemes. Te performance comparison is shown
in Table 6.

Table 3: Classifcation AUC comparison with the baseline methods, the best result is shown in bold. Te second result is italicized. Te
brackets at the right end show how much BUPNN exceeds the optimal metrics in the other methods.

KNN RF MLP ET SVM GB AdaB LGBM BUPNN
NC-A 0.8072 0.9166 0.8436 0.8443 0.8736 0.8949 0.9072 0.8881 0.9229 (↑0.0063)
NC-B 0.7302 0.8109 0.7421 0.8178 0.7116 0.7214 0.8324 0.8119 0. 349 (↑0.0240)
COM-mid 0.8009 0.8526 0.7764 0.8437 0.7435 0.8442 0.842 0.8508 0.  43 (↑0.0317)
COM-mea 0.8054 0.8591 0.8399 0.8252 0.7553 0.8470 0.8562 0.8630 0. 797 (↑0.0167)
COM-KNN 0.8033 0.8575 0.7912 0.8321 0.7739 0.8446 0.8526 0.8620 0. 761 (↑0.0141)
Average 0.7894 0.8593 0.7992 0.8326 0.7716 0.8304 0.8581 0.8552 0. 796 (↑0.0202)

Table 4: Classifcation ACC comparison with the baseline methods, the best result is shown in bold. Te second result is italicised. Te
brackets at the right end show how much BUPNN exceeds the optimal metrics in the other methods.

KNN RF MLP ET SVM GB AdaB LGBM BUPNN
NC-A 0.7113 0.8351 0.7367 0.8144 0.7732 0.8454 0. 557 0.8454 0.8454 (↓0.0103)
NC-B 0.6539 0.7531 0.7512 0.7428 0.6235 0.7409 0.7557 0.7445 0.7643 (↑0.00 6)
COM-mid 0.7340 0.8030 0.7589 0.7734 0.5567 0.7931 0.7537 0.7783 0. 177 (↑0.0147)
COM-mea 0.7340 0.7931 0.7546 0.7635 0.6305 0.798 0.7931 0.8030 0. 177 (↑0.0147)
COM-KNN 0.7241 0.7931 0.7768 0.7685 0.6059 0.7734 0.7783 0.7734 0. 226 (↑0.0295)
Average 0.7115 0.7955 0.7560 0.7725 0.6380 0.7902 0.7873 0.7890 0. 135 (↑0.01 0)

KNN: ROC AUC=0.801
RF: ROC AUC=0.853
DT: ROC AUC=0.796
ET: ROC AUC=0.844
SVM: ROC AUC=0.743

GB: ROC AUC=0.844
ADB: ROC AUC=0.842
LGBM: ROC AUC=0.851
BUPNN: ROC AUC=0.884
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Figure 5: Te ROC curve comparison for COM-Mea schemes, the
missing values are flled with the median value.Te closer the curve
is to the upper left corner, the better the model’s performance. Te
symmetry of the curve along the line from (0, 1) to (1, 0) indicates
the balanced performance of the model.
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Figure 6: Te scatter plot the prediction of BUPNN for COM-Mea
schemes, the missing values are flled with the median value. Te
vertical coordinate is used to distinguish diferent samples, and the
horizontal coordinate indicates the predicted value of the BUPNN
model for the samples. A predicted value of less than 0.5 indicates
that no blood is needed, and a value greater than 0.5 indicates that
blood is needed. Te color of the scatter indicates whether the
prediction is correct or not.
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5.5.1. BUPNN Shows a Consistency Advantage on Regression
Subtasks. From Table 6, we observe that the proposed
BUPNN outperforms all the baseline methods on all four
schemes. BUPNN has the most signifcant benefts for the
COM-mid scheme, outperforming the second-best method
(LGBM) by 0.004 (10.5%). Te percentage of improvement
shows that the advantage of BUPNN is more evident in the
regression subtask. Furthermore, it indicates that the pro-
posed BUPNN is more suitable for handling more difcult
regression tasks and that BUPNNs have strong application
potential when collecting richer data.

5.6. Te Explanatory Analysis of BUPNN. Artifcial neural
network-based models are considered to have a strong
performance. Still, their black-box nature leads to difculty
in interpretability, thus making it difcult for themodel to be
trusted by domain experts. On the other hand, the proposed
BUPNN has stronger interpretability because the smooth-
ness of its mapping leads to models that profound model

interpreters can easily interpret. An easy-to-use neural
network interpretive tool is introduced to explain the de-
cision process of BUPNN. Te visual presentation of the
interpretation results is shown in Figure 7.

In Figure 7, the decision processes of BUPNN for three
samples are explained by “shap” tool. Te vertical coordi-
nates represent the clinical indicators, and the horizontal
coordinates represent the predicted values of BUPNN. Te
images show the decision process of the model from bottom
to top. Specifcally, the model predicts E � 0.47 for an av-
erage patient when no information about the patient is
observed, i.e., no transfusion is needed. We believe this is
reasonable because only patients who are sufciently harmed
need blood transfusions to be treated. Next, using
Figure 7(a) as an example, the BUPNN model observed
additional patient information, such as “no injury to the
lower body,” “no injury to the abdomen,” “no injury to the
pelvis,” and the “patient’s heartbeat is not accelerated.” Tis
evidence made the BUPNN frm the original judgment that
blood transfusion is unnecessary. Although the penetration

Table 5: Median classifcation ACC comparison with the baseline methods for diferent hospitals’ all data, the best result are shown in bold.
Te second result is italicised. Te brackets at the right end show how much BUPNN exceeds the optimal metrics in the other methods.

KNN RF ET MLP GB LGBM SVMVC ADB BUPNN
DYang 1.000 1.000 0.571 0.723 0.786 0.714 0.857 0.929 1.000 (↑0.000)
SYi 1.000 0.667 1.000 1.000 1.000 0.667 1.000 1.000 1.000 (↑0.000)
SYiFu 0.796 0.778 0.815 0.735 0.556 0.593 0.630 0.778 0.926 (↑0.111)
WLing 0.500 1.000 0.750 0.250 1.000 1.000 1.000 1.000 1.000 (↑0.000)
ZEr 0.748 0.800 0.743 0.786 0.707 0.833 0.828 0.801 0. 34 (↑0.001)
Average 0.765 0.834 0.764 0.698 0.775 0.750 0.833 0. 54 0.909 (↑0.055)

Table 6: MSE comparison for all data, best results are shown in bold; results with clear advantage are shown in underline.Te second result
is italicised. Te brackets at the right end show how much BUPNN exceeds the optimal metrics in the other methods.

LR SVM MLP ET GB RF LGBM Adab BUPNN
NC-A 0.0095 0.0112 0.0121 0.0194 0.0093 0.0090 0.0090 0.0161 0.0079(↑0.0012)

COM-mid 0.0042 0.0075 0.0167 0.0103 0.0040 0.0043 0.0042 0.0175 0.003 (↑0.0004)

COM-mea 0.0042 0.0076 0.0076 0.0074 0.0039 0.0041 0.0044 0.0151 0.0037(↑0.0002)

COM-KNN 0.0041 0.0065 0.0082 0.0142 0.0040 0.0039 0.0043 0.0109 0.0036(↑0.0003)

Average 0.0055 0.0082 0.0111 0.0128 0.0053 0.0053 0.0054 0.0149 0.004 (↑0.0005)
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Figure 7: Explanation of the decision process of BUPNN for a single sample.
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injury raised the probability of transfusion, several essential
features (e.g., albumin and hemoglobin) ultimately guided
the model to predict f(x) � 0.02.

Figure 7(b) provides more examples of how to interpret
the decision process of the BUPNN. Tese two examples
show what kind of information needs to be observed by
BUPNN that would predict a sample as needing a blood
transfusion. Among them, we found some necessary sig-
natures of the need for transfusion, such as the abdomen,
pelvis, and pleural.

Next, we calculated the importance of all features in
determining whether a blood transfusion is needed or not
and displayed them in Figure 8 in the form of a bar chart.

6. Conclusions

In this paper, a neural network model-based blood usage
predictor, called deep blood usage neural network
(BUPNN), is proposed to serve the scheduling of blood
supply in provincial blood centers. Te proposed BUPNN
receives clinical information from hospital patients and
predicts whether a patient needs blood and the amount of
blood used. Te proposed BUPNN receives clinical data
from hospital patients and indicates whether a patient needs
blood and the blood consumption amount. Te proposed
BUPNN mainly solves the problem of predicting blood

usage with high availability and generalization in real-life
situations. It can accomplish the prediction task well in
diferent hospitals’ missing values and domain bias. BUPNN
proposes a manifold learning-based regularizer for the blood
prediction problem to improve the model’s generalization
performance on data from diferent hospitals and enhance
the model using data augmentation and data
complementation.
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Motivation. Immunoglobulin proteins (IGP) (also called antibodies) are glycoproteins that act as B-cell receptors against external
or internal antigens like viruses and bacteria. IGPs play a signifcant role in diverse cellular processes ranging from adhesion to cell
recognition. IGP identifcations via the in-silico approach are faster and more cost-efective than wet-lab technological methods.
Methods. In this study, we developed an intelligent theoretical deep learning framework, “IGPred-HDnet” for the discrimination
of IGPs and non-IGPs. Tree types of promising descriptors are feature extraction based on graphical and statistical features
(FEGS), amphiphilic pseudo-amino acid composition (Amp-PseAAC), and dipeptide composition (DPC) to extract the graphical,
physicochemical, and sequential features. Next, the extracted attributes are evaluated through machine learning, i.e., decision tree
(DT), support vector machine (SVM), k-nearest neighbour (KNN), and hierarchical deep network (HDnet) classifers. Te
proposed predictor IGPred-HDnet was trained and tested using a 10-fold cross-validation and independent test. Results and
Conclusion. Te success rates in terms of accuracy (ACC) and Matthew’s correlation coefcient (MCC) of IGPred-HDnet on
training and independent dataset (Dtrain Dtest) are ACC� 98.00%, 99.10%, and MCC� 0.958, and 0.980 points, respectively. Te
empirical outcomes demonstrate that the IGPred-HDnet model efcacy on both datasets using the novel FEGS feature and
HDnet algorithm achieved superior predictions to other existing computational models. We hope this research will provide great
insights into the large-scale identifcation of IGPs and pharmaceutical companies in new drug design.

1. Introduction

Immunoglobulins are serum proteins in the human body.
Tese proteins act as an antibody involved in the various
cellular processes such as a decision, binding, or recognition
of the cell. Immunoglobulin signifcantly boosts the immune
system by discovering the dangerous macromolecules that
entered the body [1]. When unfamiliar elements inject into
the body, the immune system has a unique skill to detect the
attacker and then activates B lymphocytes to hide the im-
munoglobulin from invader antigens. For instance, immu-
noglobulins will deactivate the toxin by altering its chemical

structure when averting its appearance. To provide a shield
against bacterial infection, stabilin-2 can attach to both Gram-
positive and Gram-negative bacterial contagions.

Immunoglobulins are linked/related to various disease
treatments [2], such as autoimmune, infammation in the
skin, and Bechet’s diseases [3, 4]. In other words, intrave-
nous immunoglobulin provides a fghting strength to cure
such kinds of diseases for people who have sufered from
muscle problems and systemic swelling in skin infections.
Te use of immunoglobulin for lupus erythematosus der-
matosis in association with the treatment of Bechet’s in-
fection has a great potential without any harmful impact
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[3, 4]. In Ref. [5], it is shown that immunoglobulins have a
better understanding of immunological processes, permit-
ting the development of an enhanced version of drugs to
cure the infection. Considering the medical application of
immunoglobulin proteins, in-depth knowledge of their
functional level is still under development.

Over the past years, immunoglobulin protein classif-
cation and characterization have become a hot topic in
bioinformatics and computational biology. Wet-lab ap-
proaches such as X-ray crystallography and mass spec-
trometry are used to discover immunoglobulin proteins.
However, such laboratory-based approaches are unfav-
ourable due to their high cost and time consumption. In this
regard, researchers have designed various machine learning-
based methods to identify immunoglobulin protein se-
quence analysis. Efcient machine learning-based methods
can quickly and accurately predict unannotated proteins
from large databases. Machine learning techniques are ap-
plied in numerous areas of medicine like diagnostics. Clonal
dynamics and relative frequencies are utilized to develop an
antibody clonal examining framework to explore certain
antigenic human monoclonal antibodies [5–7]. In the var-
ious feld of the healthcare system, immunological and bi-
ological usage, including infection control, immunization
diagnostics, and B-cell detection, is of key signifcance [8, 9].
Te research community has reported numerous studies
related to antigen range that can be selected by specifc
antibodies or by a group of antibodies, e.g., antibody stock
provided by applying a Rep-Seq in many areas [10]. Te said
key observation headed to another and well-defned tech-
nique for tackling the B-cell epitope detection in which the
intellectual purpose of a specifc antibody is detected
[11, 12]. Tis study incorporates optical, electrochemical,
and piezoelectric biosensors to predict complete immuno-
globulin degrees, in which electrochemical is most generally
employed. Several immunoglobulin optical biosensors de-
pend on surface plasmon resonance (SPR) prediction
present in bufer solutions. For an immunoglobulin study,
these available state-of-the-art technologies are useful;
however, conducting the biochemical study is very expensive
in terms of money and time. For accurate and speedy ex-
ecution of a huge amount of protein data, it is a need of time
to develop a computational framework for immunoglobu-
lins. For example, the frst phase declares the purpose of
immunoglobulins proteins which design a useful and in-
expensive framework to predict them efciently. Te re-
search community has designed various frameworks based
on machine learning procedures for protein sequence
analysis and classifcation in the last decades [13–17]. In
bioinformatics, predicting immunoglobulins transforms
protein sequences into feature metrics to uncover the core
formation of proteins.Te essential characteristics of protein
prediction are itemized as follows: feature representation
and key feature selection based on their importance and
classifcation. Amino acid composition (AAC), dipeptides
(Dip), and tripeptides are feature extraction techniques to
extract n-gram features representation, where the occur-
rence of n-length peptides are utilized as feature matrices
[18–20].

Furthermore, another feature extraction method
pseudo-amino acid composition (PseAAC), is commonly
implemented, considering physicochemical properties
among residues [15, 17, 21–23]. Te pseudotype protein
structure led to a protein density drop in dyscalculia; for this
purpose, the notion of pseudo-K-tuple is combined with the
idea of PseAAC [24, 25] to design a framework of AAC
minimized with pseudo-K-tuples amino acid composition
(PseKRAAC) [26]. Tey developed a classifer IGPred by
considering nine (9) physicochemical properties of amino
acid-generated proteins with replica ACC [27, 28]. In Ref.
[29], a predictor was developed via a support vector machine
(SVM) to predict immunoglobulins and non-
immunoglobulins. Tey used PseAAC with nine physical
and chemical characteristics of amino acids; A cross-vali-
dation technique was used to train a model, and they got
96.3% accuracy. However, the performance is good but still
needs an efcient bioinformatics tool to predict immuno-
globulin with a less error rate.

Various feature representations and multifaced predic-
tion methods may produce unnecessary knowledge repre-
sentation [30, 31]. However, to deal with this problem, many
studies suggested feature selection algorithms for elimi-
nating unnecessary information to enhance the performance
of the predictionmethods.Te frst one is PCC, which stands
for Pearson’s correlation coefcient, used to measure the
signifcance of feature representation in a subgroup. In
contrast, the second part is related to computing the rep-
etition among features representation by using Euclidean
distance (ED), cosine distance (CD), and Tanimoto (TO).
Maximum-Relevance-Maximum-Distance in [32, 33] and
Analysis of Variance (ANOVA) in [34] are typical feature
selection approaches. For optimum feature representation,
[35–37] used the principal component analysis (PCA) and
misclassifcation error (MCE) to extract optimal feature
representation for pentatricopeptide-repeat proteins pre-
diction and got 97.9% accuracy. Li et al. in [33] used the
above method to design a model for the prediction of an-
ticancer peptide sequences with 19-dimensional attributes.

Although signifcant contribution has been devoted to
the prediction of IGPs, some shortcomings should be ac-
knowledged in terms of feature-encoding schemes and
learning models. One major limitation of the existing
methods is the lack of feature learning algorithms to extract
the structured pattern information from protein sequences
properly. Secondly, only machine learning classifers are not
accurate enough to discriminate IGPs from non-IGPs.
Tirdly, the developed immunoglobulin predictors only
showed the training dataset results using a cross-validation
test while ignoring the external/independent test results.
Independent test results are signifcant as they show the
trained model’s generalization power.

To our best knowledge, IGPred-HDnet is the frst deep
learning-based predictor for identifying IGPs. IGPred-
HDnet extracts the nominal feature vectors using novel
feature descriptors such as FEGS (extract the graphical
features), AAPse (extracting physicochemical features), and
DPC (sequential features) from the given protein sequence
and fed to the hierarchical deep net model (HDnet) as the

2 Computational Intelligence and Neuroscience



base classifer for constructing the model.Temodel opts for
deep representations instead of manually extracted hand-
crafted features and aims to perform the classifcation of
IGPs. We have validated the model through exhaustive
methods which shows that the overall prediction on both
training and testing datasets outperformed the existing state-
of-the-art methods. Te study provides great insights into
the large-scale identifcation of IGPs which pharmaceutical
companies can opt for in novel drug design.

2. Materials and Methods

In the subsequent subsections, we will describe the stepwise
approach to the classifcation of IGPs. Figure 1 shows these
stepwise approaches. Firstly, the dataset collection and
preprocessing method will be discussed. Te feature rep-
resentation method will be presented in the next section; the
classifcation framework and model evaluation will be dis-
used in the third stage of the methodology.

2.1. Dataset Construction and Preprocessing. Tis portion
will discuss dataset collection for experimenting, i.e.,
training and evaluating the designed framework. Te dataset
contained the immunoglobulins sequences downloaded
from the UniProt database present in or outside the cell
membrane. Tere are some standard techniques to assure
the quality of the baseline dataset; in the frst stage, we
eliminated the ambiguous residues, i.e., “B,” “J,” “O,” “X,”
“U,” and “Z” from the protein sequences to obtained typical
amino acid sequences [38]. We also eliminate the sequence if
it is the portion of other proteins. We picked the protein
sequences from the human, mouse, and rat categories in the
second stage. We used CD-HIT software to diminish hugely
indistinguishable bias in the last stage, which caused over-
ftting predicted results, and the cutof value is set at 60%:

D � D
+ ∪D

−
. (1)

Our dataset D consists of 302 samples, with 110 positive
D+ and 192 negative D− samples of immunoglobulins for
training the model:

indD � indD
+ ∪ indD

−
. (2)

Our independent dataset indD contains 112 samples to
evaluate our trained model, of which 40 are positive indD+

and 72 are negative indD− samples. Overall, 150 positive and
264 negative samples are provided in Supplementary File S1
and Supplementary File S2, respectively.

2.2. Existing Feature Extraction Schemes. In designing a
computerized framework, a series of steps are carried out to
predict immunoglobulins. Among them, the feature ex-
traction scheme is a challenging and essential step in for-
mulating a biological sequence into some numerical values
[39]. Conventional classifcation learning models, including
K-nearest neighbour (KNN), random forest (RF) [40, 41],
and support vector machine (SVM) [42], are based on fxed-
length statistical values and are unable to handle the vari-
able-length protein sequence; hence, the features repre-
sentation algorithm can tackle this problem by extracting the
fxed-length feature vector form the variable-length se-
quences [43–45]. Several researchers have used diferent
feature encoding schemes [46] as shown in Figure 2;
however, none of them used the proposed method for
extracting vital pattern information from the immuno-
globulins. A detailed description is given in Section 2.3.

2.3. Feature Extraction Based on Graphical and Statistical
Features (FEGS). Herein, we have opted for a novel feature
representation method named Feature Extraction based on
Graphical and Statistical features (FEGS) [47] for immu-
noglobulins sequences, as shown in Figure 3. Te proposed
deep neural network is not novel; however, the extraction of
features through this method is novel. Extracting the hidden
pattern information through graphs is diferent from other
sequence-based feature descriptors. Te main shortcoming
of traditional methods is the loss of sequence order infor-
mation. For example, amino acid composition and reduced
amino acid alphabet cannot retain the protein’s global
correlated properties. Furthermore, the manual extraction of
features requires extensive approaches which can be
somehow not sufcient. Tese handcrafted features are not
that much powerful to discriminate biological sequences as
compared to the deep representations, as shown in [15]. Te
FEGS algorithm was proposed to tackle this issue by
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formulating the biological proteins using a three-dimensional
curve. Te working principle of the FEGS algorithm is that
initially, FEGS employs the graphical depiction of primary
proteins using circular cones in 3D space by extending the
notion of 3D protein paths. Secondly, using the physico-
chemical properties of amino acids that efciently extract the
statistical attributes of protein pairs, FEGS seeks to formmany
circular cones in 3D space. Finally, the 578-dimensional
vector is generated by combining mono-amino acid and
dipeptide compositions for each protein sequence.

Initially, the protein sequences are provided in the
FASTA format as input, and then FEGS starts eliminating
unnecessary indices with identical values and generating 158
space curves for the subsequent protein sequence.

2.3.1. Generation of 3D Graphical Curves for Immunoglob-
ulins Sequences. In this method, the protein sequences are
provided in the FASTA format as input; then, according to
their physicochemical indices, 20 amino acids are frst linked
with 20 points in the 3D area. In the second step, the
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Figure 2: Scatter plot of DPC, APAAC, and FEGS feature extraction methods.
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Figure 3: A brief explanation of the proposed FEGS.
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graphical curve of an immunoglobulins sequence can be
generated by enlarging a 3D protein track centred on a right
circular cone.

(1) Preparation of the 20 Amino Acids and the 400 Amino
Acid Sets. Physicochemical properties (PCP) of amino acids
(AAs) play a vital role in analyzing and characterizing
protein function. We arranged the 20 AAs with respect to
their PCP from lower to higher order. Ten, we organized
them on the circumference of the bottommost of a right
circular cone with a height of 1 by the following formula:

Φ Ai(  � cos
2Πi

20
, sin

2Πi

20
, 1 , i � 1, 2, . . . , 20. (3)

Te above equation Ai denoted 20 amino acids, whereas
all 400 amino acid pairs are linked to the bottom of the right
circular cone via the formula below:

Φ AiAj  � Φ Ai(  +
1
4
Φ Aj  , i, j � 1, 2, . . . , 20. (4)

AiAj represents each of the 400 amino acid pairs.

(2) Building 3D Graphical Curves for Protein Sequences.
Consider that we have a protein sequence S having N AA
residues S � s1s2...sN. Constructing the 3D graph for the
protein sequence is quite challenging. Te 3D graphical
curve is generated by enlarging a 3D protein track centred on
a right circular cone as follows. Initiating from the origin
point p0 � (0, 0, 0) broadens it to the subsequent point
p1(x1,y1, z1) in the 3D area, conforming to the frst AA s1
and the second point p2(x2, y2, z3) related to the second AA
s2 and so on till the 3D track is accomplished at the last AA
sN, and via this process, the P path is obtained, coordinating
with a 3D graphical curve of the immunoglobulins sequence
S, whereas Pi(xi, yi, zi) is the ith amino acid Si, and the point
coordinates xi, yi and zi are described in the following
formulas:

Ψ Si(  � Ψ Si−1(  + 
A1 ,A2∈ A,C,D,...,Y{ }

fA1A2
.Φ A1A2( .

(5)

In the above equation, Ψ(S0) � (0, 0, 0), and fA1A2
is the

number of amino acid sets determined. Te selected 158
physicochemical properties are linked with the exclusive
right circular cone; in this way, we got 158 various 3-di-
mensional graphical curves for every immunoglobulin se-
quence related to the 158 physicochemical properties of
amino acids.

2.3.2. Numerical Features of Protein Sequences. Another
challenging job is to transform the generated graphical
curves into numerical feature vectors for the similarity
analysis of immunoglobulins samples. Here, for each curve,
the L/L matrix denoted by M is calculated, and of-diagonal
values Mi,j(i≠ j) are well-defned as a measure of the Eu-
clidean distance and the sum of geometric lengths of
boundaries between Pi and Pj of the curve. At the same time,
on-diagonal elements are equal to zero. Subsequently, all 158

curves are converted into 158-dimensional feature repre-
sentation matrices as a graphical features representation
described below:

Vg � λ1, λ2, . . . , λ158 . (6)

Tere are many other feature extraction techniques in
which AAC and DPC are commonly utilized in protein
sequence analyses. To count the frequency of AA in a given
sequence, normalized by sequence length, AAC is widely
used for this process to extract 20 fxed-length features as
formulated below:

Va � f1, f2, . . . , f20 . (7)

Te above equation f represents the number of AA
occurrences in the protein sequence. DPC also counts the
number of occurrences of the 400 AA sets of the given
protein sequence; and it extracts 400 fxed-length features
below:

Vd � f1, f2, . . . , f400 , (8)

where f represents the number of occurrences of jth AA sets,
i.e., AA, AC, AD, AE, .YY{ } in the protein sequence. Te
statistical features, i.e., AA Va and DPC Vd are merged with
graphical features represented Vg to get a 578-dimensional
feature vector for the protein sequence S. In general, a
dataset that contains N number of immunoglobulins se-
quences is given to FEGS, then we can get theN× 578 feature
representation matrix, in which every row represents a
feature representation vector of immunoglobulins
sequences.

3. The Proposed Model Workflow

We developed a robust immunoglobulins predictor called
Immunoglobulin Proteins Prediction Hierarchical Deep net
(IGPred-HDnet). Figure 4 illustrates the fow of the pro-
posed framework, in which the main stages of the IGPred-
HDnet framework are shown such as data collection, data
distribution, feature representation computation through
FEGS, and classifcation through HDNet and evaluation. In
feature representation, a novel feature encoding method is
proposed to extract valuable feature representation from
immunoglobulin sequences.

3.1. Hierarchical Deep Net Model (HDnet). Te hierarchical
deep net (HDnet) model is an ensemble-based model in-
spired by [48], which is a substitute for a deep neural
network (DNN) to learn hyperlevel feature representation
using various resources and eforts. In contrast, DNN used
complex architecture, i.e., forward and backward propaga-
tion algorithms, to learn hidden information. In developing
an HDnet classifer, it is crucial to determine the learning
algorithms employed in each layer. In our proposed model,
we set the combination of Extreme Gradient Boost
(XGBoost) [49, 50], random forest (RF) [51–53], and ex-
tremely randomized trees (ERT) [54, 55] classifers which
achieved outstanding performance and feed it with the
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previously computed 578-dimensional vector. HDnet is based
on the deep ensemble method that cascades conventional
classifers, for example, RF, ERT, and XGBoost. Compared to
DNN, HDnet uses decision trees instead of various neural
network (NN) models for feature representation learning in
each layer. Figure 5 shows the generic representation of
HDNet, elaborating that if there are multiple feature vectors
frommultiple encoding schemes, they are concatenated at the
level-N. Tese feature vectors are actually deep representa-
tions learnt at diferent layers, similar to other deep neural
networks. Due to the hierarchical type nature, the HDnet
model allows the training process to be more robust, and it
will be more appropriate for training a limited amount of
protein samples. DNN involves various parameters that need
tunes during training a model, while our proposed model
easily tunes the hyperparameter.

We set the boosting parameter value k� 20 for the XGBoost
classifer. For RF and ERT, the number of decision trees is also
set at 20, and the node values are picked by randomly picking
features. In our model, every layer is an ensemble of diverse
learners (e.g., six XGBoost, six RF, and six ERT) who accept the
feature representation processed by previous layer classifcation
models. Te outcome of the previous layer is the input for the
subsequent layer for processing. To produce the enhanced
feature representation related to the multivariate class vectors,
we have integrated, stacked, and summed output as a supreme
probability score. Te process of training is terminated if en-
hancement is not observed in performance. Figure 5 reveals the
layer-by-layer framework of the HDnet.

4. Performance Evaluation

In this research, we utilized four performance evaluation
measures, e.g., accuracy (ACC), specifcity (SP), sensitivity
(SN), and Matthew correlation coefcient (MCC), to fgure
out the achievement rate of our proposed prediction models
described as

ACC �
TP + TN

TP + FP + TN + FN
,

SP �
TN

TN + FP
,

SN �
TP

TP + FN
,

MCC �
TP∗TN − FT∗ FN

�����������������������������������������
(TP + FP)∗ (TP + FN)∗ (TN + FP)∗ (TN + FN)

 .

(9)

In the above equations, TP represents True-IGPs, which
are correctly predicted as positive instances, whereas TN
corresponds to true non-IGPs, which are correctly classifed
as negative samples. FN indicates non-IGPs, which the
model incorrectly predicts as immunoglobulins.

Te performance above measures containing the MCC is
dependent on the threshold, which delivers the compre-
hensive evaluation for the binary class classifcation. Fur-
thermore, to describe the model performance on a large
scale, we utilized the Area Under the ROC (Receiver Op-
erating Characteristic) Curve (AUC), which is in the shape
of an independent threshold analysis like a further essential
assessment of the model.

5. Proposed Framework Evaluation

In machine learning (ML), the model performance is nat-
urally assessed via cross-validation (CV). Tere are three
tests in the research community to determine the dis-
criminatory power of the designed framework: K-fold also
called subsampling, Jackknife, i.e., leave-one-out and in-
dependent tests [56, 57]. Te Jackknife test provides ex-
ceptional and encouraging results to train a model [58];
however, the main cons are computational cast due to a large
number of calculations [59]. To overcome the weakness of
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Figure 4: Graphical representation of the IGPred-HDnet model.
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the Jackknife and improve the simplifcation power, we
implemented the K-Fold CV test to train our model and test
the performance [60]. In this method, we randomly divided
the train data intoK-folds (subsets), in whichK− 1 is utilized
to train the proposed model, and the leftover is utilized to
test the model [61]. Subsequently, for the particular ap-
proximation, the obtained results are averaged. We set the
value of K to 10 after conducting various experiments.

5.1. Predictive Performance of Hypothesis Learners Using
Various Feature Encoding Schemes onTrainingDataset Dtrain.
In this section, we experimentally determine the prediction
performance of various classifers, i.e., KNN [62], DT [63],
SVM [46, 64], and HDnet using various descriptors, i.e.,
APAAC (physicochemical features), DPC (sequential fea-
tures), and FEGS (graphical features), as shown in Figure 6.
Each learning engine is computed by conducting a ten-fold

CV test on the training dataset Dtrain with four evaluation
measures ACC, SN, SP, and MCC. In the case of APAAC
feature vectors, the SVM classifer secured the worst
AAC� 89.72% and MCC� 0.786, while HDnet achieved a
higher ACC of 95.69% and MCC of 0.909 points. Similarly,
in the case of the DPC method, again the HDnet classifer
produced 0.33% high ACC and 0.007 points MCC, re-
spectively. Furthermore, in the case of the FEGS feature
method, the highest performance is obtained by the HDnet
classifer, which is ACC� 98.00%, SN� 94.55%, SP� 100%,
and MCC� 0.958. Te second-best predictor is KNN which
achieved 90.41% ACC and 0.809 points MCC, while SVM
comparatively produce good predictions on all feature
methods.

Several judgements are made on the reported results of
all classifers in Table 1. First, the HDnet model consistently
produced the best outcomes among the classifcation al-
gorithms compared to other machine-learning classifers for
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all feature encoding schemes. Te main reason is due to the
high learning potential of a deep neural network as com-
pared to the conventional classifers. Te internal structure
of the HDnet classifer is based on decision trees that enable
the model to predict the extracted features better [65].
Further, it is evident in the literature that deeper networks
have more learning potential as compared to conventional
neural networks [15, 66, 67].

Secondly, among the feature representation approaches,
FEGS (graphical features) produced the best results for
overall hypothesis learners (classifers) than other feature
vectors such as DPC and APAAC. Te underlyingreason for
the high prediction rate of FEGS methods is that FEGS
extracts the conserved local and global graphical, physi-
cochemical and statistical attributes from a protein se-
quence. As in Figure 1, the visualization infuence of the
extracted features through t-distributed stochastic neigh-
bour embedding (t-SNE) can be seen. Te red colour

represents the IGPs class, and the green colour represents
the non-IGPs class. Te features with a high correlation,
like DPC and APAAC, cannot incorporate the correct
predictions of immunoglobulins. In contrast, the novel
features of FEGS are less correlated enabling the classifers
to produce high performance.

5.2. Predictive Performance of Hypothesis Learners Using
VariousFeatureEncodingSchemeson theTestingDatasetDtest.
In this subsection, we examine the success rates of our model
via an independent test to show its generalization power. It
was ensured that the samples in the independent test Dtest
were unseen, and none of the immunoglobulin samples was
used in training the model. Table 1 depicts the prediction
outcomes of all classifers using the APAAC, DPC, and FEGS
feature methods. Comparative analysis reveals that our
proposed learning model HDnet using novel feature FEGS

ACC
0.0

0.2

0.4

Pe
rfo

rm
an

ce

0.6

0.8

1.0

0.0
0.0 0.2 0.4 0.6

False positive rate
0.8 1.0

0.2

0.4

Tr
ue

 p
os

iti
ve

 ra
te

0.6

0.8

1.0

Sn Sp MCC

Train Performance Evaluation Train ROC Curve

APAAC_DT
APAAC_KNN APAAC_SVM

APAAC_HDnet
APAAC_DT (AUC = 0.910) 
APAAC_KNN (AUC = 0.980) APAAC_SVM (AUC = 0.910)

APAAC_HDnet (AUC = 0.990)

(a)

0.0 0.2 0.4 0.6
False positive rate

0.8 1.0
0.0

0.2

0.4

Tr
ue

 p
os

iti
ve

 ra
te

0.6

0.8

1.0

ACC
0.0

0.2

0.4

Pe
rfo

rm
an

ce

0.6

0.8

1.0

Sn Sp MCC

Train Performance Evaluation Train ROC Curve

DPC_DT
DPC_KNN DPC_SVM

DPC_HDnet
DPC_DT (AUC = 0.890)
DPC_KNN (AUC = 0.980) DPC_SVM (AUC = 0.940)

DPC_HDnet (AUC = 0.990)

(b)

0.0 0.2 0.4 0.6
False positive rate

0.8 1.0
0.0

0.2

0.4

Tr
ue

 p
os

iti
ve

 ra
te

0.6

0.8

1.0

ACC
0.0

0.2

0.4

Pe
rfo

rm
an

ce

0.6

0.8

1.0

Sn Sp MCC

Train Performance Evaluation Train ROC Curve

FEGS_DT
FEGS_KNN FEGS_SVM

FEGS_HDnet
FEGS_DT (AUC = 0.870)
FEGS_KNN (AUC = 0.980) FEGS_SVM (AUC = 0.970)

FEGS_HDnet (AUC = 0.990)

(c)

Figure 6: Training parameter metric performances evaluation and AUC-ROCs of KNN, DT, SVM, and the proposed HDnet via APAAC,
DPC, and the proposed FEGS feature extraction methods.
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Table 1: Analysis of various classifers using feature encoding schemes on training and testing datasets Dtrain and Dtest.

Feature-encoding
methods Classifers

Benchmark dataset Independent dataset
ACC
(%) SN (%) SP (%) MCC F-measure

(%)
ACC
(%) SN (%) SP (%) MCC F-measure

(%)

APAAC

KNN 95.01 94.55 95.26 0.898 92.95 88.93 97.50 83.33 0.777 85.71
DT 90.70 87.27 92.66 0.802 86.92 91.96 92.50 91.66 0.829 89.15
SVM 89.72 86.36 91.66 0.786 85.61 81.25 82.50 80.55 0.612 75.86
HDnet 95.69 91.82 93.75 0.909 93.83 90.17 87.50 91.66 0.787 86.41

DPC

KNN 90.41 91.82 89.63 0.809 86.77 92.85 97.50 90.27 0.854 90.69
DT 89.39 85.45 91.66 0.771 85.11 93.75 92.05 94.44 0.864 91.35
SVM 90.23 96.36 45.58 0.467 69.67 83.03 100 73.61 0.706 80.80
HDnet 96.02 90.00 99.47 0.916 94.18 91.96 77.50 100 0.829 87.32

FEGS

KNN 93.03 90.00 94.78 0.856 89.71 94.64 100 91.60 0.890 93.00
DT 91.93 87.27 93.74 0.817 87.95 93.75 97.50 91.60 0.871 91.76
SVM 94.72 94.55 94.85 0.889 92.96 93.75 100 90.27 0.876 91.95
HDnet 98.00 94.55 100 0.958 96.94 99.10 97.50 100 0.980 98.73
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Figure 7: Training parameter metric performances evaluation and AUC-ROCs of KNN, DT, SVM, and the proposed HDnet via APAAC,
DPC, and the proposed FEGS feature extraction methods.
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achieved outstanding results in terms of all performance
metrics, likewise ACC� 99.10%, SN� 97.50%, SP� 100%,
and MCC� 0.980 points, respectively. In contrast, the same
learning engine using the APAAC feature produced the
worst results as shown in Figure 7.

5.3. Predictive Performance of the Proposed Predictor with
Existing Methods on Training and Testing Datasets. In this
section, we theoretically compare the efcacy of our pro-
posed model with the three developed approaches such as
CC-PSSM [39], IGPred [19], and Ghulam et al.’s approach
[68] on training and testing datasets. Te results in Table 2
are extracted from the previous literature [69]. It is worth
noting that none of the existing predictors generated the
prediction outcomes on independent tests to show the
generalization power of their model. Driven by the novel
feature descriptor FEGS with the intelligent deep learning-
based algorithm HDnet, IGPred-HDnet outperformed the
existing methods for IGs identifcation in terms of all
performance metrics, i.e., ACC, SN, SP, MCC, and AUC. On
the training benchmark dataset, our method notable in-
creased ACC by 1.9%, SN by 1%, SP by 1.5%, and MCC by
0.026 points over the second-best performer XGBoost. An
independent test was performed to investigate further the
IGPred-HDnet model’s predictive capability on unseen data.
Both the ACC and AUC results are 0.99 and 1.00, as shown
in Table 2 and Figure 8.

Te underlying reason for achieving high predictions is
to extract the graphical-based, physicochemical-based, and
sequence-based attributes. Also, the hierarchical type
structure of the HDnet classifer enables a better forecast of
the IGs samples from the extracted attributes [65].

6. Conclusion and Future Work

IGPs are a crucial constituent of the immune system.
Understanding deep insight IGPs can provide useful hints
in drug discovery for disease treatment. Tus, the objective
of this research was to construct a novel sequence-based
computational method for predicting and analyzing IGPs.
Te proposed theoretical model “IGPred-HDnet” is su-
perior to other advance immunoglobulin-based predictors
due to several reasons. Firstly, we designed an innovative
graphical algorithm FEGS to capture structured informa-
tion buried in the protein sample. Te structure features
produced better results than the other feature schemes.
Secondly, we implemented a deep learning model called
HDnet for the frst time as a learning model for recognizing
IGPs.

Despite enhancing the model’s overall performance,
further gaps still exist for future, such as several previous
publications like Tang et al. [27] established public web-
servers that can enrich the applicability of the anticipated
model. Also, using novel feature selection algorithms is vital
to avoid overftting and improve the generalization power of
the trained model. We hope that the proposed IGPred-
HDnet will become a potential tool for large-scale IGPs
characterization in particular and other protein problems in
general.
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Table 2: Analysis of various classifers using feature encoding schemes on training and testing datasets Dtrain and Dtest.

Dataset Predictor ACC SN SP MCC Pre NPV F1 AUC

Training

CC_PSSM 0.960 — — 0.921 0.961 — — 0.994
IGPred 0.969 0.963 0.975 — — — — 0.994
XGBoost 0.972 0.945 0.985 0.950 0.980 — — 0.970

IGPred-HDnet 0.980 0.945 1.000 0.958 1.000 1.000 0.971 0.998

Testing

CC_PSSM 0.883 — — 0.847 0.884 — — 0.914
IGPred 0.891 0.886 0.897 — — — — 0.914
XGBoost 0.894 0.869 0.906 0.874 0.902 — — 0.892

IGPred-HDnet 0.991 1.000 0.986 0.980 0.9750 1.000 0.987 1.000
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Supplementary Materials

Supplementary File S1 contains the positive samples (im-
munoglobulins sequences). Supplementary File S2 contains
the negative samples (nonimmunoglobulins sequences).
(Supplementary Materials)
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[3] T. Généreau, O. Chosidow, C. Danel, P. Chérin, and
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With the progress of the industrial revolution and the development of modern science and technology, China’s urbanization
process has been promoted. Urban and rural economic and social construction has greatly improved the local appearance and
social structure. Human activities and natural ecology have affected the whole geological-ecological process, further aggravated
the geological-ecological damage, and caused more serious geological disasters, especially in some places (especially in
mountainous areas). In recent years, strong geological disasters have occurred inWenchuan, Yushu, and Lushan regions of China,
which not only seriously endanger the life safety and social life of the affected people, but also damage the geological-ecological
structure and social functions of the region, especially in the geographically sensitive Alpine urban areas. It also produced many
secondary disasters, such as landslides and land collapses. Mountainous cities and towns have special requirements for con-
struction land, which is difficult to construct. Industrial land resources are in short supply, urban and rural comprehensive
construction land is not active, and cultivated land area resources are tight. Compared with plain towns with superior geological
conditions, mountain towns are more vulnerable to adverse geological environment such as geological ecology, landform,
ecological vegetation, and hydrology.&e geographical natural environment, as an organic whole that combines and interacts with
the geomorphic natural environment, the biological-ecological environment, and the human social management environment, is
the main reason that affects the development of mountain towns. Once the mountain geological ecology is destroyed, a series of
geological disasters will often be induced, which will seriously restrict the healthy development of mountain towns. Scientific
management of the geological environment plays an important role in the assessment of the geological environment restoration of
mountain towns after disasters. &erefore, taking the most beautiful counties in China, Baoxing City, and Tianquan County as
examples, on the basis of studying the complex geological-ecological theory of geological disasters, this paper further improves the
traditional ecological footprint model in China, and using the interval direct fuzzy information constructs the metric index of
ecological restoration scheme of mountain towns, and determines the evaluation index and optimal scheme of ecological
restoration. From the aspects of landscape layout construction, disaster prevention and mitigation planning and improvement,
and environmental restoration project, the future geoecological restoration and response strategy of Lushan County are pointed
out, which provide guidance for the postdisaster geoecological safety layout construction.

1. Introduction

Geological disaster refers to the disastrous geological event
that brings destruction to people’s survival, resources, and
living conditions under the action of various natural
movements and artificial behaviors in geological conditions
[1]. China has a vast territory and a large latitude and

longitude span. It is located at the regional boundary, and
the tectonic movement is extremely intense [2]. Limited by
the monsoon weather, the rainfall is concentrated and large,
which is easy to cause various geographical natural disasters
[3]. In the mountainous areas of southwest China, the
population distribution is obviously affected by the terrain,
and it is basically distributed along the relatively flat areas
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such as valleys [4]. &ese conditions have caused many
natural geological disasters in China, and the degree of life
damage caused by geological disasters is also very high [5].
&e occurrence of geological disasters not only does serious
harm to the life safety and social life of the people in the
affected areas, but also damages the geological-ecological
structure and function of the area, especially in the
mountainous urban areas sensitive to geological conditions.
It also produced many secondary disasters, such as land-
slides and land collapses. Such natural disasters pose a se-
rious threat to the original landform and ecology. If
prevention and control are not carried out, the geological
ecology will be in danger of collapse [6]. With the deepening
of the country’s western development and the construction
of an all-round well-off society, the economic development
of the western region is rapid and will continue for a long
time [7]. However, because the western region straddles two
major terrain steps in China, the terrain is undulating, the
geological structure is complex, there are many fault zones,
and the geological forces are very active [8]. &e precipi-
tation in the western region is concentrated, and the human
agricultural production activities are strong, causing large-
scale geological disasters [9]. &erefore, with the vigorous
development of China’s market economy, the economic
losses caused by geological disasters will be even greater,
seriously threatening the life and property safety of the
Chinese people, and the development of China’s economic
and social construction will also be affected and constrained
[10].

Since the 1980s, human beings have gradually realized
the importance of the Earth’s ecological environment for
human survival and the development and the urgency of
maintaining the Earth’s natural ecological system. It has
become a key scientific research topic in the world [11].
Ecological restoration is based on biological restoration.
According to the actual situation, physical, biochemical
restoration, and technical measures are optimized and
combined to implement comprehensive restoration of the
restoration object. &erefore, ecological restoration is also a
disciplinary process [12]. By comprehensively repairing and
restoring the degraded natural ecosystem, it will be able to
repair the stability and plasticity of the natural ecosystem
and its interdisciplinary ecological theory [13] Geomorphic
ecosystem is a complex system affected by many reasons.
Because of its vulnerability and sensitivity, a slight change in
the geomorphic ecology of the mountain area will involve
changes for many reasons, such as space, environment,
location, climate, and human factors [14]. Since ancient
times, the relationship between people and geological en-
vironment has started from ignoring the geological envi-
ronment, developed to damaging the geological
environment, and finally transformed into the ability to
restore and develop the geological environment [15]. Today’s
one-size-fits-all urbanization development mode, extensive
land development and preemptive land excavation, and
development and utilization have aggravated the geological
and ecological crisis. &e impact of geological disasters on
the urban geological environment is also increasingly sig-
nificant [16]. &is paper summarizes the current urban

postdisaster restoration problems and geoecological re-
sponse strategies. Postdisaster geoecological restoration is
one of the key issues in the comprehensive response of
mountain towns in China. In the postdisaster geological and
ecological restoration research, most of the studies focus on
the study of artificial environment such as mines [17].

In this context, when studying the evolution of geo-
logical natural disasters on the geological natural environ-
ment of mountain towns, the level and status of restoration
of geological natural disasters on the geological environment
of mountain towns are studied in depth, and the future trend
of geological environment restoration is predicted according
to this model.

2. State of the Art

2.1. Geological Disasters and )eir Restoration. From the
perspective of disaster types, geological disasters can be
divided into major disasters and secondary disasters caused
by major disasters. Large-scale natural disasters refer to
large-scale natural disasters (large earthquakes, mudflows,
collapses, etc.) caused by changes in geological conditions
due to natural environment or human factors [18]. Natural
disasters are also the largest floods encountered by con-
temporary cities and towns. Strong floods can also cause
many secondary disasters. &erefore, strong natural disas-
ters not only destroy a large number of buildings and hinder
traffic, but also may cause many secondary disasters, such as
tsunamis, mudstones, and town fires. &ere are also natural
disasters, landslides, and mudstones that have a great impact
on cities and towns. Some researchers have discussed the
impact of different types of cities and towns on the oc-
currence of geomorphic natural disasters in urbanization. It
mainly studies the relationship between the urbanization
development process and the occurrence of geomorphic
natural disasters [19].

However, there are few studies in the field of restoration
of postdisaster mountain ecosystems, and the existing re-
search is only a relatively general method, which lacks an
assessment of the degree of restoration of postdisaster
geological ecosystems. In addition, according to the needs of
sustainable development policies, in the establishment and
development of flexible cities (Figure 1), attention should be
paid to the original landform environment to ensure that the
use of natural resources cannot damage the original fragile
landform ecological environment.

&e definition of mountain town belongs to mountain
city. It was originally called hillside city in Europe and
America. In 1980, with the gradual development of scientific
research on hillside cities in China, a corresponding
mountain scientific research organization was internation-
ally established. Its main research fields mainly focused on
physical geography and biology, and its focus was mainly on
the prevention of geological disasters, the conditions of the
mountain environment, and the improvement of poor
people’s lives. &ere is little information on the concept of
mountain cities. &e concept of local towns is as follows:
villages and towns under complex natural environment
conditions such as complex landforms and high slopes.
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Small towns in mountain areas are the main part of the
family environment of mountain residents. &eir economy,
land-use planning, road traffic, land-use development, and
other fields have particularity. In addition, with the regional
differences betweenmountainous areas and Pingchuan areas
and the imbalance of local economic and social develop-
ment, the development of small towns in mountainous areas
is also affected by various factors such as fragile ecosystems,
mountain landforms, and geological environment. It is
urgent to support new science and technology. Typical
characteristics of mountain cities are as follows: (1) the
following characteristics must be possessed by the geo-
graphical location: the city is usually located in the interior of
the mountain, or at the junction of the hills and the peaceful
land. (2) Unique social traditional culture is as follows:
urban and mountainous areas have formed an organic social
whole in the process of historical growth. (3) Unique vertical
spatial differentiation in space is as follows: combined with
different mountain landforms, special residential areas and
vertically differentiated living spaces are produced. If the
above three points are achieved at the same time, it can be
called a mountain city. Due to the research on mountain
urbanization, the concept of mountain urbanization has
gradually changed from a qualitative concept to a vector
concept [20].

&e theory of environmental restoration is a branch of
ecology, which was first discussed in Keynes’s book the
restoration process of damaged ecosystems in 1980. Inter-
nationally, the main theories related to environmental re-
mediation include environmental remediation, ecological
security theory, and environmental remediation. &e above
concepts all contain the meaning of “restoration and devel-
opment,” that is, the process of restoring the damaged eco-
system to its previous or sustainable development. &e
difference is that ecological restoration emphasizes natural
restoration, while ecological restoration focuses on themutual
promotion of artificial restoration and natural restoration. At
present, the main concepts used in academic research are
“ecological restoration” and “ecological restoration” [21].&is
paper defines ecological restoration as the process of
returning a damaged ecosystem from a direction away from
its initial state to the initial state before the destruction.
Ecological restoration further reduces damage to the envi-
ronment by actively restoring ecosystems and actively and
artificially transforming and constructing the current state. As

shown in Figure 2, the composition of ecological elements in
the geological restoration of mountain towns not only reflects
the composition of the urban ecosystem but also reflects the
particularity of the geological environment.

2.2. Research on Geoecological Restoration at Home and
Abroad. From 1939, since K Troll introduced the theory of
“Earth ecology,” and the concept and theory of global
ecology have gradually expanded. However, with the ex-
pansion of the global ecological theory, the understanding
of this aspect is still at an early stage. At this stage, with the
in-depth research of various scholars, the current research
on geological-ecological restoration focuses on the geo-
logical-ecological theory research, geological environment
research, geological environment informatization, and
geological environment restoration and management
(Table 1).

At this stage, foreign geological-ecological restoration
mainly focuses on the damage caused by artificial envi-
ronment and urbanization to the geological ecology. At the
32nd global geological conference held in August 2004, the
research scope of the Earth’s ecology was extended to the
whole Earth circle, and relevant issues on the Earth’s
ecological restoration were considered. Subsequently, it is
considered that the excessive use of land resources is one of
the important factors that really affect the healthy devel-
opment of urban geological ecology when they deeply
studied the environmental degradation in the Dhaka
metropolitan area of Bangladesh. &is not only reduces
urban vegetation but also destroys urban ventilation cor-
ridors. &e main goal of Matthews is the urban geo-
graphical diversity under the destruction of mankind. In
this paper, various aspects of maintaining natural diversity
by using geoecological technology are given, and then, the
basic methods and steps of natural ecosystem management
are defined.

Most of the research studies on the restoration of urban
geological students’ state in China focus on the evaluation
of environmental benefits and urban pollution, and most of
them are applied to the research methods of geological
students’ state. Professor Lin Jingxing, a scholar, pointed
out that as an important part of the city, the study of
geological student behavior must pay attention to the
impact of human activities on the urban geological
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Figure 1: Urban planning and construction under resilient cities.
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environment, especially in the prevention, control, and
restoration of urban pollution. Lu analyzed the problem of
water cut off in the economic and social development of the
Yangtze River Basin in China from the perspective of basin
geology and urban land quality, and put forward the urban
sustainable development strategy based on comprehensive
land consolidation, geology, and ecological construction
factors. Cui started with the relationship between natural
resources and urban geological-ecological environment
protection. Taking the Tarim River as an example, he
advocated improving the soil according to the use of
reasonable groundwater level, restoring the urban geo-
logical ecology, and ensuring the reasonable migration and
balance of soil water and salt. Jiao Pengcheng took the bad

geological ecology of Lop Nur as the research object, and
analyzed the appropriate landform and ecological resto-
ration methods, such as improving the water storage and
water transmission projects to save natural resources.
Sheng Dongjin analyzed the impact of excessive develop-
ment of hydropower resources on geological ecology and
ecological disasters, and proposed scientific, rational, and
orderly utilization of hydropower resources in rivers. Zhao
Kunyu first studied the geological and environmental
hazard factors of the mine, and on the basis of studying the
innate and postnatal influence factors of environmental
risks, he has put forward comprehensive defense coun-
termeasures to prevent geological and environmental risks
of the tailings dam.
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Figure 2: Main ecological elements of geological restoration in mountain towns.

Table 1: Main research objects, contents, and technical means of geological ecology.

Object Discussing the content Main means

Geological structure &ickness of crust, changes in properties of constituent materials, and
plate motion

3S technology, stratigraphy, and
geodynamics

Mineral resources Characteristics of magmatic activity, geophysical characteristics, and
geochemical field

Mineralogy, structural geology,
and petrology

Geological disaster Characteristics of geological activities, geological stress field, and Earth
plate movement

3S technology, geophysical
exploration, and hydrogeology

Climate change Ocean current energy, greenhouse effect, plant damage, and soil erosion Structural geology, climatology,
and meteorology

&e combined effect of
human activities

Focus on the comprehensive impact of human activities such as large-scale
construction projects, unreasonable construction, and man-made

destruction of the environment on the world’s natural resources and
environment

Geology, physical chemistry, and
biology
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In general, the research of domestic geological environ-
ment restorationmainly focuses on the geological environment
damage caused by human action, including urban pollution
and unreasonable development of resources, promoting the
joint development of natural resources and avoiding geological
risks. &e damage to natural resources and environment
caused by natural disasters has rarely been paid attention to.

3. Methodology

3.1. Interval Intuitive Fuzzy Set )eory. Because of the
complexity of the emergency action conditions of the
ecological environment restoration project and the uncer-
tainty of the policy content, and the limitation of the ad-
ministrative personnel’s mental ability and cognitive ability,
the decision-makers often cannot correctly convey the policy
content, but the intuitive understanding can be very good,
provide ambiguous data, introduce intuitionistic fuzzy sets
into time intuitionistic fuzzy sets, and thus gave the concept
of interval intuitionistic fuzzy sets.

Let the universe of discourse U be a nonempty finite set
and call a � <X, μa(X), va(X)|X ∈ U> an interval

intuitionistic fuzzy set. &e interval intuitionistic fuzzy set is
an ordered interval pair composed of a membership interval
and a nonmembership interval where the element X in the
universe U belongs to a, generally denoted as

a � μ−
a , μ+

a , v
−
a , v

+
a (  or,

a � [a, b], [c, d].
(1)

Among them, μ−
a , v−

arepresent the lower bounds of the
membership and nonmembership intervals, μ+

a , v+
arepresent

the upper bounds of the membership and nonmembership
intervals, andΠ−

a ,Π
+
a represent the upper and lower limits of

the hesitation degree interval, respectively, and satisfy

μ−
a , μ+

a  ∈ [0, 1], v
−
a , v

+
a  ∈ [0, 1], μ+

a + v
+
a ≤ 1. (2)

Definition 1. Let αj � ([aj, bj], [cj, dj])(j � 1, 2, . . . , n) be a
set of interval intuitionistic fuzzy numbers, and IIFWA
Qn⟶Q, if

IIFWAω α1, α2, . . . , αn(  � 
n

j�1
ωjαj � 1 − 

n

j�1
1 − aj 

ωj
, 1 − 

n

j�1
1 − bj 

ωj⎡⎢⎢⎣ ⎤⎥⎥⎦, 
n

j�1
c
ψj

J , 
n

j�1
d
ψj

J
⎡⎢⎢⎣ ⎤⎥⎥⎦⎛⎝ ⎞⎠. (3)

Among them, ω � (ω1,ω2, . . . , n)T is the attribute
weight of αj(j � 1, 2, . . . , n), which satisfies ωj ∈ (0, 1) and


n
j�1 ωj � 1; then, the function IIFWA is called an n-di-

mensional interval intuitionistic fuzzy weighted average
(IIFWA) operator. In particular, when the attribute weight is
ω � (1/n, 1/n, . . . 1/n)T, IIFWA degenerates into the interval
intuitionistic fuzzy arithmetic mean IIFAA operator.

From the obtained attribute weights, the group decision
matrix is assembled using the interval intuition fuzzy weighted
average operator to obtain the comprehensive evaluation value
of each scheme, the positive ideal scheme is obtained according
to the definition, and the projection of each alternative scheme
on the positive-ideal scheme vector is calculated, that is,

Prjx+ Xi(  �
CIVIFS Xi, X

+
( 

���������

EIVIFS X
+

( 

 . (4)

&e larger the P, the closer the alternative x is to the
positive-ideal solution x+, and the better the alternative Xi.
&erefore, the closest degree formula for each method is
defined as follows:

C Xi(  �
Prjx+ Xi( 


n
i�1 Prjx+ Xi( 

. (5)

3.2. Improvement of Indicators of Geological-Ecological
Footprint Model

3.2.1. Consumption Item Verification. When carrying out
the ecological footprint model of geography, the consumer
species were verified for the first time. Ecological footprint

refers to the comprehensive transformation of product
ecological commodities of people’s consumption behavior.
Consumption items will affect the correctness of the sta-
tistical composition of ecological footprint. Generally, the
more detailed the classification is, the more accurate the
quantity of ecological products representing people’s con-
sumption behavior is, so the calculation result of ecological
footprint is more reliable. However, because it is difficult for
people to grasp the specific quantity of various consumption
patterns in each region in the actual data collection process,
investigators in different regions use different consumption
types when calculating the ecological footprint of each re-
gion, resulting in differences in the calculation of the eco-
logical footprint.

3.2.2. Average Output Check. &e average production of
ecological products at the national level refers to the pro-
duction of ecological products based on the biological
production area of the country. According to the statistical
data of China in recent years and the current actual output,
we calculate the annual average production capacity of
major crops in the country, so as to enhance the timeliness,
accuracy, and practicality of geoenvironmental footprint
statistics.

According to the analysis of consumption species in the
previous section, according to the geographical environment
of resources, the products are divided into four types,
namely, farmland, forest, grassland, and water, and the
global output is calculated, respectively. In the past five
years, the average output per unit of various planting
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products was regarded as the national per capita output. &e
calculation formula is as follows:

EP1k � 

5

i�1

PKi

Aki

. (6)

Among them, EP1k refers to the national average pro-
duction (kg/hm2) of the K-th category of products; i refers to
the year; in the actual calculation, the average output of the
last 5 years is averaged; and PKi refers to the i-th category of
ecological products of the K-th category. Aki refers to the
total sown/produced area of the country in the i-th year of
the k-th ecological product.

(1) Farmland Products. &e main statistical sources are
China Statistical Yearbook and National Agricultural Eco-
nomic Yearbook. If there is a difference between the same
figures in the data center in one year, the same figures given
in the high-level yearbook (National Statistical Yearbook)
and the New Year yearbook (2018) shall prevail.

(2) Woodland Products. Forest products are mainly divided
into economic commodities such as trees, chestnuts, and
walnuts. &e occupied ecological production land is divided
into forest land. Because most forest products are hybrid
varieties, it is difficult to grasp an accurate yield range. &e
calculation method is to take the total area of national forest
land over the years as the planting area of trees’ various
forest products. &e formula is as follows:

EP2k � 
5

i�1

Pki

Afw

. (7)

Among them, EP2k refers to the average output of forest
products (mS/hm2), i refers to the year, the average value of the
average production in the past 5 years is taken in the cal-
culation (mS), and Afw refers to the national forest area (hm2).

(3) Grass Products. Wheat belongs to farmland, while dry
grass/grass belongs to pasture, and wheat bran belongs to the
epidermis of grain or barley after threshing. It is a con-
comitant product of wheat in the growth process and does
not account for the environmental footprint. However, in
the processing competitiveness of soybean meal, sunflower
seed meal, wheat germ meal, and other foods, the by-
products left after the initial processing or extraction are
classified as waste and do not occupy the environmental
footprint. &is is true of grass flour, peanut shell starch, and
rice bran. &erefore, the statistics of the geological envi-
ronmental footprint of Chinese rabbit meat mainly consist
of the following two aspects, and the formula is as follows:

Am � Am1 + Am1 � 
Pm · Prec · Ec · eCi

ePi

+
Pm · Preg

EP1
, (8)

where agile modeling is the geographical ecological
footprint of rabbit meat, AM1 is the natural ecological
footprint of agricultural rabbit meat, AMS is the

ecological footprint of grassland rabbit meat, PM is the
production of rabbit meat, and prec is the production of
rabbit meat. &e proportion of self-cultivated land here is
86%. EC refers to the average grain demand per unit of
rabbit meat in the United States. ECI refers to the pro-
portion of the i-th raw material in the average grain
demand in the United States. EPI refers to the average
output of the i-th raw material in the United States. Preg
refers to the proportion of rabbit meat produced from m
ranch in the United States, and the average meat pro-
duction of EP II ranch.

3.2.3. )e Improved Mountain Geological-Ecological Foot-
print Model. Based on the above improvements to the
traditional ecological footprint model, according to the
characteristics of mountain towns and their own conditions,
a localized study of the geological-ecological footprint factor
is carried out, taking into account the impact of pollutants
and water resources on the geological ecology. In order to
further improve the theory of geological-ecological footprint
and accurately evaluate the sustainable development of
Lushan County, the modified ecological footprint model is
as follows:

EFG � EF + EFn + EFw � 
n

i�1

Ci

EPi
EQi +

QC

AC
EQi

+
W

P
× cw,

ECG � EC + ECW � 
n

i�1
(AiEQiYFi) · (1 − 12%)

+ 0.4 × ψ × c ×
Q

P
,

ED′
ER′

� EC′ − EF′.

(9)

In the formula, EFG is the environmental footprint of
improved landforms, EF is the traditional agricultural
ecological footprint, EFN is the environmental footprint of
air pollutants, EFW is the environmental footprint of water
resource utilization, ECG is the improved environmental
carrying capacity, and EC is the environmental footprint. In
the traditional natural bearing capacity, ECW refers to the
natural carrying capacity of water resources, ED′ refers to
the improved ecological deficit, and ER′ refers to the im-
proved natural surplus.

3.3. Ecological Restoration Evaluation Index. &e energy
consumed in the ecological footprint will form a large
amount of carbon dioxide and greenhouse gases in the
process of utilization, which will affect the global geology
and environment.&erefore, the ratio of ecological footprint
to natural environment intensity can be used as the cal-
culation result formula of the ecological pressure index. It
expresses the environmental geomorphic characteristics and
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natural environment pressure degree of a certain area. &e
calculation result formula is expressed as follows:

EPI �
EF
EC

, (10)

where EPI is the average ecological pressure index of re-
newable resources, EF is the average environmental foot-
print of the whole renewable resource utilization system, and
EC is the environmental carrying capacity. In order to
supplement the lack of the concept of ecological sustain-
ability in the ecological index, the concept of ESI (ecological
sustainability index) is introduced in this paper to further
explain the problem of ecological sustainability that is dif-
ferent from the single evaluation of ecological footprint.
meets human ecological needs. &e ecological sustainability
index is an integrated indicator system that tracks 21 ele-
ments of environmental sustainability, including natural
resources, past and present pollution levels, environmental
management efforts, environmental contribution to inter-
national public affairs, and social capacity to improve en-
vironmental performance over the years. Its formula is as
follows:

ESI �
EC

EF + EC
. (11)

In the formula, ESI is the ecological sustainability index;
EF is the average ecological footprint of renewable resources
in the region, while EC is the ecological carrying capacity.
According to the calculation results of the ecological re-
covery index and economic recovery index in the previous
section, a comprehensive assessment model of postdisaster
mountain geological ecology is established, and the com-
prehensive assessment level of geological-ecological resto-
ration in this field is measured. Finally, EPI, EOI, and EECI
are selected to establish the geoecological restoration index,
and EPI is the negative index, EOI and EECI are the positive
indexes. &ese three indexes are standardized, and the
calculation formula of geoecological restoration index is
obtained as follows:

GRI �
EPImax − EPI

EPImax − EPImin
  +

EOImax − EOI
EOImax − EOImin

 

+
EECImax − EECI

EECImax − EECImin
 .

(12)

In the formula, EPImax, EPImin, EOImax, EOImin,
EECImax, and EECImin represent the maximum and mini-
mum values of the ecological pressure index, ecological
occupation index, and ecological economic coordination
index, respectively.

4. Result Analysis and Discussion

Geological and ecological environment protection refers to
the organic process of geological natural environment, bi-
ological-ecological environment, and human living

environment. It is generally composed of the following three
elements: geological natural environment, biological-eco-
logical environment, and human living environment (Fig-
ure 3). &e geological-ecological environment is the main
carrier of geological environment protection. It not only
controls the progress of human social activities but also
promotes the change of human social environment to
geographical environment, making geological-ecological
environment and human social environment closely related.
&erefore, geology has a great impact on the geographical
and ecological environment of urban and rural areas in
mountainous areas. Historical experience and recent sci-
entific research have proved that one of the most direct and
main reasons affecting the geological ecology of mountain
towns is geological disasters, and hydrological disasters have
seriously damaged mountain towns. Generally speaking,
there are many reasons for geological disasters affecting the
geological ecology of mountain towns, but they can be
summarized into two aspects, namely, positive factors and
negative effects. &e two interact and promote each other.
&is section takes the hard-hit area of 4.20 Lushan earth-
quake as an example to evaluate the geological-ecological
restoration of mountain towns.

4.1. Basic Situation of Research Object Geology and Disasters.
Lushan County is located in Ya’an, Sichuan, China. It is
located in the west of Sichuan Basin, northeast of Ya’an,
14 kilometers away from the city center. &ere are many
rivers such as Qingyi River and Lushan River in the county.
It is adjacent to Wenchuan City in the north, Chongzhou
City in the northeast, Yucheng District in Ya’an City in the
southeast, Tianquan City in the southwest, and Baoxing City
in the northwest. At 08 : 02 on April 20, 2013, an earthquake
of magnitude 7.0 was triggered in Lushan County, Ya’an,
Sichuan (30.3 degrees north latitude and 103.0 degrees east
longitude), with a focal depth of 13 kilometers. Strong
earthquakes were felt in Chengdu, Chongqing, and Shaanxi
[16]. &e epicenter occurred in the south section of Long-
menshan fault fracture zone (Figure 4). &e total fracture
diameter of the earthquake damage was 35 minus 40 kilo-
meters. Within three weeks after the epicenter, there were a
total of 8014 aftershocks, and 121 aftershocks with a mag-
nitude of 3.0 or above.

Sichuan Bureau of Surveying and Mapping and Geo-
graphic Information has inspected the aerial photography of
the area with the strongest disaster in the 1300 square kilo-
meter area of the country, obtained the low-altitude resolu-
tion pictures, compared and interpreted the high-resolution
pictures before the Lushan earthquake, and re-evaluated the
mountain disaster as a strong earthquake and secondary
disaster. &e survey shows that the Lushan earthquake has
caused nearly 1400 secondary disasters, most of which are
collapses and slides. &e earthquake has not only brought a
large number of casualties and losses, but also brought great
damage to the geological ecology of the scenic county. It is
urgent to restore the geological ecology after the disaster.

&ree earthquake-stricken areas near Lushan Mountain
with a magnitude of 4.20 and a magnitude of 9 were selected
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as cases to carry out a postdisaster assessment of the geo-
logical environment restoration in mountainous areas and
towns. It is high in the northwest and low in the southeast.
&e highest altitude is 5360m. &e landform of this area is
roughly divided into four categories, mainly the middle
mountain belt and the mountain belt, with complex land-
form (as shown in Figure 5).

4.2. Geological-Ecological Surplus/Deficit over the Years.
According to the above calculation method, the ecological
profit and loss of Lushan County in 2010–2017 can be cal-
culated, as shown in Figure 4. It can be seen from themap that
from 2010 to 2017, the geological environment of Lushan
County had an ecological deficit, and the burden on the
economic and social development of Lushan County was
greatly greater than the bearing capacity of the geographical
environment. In 2010, the Earth’s ecological construction
deficit was −12/people. In 2017, the deficit of the Earth’s
ecological construction was −02/people. From 2010 to 2017,
the geological environment deficit of Lushan County has
decreased by more than 43%.&is also shows that the scenery
is so beautiful that a lot of efforts have been made in natural
resources, ecological construction, and environmental pro-
tection. In terms of some measures, although the Lushan
earthquake event in 2013 has had a significant negative impact
on it, it has generally maintained a deficit situation in geo-
graphical and ecological construction, and the negative im-
pact on it is gradually decreasing. However, in 2017, it still
maintained a geographical and ecological deficit.

Except for forest land and water resource land, which are
in a state of geological and ecological surplus, other types of
lands are in a state of geological and ecological deficit, and
most of the ecologically productive land in Lushan is in a
state of unsustainable development. Even though the geo-
logical-ecological deficit of Lushan County has been grad-
ually reduced over the years, the ecological carrying capacity
has continued to decline, reflecting that Lushan is currently
in a state of geological-ecological imbalance, the sustainable
capacity of geological-ecological development is poor, and
the geological-ecological security is not optimistic.

According to the calculation method of the geological
and ecological footprint of Lushan County in 2017, the
geological and ecological footprint of Tianquan County over

the years and the ecological surplus/deficit of Tianquan
County over the years were calculated, respectively, and the
drawing results are shown in Figure 6.

It can be seen from Figure 6 that the geological-eco-
logical footprint of Tianquan County has gradually de-
creased from 2010 to 2017, from 1.94732 hm2 in 2010 to
1.25414 hm2 in 2017, with a decrease of 35%. In the year
when the earthquake was induced, the average geoecological
footprint of farmland and grassland also showed a signifi-
cant reduction trend, but on the whole, the average geo-
ecological footprint of farmland and water area has been
significantly reduced. &is shows that the county has also
strengthened the ecological protection of farmland and
water areas. On the one hand, it also shows that the demand
for major commodities of farmland and water surface
gradually decreases with the increase in time. On the other
hand, it also shows that the county has strengthened the
ecological protection of farmland and water surface.

Judging from the change degree of the earthquake on the
geological environment of Tianquan County, the number of
land ecological footprints significantly decreased in 2013,
from 1.05727 hm2 in 2012 to 0.66710 hm2 in 2013, which
shows that the Lushan earthquake in 2013 has indeed
changed the local geological environment. &e ecological
environment has brought about corresponding negative
impacts, including the decline of productive demand, the
change in labor force composition, and the change in social
balance factors (for example, the production capacity of live
pigs in China reached 14186 tons in 2012, but only 10234
tons in 2013, with a decrease of nearly 30%). Subsequently,
the landform and ecological footprint gradually decreased,
indicating that the county pays attention to the geological
environment, curbs environmental pollution, and pays at-
tention to the rational use of natural resources.

From 2010 to 2017, in terms of the overall share of
natural resources and environmental footprint of various
types of soil in Tianquan (Figure 7), the geological-
ecological footprint of farmland and fossil energy soil is
the highest in Tianquan’s geological environmental
footprint over the years, which is 406.86% and 44.18%,
respectively, followed by water and urban and rural
construction land and forest. &e share of water and
grassland is basically the same. However, the share of
water resources in the land is the least. From the change

human activity
Urban Construction

social activity
land use

resource extraction

geological environment

Geological structure
rock

mountain
soil

groundwater resources
surface water resources

ecosystem

biology
animal
plant

climate
Sunlight

human social environment

restrict 
development

change state

carrier

reflect

Figure 3: Interrelationships between geological and ecological factors.
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trend of the proportion, the proportion of farmland has
greatly changed, from 55.56% in 2010 to 39.62% in 2017.
&e share of farmland in the geological environment
footprint of Tianquan County is gradually decreasing.
However, the share of another series of land use repre-
sented by fossil energy soil is gradually increasing. Taking
the consumption of fossil resources as an example, its
utilization rate has significantly increased from 36.70% in
2010 to 50.98% in 2017, indicating that fossil energy
consumption is gradually replacing arable land and other
crops. &e energy cost has also become the main reason
restricting the geological ecology of Tianquan County.
&e utilization scale of fossil resources in Tianquan
County is still large. &e environmental losses caused by
the utilization of natural resources must be paid attention

to the rational use of resources. Generally speaking, the
proportion of per capita pollution geological-ecological
footprint in Tianquan County is gradually decreasing
(except for water areas), which shows that Tianquan
County has made certain improvements in environ-
mental pollution, and the pollution geoecological foot-
print is gradually decreasing.

Similarly, the geological and ecological footprint of
Baoxing County over the years can be calculated and drawn
as shown in Figure 8.

It can be seen from Figure 8 that the geographical and
ecological footprint of Baoxing County has gradually de-
creased from 2010 to 2017, from 1.76533 hm2 in 2010 to
1.29829 hm2 in 2017, with a decrease of 26%. &e pace of
geological ecology has also shown a decreasing trend, which
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0.20%

Very high and alpine belts (>1000 m)

Zhongshan Belt (<1000 m)

Low mountain belt (500-1000 m)

Hills and flat dams (<500 m)

Figure 5: &e proportion of terrain classification in the study area (changed to a pie chart).
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Figure 4: &e per capita geological-ecological deficit of Lushan County from 2010 to 2017 (hm2/person).
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may be due to the gradual decline of the average con-
sumption of productive goods with the increase in time and
the change in the number of people. However, in 2013,
although the geological-ecological footsteps of farmland and
grassland decreased, the geological-ecological footprints of
other farmland increased, indicating that the geological-

ecological footsteps of farmland and grassland significantly
decreased in that year due to the earthquake (the decrease in
the year of the earthquake was much greater than the normal
decrease in previous years). It can be inferred that the
Lushan earthquake in 2013 did have some negative effects on
the geographical ecology of Baoxing, such as the decline of
productive agriculture, the change in population composi-
tion, and the changes in equilibrium factors. We take corn
for example. In 2012, the corn output of Baoxing County
reached 9983 tons, while in 2013, it reached 9168 tons, a
decrease of 800 tons. Subsequently, the gradual disappear-
ance of geological and environmental footprint indicates
that Baoxing County pays attention to postdisaster geo-
logical and environmental management and tries its best to
reduce the harm of natural disasters.

&e change in natural environmental pressure has a
positive correlation with environmental chemistry and
ecological security. &e smaller the ecological pressure, the
lower the natural ecological pressure on the region. &e
environment is relatively safe, and the natural ecological
balance is better. On the contrary, it also means that the
natural ecological environment in this area is relatively
unstable and prone to natural environment disorder. Fig-
ure 9 shows the ecological pressure evaluation indicators
before and after ecological restoration in the three counties.

We can see that among the three postdisaster demon-
stration counties, the scenic county has the highest

water resources,
0.02%

arable land, 46.86%

grassland, 1%
building land, 1.97%waters, 1.46%woodland, 4.81%

fossil fuel, 44.18%

Figure 7: Average ratio of geological and ecological footprint of
various types of land.
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ecological pressure index, reaching an extremely unsafe and
unstable area. &e reason is that the scenic county not only
has low environmental intensity and gradually decreases, but
also has a large and gradually expanding environmental
footprint. Lushan County has extremely high environmental
pressure, which has greatly broken the safety boundary of
EPI� 1. Before 2010, the environmental resources consumed
in a beautiful year will be supplemented by more than two
scenic production resources. &e geological environment
safety of Lushan County is not optimistic, and corre-
sponding geological environment restoration measures are
urgently needed to change the situation. For Baoxing City
and Tiancheng City, the ecological pressure values are rel-
atively small, and most of them are in a relatively safe range.

From the perspective of future geographical and ecological
security, it is necessary to protect the existing geographical
and environmental conditions under the current favorable
geographical and environmental conditions. &e restoration
of geology and environment after the disaster has been
gradually promoted.

5. Conclusions

As the restoration and improvement of damaged geological
ecology in urban and rural areas not only depend on urban
planning and ecological restoration planning, but also have a
very complex connotation, level, and personnel composi-
tion, they need multidisciplinary coordination,
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Figure 9: Levels of ecological pressure evaluation indicators in Lushan County, Tianquan County, and Baoxing County.
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multidepartments, and multiparticipation in geological-
ecological restoration and reconstruction. In the formula-
tion of systems and specific technologies, the urban planning
management organs represented by the Urban Planning
Commission must make overall planning, command the
overall situation, and link up and coordinate with other
government departments. According to relevant laws and
regulations, specific postdisaster urban geoecological res-
toration policies and measures will be issued to ensure the
effective implementation and implementation of post-
disaster urban geoecological restoration policies and
measures.

Based on the study of geological disasters and the role of
mountain geological environment, this paper combines the
related concepts and technologies of postdisaster geomor-
phic environment restoration assessment abroad. &e geo-
ecological footprint model is used to evaluate the level of
geoecological restoration in the earthquake stricken areas.
First of all, on the basis of elaborating the theory and
methods of the conventional ecological footprint model, it
further solved the shortcomings of its research, further
expanded its research scope, expanded the pollutant ac-
counts related to the mountain geological environment,
further established the geoecological footprint model, and
then established the assessment model of the postdisaster
geoecological restoration level. &e ecological restoration
level of the postdisaster geography was assessed using the
combination of natural restoration indicators and ecological
restoration indicators.

In the survey of the per capita deficit of geological and
ecological construction in Lushan County from 2010 to
2017, it was found that although the deficit of geological and
ecological construction in Lushan County has been grad-
ually decreasing in recent years, the intensity of ecological
construction has been decreasing. &rough the analysis of
the average proportion of geological-ecological footprint of
various land users, it is concluded that the proportion of
pollutant geological-ecological footprint per capita is
gradually decreasing (except for water areas), and the
geological-ecological footprint of pollution is gradually
declining. In the ecological pressure assessment index grades
of Lushan City, Tianquan City and Baoxing County of
Lushan County, Tianquan County, and Baoxing County, its
geological and ecological safety is not optimistic, and the
corresponding geological and ecological restoration means
are urgently needed to improve the current situation.
Baoxing County and Tianquan County have low ecological
pressure values, and most of them are located in relatively
safe areas. In the future national geoecological security, it is
necessary to gradually promote the restoration of post-
disaster geoecological construction according to the actual
problems of current geoecological construction under the
condition of ensuring the normal geoecological conditions.
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)e development of remote sensing technology has passed an effective means for forest resource management and monitoring,
but remote sensing technology is limited by sensor hardware equipment, and the quality of remote sensing image data is low,
which is difficult to meet the needs of forest resource change monitoring.)is paper presents a remote sensing image classification
method based on the combination of the SSIF algorithm and wavelet denoising. Forest information is extracted from PALSAR/
PALSAR-2 radar remote sensing data.)e forest distribution map is generated by pixel level fusion algorithm, and the accuracy of
the forest distribution map is evaluated by a confusion matrix. )e remote sensing image is spatio-temporal fused by the SSIF
algorithm to capture more details of forest distribution. )e simulation analysis shows that the overall accuracy of the forest
classification results obtained by the fusion algorithm is 96%± 1, and the kappa coefficient is 0.66. )e accuracy of forest
recognition meets the requirements.

1. Introduction

Forest resources are natural resources with the largest land
area, the widest distribution, the most complex components,
and the most perfect functions. )ey are also the main body
of the terrestrial ecosystem.)ey play an irreplaceable role in
maintaining species diversity, storing carbon, storing water,
providing biological resources, and maintaining ecological
balance. Forest resources are affected by natural or non-
natural factors, and their area, quality, and function are
constantly changing. It is a dynamic renewable resource.
Accurately grasping the growth and decline of forest re-
sources is the premise of strengthening the construction of a
national ecological civilization, and it is also a necessary
measure to maintain the sustainable development of the
social economy. )e traditional forest resources monitoring
method based on the artificial ground investigation has the
problems of a heavy workload, high cost, long time-con-
suming, and low efficiency, which is difficult to meet the
current needs of forest resources change monitoring. Re-
mote sensing technology has the advantages of detecting a
wide range of the ground, obtaining ground information

quickly, and being less restricted by the ground. It can
quickly reflect the real terrain and landform, and can ef-
fectively save human and material resources. It has become
one of the important means to quickly obtain information in
the current forest resource change monitoring [1, 2].
Nowadays, with the rapid development of remote sensing
technology, high spatial resolution remote sensing images
can better capture the subtle changes of forest resources in
the monitoring of forest resources change, which is con-
ducive to the accurate monitoring of forest resources. It is
generally considered to be the most important data source
for forest resources change monitoring.

2. Literature Review

With the continuous development and innovation of in-
formation technology architecture, forest resource dynamic
monitoring technology has also gradually developed. With
the support of various technologies and years of develop-
ment, forest resource monitoring and management tech-
nology has continuously achieved remarkable results in
forestry. Forest resources are constantly changing with the
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passage of time and have timeliness and variability. )e
traditional forest resources investigation and monitoring
methods can not fully and effectively monitor forest re-
sources. In terms of technology operation and management,
it is difficult to meet the current needs of forestry infor-
mation monitoring and management. With the continuous
innovation and integration of forest resource information
management technology and forest resource monitoring
technology, relevant forestry departments and forestry re-
search institutes have used computer technology to develop
and implement forest resource management system and
monitoring system, providing support for forest resource
management. At present, the information technology of
forest resources has been continuously developed. GIS, RS,
and GPS technologies are used to comprehensively reform
and adjust the forest resources monitoring system, realize
the timely, accurate, and efficient monitoring of forest re-
sources, update the forest resources database, and realize the
dynamic adjustment and update of forest resources moni-
toring [3].

In the forest resources monitoring system, the relevant
satellite data are used to conduct a comprehensive remote
sensing monitoring experiment on the resources of forestry
areas. )e space and aviation remote sensing monitoring
platform is used to monitor and investigate the ground in
combination with GIS technology and GPS, and the dis-
tribution type, area, and land type of forest resources are
checked. In the middle and late stage, the use of 3S tech-
nology in forest resources research institutes, forestry ex-
perimental bases, and other places across the country has
achieved certain results in the monitoring and management
of forest resources, but further development is needed. For
the application of 3S technology in forest resources moni-
toring, relevant scholars and researchers proposed that the
actual application of monitoring and the experimental
methods of operation should be continuously improved to
achieve real-time, efficient, and accurate monitoring of
forest resources and provide practical methods for forestry
management and relevant departments [4]. With the con-
tinuous development of science and technology, remote
sensing technology has played an important role in the
monitoring of forest resource changes. Remote sensing
technologies, such as aerospace and aviation, have shown the
advantages of traditional monitoring methods in the
monitoring of forest resource changes from the accuracy,
timeliness, and coverage of operations. )e characteristics of
its space technology, such as multiplatform, multiangle,
multisensor, high resolution, and hyperspectral, make the
remote sensing image technology shorten the monitoring
cycle time than the traditional monitoring technology in the
monitoring of forest resource changes, and solve the
shortcomings of forest resource data update difficulties,
forest resource monitoring data lack of spatial distribution
information and so on. )e scope of forest resources
monitoring has been expanded, the processing efficiency of
the work has been improved, and the current situation and
past changes of forest resources have been grasped in time.
As a powerful tool for forest resource management and data
processing, GIS makes up for many deficiencies of

traditional forest resource management and monitoring in
data updating, data transmission, and data processing. For
example, the huge amount of redundant data, the timeliness
of forest resource data, and the integration and updating of
forest resource data and remote sensing graphic data.
However, due to the rapid development of GIS in the later
stage, it has been widely used in forestry, agriculture, forest
resources monitoring and investigation, urban planning,
military deployment, and other fields. In the application of
forest resources management, there are mainly forest re-
sources management information system, forest resources
auxiliary decision-making system based on GIS, forest fire
prevention system, and so on [5, 6].

3. Forest Information Extraction Based on PAL
SAR Image

3.1. GEE Remote Sensing Cloud Computing Platform. Use
JavaScript API to write functions to calculate and process
Landsat and Pallar/Pallar-2 remote sensing big data stored in
GEE on a high-performance cluster server. )e data in
PALSAR and PALSAR-2 active microwave sensors are used
to extract forest information. Its L-band frequency not only
has stronger penetration but also is not affected by the al-
ternation of day and night, cloud shadow, and bad weather.
It can realize the Earth observation day and night
throughout the day, so as to obtain the information of forest
vertical structure. )erefore, it is widely used in forest in-
formation extraction and other fields. As shown in Table 1,
PALSAR and PALSAR-2 sensors have three different ob-
servation modes, so they can observe a wider ground width
than ordinary radar sensors [7].

3.2. Index Parameter Processing Method. In this study, the
annual mosaic data of 2007–2010 and 2015–2021 with a
spatial resolution of 25m from PALSAR-2 sensors covering
all the three northern regions are selected. Among them,
the annual mosaic data from 2007 to 2010 is from the
PALSAR sensor, and the annual mosaic data from 2015 to
2021 is from the PALSAR-2 sensor. Polarization signals
based on radar remote sensing image data can be trans-
mitted and received in horizontal and vertical dimensions
through L-band, including the HH polarization band in
which microwave energy is transmitted and received by
radar antenna in the horizontal dimension, and the HV
polarization band in which microwave energy is trans-
mitted by radar antenna in the horizontal dimension and
received in vertical dimension [8, 9]. In order to reduce the
influence of terrain on Earth observation and the distortion
of geometric angle, this study uses the 90m Space Shuttle
Radar terrain mission (SRTM) digital elevation model
(DEM) to carry out slope correction and orthogonal cor-
rection on the backscattering coefficients of HH and HV
polarization bands, with a geometric accuracy of about
12M. )e resulting PALSAR/PALSAR-2 mosaic data set
includes HH and HV polarized backscatter data, local
incident angle and mask information. )e size of a pixel is
about 25m × 25m.
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As shown in formula (1), based on the GEE cloud
computing platform, for the corrected mosaic data of pallar/
pallar-2 in the three north project area, the HH and HV
polarization band amplitude data stored in 16 bit digital
(DN) form are converted into backscattering coefficients in
decibels (DB) pixel by pixel using the calibration coefficient
from JAXA:

c
0
(dB)10 log10 DN

2
+ CF. (1)

Here, co (DB) is the converted backscattering coefficient
in dB, DN is the amplitude data of HH or HV polarization
bands stored in 16 bit digital form, and CF is the absolute
calibration coefficient from JAXA, with a value of −83. In
addition, because the ratio value and difference value of HH
and HV polarization bands are of great significance for
extracting land use information, this study calculates the
difference value difference (HH-HV) and ratio CHH/HV of
the converted HH and HV band backscattering coefficients
pixel by pixel through GEE cloud computing platform [10].

Difference � HH − HV, (2)

Ratio �
HH

HV
. (3)

In formulas (2) and (3), HH represents the backscat-
tering coefficient of the transmission and reception of the
radar antenna in the horizontal dimension, and HV rep-
resents the backscattering coefficient of the transmission and
reception of the radar antenna in the horizontal dimension
and the vertical dimension. After pixel by pixel calculation
and processing of the PAL/pal-2 mosaic data in the three
northern regions on the GEE cloud computing platform, we
obtained the PAL/pal-2 data with four bands of HH, HV,
difference value, and ratio [11, 12].

3.3. Decision Tree Classification Algorithm to Extract Forest
Information. By calculating the frequency distributions of HH,
HV, difference value (HH-HV) and ratio value (HH/HV) of
four typical land cover types (forest, water, farmland, and urban
land) in the three northern regions, the threshold value of
extracting forest distribution information using PALSAR/
PALSAR-2 radar remote sensing data is determined. First of all,
we collected and visually interpreted 1722 sample points in the
three north region using Google Earth’s ultrahigh resolution
images as a training sample set, called regions of interest (ROI),

including 469 forest samples, 432 farmland samples, 429 urban
land samples, and 392 water samples. )en, the obtained
samples are imported into assets of the GEE cloud computing
platform in the form of ShapeFile for analysis, and the annual
mosaic data set of PALSAR/PALSAR-2 is imported by using the
data resource library in Gee, and the backscatter coefficient is
converted pixel by pixel.)en, the HH, HV, HH-HV difference
values, and HH/HV ratio values are calculated and used as four
bands. Next, the values of the four bands calculated are assigned
to the verification sample points one by one, and the results
return 1722 sets of characteristic values of samples of interest.
Finally, the frequency histograms of HH, HV, difference value
(HH-HV), and ratio value (HH/HV) of four typical land cover
types are generated, as shown in Figures 1(a)–1(d).

By comparing HH, HV, difference value (HH-HV), and
ratio value (HH/HV) of common land cover types, the
threshold value of extracting forest information based on
PALSAR/PALSAR-2 data in this study is determined
[13, 14]. In order to make the classification threshold more
reliable, we exclude 2.5% pixels with maximum and mini-
mum backscattering coefficients in HH, HV, HH-HV, and
HH/HV and determine the decision tree classification
threshold for extracting forest information according to the
95% confidence interval.

As shown in Figure 1, from the frequency histogram of
HH and HV backscattering coefficients, it can be seen that
the HH andHV values of water bodies are significantly lower
than those of forests, farmland, and urban land, and there is
almost no overlap with forests. )is is because the reflecting
surface of the water body is relatively smooth, and most of
the backscattering can be reflected through specular re-
flection. )erefore, the water body can be easily distin-
guished from forests, urban land, and most farmland land
cover types by HH or HV backscattering coefficient. Because
the L-band of the PALSAR/PALSAR-2 sensor has strong
penetration into the forest, the energy emitted when it is
incident will interact with the trunk and branches of trees,
resulting in a large amount of volume scattering. )erefore,
the HH and HV backscattering coefficients of the forest are
high, the difference value (HH-HV) is low, and the HV of the
farmland is low. )erefore, the forest can be distinguished
from most of the farmland. Due to the complex spatial
structure of urban land, the backscatter coefficients of HH
and HV are high, and HH-HV and HH/HV also overlap
with forests to a certain extent. )erefore, only HH, HV,
difference value (HH-HV) and ratio value (HH/HV) are not

Table 1: Data specification of PALSAR/PALSAR-2 sensor.

Observation mode High resolution Scanning synthetic aperture Polarization
Center frequency 1270MHz (L-band)
Chirp bandwidth 28MHz l4MHz 14MHz, 28MHz 14MHz
Polarization mode HH/VV HH+HV/VV+VH HH/VV HH+HV+VH+VV
Incident angle 8 to 60° 8 to 60° 18 to 43° 8 to 30°
Spatial resolution 7–44m 14–88m 100m (Repeat scan) 24–89m
Detection width 40–70 km 40–70 km 250–350 km 20–65 km
Bit length 5 bits 5 bits 5 bits 3/5 bits
Data rate 240Mps 240Mps 120Mps, 240Mps 240Mps
Working mode Side view 34.3° Side view 34.1° Side angle of view 21.5°

Computational Intelligence and Neuroscience 3
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enough to completely distinguish the types of forest and
urban land cover. Finally, forests can be distinguished from
water bodies, most farmland, and some urban land cover
types. )erefore, as shown in formula (4) and Figure 2, this
study constructs a decision tree classification threshold for
extracting forests:

(−16<HV< − 8)AND(2<Difference< 8)AND

(0.3<Ratio< 0.85).
(4)

Based on the above-given analysis of HH, HV, difference
value (HH-HV), and ratio value (HH/HV) backscatter co-
efficient thresholds of four common land cover types, it can be
seen that there are obvious rules for extracting information of
different land cover types based on PALSAR/PALSAR-2 radar

remote sensing data, which lays a good foundation for
building decision trees for classification. Since the focus of this
study is the distribution of forests, for the convenience of
followup research, we combined the classification results into
the forest and nonforest, and generated forest/nonforest
distribution maps from 2007 to 2010 and 2015 to 2021, with a
spatial resolution of 25m.

4. Spatiotemporal Fusion Algorithm Based on
SSIF Learning

4.1. Remote Sensing Image Degradation Model. A remote
sensing image is a digital image obtained by means of
photography, aerial scanning, or microwave imaging by
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Figure 1: Frequency histogram of backscattering coefficients of four typical land cover types.
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sensors mounted on the remote sensing platform. Its basic
unit is pixels, and the gray value of surface information is
recorded by the DN value [15]. )e superresolution re-
construction of remote sensing image is the process of using
a certain conversion model to complement the information
of low-resolution images, so as to reconstruct high-resolu-
tion images. Assuming that the low resolution image lmeets
a certain degradation relationship with its corresponding
high resolution image h, the low resolution image l can be
regarded as the result of a series of degradation processes
such as down sampling and blurring of the high resolution
image h. therefore, the relationship between the two can be
established by a remote sensing image degradation model, as
shown in relation:

L � SBH + n. (5)

In (5), L is a low resolution image; H is a high-resolution
image; S is the down sampling matrix; B represents fuzzy
process; N is the noise generated when H is converted to L.

)e super-resolution reconstruction of remote sensing
image is the inverse process of the degradation model of
remote sensing image, which needs to introduce a priori
knowledge to solve. At present, sparse representation theory
is one of the most effective methods.

4.1.1. Sparse Representation Principle of Remote Sensing
Image. Sparse representation theory originated in the field
of signal processing. Its main purpose is to use as few atoms
as possible to approximate the original signal from a given
super complete dictionary, so as to more refine the infor-
mation contained in the signal. In recent years, the sparse
representation method is mainly used in remote sensing
image processing. Relevant research shows that most remote
sensing images can be sparse representation because of their
relevance and redundancy [16]. )e sparse representation
model of remote sensing image is shown in the following
equation:

min ‖a‖0s.t.X � D × a. (6)

According to the above-given sparse representation
theory, the sparse representation of image x can be ob-
tained from a suitable over a complete dictionary, and in

the process of sparse representation, image x should be
approximately represented with as few atoms as possible. It
can also be understood that the sparse representation
coefficient a is mostly equal to or close to 0, that is, as-
suming that a contains f nonzero terms, which meets the
condition f < n< k. In order to measure the number of
nonzero elements in the sparse coefficient a, l is usually
used. Norm is expressed. )eoretically, l is solved in
equation. Norm is the simplest sparse measure, but l is
used. Norm regularization to achieve sparseness is a NP
hard (non determined polynomial hard) problem, so
equation (7) is often transformed into the following
equation:

min ‖a‖1s.t.‖X − Da‖
2
2 < ε. (7)

By introducing a Lagrange multiplier, (7) can be further
optimized into an unconstrained optimization problem:

min‖X − Da‖
2
2 + c‖a‖1. (8)

In (8), c is a Lagrange multiplier, which can mediate the
fidelity of the image and the sparsity of the sparse coefficient.
)e more 0 elements of a, the better the sparsity.

It can be concluded that there are two optimization
variables in sparse representation, dictionary D and sparse
coefficient a. )e solution to this optimization problem is
generally to fix one optimization variable first, then optimize
the other variable, and finally proceed alternately. At
present, the sparse coefficient solving algorithm can be di-
vided into a greedy algorithm and convex optimization
based algorithm. According to the relevant literature, the
greedy algorithm has better performance than the convex
optimization algorithm, so greedy algorithm is often used
for sparse coding [17].

4.1.2. Dictionary Construction. K-SVD (k-singular value
decomposition) dictionary learning algorithm is a derivative
algorithm of k-means. According to the principle of mini-
mum error, the algorithm decomposes the error term E and
through SVD, selects the decomposition term with mini-
mum error to update the dictionary and sparse represen-
tation coefficient, and finally obtains the optimal solution
through the process of alternating iteration. )e specific

Yes Farmland

ForestYesHV<=14

No
-16<HV<-8&&

2<HH-HV<8&&
0.3<HH/HV<0.85

Yesurban
land No

Water bodyYes

No

HH<=-168&HV<=24 HH, HV, HH-HV, HH/HV

Figure 2: Decision tree classification based on PALSAR/PALSAR-2 radar remote sensing data.

Computational Intelligence and Neuroscience 5



RE
TR
AC
TE
D

steps of the K-SVD dictionary learning algorithm are as
follows:

(1) Randomly select k column vectors from the original
sample, initialize dictionary D, normalize all column
vectors, and set the number of iterations r

(2) Fix the dictionary D, and use the OMP algorithm to
solve the sparse representation coefficient of each
training sample

ai � argmin
Dr−1,x

X − Dr−1αi

����
����
2
F
s.t.‖X‖≤F, i � 1, 2, · · · , k.

(9)

(3) Update the dictionary D obtained in step (2) atom by
atom and then use formula (9) to perform singular
value decomposition (SVD) on the error matrix to
extract the most important features in the matrix

Ek � UΔVT
. (10)

(4) )e dictionary D and the sparse representation
coefficient are iteratively updated until the final
dictionary is obtained

)e main task of super-resolution reconstruction based
on the principle of sparse representation is to use the method
based on sparse representation to obtain the relationship
between images with different spatial resolutions, so as to
complete the prediction and construction of high-resolution
images at another time. )erefore, it is necessary to establish
high-resolution and low-resolution dictionaries under the
feature blocks of high-resolution and low-resolution images
(relatively high and low), and establish the relationship
between them. In the process of dictionary construction, if
the image blocks corresponding to the high and low reso-
lution images are sampled at the same time, the resulting
high and low resolution dictionary also meets the remote
sensing image degradation model, and the expression (11)
can be obtained:

DL � SBDH + n. (11)

By introducing (11) into the sparse representation model
of remote sensing images, we can get the following equation:

XL � SBDH × α + n1. (12)

(12) is a low resolution image, which can be obtained in
the same way:

XH � SBDH × α + n2. (13)

According to the observation formulas (12) and (13),
images Xc and XH with different spatial resolutions have the
same sparse representation coefficient a in the process of
super-resolution reconstruction based on sparse represen-
tation, so we can use the same sparse representation coef-
ficient a as a bridge from low resolution remote sensing
image to high-resolution remote sensing image recon-
struction to realize super-resolution reconstruction [18, 19].

4.2. Sparse Spatio-Temporal FusionAlgorithmBased on Single
Pair of Images. )e image data used by SSIF algorithm is
consistent with that of starm algorithm. Landsat Image at time
to, MODIS Image and MODIS Image at time TK are the data
sources. Considering the large spatial resolution difference
between Landsat Image (high resolution image) and MODIS
Image (low resolution image), if the two images are directly
fused, it will lead to a huge prediction error. )e way to solve
this problem is to improve the spatial resolution of the
MODIS Image and then integrate the MODIS Image with the
original Landsat Image. )rough the idea of the remote
sensing image degradation model, it is assumed that MODIS
Image (corresponding band) is the result of Landsat image
degradation through a series of down sampling, blurring, and
other processes. Considering the upper limit of super-reso-
lution reconstruction, the spatial resolution of MODIS Image
at time to and TK is improved and reconstructed into a
transition image with spatial resolution between MODIS and
Landsat Image by using the super-resolution reconstruction
principle based on sparse representation, and then the in-
formation of transition image and Landsat Image is collected
by using high pass filtering, so as to generate Landsat Image at
prediction time TK [20].

Suppose that Landsat Image and MODIS Image at time
t0 are l0 and M0 respectively; )eModsi image at TK time is
MK; )e generated transition images are t0 and TK re-
spectively. )e super-resolution reconstruction of the
MODIS image includes two steps, that is, using the known
M0 and l0 to establish the dictionary training set, and then
complete the construction of the transition image. )e
specific steps are as follows.

4.2.1. High and Low Resolution Dictionary Training.
Obtain the high-resolution features (feature blocks extracted
from the difference image of l0-m0) and low-resolution
features (feature blocks of M0) of MODIS Image and
Landsat Image at time T0, list the two feature blocks, input
them into the K-S VD dictionary training model, and obtain
the low-resolution Dictionary:

DL,Λ∗  � argmin
DL,Λ

x − DL,Λ∗
����

����
2
F

 s.t.∀i, αi

����
����0≤K0. (14)

In equation (14), X is the sampling matrix after the
serialization of MODIS gradient image feature blocks, n is
the sparse coefficient of each column corresponding to x,
where the given sparse coefficient n∗ is a nonsingular matrix,
and DL is the obtained low resolution dictionary. Since the
high-resolution dictionary and the low-resolution dictionary
have the same sparse representation coefficient, the corre-
sponding high-resolution dictionary training can be carried
out with the following equation:

DG � argmin
DG

Y − DL,Λ∗
����

����
2
F

 . (15)

Equation (15) needs to be solved by using the generalized
inverse matrix of the following equation:
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DG � Y Λ∗( 
+

� YΛ∗t Λ∗Λ∗T 
−1

. (16)

4.2.2. Transition Image Construction. After the dictionary
training, it is used to construct the transition image. )e
transition prediction image TK is generated based on the
MODIS Image MK at TK time. First, the gradient feature
image block of MK is sampled in the same way as in dic-
tionary training, assuming that the ith column of XK is XK;
the OMP algorithm in greedy algorithm can solve the sparse
coefficient matrix of its corresponding low resolution dic-
tionary DL, so as to obtain the one-to-one corresponding
sparse coefficient matrix AI in each low resolution image
block. Based on the principle of sparse representation, using
the sparse coefficient AK of MODIS Image (MO) at TK time
and the high-resolution dictionary aligned at t0 time, the
difference image YK of high-resolution and low-resolution
images at TK time can be obtained, and finally the transition
prediction image TK can be obtained. Similarly, the tran-
sition prediction image t0 at t0 time can be obtained.

4.2.3. High Pass Filtering. Since the difference image be-
tween Landsat Image and MODIS Image at t0 time for
dictionary training has a high degree of similarity in phe-
nological changes and changes in surface coverage types,
assuming that the transition prediction image t0 and TK
obey the linear change relationship, the following linear
transformation model can be obtained:

Tk � a × T0 + b, (17)

Lk � a × L0 + b. (18)

)e solution formula of Landsat Image at TK time can be
derived from (17) and (18):

Lk � Tk +
Tk

T0
× L0 − T0( . (19)

4.3. Forest Resource Change Monitoring with High Spatial
Resolution Fusion Images

4.3.1. Establishment of Classification System. Before the
classification of remote sensing images, it is necessary to
establish a classification system according to the information
contained in the images of the study area and the purpose of

the study. According to the classification of land use status
and the main technical provisions for the planning, design,
and investigation of forest resources, the classification
standards of forest land are shown in Table 2. )e classi-
fication system is formulated according to the macro situ-
ation of national forest land and forest resources.

Forest resources are the general name of forest land and
the forest organisms it grows, and forest land resources are
the main body of forest resources. )e forest resources
referred to in this paper are aimed at forest land resources.
Considering that there are still some differences between the
high spatial resolution fusion image and the actual GF-2
MSS image, and the insufficient characteristics of the 4m
spatial resolution GF-2MSS image, the recognition ability of
forest land types is limited, so it is difficult to make a fine
distinction.)erefore, the shrub land, sparse forest land, and
forest land in the study area are collectively referred to as
forest land in this paper. Nonforest land is divided into
construction land, cultivated land, water body, and unused
land, among which residential areas, urban roads, and other
construction land are collectively referred to as construction
land.

4.3.2. Classification Feature Information Extraction. )e
purpose of feature information extraction is to represent all
the information of the image with the least and most sig-
nificant features, and improve the discrimination between
different ground objects while reducing the dimension, so as
to distinguish the ground types to the greatest extent.

(1) Spectral Characteristics. In this paper, four bands of red,
green, blue, and near infrared of GF-2MSS image on January
16, 2021, and high spatial resolution fusion image on Oc-
tober 9, 2021, generated by SIF algorithm are selected as
spectral characteristic variables to participate in
classification.

(2) Texture Features. In this paper, the co-occurrence
measures texture analysis tool in ENVI 5.3 software is used
to calculate the gray level co-occurrence matrix of the first
principal component and the second principal component
after the principal component transformation.)e 7× 7 base
window is used respectively, and the gray quantization level
is set to 64 to extract the texture features. )is paper selects
three texture features: contrast, variance and mean as
auxiliary feature information of image classification.

Table 2: Forestry land classification standards.

First level Woodland Nonforest land

Second level

Forested land Cultivated land
Open woodland Pasture

Shrub land Waters
Immature forest land Unused land

Nursery land Land used for building
Nonstanding forest land

Suitable forest land
Land for forestry auxiliary production
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to measure the status of surface vegetation. )is kind of
index combines images and different bands (often referred
to as visible light, red band, and near-infrared band) in a
linear or nonlinear way to enhance the vegetation charac-
teristic information. Among them, normalized vegetation
index and ratio vegetation index are two commonly used
vegetation indexes. Both of them make use of the charac-
teristics of vegetation with strong absorption ability in the
red light band and strong reflection ability in the near-in-
frared band to calculate the band of the near-infrared band
and the red light band [21].

Normalized vegetation index (NDVI) is to normalize the
red light band and near-infrared band to enhance vegetation
information.)e index is between [−1, 1]. When the value of
NDVI is greater than 0, it indicates that there is vegetation
cover on the ground; When NDVI value is less than or equal
to 0, it means that the surface is not covered by vegetation or
the surface is covered by nonforest land such as clouds, water
or snow. In short, the NDVI index can enhance the dif-
ferentiation between forest land and nonforest land.

)e ratio vegetation index (RVI) is the division of near-
infrared band and visible red band to enhance vegetation
information, which is consistent with the concept of nor-
malized vegetation index. Generally speaking, the RVI value
of a healthy green vegetation covered area is much greater
than 1, and when the RVI value is near 1, it means that there
is no vegetation cover or the vegetation coverage is low in
this area.

(4) Normalized Water Index. )ere is a large area of water in
this study area. In order to increase the contrast between
water and forest land and between water and other land
types, normalized difference water index (NDWI) is often
used. Because the spectral corresponding curve of the water
body decreases from the green light band to the infrared
band, while the spectral corresponding curve of vegetation is
on the contrary, this index can not only highlight the
characteristic information of the water body but also weaken
the characteristic information of soil and vegetation. )e
classification feature parameters extracted in this paper are
shown in Table 3.)e study area is classified according to the
following feature parameter set.

4.3.3. Image Adaptive Appendix Wavelet Denoising.
Signals are usually divided into high-frequency and low-
frequency signals, in which low-frequency signals contain
useful information in a large range and large scale of the
image, while high-frequency signals reflect the edge and
detail information of the image, and it is also the location of
noise concentration. According to the relevant research,
wavelet denoising benefits from its multiresolution, low

entropy, decorrelation, flexibility of base selection, and other
characteristics and can effectively remove the noise in re-
mote sensing images. As shown in Figure 3, taking the noisy
signal Sn as the input, first complete the wavelet decom-
position of the signal, that is, the low-frequency and high-
frequency signals in the input signal Sn are separated, and
then the decomposed high-frequency coefficients are
threshold quantized according to the relevant theory of the
selected threshold method. Finally, the processed wavelet
coefficients are used for the inverse wavelet transform to
complete the signal reconstruction to obtain the denoised
signal.

4.4. Comparison and Analysis of Simulation Results

4.4.1. Accuracy Analysis. )e accuracy evaluation of clas-
sification results is a measure of the reliability of classifi-
cation results, and the confusion matrix is the standard form
of accuracy evaluation. )e confusion matrix is a compar-
ison matrix obtained by calculating the pixels of the clas-
sification data set and the verification data set, which is used
to verify whether the classification of the classification data
set and the verification data set at the corresponding position
are consistent, so as to obtain the classification accuracy of
the image. In this paper, the GF-2MSS images on January 16,
2021, and October 9, 2021, are randomly sampled by visual
interpretation method. As the real samples, the validation
sample data set is constructed. Finally, the classification
accuracy of the images is evaluated by the calculation results
of the confusion matrix.

Table 4 shows the classification confusionmatrix of GF-2
MSS image classification feature set on January 16, 2021, in
which the overall classification accuracy of random forest
classification is 84.42%, kappa coefficient is 0.81, the overall
classification accuracy of adaptive threshold wavelet
denoising + random forest classification is 89.92%, kappa
coefficient is 0.87, and the overall accuracy of adaptive
threshold wavelet denoising + random forest classification
method is 5.5% higher than that of random forest classifi-
cation method. Kappa coefficient increased by 0.06.

According to Table 5, the user accuracy and mapping
accuracy of various ground objects in random forest clas-
sification are higher than 75%, of which the classification
accuracy of water and forest land is higher than 88%, but the
classification accuracy of cultivated land and unused land is
low, because some cultivated land has low vegetation cov-
erage, and its spectral response curve is similar to that of
unused land, which makes it difficult to distinguish them.
)e areas with high vegetation coverage are close to the
reflectance of forest land, which is easy to produce mis-
classification. In addition, the generation process of remote
sensing images will be affected by uncertain factors, resulting

Table 3: Statistics of characteristic parameters.

Characteristic information Characteristic parameter Number
Spectral information B, G, R, NIR, NDVI, RVI, NDWI 7
Texture information PC1 mean, PC1 variance, PC1 contrast, PC2 mean, PC2 variance PC2 contrast 6
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in “abnormal points,” so there is also the possibility of
misclassification. )e classification method combining
adaptive threshold wavelet denoising and random forest has
improved the mapping accuracy and user accuracy of cul-
tivated land, unused land, construction land, forest land, and
water body. Among them, the mapping accuracy of

cultivated land, construction land, forest land, and unused
land has been improved by 7.25%, 9.52%, 2.22%, and 6.64%,
respectively, and the user accuracy has been improved by
8.02%, 3.42%, 8.23%, and 6.32%. Due to the large spectral
difference between water body and other ground objects and
high discrimination, the accuracy improvement is small.

Sn’Wavelet
reconstruction

Threshold
denoising

Wavelet
decomposition

Sn

W W
∧

Figure 3: Wavelet threshold denoising process.

Table 4: Confusion matrix of GF-2MSS image classification feature set on January 16, 2021.

Category
Random forest Adaptive threshold wavelet denoising + random forest

Cultivated
land

Land used
for building Woodland Unused

land
Water
body

Cultivated
land

Land used
for building Woodland Unused

land
Water
body

Cultivated
land 321 23 30 44 6 350 9 25 32 5

Land used for
building 19 340 9 38 5 20 400 7 30 1

Woodland 34 15 400 12 4 6 10 410 8 2
Unused land 23 41 6 322 10 25 20 8 350 4
Water body 3 1 5 6 400 1 2 3 3 420

Overall classification accuracy� 84.42% kappa
coefficient� 0.81

Overall classification accuracy� 89.42% kappa
coefficient� 0.87

Table 5: Classification accuracy statistics of GF-2 MSS image classification feature set on January 16, 2021.

Category

Random forest Adaptive threshold wavelet denoising + random forest

Cartographic
accuracy (%)

User
accuracy

(%)

Misclassification
error (%)

Leakage
error (%)

Cartographic
accuracy (%)

User
accuracy

(%)

Misclassification
error (%)

Leakage
error (%)

Cultivated
land 80.25 75.71 24.29 19.75 87.50 83.73 16.27 12.50

Land used
for building 80.95 83.33 16.67 19.05 90.48 86.76 13.24 9.52

Woodland 88.89 86.02 13.98 11.11 91.11 94.25 5.75 8.89
Unused land 76.30 80.10 19.90 23.70 82.94 86.42 13.58 17.06
Water body 94.91 96.47 3.53 5.09 97.22 98.13 1.87 2.78

Table 6: Confusion matrix of classification feature set of high spatial resolution fusion image on October 9, 2021.

Category
Random forest Adaptive threshold wavelet denoising + random forest

Cultivated
land

Land used
for building Woodland Unused

land
Water
body

Cultivated
land

Land used
for building Woodland Unused

land
Water
body

Cultivated
land 250 23 45 32 25 250 25 15 29 10

Land used for
building 12 240 15 14 0 10 400 21 18 2

Woodland 50 10 400 6 5 40 8 410 6 4
Unused land 24 40 2 322 10 28 36 2 350 4
Water body 4 10 3 5 300 2 1 1 4 300

Overall classification accuracy� 81.4% Kappa
coefficient� 0.85

Overall classification accuracy� 84.83% Kappa
coefficient� 0.89

Computational Intelligence and Neuroscience 9
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Table 6 shows the classification confusion matrix of the
classification feature set of high spatial resolution fusion
images on October 9, 2021, in which the overall accuracy of

random forest classification is 81.4%, and the kappa coef-
ficient is 0.85. )e overall classification accuracy of adaptive
threshold wavelet denoising + random forest classification is

Table 7: Classification accuracy statistics of high spatial resolution fusion image classification feature set on October 9, 2021.

Category

Random forest Adaptive threshold wavelet denoising + random forest

Cartographic
accuracy (%)

User
accuracy

(%)

Misclassification
error (%)

Leakage
error (%)

Cartographic
accuracy (%)

User
accuracy

(%)

Misclassification
error (%)

Leakage
error (%)

Cultivated
land 73.53 64.94 35.06 26.47 76.47 76.47 23.53 23.53

Land used
for building 70.00 83.67 16.33 30.00 76.67 81.85 18.15 23.33

Woodland 85.56 84.43 15.57 14.44 91.11 87.61 12.39 8.89
Unused land 82.86 79.23 20.77 17.14 83.71 80.72 19.28 16.29
Water body 87.50 92.72 7.28 12.50 93.75 97.4 2.60 6.25

Table 8: Statistical table of forest land changes in the study area from January 2021 to October 2021.

Type of ground feature change Change area (m2) Rate of change (%)
Forest land—unused land 468496 0.97
Woodland cultivated land 1339424 2.78
Woodland water body 19632 0.04
Forest land—construction land 306640 0.64
Unused land forest land 525520 1.09
Cultivated land forest land 860120 1.79
Water forest 66768 0.14
Construction land—forest land 24784 0.05
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Figure 4: Change rate of forest resources.
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84.83%, and the kappa coefficient is 0.89. Compared with the
random forest classification method, the overall accuracy of
the adaptive threshold wavelet denoising + random forest
classification method is improved by 3.43%, and the kappa
coefficient is improved by 0.04. Combined with Table 7, the
adaptive closed-value wavelet denoising + random forest
classification method has better improved the mapping
accuracy and user accuracy of cultivated land, forest land,
unused land, and water, but the user accuracy of con-
struction land has been reduced by 1.81%.

4.4.2. Monitoring Results of Forest Resource Change. In order
to obtain the increase and decrease of the number and dis-
tribution of forest land after mutual transformation with
other land types, and then obtain the change of forest re-
sources in this region, nonforest land is not the research object
of this paper, so this paper does not discuss the change be-
tween nonforest land. Using the postclassification compari-
son method to monitor the changes of the two images, the
thematicmap of forest resource cover change in the study area
can be obtained. According to the thematic map of forest
resource cover change in the study area, the spatial location
information and the direction information of forest land
change in the study area can be obtained. )e areas of forest
land change in the study area are distributed on both sides of
the river, and there are many changes with cultivated land and
unused land. In order to further obtain the change area of
forest land and the change rate between forest land and
nonforest land, use ENVI software to calculate the transfer
matrix based on the change results of forest resource coverage,
and the statistical results are shown in Table 8 and Figure 4.

According to Table 8 and Figure 4, from January to
October 2021, the area of forest land turned into unused land
was 468496m2, with a change rate of 0.94%, the area of forest
land turned into cultivated land was 1339424m, with a
change rate of 2.78%, the area of forest land turned into the
water was 19632m2, with a change rate of 0.04%, the area of
forest land turned into construction land was 306640m2,
with a change rate of 0.64%, and the total reduced area of
forest land was 2134192m2. )e area from unused land to
forest land is 525520m2, with a change rate of 1.09%, the
area from cultivated land to forest land is 860120m2, with a
change rate of 1.79%, the area from water to forest land is
66768m2, with a change rate of 0.14%, the area from con-
struction land to forest land is 24784m2, with a change rate
of 0.050/a, and the total increased area of forest land is
1477192m2. In general, from January to October 2021, the
forest area in the study area decreased by 657000m2, that is,
the forest coverage decreased by 1.36%, and the forest re-
sources decreased.

5. Conclusion

)e process and accuracy evaluation of optical remote
sensing data Landsat and radar remote sensing data PAL-
SAR/PALSAR-2 fusion algorithm are introduced. Firstly, the
nearest neighbor algorithm is used to adjust the spatial
resolution of the forest information extracted from the two

remote sensing data sources, and then the appropriate fusion
method is used to fuse to generate the final forest distri-
bution map. Next, taking the interannual and intra-annual
vegetation index time series generated from Google Earth
ultrahigh resolution images and Landsat andMODIS images
from collect Earth as reference data, the accuracy of the
forest distribution map obtained by the fusion algorithm is
evaluated based on the validation sample data set, and
compared qualitatively and quantitatively with the four
mainstream medium and high spatial resolution forest
distribution maps in the market. )e forest distribution map
obtained in this study has the highest overall accuracy of
96%± 1% and kappa coefficient of 0.66. In addition, this
chapter analyzes the reasons why the classification results of
the fusion algorithm are inconsistent with other forest
distribution maps from the two aspects of forest definition
and data source.

)is paper introduces the basic principle of the SSIF
algorithm, and then expounds on the principle of remote
sensing image degradation model, sparse representation
principle, dictionary construction principle, and super-
resolution reconstruction principle based on sparse repre-
sentation theory related to the SSIF algorithm. Finally, the
spatio-temporal fusion framework of the Landsat 8 OLI
image and GF-2 MSS image of the SSIF algorithm is
established respectively, and the spatio-temporal fusion of
the Landsat 8 OLI image and GF-2 MSS image is completed.
Because continuous time series GF-2mss image data and
Landsat 8 OLI image data are difficult to obtain, this paper
only considers the spatio-temporal fusion of single temporal
medium and high spatial resolution remote sensing images.

)e classification method based on adaptive closed value
wavelet denoising and random forest can better reduce the
“salt and pepper noise” generated by image classification.
)is is because adaptive threshold wavelet denoising
removes some high-frequency components in the image on
the basis of retaining the original spectral information of the
image, so as to suppress the “noise” in the image, reduce the
uncertainty factors in the image classification process, and
further improve the classification accuracy of the image. It
shows that the classification method based on adaptive
closed value wavelet denoising and the random forest is
feasible.
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With the rapid development of information science and technology, online communities are attracting an increasing number of
participants, who can share information, create original content, and offer emotional support, thus communicating and spreading
knowledge frequently within the community. To develop a model of influencing factors for the knowledge sharing behavior of
online community members, this study employs the technology acceptance model (TAM) as a moderator variable based on the
social exchange theory. In this study, the influencing factors model for knowledge sharing behavior of online community
members was tested using PLS-SEM.)e results show that knowledge sharing is motivated by trust and quality of knowledge; the
interaction term of perceived usefulness and knowledge quality of the user has a significant negative correlation with the
knowledge sharing behavior of online community users; perceived usefulness significantly positively moderates the correlation
between knowledge tacitness and knowledge sharing behavior of users; perceived ease of use significantly positively moderates the
relationship between knowledge quality and knowledge sharing behavior; perceived ease of use significantly negatively moderates
the relationship between knowledge tacit and knowledge sharing behavior. In order to maximize the activity and stickiness of the
online community platform, the platform must focus on maintaining and enhancing the platform’s credibility and knowledge
quality. On the other hand, the online community platform extols its professional utility and ease of operation, which are
conducive to the generation of behavior that is conducive to knowledge sharing.

1. Introduction

Following the vigorous spread of Internet technology and
Web2.0, the influence of the Internet on the life and work of
people is growing with each passing day [1]. )e online
community based on social media has gradually turned into
a new platform for people to share knowledge and
publish different ideas, and it also could facilitate
business activities. )e social network has the potential to
change the way people live and facilitate knowledge
exchange among individuals. )e site contains a number of

groups created by users with similar hobbies and interests
who share their views, experiences, and insights on a
variety of topics and seek out knowledge and information
related to their interests [2]. For instance, the Facebook
group is quite different from the traditional social net-
working for people. )e platform facilitates communica-
tion between users with common interests, discusses, and
shares information. As for another example, Zhihu is a
respected and well-known Q&A platform in the Chinese
Internet. It is committed to building a knowledge sharing
network that will be accessible to everyone, allowing people
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to easily share their knowledge, experience, and insights
worldwide.

)e online community is a product of rapid growth and
has a huge influence in the Internet era. Lai and Chen [3]
illustrate that an online community consists of a group of
people with common interests who interact virtually one-
on-one. Additionally, they can assist with the retention of
customers, word-of-mouth advertising, product reviews,
and customer insight. Online communities are critical for
continuing commitment to interact, the relationship of trust,
and meaningful interactions with partners, customers,
employees, and suppliers [3]. Members could through these
communities seek and share knowledge [4]. Xu and Liu [5]
demonstrate that due to its characteristics of fairness,
openness, cross-time and spatiality, it has the ability to
integrate dispersed knowledge groups on a larger scale, even
globally. As a result of the growth in online communities
over the past few years, online communities have the po-
tential to play a significant role in enhancing the exchange of
knowledge.

Recently, scholars [6–9] have conducted some studies on
user information sharing behavior in online communities.
Gang [6] studied the influence of the motivation of pro-
fessional virtual community members to participate in
knowledge exchange on interactive behavior. Connelly et al.
[7] revealed that people may not share knowledge because
they are unaware of the needs of knowledge of others. Li
et al. [8] detected that online community members’
knowledge sharing intentions were significantly affected by
altruism, relational trust, personal outcome expectations,
and self-efficacy. Sun and Hong [9] showed that human
interaction, human interaction with information and ex-
pectations of the outcome, expectations of the community,
and user knowledge sharing behaviors were significantly
positively correlated, and the interaction between people and
systems was positively affected by user knowledge sharing
behaviors.

)e previous research studies bulkily stayed on the single
level of human interaction, human-knowledge interaction,
or human-system interaction; nevertheless, there is a lack of
integrative study. At first, people as the subject of knowledge
sharing are the bearers and initiators of knowledge sharing
activities. It is likely that the subjective initiative of indi-
viduals will affect the judgment of objective phenomena.
Such as, emotions have a profound effect on people’s
willingness to share information. Second, knowledge is
composed of explicit and implicit, among which tacit
knowledge accounts for a larger proportion than explicit
knowledge. )is is a state of being that exists in people’s
minds, which is difficult to describe adequately in language
or in written materials, and is not easy to be comprehended
by others. Finally, since information network technology is
an important tool for knowledge sharing to be carried out
smoothly; whereas, in different industries, the use of mul-
tiple systems is independent and incompatible with each
other, which reduces the effectiveness of knowledge sharing.
)erefore, by integrating human interaction, human-
knowledge interaction, and human-system interaction, the
analysis results are objective and scientific.

)is study selects two dimensions of interpersonal re-
lationships (reciprocity and trust) and knowledge charac-
teristics (quality of knowledge and tacit knowledge) as
research objects, according to the theory of technology
acceptance, the introduction of perceived usefulness and
perceived ease of use has a moderating effect on interper-
sonal relationships and knowledge sharing behaviors, as well
as knowledge characteristics and knowledge sharing be-
haviors. )is is of great significance for the online com-
munity to remain the willingness of users to participate,
maintain the vitality of the community, and promote the
active participation of community members in knowledge
sharing.

Accordingly, the remainder of the study is organized as
follows: Section 2 investigates the influences of interpersonal
relationships, knowledge characteristics, and technology
acceptance models on knowledge sharing behavior. In
Section 3, an assessment of the impact the technology ac-
ceptance model has had on the behavior of knowledge
sharing is made. Section 4 assesses how knowledge sharing
behaviors are influenced by moderator variables. Section 5
concludes the study and discusses and summarizes the
contributions and limitations.

2. Literature Review and
Hypotheses Development

2.1. Interpersonal Relationships and Knowledge Sharing
Behavior. It is imperative that interpersonal communica-
tion can be practiced in modern society. For one to truly
appreciate others, he or she must understand their needs and
desires. Primarily, a mutually beneficial relationship is one in
which both parties expect some kind of gain, whether it is a
material gain or an emotional one. )e effectiveness of
interpersonal interactions depends on how beneficial they
are for both parties, as a relationship cannot last if one party
is always benefited alone. Second, trust is the cornerstone of
any relationship between two individuals. A harmonious
interpersonal relationship cannot exist without trust as the
basis of words and deeds. )e term trust refers to the
subjective sense of confidence and security that one party has
toward the other party, which is often associated with the
cooperative behavior of people and the willingness to act
[10]. As variables in the social exchange theory, reciprocity
and trust can be used to explain models of behavior in-
volving knowledge sharing. Blau[11] elucidated that the
social exchange theory has been employed to explain
knowledge sharing behavior in terms of people’s behavior,
outcomes or interests, and the environment. )erefore, this
study investigates the effect of reciprocity and trust, two
interpersonal factors, on knowledge sharing behavior, based
on the social theory as well as social exchange and social
cognition theories [12].

2.1.1. Reciprocity and Knowledge Sharing. As an extrinsic
motivation, reciprocity suggests that people will exhibit
knowledge sharing behaviors with the aim of accumulating
rewards.)e concept of knowledge sharing in the early years
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was defined by Polanyi [12] as a deliberate subjective be-
havior that can be reused by others through knowledge
transfer. As per Okyere-Kwakye [13], individuals may not
share initially, since they perceive the activity as a mere cost,
unless they intend to share when a positive reward is ex-
pected. Using social exchange theory as a basis for reci-
procity, it is suggested that individuals only engage in certain
behaviors if they expect a positive outcome [11]. It has been
found by Kelley and )ibaut [14] that participants in online
communities share their individual knowledge when they
perceive the behavior of other participants as being similar
to their own. Among participants in a community of practice
(CoP), Wasko and Faraj [15] demonstrated that reciprocal
behaviors enhance knowledge sharing. )us, the first hy-
pothesis is proposed.

H1: knowledge sharing behavior is positively influenced
by reciprocity.

2.1.2. Trust and Knowledge Sharing. It is believed that trust is
an intrinsic motivation to act on behalf of people based on an
appreciation for the benefits of their actions and is the focal
point of all relationships within an organization [10, 16]. As
Molm [17] asserted, individuals refrain from engaging in
certain activities when they are uncertain of the future re-
wards associated with them. )e result is that people act
according to how much trust they have in the system, but
they can only build trust in others if they are confident, and
there will be no costs associated with transactions [17]. A
trusting relationship between two people facilitates easy
cooperation. Nevertheless, Molm [17] also noted that trust
encourages members of an organization to share knowledge.
)ere will be a trend towards higher cooperation and
commitment as long as trust exists among individuals in an
organization. Some literatures contend that trust is the most
cost-effective technique for enhancing knowledge sharing
within an organization [18]. According to this hypothesis,
participants are more likely to share knowledge with a re-
cipient if they perceive the recipient to be honest, trust-
worthy, and reliable. A higher level of trust will prevent the
individual from thinking of any future negative things at the
event and will encourage a willingness to share knowledge.
)us, the next hypothesis can be formulated.

H2: knowledge sharing behavior is positively influenced
by the trust.

2.2. Knowledge Characteristics and Knowledge Sharing.
On account of communities are often the basic social units
that organize knowledge creation, the study of knowledge
sharing in community settings becomes increasingly im-
portant [19, 20]. Furthermore, knowledge sharing demands
collaboration on the part of both the seekers and contrib-
utors [21], as knowledge sharing can be facilitated while
knowledge can be exchanged synchronously and asyn-
chronously [22]. Yan and Jian [23] mentioned that as a
commodity, knowledge has its natural attributes (use value)
and its social attributes (value). )e choice of knowledge
commodities by consumers is not only solely dependent on
their own perception of the quality of content but also upon

the source from which the knowledge was derived. A related
study on the knowledge acquisition behavior of users shows
that high-quality knowledge promotes users to use knowl-
edge communities.

2.2.1. Knowledge Quality and Knowledge Sharing.
Knowledge quality pertains to how well new knowledge
satisfies the criteria of study in terms of productivity-en-
hancing properties, affecting social life, saving trial-and-
error costs, and knowledge value-added [24]. )e quality of
knowledge referred to in this study refers to the higher
knowledge quality exchanged and shared in the online
community, and the greater the probability of members
participating in sharing. )e following assumptions are
derived from this information:

H3: knowledge sharing behaviors are positively influ-
enced by knowledge quality.

2.2.2. Knowledge Tacitness and Knowledge Sharing. Yan
et al. [25] referred that the exchange of information in the
online community not only contains a lot of explicit
knowledge but also hides a wealth of tacit knowledge.
Knowledge sharing is an exchange behavior. Users will be
motivated to share knowledge if they perceive the benefits
that sharing knowledge can bring to them, whether that is in
the form of material reward or spiritual reward [26]. Jeremy
[27] explained that it is generally believed that tacit
knowledge (as distinct from the more general intangible
investment) cannot be codified, imperceptive knowledge of
how it is acquired through informal acceptance of learned
behaviors and procedures. )e knowledge that is tacit is
internalized within an organization, exhibits characteristics
which cannot be expressed in documents, exhibits a lower
degree of fluidity than explicit knowledge, and is very hard to
imitate [28]. )erefore, knowledge tacitness possesses the
characteristics of a valuable resource.

While knowledge itself is valuable for generating com-
petitive advantage and value within an organization, it is not
sufficient to generate those benefits on its own. )e value of
knowledge cannot be realized until it is shared within the
organization in order to generate a competitive advantage.
In light of this, it is necessary to integrate and externalize
tacitness knowledge in order to gradually convert it into
coded and explicit knowledge [29] because the more explicit
the knowledge, the easier it will be for organizations to share
it. )erefore, the next hypothesis can be made.

H4: knowledge sharing behavior is positively influenced
by tacit knowledge.

2.3.Moderating Role of PerceivedUsefulness. )e technology
acceptance model (TAM) proposed by Davis believes that
the user’s perception of human-computer interaction can be
divided into perceived usefulness and perceived ease of use
[30]. )e term perceived usefulness is defined here as “the
degree to which an individual believes that using a specific
system will hoist his or her performance on the job.” )is
stems from the definition of the word useful: “capable of
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being utilized to one’s benefit.” In organizational settings,
people perform various rewards in order to reinforce their
performance. Conversely, a system with a high perceived
utility is considered to have an effective use-performance
relationship by its users [30].

Recent studies have investigated the regulatory role of
TAM factors. It has been demonstrated that a platform that
is deemed useful and easy to use will boost influencers,
thereby enhancing the satisfaction of members and in-
creasing their behavioral intentions. Considering commu-
nity participation and contribution in the context of online
communities, social media are used by individuals to par-
ticipate and contribute to online content for two reasons,
namely, participation benefits and contribution incentives
[31]. As a whole, online communities offer a number of
benefits to their members. Participation benefits are struc-
tured around four basic needs, namely, needs of functional,
needs of social, needs of psychological, and needs of hedonic
[32]. First, users can benefit from these platforms on a
functional level by joining online communities for specific
activities [33]. In parallel, they will also be able to build trust
and expand their online social network in the process of
information exchange [34]. )us, the following assumptions
are proposed:

H5: perceived usefulness positively modulates reci-
procity and knowledge sharing behaviors.

H6: perceived usefulness positively modulates trust and
knowledge sharing behaviors.

H7: perceived usefulness positivelymodulates the quality
of knowledge and knowledge sharing behaviors.

H8: perceived usefulness positively modulates tacit
knowledge and knowledge sharing behaviors.

2.4. Moderating Role of Perceived Ease of Use. By contrast, in
terms of perceived ease of use, it refers to the degree to which
a user perceives a particular system as effortless. )is stems
from the definition of “easy” and “without difficulty or ef-
fort.” In other words, when all else are equal, users are more
likely to accept an app that is considered to be easier to use
than other apps [30].

In contrast, contributions to online communities can be
attributed to several types of factors. Like those who join
online communities for the purpose of participation,
members participate in the creation of content as a means of
reward. )ere are five motivations which can be identified
with regard to participation in online communi-
ties—instrumentality, effectiveness, quality control,
acquisition of status, and expectations [31]. )ese incentives
increase not only engagement but also increase
contributions, sparking interactive activity on the online
platform. Parra-López et al. [35] extended a factor model
that assumes that users will bear the cost of effort, spend time
learning the system, and suffer privacy losses, all of which
may undermine their motivation to contribute in online
communities [36–38]. Accordingly, the following assump-
tions are made:

H9: perceived ease of use positively modulates reci-
procity and knowledge sharing behaviors.

H10: perceived ease of use positively modulates trust and
knowledge sharing behaviors.

H11: perceived ease of use positively modulates quality
of knowledge and knowledge sharing behaviors.

H12: perceived ease of use positively modulates tacit
knowledge and knowledge sharing behaviors.

)erefore, this study is based on the social exchange
theory, combined with knowledge characteristics, and in-
troduces a technology acceptance model as a moderator
variable to develop a model of the factors that influence
knowledge sharing behaviors in network communities, as
shown in Figure 1.

3. Methodology

3.1.MeasurementDevelopment. )ere were several variables
and questionnaires used in this study that were adapted from
mature scales used in previous studies, and some of them
were designed according to the study object and study re-
quirements set forth in the study.)ere are three parts to the
questionnaire: the first part is the characteristics of the
demographic and the duration of using the online com-
munity; the second part is the measurement of interpersonal
relationships, knowledge characteristics, and the moderator
variables of the TAM model; the third part is the mea-
surement of self-construction. All items proposed in this
article were designed using a five-level Likert scale (5 means
strongly agree and 1 means strongly disagree).

3.2. Data Collection. After completing the questionnaire
design, the experts evaluated the questionnaire, reviewed the
necessity and usefulness of the questionnaire items for
measuring variables, confirmed that all factors were related
to the corresponding variables, and assessed the correctness
and appropriateness of the word and content of the ques-
tionnaire. Some wording and presentation of the ques-
tionnaire have been adjusted based on their feedback.

)e questionnaire survey was conducted online, pro-
duced through the Questionnaire Star platform, and col-
lected data by WeChat forwarding and snowballing. )e
collection time was fromMay 4th to 12th, 2022, and a total of
336 valid questionnaires have been recovered.

)e features of the demographic profile of the ques-
tionnaire sample and the duration of using the online
community are shown in Table 1. In terms of gender
composition, males and females accounted for 43.75% and
56.25% of the respondents respectively; most of the users
were between 18 and 28 years old, and most of them used
online communities for 4–6 years, indicating that the re-
spondents have extensive experience in using the online
community.

3.3. Data Analysis

3.3.1. Reliability. As a means of analyzing the reliability and
validity of the collected effective data, the reliability and
validity of the survey samples were evaluated. In reliability
testing, the consistency, stability, and dependability of test
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results and data were examined. )is study uses
SmartLPLS3.0 to test the internal consistency coefficient
(Cronbach’s α) and composite reliability of each study
variable. Table 2 presents the results of the test. )e con-
sistency coefficient and composite reliability value of each
variable in this study are above the critical value of 0.7 [39],
which satisfy the reliability requirements, indicating that the
measurement model has high internal consistency and
reliability.

3.3.2. Validity. Validity includes content validity and con-
struct validity. It is important to note that some of the
questions in the questionnaire were adapted from existing

literature, while others were designed in conjunction with
the characteristics of the study object, providing validity to
their content. )ere are two primary measures of construct
validity, namely, convergent validity and discriminant val-
idity. Convergent validity reflects whether the measurement
items of a variable are highly correlated. )e main mea-
surement indicators include factor loading and average
variance extraction value. It is generally believed that if the
factor loading is greater than 0.7 and the AVE is above 0.5,
the scale is considered to have high convergent validity.
Table 2 elucidates that the standardized loadings of items
were mostly higher than 0.7 and the AVE for every construct
was greater than 0.5, indicating that the model has good
convergent validity.
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Knowledge

Knowledge 
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H3

H4

Perceived 
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Figure 1: Research model.

Table 1: Demographic characteristics of the sample and duration of using online.

Variable Index WeChat
(N� 336)

Gender Male 43.75%
Female 56.25%

Age

<18 0.89%
18–28 67.56%
29–40 27.38%
41–48 2.98%
49–55 0.30%
55> 0.89%

Occupation

Public officials (public officials of state organs, civil servants, and other state units) 11.31%
Professional and technical personnel (local professional and technical personnel such as

doctors, lawyers, and drivers) 11.01%

Private enterprises (entrepreneurs, individual, industrial, and commercial
households) 11.90%

Others 65.77%

Duration of using the online
community (year)

<1 0.89%
1–3 16.07%
4–6 79.46%
7–10 2.68%
>10 0.89%
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Discriminant validity reflects whether the correlation be-
tween themeasurement items of different variables is as small as
possible. )e standard for evaluating each variable is that the
square root of the AVE value must be greater than the corre-
lation coefficient between the variable and the other variables
[40]. As illustrated in Table 3, in each case, the square root of the
AVE value (the value of the diagonal line) is above than the
correlation coefficient between the variable and the other var-
iables, which means that the model has excellent discriminant
validity [40].

4. Results Analysis

4.1. PLS-SEMTesting. It is usually possible to use three types of
methods when studying the relationship between variables.)is
study is based on the partial least squares method, which was
proposed by World et al. in 1983 [41]. It is a new type of
multivariate statistical analysis method, which incorporates both
regression analysis and structural equation modeling. It is ca-
pable of constructing regression paths for multiple dependent
variables and also for testing mediation and moderation effects
at one time. It is suitable for small samples, and it is robust to
collinearity problems and normally distributed data, and there
will be noproblems such as themodel cannot be identified or the
coefficient is greater than 1 which is caused by too many single
measurement indicators, which makes up for the shortcomings
of the traditional structural equation model.

4.2. Main Effects Test. On the premise of the reliability and
validity of the measurement model, the PLS-SEM method was
applied with the aid of SmartPLS 3.0 software. )e bootstrap

repeated sampling method was used to test the significance of
the collected data, and the sampling number was 5000.

In this study, the detection model was constructed in
three steps for analysis and comparison: a first assessment was
made on the effects of the control variable on independent
and dependent variables, then the moderator variables were
added, and finally, the interaction terms between the mod-
erator variables and their respective variables were added.

In the first test (model 1), the three control variables of
gender, age, and occupation have no significant correlation
with knowledge sharing behavior. Figure 2 illustrates the
effects of each variable on knowledge sharing behavior.

Based on Figure 2, it can be seen that in the first di-
mension, reciprocity (β� 0.110, p< 0.01) and trust
(β� 0.299, p< 0.001) have a significant positive impact on
knowledge sharing behavior; thus, H1 and H2 were sup-
ported; second, quality of knowledge (β� 0.325, p< 0.001)
and tacit knowledge (β� 0,214, p< 0.001) have a highly
significant positive correlation with knowledge sharing
behavior; thus, H3 and H4 were supported.

Table 2: Scale properties.

Factor Item Standardized loading Cronbach’s alpha Composite reliability (CR) Average variance extracted (AVE)

KQ

KQ1 0.818

0.924 0.943 0.768
KQ2 0.827
KQ3 0.929
KQ4 0.925
KQ5 0.878

KSB
KSB1 0.836

0.830 0.898 0.747KSB2 0.890
KSB3 0.865

PEOU
PEOU1 0.924

0.880 0.926 0.807PEOU2 0.925
PEOU3 0.844

PU
PU1 0.930

0.918 0.948 0.86PU2 0.926
PU3 0.925

RE
RE1 0.897

0.842 0.905 0.762RE2 0.910
RE3 0.808

TK
TK1 0.872

0.772 0.866 0.684TK2 0.751
TK3 0.853

TR

TR1 0.868

0.904 0.933 0.776TR2 0.885
TR3 0.905
TR4 0.864

Table 3: Correlation coefficient matrix and square roots of AVEs
(shown as diagonal elements).

KQ KSB PEOU PU RE TK TR
KQ 0.877
KSB 0.813 0.864
PEOU 0.765 0.793 0.898
PU 0.685 0.833 0.746 0.927
RE 0.625 0.628 0.562 0.535 0.873
TK 0.797 0.743 0.727 0.686 0.547 0.827
TR 0.829 0.789 0.66 0.659 0.662 0.693 0.881
)e bold numbers in Table 3 are the square root of AVE.
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4.3. Moderated Variable Interaction Test. )e second step of
testing (model 2) introduces the moderating variable TAM
model, that is, the influence of perceived usefulness and per-
ceived ease of use on knowledge sharing. )e test results reveal
that perceived usefulness (β� 0.409, p<0.001) has a significantly
positive impact on knowledge sharing behavior; moreover,
perceived ease of use (β� 0.165, p<0.05) correlates positively
with knowledge sharing behavior. Nevertheless, when the in-
fluence ofmoderator variables on knowledge sharing behavior is
added, knowledge sharing behavior is not significantly affected
by latent variables such as trust and tacit knowledge.

In the third step of test (model 3), in order to detect the
moderating effect, the two TAM model variables are

interacted with four latent variables, respectively, to form
eight interaction terms, and the path coefficient and the
correlation of the interaction terms to knowledge sharing
behavior is detected and shown in Figure 3, and the results of
each hypothesis are presented in Table 4.

Figure 3 shows that the relationship between reciprocity
and knowledge sharing behaviors is not significantly moder-
ated by perceived usefulness; thus, H5 was not supported.
Meanwhile, perceived usefulness also does not have a signif-
icantly moderate relationship between trust and knowledge
sharing behavior; therefore H6 was not supported. Perceived
usefulness significantly negatively moderates the relationship
between knowledge quality and knowledge sharing behavior
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Behavior

Interpersonal Relationship

Knowledge Characteristics
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Notes:*p<0.05; **p<0.01; ***p<0.001

Figure 2: Main effects test.
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Notes:*p<0.05; **p<0.01; ***p<0.001

Figure 3: Moderated variable interaction test.
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(β� −0.209, p< 0.05); whereas, in the main effect, knowledge
sharing behavior is significantly positively influenced by
knowledge quality, indicating that for users with higher per-
ceived usefulness, the quality of their knowledge will reduce
their knowledge sharing behaviors. )ereby, H7 was not
supported. Knowledge tacitness and knowledge sharing be-
havior are significantly positively mediated by perceived use-
fulness (β� −0.200, p< 0.05); thus, H8 was supported.

In the moderating effect test of perceived ease of use,
knowledge sharing behavior did not significantly correlate
with the interaction items formed by perceived ease of use
and reciprocity and perceived ease of use and trust, indi-
cating that neither H9 nor H10 obtained support. None-
theless, a positive correlation of knowledge sharing behavior
exists between perceived ease of use and quality of knowl-
edge as an interaction term (β� −0.257, p< 0.01), and the
correlation coefficient is greater than the path coefficient of
knowledge quality and knowledge sharing behavior inmodel
3 (β� 0.233, p< 0.001), that is, the perceived ease of use
significantly moderates the relationship between knowledge
quality and knowledge sharing behavior; therefore, H11 was
supported. )e perceived ease of use significantly negatively
moderates the relationship between tacitness knowledge and
knowledge sharing behavior (β� −0.220, p< 0.05); thus, H12
was not supported, and observations reveal that users with
higher perceived ease of use and knowledge tacitness will
degrade their behavior towards knowledge sharing.

5. Conclusion

5.1. Discussion. Based on the data study results, this study
draws the three following conclusions:

(1) Trust and quality of knowledge are the main moti-
vations for knowledge sharing behavior, based on the

results of the previous study by Ridings et al. [42] and
Zhang et al. [43]. Trust is the premise and foundation
of knowledge sharing behavior; trust can be
explained as people believe that the recipient is
honest, trustworthy, and reliable, and this will mo-
tivate them to share their knowledge; hence, they will
seek help from other members of the online com-
munity when they encounter problems, to ask
questions, communicate, and discuss in the com-
munity and be willing to accept the experience and
knowledge shared by others. Conversely, acquiring
high-quality knowledge serves as an internal driving
force for fostering knowledge sharing behavior,
knowledge quality is the primary driving force for
encouraging users to engage in community activities,
and high-quality knowledge can satisfy individuals’
external knowledge desires. Exchange is conducive
to efficient knowledge consolidation and innovation
among members and is also avail to the development
and growth of online communities.

(2) Furthermore, reciprocity and knowledge tacitness
factors will also possess a positive impact on
knowledge sharing. However, there is still consid-
erable room for improvement. Possibly, this is due to
the lack of clearly defined reciprocity norms of the
online community, the lack of a strong atmosphere
of reciprocity, or the degree to which individual
differences are felt and the existence of an inde-
pendent sense of self. Compared with explicit
knowledge, tacit knowledge is difficult to describe,
cannot be expressed precisely, and shows less mo-
bility. It has strong unique characteristics, and it is
difficult for individuals to share and understand.
However, there is also a need to take into

Table 4: Results of a hypothesis test.

Hypothesis Path
WeChat, N� 336

Supported
Model 1 Model 2 Model 3

(Control variables)
Gender −0.025 −0.053 −0.052
Age 0.036 0.050 0.037

Occupation −0.018 0.026 0.033
Independent variables

H1 RE->KSB 0.110∗∗ 0.055 0.050 Partially
H2 TR->KSB 0.229∗∗∗ 0.212∗∗∗ 0.190∗∗∗ Yes
H3 KQ->KSB 0.325∗∗∗ 0.164∗∗ 0.233∗∗∗ Yes
H4 TK->KSB 0.214∗∗∗ 0.028 −0.001 Partially

Moderator
PU->KSB 0.409∗∗∗ 0.415∗∗∗

PEOU->KSB 0.165∗ 0.143∗
H5 PU×RE->KSB −0.068 No
H6 PU×TR->KSB 0.070 No
H7 PU×KQ->KSB −0.209∗ No
H8 PU×TK->KSB 0.200∗ Yes
H9 PEOU×RE->KSB 0.069 No
H10 PEOU×TR->KSB −0.099 No
H11 PEOU×KQ->KSB 0.257∗∗ Yes
H12 PEOU×TK->KSB −0.220∗ No
R2 0.736 0.837 0.848
Notes: ∗p<0.05; ∗∗p<0.01; ∗∗∗ p<0.001
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consideration the influence of reciprocal and de-
mand for tacit knowledge in knowledge sharing
behaviors.

(3) Perceived usefulness and perceived ease of use have
significant moderating effects on knowledge char-
acteristics (quality of knowledge and tacit knowl-
edge) in knowledge sharing behavior. From the
perspective of moderating effects, the interaction
items of users’ perceived usefulness and knowledge
quality have a significantly negative correlation with
the knowledge sharing behavior of online commu-
nity users. Users who perceive usefulness generally
need community members to help solve problems or
provide assistance, and as these problems are usually
not complex and difficult to solve, members who are
easy to solve and do not require a high-quality
knowledge level are more willing to share. Fur-
thermore, high-quality content sharing can increase
community stickiness and create a more active
community.

Perceived usefulness has a significantly positive moder-
ating impact on the relationship between knowledge tacitness
and knowledge sharing behavior. Users in a community are
often in a network of relationships formed by holding the
same purpose, using social networks to break communica-
tion barriers and enhance social links. If individuals in the
community exchange and share experiences, everyone could
usually perceive each other and actively participate in it, to
exchange and share their own experiences.

)ere is a significant positive moderating effect of
perceived ease of use on the relationship between knowledge
quality and knowledge sharing behaviors. )is could explain
that with the growth of information technology, people can
easily use technology to spread and share high-quality
knowledge. )e interaction terms formed by perceived ease
of use and knowledge tacitness have a significantly negative
correlation with knowledge sharing behavior in online
communities.)is is because the development of technology
has caused the problem of rights protection for the sharing
of personal experience.

)e ability to easily acquire useful and high-quality
knowledge and tacit knowledge for the online community
will motivate users to actively participate. )is also explains
why users pay to participate in some online community
knowledge sharing activities related to their profession.
Improving the professional and tacit knowledge of the
online community can enhance the activity and stickiness of
the online community.

It was not found that perceived ease of use and perceived
usefulness moderated interpersonal relationships (reci-
procity and trust) in knowledge sharing behavior. In terms
of perceived ease of use and perceived usefulness, the effects
of reciprocity and trust on knowledge sharing behaviors did
not change significantly.

5.2. Contribution and Limitation. )e sharing of knowledge
among members of a network community represents a new

mode of dissemination of knowledge. )is study starts from
the two dimensions of interpersonal relationships (reci-
procity and trust) and knowledge characteristics (knowledge
quality and tacit knowledge), meanwhile introducing two
dimensions of perceived usefulness and perceived ease of use
as moderating variables to construct a new theoretical
model. )is study found that trust and quality of knowledge
were the main motivations for knowledge sharing behavior,
and perceived ease of use and perceived usefulness had a
significant moderating effect on knowledge characteristics
(quality of knowledge and tacit knowledge) in knowledge
sharing behavior. In this study, a holistic study is conducted
on the interaction of humans, the interaction between
humans and knowledge, and the interaction between
humans and systems.

Practical guiding significance: (1) the online community
platform should focus on maintaining and hoisting the
credibility and knowledge quality of the platform, thereby
improving the activity and stickiness of the platform and (2)
the online community platform exalts the professional
pertinence and operation convenience of the platform. In
this way, knowledge sharing behaviors are more likely to be
generated.

Despite the fact that this study examines knowledge
sharing behavior from the perspectives of reciprocity, trust,
knowledge quality, and knowledge tacitness, there are still
some limitations that remain.

)is study does not analyze the differences between
different genders and different groups of age levels. For
example, there may be differences between males and fe-
males or there may be differences in knowledge sharing
behaviors among different age groups, and these factors may
need to be further studied.
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)e data used to support the findings of this study are in-
cluded within the article.
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e purpose of this study is to investigate the chain mediating e�ects of networking behaviors and decision self-e�cacy between
work skills development and perceived employability. Structural equations modeling is used to analyze data collected from 813
Chinese students. e results show the following: �rst, the work skills development is positively correlated with perceived
employability. Second, network behavior and decision self-e�cacy each have a mediating e�ect between work skills development
and perceived employability. Finally, this study found a chain mediating e�ect of network behavior and decision self-e�cacy
between work skills development and perceived employability. erefore, this research shows that Work-Integrated Learning
(WIL) needs to focus not only on skills development and employability outcomes but also on developing a strong network-based
platform for stakeholders. In addition, higher education institutions and workplaces should also provide career guidance and
counseling centers to help students build con�dence in career decision-making and ensure students’ mental health care and
healthy career development.

1. Introduction

Work skills are essential to people’s mental health care. A
survey revealed nine work skills in the Indian healthcare
industry.ey found that with changing supply and demand
patterns and customer demand for service excellence,
workplaces are increasingly seeking greater pro�ciency, a
serious challenge in today’s era. Hence, organizations expect
employees to have excellent employability skills. ey also
found that, in the healthcare industry, employee work skills
were positively correlated with patient satisfaction. ere-
fore, the healthcare industry also needs to train e�ective
work skills to remain competitive [1]. Network behavior
described a form of network-based social support, and it has
always been closely associated with students’ mental health
issues. One study used four scales, the SymptomChecklist 90
(SCL-90), the Teacher–Student Relationship Questionnaire

(TSRQ), and the Peer Relationship Scale (PRS), and assessed
psychological symptoms, quality of teacher–student rela-
tionships, and quality of peer relationships. ey found that
risk from all types of psychological symptoms was associated
with school ties. Furthermore, poor school relationships
carry a high risk of mental health problems. So they sug-
gested that school administrators should urgently improve
students’ school relations [2]. In fact, communication skills
in work skills are positively related to self-e�cacy. In ad-
dition, superior communication skills can aid in treatment
and e�ective care in the healthcare industry, and training
courses in communication skills help improve self-e�cacy
[3]. And then, career decision-making self-e�cacy helps to
improve the emotional life quality of students. Higher career
decision self-e�cacy leads to more positive emotions [4].
Furthermore, perceived employability is a crucial psycho-
logical protection resource. It reduces the psychological
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distress and worry of work seekers due to employment
difficulties and also reduces the current fears caused by
COVID-19 and it promotes market prosperity. +erefore,
colleges and universities should improve the employability
of students. For example, career guidance and training to
improve students’ employability [5]. +is study analyzed the
relationship between work skills and perceived employ-
ability from the perspective of mental health care. Work
skills development cultivates the employability of university
students, and good employability is an important driving
force for students’ future career success. Currently, per-
ceived employability places new demands on work skills
development. However, most of the current research and
discussions in this area focus on the assessment of work skills
development [6], students’ skills for coping with work
readiness [7], the application of work skills development
models [8], curriculum mapping [9], and whether work
skills development can affect graduate employability [10, 11].
We need to focus on skills development. Because the past
study has shown that the ownership of employability skills
has the possibility to find out satisfactory careers for stu-
dents, because they will be even more employable in their
working livelihood [12]. +erefore, healthy career success
benefits students’ mental health care.

Based on social cognitive theory, the implementation of
skills must be varied to fit changing environments and serve
multiple aims. Cognitive training affects the beginning and
middle stages of skill development. +e structure of knowl-
edge determines how to select the right skills to achieve
specified goals. Continued training makes the skills easy to
apply, leading to a certain level of competence [13]. Work
skills development can be used as a tool for viewing student
progress, and students can use it to assess their own skill levels
[6]. Whereas perceived employability involves the person’s
feeling of his or her probabilities of gaining and keeping
employment [14]. Employers value the soft skills of graduates
more, and universities can be more inclined to develop soft
skills courses, which can improve their employability. As a
result, graduates can demonstrate soft skills to employers
when they are looking for a job [10]. Consequently, it is in the
best benefit of students to acquire new skills and knowledge as
this is significant for their employability [15]. +is study
revealed a new framework for the relationship between work
skills development and perceived employability that incor-
porates network behavior and decision self-efficacy as me-
diators and uses quantitative methods to verify chain
mediation effects, complementing knowledge about the re-
lationship between these variables. Furthermore, the present
study has described new knowledge of these cognitive de-
velopmental processes and found that work skills develop-
ment improves perceived employability by enhancing
network behaviors to shape confidence in decision self-effi-
cacy. In summary, past research has emphasized the impact of
work skills on employability but has not incorporated both
network behavior and decision self-efficacy into the research
framework. Furthermore, this study first validates the reli-
ability and validity of the network behavior scale and decision
self-efficacy scale in a +ai environment, providing a mea-
surement tool for future researchers.

2. Literature Review

Social cognitive theory (SCT) argued that the agents who
strive to improve the quality of life and the environment are
individuals [16]. Individuals are apt to seek their targets if
they think their own capabilities and actions are able of
meeting the wished outcomes [17]. Work skills development
helps increase their cognition, continuously strengthen their
skills and knowledge, and make their network behavior
more exploratory, systematic, and meaningful for career
development. +is research used the SCT to inspect how
students in work skills development can improve their ca-
pability to decision self-efficacy through network behavior,
which in turn influences students’ perceived employability.
Employability often helps employees be flexible to changes
in the work environment to societal and human resource
and is explained as features that develop adaptive thinking,
actions, and affections that aid personals counter flexibly to
alterations in their task circumstance [18]. +erefore, per-
sons with strong employability have a propensity to be
buffered against passive influences of unemployment
[18, 19]. Furthermore, some respects of employability assist
persons with winning work recovery. First, one of the secrets
to people’s ability to stay employed is to have strong work
skills and ongoing training, which enables them to find new
jobs [18]. Next, people with sufficient social capital can
access more resources in professional networks [20]. Social
capital offers job hunters precious chances; social connec-
tions can cause job hunters to notice vacancies, bringing to
“accidental job chance” [21]. Because knowledge derived
from social relationships is positively correlated with peo-
ple’s job fit. When people meet talented insiders, they will
gain a more precise view of future work [22]. +erefore, the
number of informal career networks remains positively
correlated with potential job opportunities and helps people
gain greater employment competitiveness [23].

Social cognitive theory (SCT) describes the social
transmission of new behavioral patterns [24]. It mainly
includes the acquisition of knowledge, the innovation and
practice of thinking, and the functional value of these ele-
ments. Its function also concerns utilization determinants.
In fact, many factors, containing perceived self-efficacy to
have a good command of the necessary abilities, ownership
of basic resources, and outcome expectations, are related to
the benefits and costs of new behavioral patterns, and the key
factor that people practice is their perceived barriers and
potential opportunities. In addition, social networking is
also a major feature [25, 26]. Structural interconnectedness
offers latent routes of affect; psychosocial factors greatly
decide the destiny of what diffuses by those gregarious
networks [13]. Perceived self-efficacy can directly or indi-
rectly influence behavior, so it is critical in SCT [27, 28]. In
addition, self-efficacy also positively affects people’s moti-
vation for outcome expectations [29–31]. In fact, self-efficacy
determines how choices and decisions are made. For ex-
ample, when people make decisions that do not ensure the
success of the predetermined plan and are firmly main-
tained, especially when people encounter difficulties, it is
important for individuals to make decisions with self-
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confidence [32].+erefore, confidence based on support and
maintenance efficacy is the key to action psychology, and
decision psychology needs its support [33].

According to attribution theory, human motivation can
be influenced by the attribution of their performance [34].
Because people often assess whether their expectations are
being met, and use the results of those assessments to guide
their actions.When people imagine themselves in a situation
of success, it means that they have strong efficacy, so the
guidance of this efficacy positively promotes their perfor-
mance and behavior. Conversely, self-doubting people im-
pair their performance because they lack self-efficacy. In
addition, when people are doing evaluations, high-per-
forming people are more proactive in pursuing opportunity
value [35, 36]. On the other hand, highly productive people
have strong strategic sensitivity and high cognitive abilities
that help them monitor their living environment more ef-
fectively [37]. In addition, people with high self-efficacy are
better at asking deep and broad questions, and as a result,
they are able to save more time, which is an easy strategy for
acquiring knowledge [38].

+is study also investigates whether network behavior
affects decision self-efficacy. Regarding network behavior, it
usually means that a person has a social relationship or a
willingness to connect with others. According to social
cognitive theory (SCT), SCT emphasizes the concept of
collective agency. A central part of the collective agency is
that people have confidence in collective strength and the
ability to achieve desired outcomes. In other words, col-
lective performance is the result of everyone’s efforts [13]. In
conclusion, collective self-confidence is positively correlated
with people’s achievement [39]. High self-efficacy always
helps to coordinate and improve collective performance,
both at the social and individual levels [13].

2.1.  e Influence of Work Skills Development on Perceived
Employability. +e impact of work skills on employability is
very significant because work skills bring competitiveness.
For skills development, Chandran [40] described many
recommendations like devising a new course, making new
teaching outlines, running English word coaching plans,
mixing general skills and technological skills, and con-
forming soft skills into the course to give the power to
students with employability. In fact, graduates demand to be
competitive to guarantee they can survive in the labor
market. To be competitive, well-educated graduates demand
to hold themselves with skills. +ese skills can be a feature to
them, and they can decide their marketability [41].
According to Jackson [42], WIL is a tool that enhances
graduate work practice and has been shown to improve
graduate work skills and employability.Work skills include a
range of skills that are used on the job, studies have pointed
out that language skills have a positive impact on the em-
ployability of international graduates in Norway, and
graduate employability is influenced by many work skills
such as social skills, communication skills, IQ, and network
skills, etc. +ese work skills all affect the employability of
graduates [43]. When it comes to employability, what

matters most is the link between a job seeker’s skills and an
employer’s needs [44]. Business skills in work skills greatly
influence employability, especially for business students.
Different employers need different job skills. Some em-
ployers are very obsessed with the IT skills of job seekers,
some employers pursue business-related skills, and some
employers need soft skills on the job, such as coordination
and communication skills. Some employers require grad-
uates to have office skills such as writing and communication
skills, creative and critical thinking skills, and more. Most
employers also attach great importance to the actual work
experience of graduates, and graduates who have work
experience or participated in job placement programs are
more concerned employers. In addition, political skills have
positive implications for student’s entrepreneurial education
[45]. +erefore, for work skills development, both hard skills
and soft skills are core aspects that reflect the employability
of graduates [46]. +erefore, we propose Hypothesis 1.

Hypothesis 1. +ere will be a positive relationship between
work skills development and perceived employability.

2.2. Mediating Role of Networking Behaviors. Batistic and
Tymon [47] demonstrated that networks arise from frequent
access to resources and information, and it contributes to
increased perceived employability. Chen [48] proposed that
social networks help graduates improve their employability.
University graduates ought to attach importance to the
forming of studying conduct based on a sociable network to
enhance their employability in China. Craig [49] confirmed
that robust ways for improving employability ought to be
executed to create even more skilled or equipped employees,
such as offering chances for an internship, networking, and
short curriculums. In addition to the industry and internship
interchange, networking and response for the student are
same significant for student’s employability [40]. +e
principle of network behavior is like the knowledge creation
process. +e knowledge creation process is to share indi-
vidual ideas, transform scattered tacit knowledge into ex-
plicit knowledge shared by organizations, and finally store
knowledge in a database to integrate this scattered knowl-
edge [50]. Network behavior is a key career strategy because
it means that people have the potential to communicate and
connect with potential employers ahead of time for potential
employment opportunities. In addition, career outcomes
were also associated with online behavior [51]. Networking
is explained as a target-guided activity which happens both
internally and externally in a team, concentrated on
building, developing, and using relationships. Moreover,
that is affected by various kinds of person, work, and team
level reasons and bring about to advanced reputation and
authority, work outcomes, teams gain strategic intelligence
and professional success. +erefore, it is held to be of a large
career worth for aspirants or organized system [52]. In fact,
the moderation of skill development and network behavior
was positively associated with perceived employability [53].
Some studies have tested the influence of the superi-
or–subordinate relationship on employees’ emotions, and
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the research shows that the manager’s work autonomy has a
positive moderating effect on the relationship [54]. +ere-
fore, maintaining a good interpersonal network has a pos-
itive significance for people’s lives, and network behavior is
conducive to people’s good performance. +erefore, we
propose Hypothesis 2.

Hypothesis 2. Network behavior plays a mediating role in
the associations between work skills development and
perceived employability.

2.3.MediatingRole ofDecision Self-Efficacy. Makki et al. [55]
found that engineering graduates had higher skill levels, had
high self-efficacy, and were more eager to explore their
career plans. In addition, universities can develop relevant
training for them, making them highly employable.
+erefore, getting enough work preparedness skills, and
cultivate graduates’ confidence in their abilities, will guide
them toward valid exploration of career selections [56].
Perceived employability (PE) is people’s viewpoint of their
easy access to employment, and it is positively related to self-
efficacy (SE) [57]. PE and SE are distinct but related [58].
Employability is a significant reason that can decide the
quality of future graduates, Tentama and Nur [59] explored
the role of SE and partner interaction on student employ-
ability. +ey reported SE is positively related to PE [60].
Moreover, Sultana and Malik [61] found that self-efficacy
also promotes protean person to develop high perceived
internal and external employability. +ey described the
expectation of full mediation of SE on PE. Char-
oensukmongkol and Pandey [62] pointed that the mediating
effect of sales self-efficacy between cultural intelligence and
the quality of cross-cultural sales presentations. +ese
positive effects also reflect the objectivity of self-efficacy in
improving people’s work quality and performance. +ere-
fore, we propose Hypothesis 3.

Hypothesis 3. Decision self-efficacy (DSE) has a mediating
role in the associations between work skills development
(WSD) and perceived employability (PE).

2.4.  e Chain Mediating Effect of Network Behavior and
Decision Self-Efficacy. +e present study has discussed the
relationship between DSE and career exploration. Brown
et al. [63] stated that career decision self-efficacy can lead to
sustainable careers. Chen et al. [64] concluded that DSE
positively predicts sustainable career development. +ere-
fore, self-efficacy and work experience play a key role in
students’ career development [65]. Career decision self-ef-
ficacy predicts the purpose of career exploration [66]. Lack
of participation affected career exploration and, further-
more, career self-efficacy had an impact on self-exploration
[67]. People need to improve DSE for more work outcomes
and sustainable career development [68]. Parents and
teachers can actively contribute to DSE [69]. Program
participation was positively correlated with DSE, and in
addition, career help and support from school staff, as well as
career-related connections and activities, supported

participants’ DSE [70]. In addition, nontraditional university
womenwith children weremore likely to network with shared
interests, and these network behaviors were also associated
with higher levels of DSE [71]. Lastly, those who felt re-
sponsible for others’ happiness also highly showed levels of
DSE [72]. +erefore, with more beneficial interpersonal re-
lationships they can brook more unpredictability and un-
certainty when they make decisions. Evidently, great social
bonds and great social functioning can promote their capa-
bility of controlling the future [73]. For instance, Pond and
Hay [74] reported that the provision of information enhanced
self-efficacy. Similarly, it could use by government employees
doing organizational restructuring [75]. Network diversity
can be in various contexts, such as family and friends,
partnerships, someone’s advice, and the same purpose of
interest [76]. Degree centrality quantifies the relative number
of individuals in a team, and it represents how closely an
individual is connected to other people in the network [77].
+erefore, degree centrality is positively related to the number
of relations in the network. Based on SCT, degree centrality
confers information richness and social support [78]. Instead,
this should provide a better level of confidence during the
transition. +e centrality of social networks establishes self-
efficacy [79]. +erefore, we propose Hypothesis 4.

Hypothesis 4. Network behavior and decision self-efficacy
will have a chain mediating effect between work skill de-
velopment and perceived employability. In conclusion, this
study has four hypotheses, as shown in Figure 1.

3. Research Methods

3.1. Respondents. Our respondents were from the Yunnan
University of Business Management in Yunnan Province,
China. +e location was chosen because Yunnan Province
has carried out higher education school-enterprise coop-
eration “going out” activities [80], so this study could test
university students’ learning outcomes and have a practical
significance in the results. Second, given the good com-
munication between us and the university, the university
agreed to participate in the sampling of this study, so there is
convenience and transparency in the study. Questionnaires
were distributed to 1252 Chinese undergraduate students,
and 813 valid questionnaires were returned, with a recovery
rate of 65%. Among the interviewees, men accounted for
25.6%, women accounted for 74.4%, and there were more
women than men. Young people aged 16 to 19 accounted for
44% and aged 20 to 23 accounted for 56%. Respondents are
undergraduate students in various majors; 100% are un-
dergraduates and below, 4.5% are Economics and Business
students, followed by Engineering 5.9%, Humanities and
Arts 61.4%, and Science 28.2%.

3.2. Procedure. +e subjects of this study are Chinese un-
dergraduate students. Respondents participated in work or
internship programs to varying degrees. Participants receive
support from employers and schools in terms of internships
in the workplace, work skills, and other needs. +e issues
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involved in this study have been well understood by the
respondents and can meet the criteria of empirical analysis.
In April 2021, we communicated with the staff members in
charge of the Work-Integrated Learning (WIL) internship
program at the university and sent an invitation to partic-
ipate in this research to their students via e-mail. We inform
students that these data will be used for research purposes
only and that students’ personal privacy is kept confidential.
In addition, students have the right to choose whether to
participate in this research, and they can stop or refuse to
participate at any time during the research process. We only
provide access to the return form for students who would
like to participate in research.

3.3. Measures. To ensure the reliability and validity of the
study, the study referred to important relevant literature and
selected four authoritative scales. +is study summarizes the
previous literature, combined with the specific scenarios of
WIL, and uses the work skills development scale and the
networking behaviors for career development scale, the
decision self-efficacy for career exploration scale, and the
perceived employability scale, so that the measurement is
suitable for students and finally forms a scale. A five-point
Likert scale was used in the present study, and under-
graduate students evaluate the corresponding items
according to their actual conditions.

3.3.1. Work Skills Development. +e work skills develop-
ment measured in this study is mainly based on the students’
personal level. We asked students to rate themselves on a 5-
point Likert scale. +e lowest value is 1 = not developed, 5 =

very well developed. +e 21 items are: Communication
Skills; Writing Skills; Professionalism in Your Field; Inter-
personal Skills; Leadership Skills; Teamwork and Cooper-
ation; Analytical Skills; Initiative; Decision Making Skills;
Problem Solving Skills; Flexibility; Self Confidence; Self-
Control; Ability To Work Independently; Time Manage-
ment; Ability and Willingness to Learn; Achievement Ori-
entation; Resilience Skills; Conflict Management;
Prioritization, quality, and accuracy of the work; Net-
working and collaborating in virtual environments [81]. +e
results of the study showed that the scale’s Cronbach’s alpha
coefficient was 0.968, so it had very high reliability.

3.3.2. Networking Behavior. +e scale was used to assess
students’ career development network behavior. +is scale
include “I use computers and connections for easy access to
employment opportunities; I use many networking tools such
as WeChat, Twitter, line, etc. to build connections or get in
touch with celebrities in other industries, which facilitates my
professional network; Mentors are great and they provide
great advice on careers; I have great relationships with people
from government agencies who offer good career advice and
give me employment opportunities; I talk to family and
friends about careers activities to promote the search for more
employment opportunities; I am good at using computer
networks to contact people of the same major as me; I am
good at using social networking tools to promote the reali-
zation of my ideal career;I'm good at using the Internet and
learning from it; I'm good at using the Internet to advance
career skills; I am good at using the Internet to find a job.”10
items. +ese items are translated into English sentences that
are more suitable for Chinese people to understand. +e

Network
behavior

Decision self-
efficacy

Work skills
development

Perceived
employability

H1

H2 H3

H4

Figure 1: Hypothesis model.
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results of the study showed that the scale’s Cronbach’s alpha
coefficient was 0.930, so it had high reliability.

3.3.3. Decision Self-Efficacy. +is scale was made by Lent
et al. [82].+e scale is measured by 12 items, A 5-point rating
scale will be used to rate each item (1� no have confidence,
5� highest confidence). +e results of the study showed that
the scale’s Cronbach’s alpha coefficient was 0.942, so it had
high reliability.

3.3.4. Perceived Employability. +is scale measures perceived
internal employability by Rothwell et al. [83]. Räty et al. [84]
used this scale tomeasure the employability and self-perception
of Finnish university students. +e scale has been validated in
countries such as Turkey [85], Spain [86] and Finland [87].+e
developed scale includes seven items. For example: “+e labor
market has generally a high demand for graduates at the
moment,” “+ere are plenty of job vacancies in the geo-
graphical area in which I am looking,” “I can easily find out
about opportunities inmy chosen field,” “+e skills and abilities
I possess are what employers are looking for.” +ese seven
items measure the students’ Self-perceived employability. +e
results of the study showed that the scale’s Cronbach’s alpha
coefficient was 0.887, so it had high reliability.

3.3.5. Control Variables. Since both age and gender variables
are not related to the hypothesized variables, so the study
excluded the effect of control variables.

4. Results Analysis

+is research uses data analysis tools such as SPSS v23 and
Mplus v8.3. +e research is mainly analyzed in three stages:
first, the model fit, reliability, and validity of the measurement
model are analyzed; second, descriptive statistics are used for
the research variables; and finally, we tested the chain

mediation effect based on the structural equation model of
Mplus v8.3 (Model 6) created by Hayes [88].

4.1. Common Method Deviation. Based on Harman’s uni-
variate method to test, using the confirmatory factor analysis
(CFA), so we ran all measures fixed on one underlying factor
and the results showed poor fit (χ2�10586.684, df� 1175, χ2/
df� 9.010, CFI� 0.695, TLI� 0.682, RMSEA� 0.099,
SRMR� 0.087) [89], the results indicated that most of the
variation could not be explained bymethodological factors [90].
In addition, this study also used exploratory factor analysis
(EFA) that is performed without rotation.+e results show that
the cumulative explained total variance is 45.930%. +e first
factor explained less than 50% of the variance [91]. +erefore,
this study did not find serious common method bias.

4.2. Confirmatory Factor Analysis. We performed a CFA for
each variable by Mplus v8.3 to analyze the discriminant
validity of all variables. As shown in Table 1, the fit of the four-
factor model assumed is the most ideal and all meet the
standard, while the fit of other factor models is relatively poor.

4.3. Descriptive Statistics and Correlation. Statistical analysis
of the mean, standard deviation, and correlation coefficient
of the latent variables was performed using SPSS v23. As
shown in Table 2, the study found significant correlations
between work skills development, network behavior, deci-
sion self-efficacy, and perceived employability.

Table 1: Model fit.

Model χ2 df χ2/df CFI TLI AIC BIC RMSEA SRMR
Four-factor model 4098.889 1169 3.506 0.905 0.900 69487.517 70220.831 0.056 0.033
+ree-factor model 6944.082 1172 5.925 0.813 0.804 72326.710 73045.922 0.078 0.077
Two-factor model 9742.295 1174 8.298 0.722 0.710 75120.923 75830.734 0.095 0.087
Single-factor model 10586.684 1175 9.010 0.695 0.682 75963.313 76668.422 0.099 0.087
Four-factor model: work skills development, network behavior, decision self-efficacy, and perceived employability. +ree-factor model: work skills
development + network behavior, decision self-efficacy, and perceived employability. Two-factor model: work skills development + network behav-
ior + decision self-efficacy and perceived employability. Single-factor model: work skills development + networking behaviors + decision self-effica-
cy + perceived employability.

Table 2: Descriptive statistics and correlation.

Variable Mean SD CR AVE 1 2 3 4
1. Work skills development 3.307 0.645 0.968 0.591 (0.769)
2. Networking behaviors 3.378 0.630 0.931 0.574 0.617∗∗ (0.758)
3. Decision self-efficacy 3.331 0.583 0.942 0.576 0.641∗∗ 0.666∗∗ (0.759)
4. Perceived employability 3.275 0.628 0.888 0.532 0.596∗∗ 0.735∗∗ 0.740∗∗ (0.729)
Note. ∗p < 0.05; ∗∗p < 0.01. Diagonal number is the square root value of AVE.

Table 3: Heterotrait-monotrait ratio statistics (HTMT).

Construct 1 2 3 4
1. Work skills development
2. Networking behaviors 0.649
3. Decision self-efficacy 0.671 0.711
4. Perceived employability 0.643 0.810 0.810
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4.4. Convergent Validity and Discriminant Validity Test.
+eAVE values corresponding to the four factors are greater
than 0.5, and the CR values are higher than 0.7, which means
that the data have good convergent validity [92]. As shown
in Table 3, using the HTMT value for discriminant validity
analysis, all HTMT values are less than 0.85, which means

that the factors have good discriminant validity [93]. +e
study used SPSS v23 for exploratory factor analysis, fixed the
number of four factors, and set the maximum variance
rotation method (Varimax) to rotate the data. +e KMO
value is 0.977> 0.9 (p< 0.001), Bartlett’s Test of Sphericity
passed, and the measurement relationship of the factors is

Table 4: Exploratory factor analysis results.

Scales Items Factor 1 Factor 2 Factor 3 Factor 4

WSD

WSD1 0.680 0.144 0.122 0.230
WSD2 0.672 0.082 0.075 0.251
WSD3 0.683 0.187 0.168 0.135
WSD4 0.689 0.147 0.095 0.223
WSD5 0.693 0.175 0.195 0.202
WSD6 0.710 0.201 0.167 0.150
WSD7 0.725 0.213 0.153 0.135
WSD8 0.743 0.159 0.214 0.183
WSD9 0.730 0.184 0.221 0.194
WSD10 0.767 0.216 0.163 0.142
WSD11 0.753 0.232 0.217 0.111
WSD12 0.726 0.258 0.228 0.110
WSD13 0.658 0.261 0.163 0.030
WSD14 0.716 0.281 0.194 0.057
WSD15 0.710 0.206 0.204 0.094
WSD16 0.736 0.246 0.211 0.026
WSD17 0.722 0.214 0.233 0.129
WSD18 0.756 0.242 0.215 0.085
WSD19 0.706 0.214 0.227 0.130
WSD20 0.758 0.243 0.227 0.080
WSD21 0.701 0.200 0.303 0.122

DSE

DSE1 0.256 0.575 0.292 0.384
DSE2 0.251 0.612 0.243 0.358
DSE3 0.267 0.629 0.238 0.345
DSE4 0.206 0.675 0.201 0.197
DSE5 0.284 0.725 0.229 0.170
DSE6 0.289 0.711 0.224 0.142
DSE7 0.248 0.697 0.237 0.141
DSE8 0.231 0.732 0.211 0.092
DSE9 0.247 0.600 0.171 0.264
DSE10 0.270 0.705 0.168 0.120
DSE11 0.251 0.695 0.208 0.166
DSE12 0.273 0.685 0.234 0.129

NB

NB1 0.296 0.220 0.673 0.139
NB2 0.229 0.215 0.693 0.145
NB3 0.314 0.258 0.653 0.108
NB4 0.291 0.254 0.671 0.179
NB5 0.229 0.294 0.669 0.132
NB6 0.210 0.258 0.716 0.204
NB7 0.226 0.209 0.726 0.224
NB8 0.236 0.165 0.672 0.289
NB9 0.218 0.197 0.659 0.286
NB10 0.191 0.214 0.676 0.254

PE

PE1 0.188 0.259 0.302 0.527
PE2 0.242 0.227 0.355 0.558
PE3 0.227 0.249 0.309 0.658
PE4 0.255 0.283 0.321 0.625
PE5 0.218 0.377 0.320 0.614
PE6 0.207 0.338 0.310 0.518
PE7 0.216 0.434 0.260 0.550

Extraction method: principal component analysis. Rotation method: maximum variance rotation method (Varimax). a+e rotation has converged after 6
iterations. Note. WSD�work skills development; DSE � decision self-efficacy; NB � networking behaviors; PE� perceived employability.
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good, as shown in Table 4. +ese results explain the rela-
tionship between the variables and provide more evidence
for more analyses.

4.5. Structural EquationModelingAnalysis. First, construct a
structural equation model 1, and the main effect is tested,
with work skills development as the independent variable
and perceived employability as the dependent variable. +e
fitting index of model 1 meets the requirements (χ2/
df= 4.912, CFI = 0.919, TLI = 0.912, AIC= 40310.175,
BIC= 40709.737, SRMR= 0.0354, and RMSEA= 0.069);
therefore, the model is fitted. +e main effect test results
show that work skills development has a positive effect on
perceived employability (β= 0.526, p < 0.001), and supports
H1. Second, the establishment of Model 2 and Model 3
regards the network behavior and decision self-efficacy as
single mediators. +e results show that the model is fitted
(model 2: χ2/df= 4.066, CFI = 0.912, TLI = 0.906, AIC=
2849.672, BIC= 3221.029, SRMR= 0.0353; RMSEA= 0.061;
model 3: χ2/df= 3.982, CFI = 0.910, TLI = 0.905,
AIC= 3100.992, BIC= 3491.153, SRMR= 0.0340;
RMSEA= 0.061).+roughMplus v8.3, the bootstrapmethod
is used to repeatedly sample 5000 times to test the mediation
effect. For model 2, the mediating effect of network behavior
was 0.361, with a 95% confidence interval [0.303, 0.429],
excluding 0, based on the assumption that H2 was verified.
For model 3, the mediating effect of decision self-efficacy is
0.384, with a 95% confidence interval [0.320, 0.455], ex-
cluding 0, based on the assumption that H3 is verified.

Finally, the chain mediation effect was tested. A corre-
lation was observed between the two mediator variables in
network behavior and decision self-efficacy. +e study hy-
pothesized that these two variables have a chain mediating
effect between work skills development and perceived em-
ployability. According to Mplus v8.3, the 95% confidence
interval of the mediating effect was estimated by extracting
5,000 bootstrap samples, and the chain mediation effect of
network behavior and decision self-efficacy was tested sig-
nificantly, as shown in Figure 2. Work skills development
⟶ network behavior⟶ perceived employability medi-
ating effect is 0.241, 95% confidence interval is [0.194, 0.297],
excluding 0, and mediating effect is significant. Work skills
development⟶ decision self-efficacy⟶ perceived em-
ployability, the mediating effect is 0.142, the 95% confidence
interval is [0.106, 0.184], excluding 0, and the mediating
effect is significant. Work skills development⟶ network
behavior⟶ decision self-efficacy⟶ perceived employ-
ability, the chain mediating effect is 0.120, 95% confidence
interval [0.092, 0.156], excluding 0, indicating that net-
working behavior and decision self-efficacy are between
work skills development and perceived employability, and
H4 is verified. +e results are shown in Table 5.

5. Conclusions

5.1. Research Conclusions. +is research explores the in-
fluence mechanism of work skills development on per-
ceived employability based on social cognition theory. +e

Network
behavior

Decision self-
efficacy

Work skills
development

Perceived
employability

.026 [-.031, .083]

.447*** [.354, .540]

.433*** [.342, .524]

.390*** [.303, .476].317*** [.238, .396]

.618*** [.519, .716]

Figure 2: +e unstandardized path coefficients in model testing. Note: ∗∗∗p< 0.001.

Table 5: Chain mediating effect.

Path Estimation CI at 95% level
Total indirect effect 0.502 0.426 0.584
Total effect 0.528 0.453 0.608
Direct effect WSD⟶PE 0.026 −0.031 0.083

Indirect effect
WSD⟶NB⟶PE 0.241 0.194 0.297
WSD⟶DSE⟶PE 0.142 0.106 0.184

WSD⟶NB⟶DSE⟶PE 0.120 0.092 0.156
Note. CI, confidence Interval; WSD, work skills development; NB, network behavior; DSE, decision self-efficacy; PE, perceived employability.
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structural equation modeling (SEM) is used to test the
individual and continuous mediation effects of net-
working behavior and decision self-efficacy at the same
time, and to verify the ability of students’ networking
behavior and decision self-efficacy. +e multi-chain-based
mediation role in the perceived employability relationship
provides a new path mechanism for considering the in-
fluence of work skills development on perceived em-
ployability. Empirical research shows the following
results: (1) Main effect test. +e results show that there is a
positive correlation between work skills development and
perceived employability. (2) Mediating effect test. +e test
results show that networking behavior and decision self-
efficacy play a mediating role in work skills development
and perceived employability, respectively. Networking
behavior enhances the ability of decision self-efficacy for
career exploration and plays a continuous mediating role
in the impact of work skills development on perceived
employability.

5.2.  eoretical Implications. +ese findings allow us to un-
derstand howwork skills acquired inWork-Integrated Learning
(WIL) correlate with perceived employability and answer the
question of whether network behavior, decision self-efficacy,
and employability are perceived. Work skills development not
only provides social capital such as soft skills but can also
improve students’ attitudes towards interpersonal networks and
confidence in decision-making, thereby enhancing their per-
ception and self-evaluation of employability. First, work skills
development and skills that employers perceive as critical to the
workplace help reduce the gap in producing high-skilled
graduates [94]. And then, students try to connect with others
who have the ability to provide work or work assistance [51], for
example: through networking (i.e., friendships, parental sup-
port, teacher connections) [69], project participation, the eco-
system of career-related activities and other interpersonal
activities enhance their decision self-efficacy [70], and the higher
the self-efficacy, the naturally improved perceived employability
[60]. +erefore, with good interpersonal relationships, students
canmake decisionsmore calmly. Clearly, good social bonds can
enhance their abilities [73].

We take a unique approach to understand how work
skills development affects perceived employability. Struc-
tural equation modeling was used to examine the multiple
mediating roles of network behaviors and decision self-ef-
ficacy (DSE) between work skills development and perceived
employability, elucidating the impact of career network
behavior and DSE on work skills development, and clari-
fying the specific path and internal mechanism of career
network behavior and DSE in the impact of work skills
development on perceive employability. +e research results
verify that work skills development shapes confidence in
DSE by reinforcing network behaviors and that during these
cognitive developmental processes, major factors that en-
hance perceived employability are revealed.

5.3. Managerial Implications. Work-Integrated Learning
(WIL) could improve students’ employability skills, in-
cluding real work skills [95], and soft skills [96, 97]. Students,
as the main stakeholders of WIL, should consider their own
career planning, and students should focus on work skills
development, including the training of hard and soft skills
for themselves. In addition, students can actively build their
own various interpersonal networks during the process of
internship [76]. When they are confused about their careers,
they could seek career help and support from friends, family
members, colleagues, schools, mentors, employers, etc., and
build relationships in advance for their career decisions. At
the same time, these network connections also help students’
judgment ability for career exploration, so students can gain
sufficient decision-making confidence and enhance their
decision self-efficacy [69]. Students could focus on their
work skills and could rely on strong social network rela-
tionships and decision self-efficacy to enhance their per-
ception of employability. +erefore, these students could
achieve career success in the future. In addition, this study
suggested that when conducting WIL, colleges and uni-
versities should not only focus on work skills and em-
ployability but also actively help students develop
interpersonal network relationships, such as the establish-
ment of teacher–student relationships, workplace boss–
student relationships, colleague–student relationships, and
academic tutor-student relationship. At the same time,
colleges and universities should provide more career
guidance and advice for students participating in WIL.
Taken together, these learning outcomes benefit student
mental health care and career development.

5.4. Research Limitations and Future Perspectives. +is study
just determines the assessment of work skill development
from the aspect of the students and fails to collect the related
data on the teachers. Moreover, considering perception at
distinct periods has distinct effects on people’s activity and
selection, future studies might use a deep interview from the
perspective of students or mixed methods. Furthermore, the
impact of work skill development on perceived employ-
ability is many sided. Future researchers could add di-
mensions to study variables in areas such as work skills
development. +e current study just analyses the mediating
factors between work skills development and perceived
employability. +erefore, future studies should analyze
moderators in the research framework.
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Digital transformation (DT) has been a key way for pharmaceutical companies to enhance innovation and R&D capabilities,
improve product quality, reduce costs, and create competitive advantages. e external environment factors and the internal
conditions’ factors are the main factors a�ecting the DTof pharmaceutical companies. is research aimed to probe the e�ects of
the external environment factors, the internal conditions’ factors, �rm size, and control variables on the DT of pharmaceutical
companies based on synergetics. Purposive sampling and snowball sampling were used in this research. In addition, this research
collected 395 valid data from Chinese pharmaceutical companies through online questionnaires. is research used quantitative
analysis, and SPSS and Amos software were applied to data processing analysis. e results of structural equation modelling
(SEM) and regression analysis showed that the external environment factors and the internal conditions’ factors had a signi�cantly
positive correlation with the DT of pharmaceutical companies, and the e�ects of the internal conditions on the DT of phar-
maceutical companies were greater than that of the external environment. In addition, �rm size positively moderated the re-
lationship between the external environment, internal conditions, and the DT of pharmaceutical companies. e results of this
research not only can provide theoretical reference for scholars but also put forward implementation suggestions of DT for
Chinese pharmaceutical company managers.

1. Introduction

China’s pharmaceutical industry has developed rapidly, and
the scale of China’s pharmaceutical market has grown from
RMB 955.5 billion in 2012 to RMB 2.15 trillion in 2020 [1].
However, problems such as weak innovation ability and
weak competitiveness of China’s pharmaceutical industry
are prominent. In addition, the intensi�cation of market
competition has put forward higher requirements and
challenges for operation management and cost control of
pharmaceutical companies. erefore, promoting the DT of
pharmaceutical companies is an e�ective means to promote
the transformation and upgrading of pharmaceutical
companies to innovative technology and enhance their
competitiveness. Macroeconomic factors leading to the DT
of the pharmaceutical industry include technological in-
novation, new regulations, increased drug production costs,

and new demands from users [2]. ere are many factors
that a�ect the DT of enterprises, which come from the
external environment of the companies, including political,
economic, technological, customer needs, and other factors
[3]. ere are factors from within the company’s organi-
zation, including strategy, corporate culture, leadership,
dynamic capabilities, organizational characteristics, inno-
vation, and other factors [4]. If the main in�uencing factors
of DTcan be found and e�ective measures can be adopted to
promote the DTof pharmaceutical companies, it is necessary
to study the in�uencing factors of DT. Haken et al. [5]
thought that greater e�ects can be generated through in-
teraction between systems, often from external and internal
collaboration. e application of digital technology can help
companies to improve their internal cooperation ability [6].
However, DT is systematic and very complex, which requires
multiparty cooperation, such as cooperation between
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government and companies, companies and companies, and
companies and universities [7].

)e aim of this research is to discover the main factors
affecting the DT of pharmaceutical companies by reviewing
the literature on the external environment, the internal
conditions, firm size, control variables, and DT of phar-
maceutical companies and to build the model of the factors
affecting DT. Quantitative analysis was utilized to test the
relationship between variables and DT through SEM and
regression analysis. Finally, this research can integrate the
factors that affect the DT of pharmaceutical companies and
put forward the implementation suggestions of DT for
pharmaceutical companies.

2. Literature Review and Research Hypotheses

2.1.  e Factors of External Environment. Zhu et al. [8]
considered that technological capabilities and competitive
pressures can influence digital transformation. Tarutė et al.
[3] thought that the digital transformation of small and
medium-sized enterprises can be affected by external factors.
Wilaisakoolyong [9] considered that digital technologies,
costs reduction, productivity improvement, government
policies, the upgrading of consumer behaviour, and pressure
of market competition are the main factors affecting the
digital transformation of companies. Hadia and Hmoodb
[10] thought that the requirements of organization expan-
sion, the pursuit of market share growth, and market
competition are major reasons for the company to imple-
ment digital transformation. Tsenzharik et al. [11] thought
that government policies can promote the digital transfor-
mation of companies.)e relevant government departments
should lay down financial support policies and special plans
to support companies in implementing digital transfor-
mation projects, provide subsidies for those companies that
apply digital technologies, and then promote the digitali-
zation of companies [12]. It is necessary for the government
to formulate relevant policies to regulate the digital trans-
formation of enterprises, and the ICT infrastructures are the
foundation of the digital transformation of enterprises [13].
Digital technology plays a role in ensuring digital trans-
formation of enterprises [14]. )erefore, the above findings
lead to the following assumptions.

H1: )e external environment can have a significant
influence on the DT of pharmaceutical companies
H1a: Customer needs can have a significant influence
on the DT of pharmaceutical companies
H1b: Market competition can have a significant in-
fluence on the DT of pharmaceutical companies
H1c: Government policy can have a significant influ-
ence on the DT of pharmaceutical companies
H1d: Digital technology can have a significant influence
on the DT of pharmaceutical companies

2.2.  e Factors of Internal Conditions. Factors within the
organization’s internal conditions can facilitate the digital
transformation of companies [15, 16]. Kane et al. [17]

considered that a digital strategy is the key to the success of
business transformation. Agile and learning organizations
support the digital transformation of companies [18].
Leadership’s digital awareness can affect an organization’s
digital transformation [19]. Senior leadership’s support for
digital transformation can determine the success or failure of
a company’s digital transformation [20]. )erefore, the
above findings lead to the following assumptions.

H2: )e internal conditions can have a significant
influence on the DT of pharmaceutical companies
H2a: Digital strategy can have a significant influence on
the DT of pharmaceutical companies
H2b: Organization capability can have a significant
influence on the DT of pharmaceutical companies
H2c: Leadership can have a significant influence on the
DT of pharmaceutical companies

2.3. Firm Size. )e firms can be divided into different scales
according to the number of employees, income, and total
assets. )e division standard of firm size in different in-
dustries is different. )e number of employees of the
company can affect whether the company carries out the DT
projects. Firm size and its capabilities can affect the success
of digital transformation [21, 22]. Firm size can influence the
urgency of digital transformation [23]. Firm size has a
regulatory effect in artificial intelligence applications on the
performance of manufacturing firms [24]. Larger companies
are more experienced inmanagement and havemore capital,
human resources, digital skills, and relatively strong capa-
bilities to advance digitalization. Firm size plays a role in the
DT of companies. )is study mainly divides firm size based
on the number of employees. )erefore, the above findings
lead to the following assumptions.

H3: Firm size can have a significantly regulatory in-
fluence on the relationship between the external en-
vironment and the DT of pharmaceutical companies
H4: Firm size can have a significantly regulatory in-
fluence on the relationship between the internal con-
ditions and the DT of pharmaceutical companies

2.4.  e Control Variables. )e ownership types of
Chinese enterprises include state-owned enterprises and
private enterprises [25]. Eller et al. [26] considered that
the type of ownership and the age of the company have
positive effects on the DT of SMEs. )e region, industry,
and the age and business volume growth of the company
can affect the transformation and upgrading of
manufacturing companies [27, 28]. Senior leaders play a
decisive role in the digital transformation of companies
[29]. )e current DT situation of companies can affect the
implementation of DT in the next step [30].)erefore, this
research selected five control variables, including staff
position, the region which the company belongs to, the
age of the company, the type of company ownership, and
the DT situation of the company.
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2.5. Research Framework. From the research results of
previous scholars, it was concluded that the external envi-
ronmental factors and the internal conditions’ factors were
the main factors affecting the DT of pharmaceutical com-
panies [31], and firm size played a regulatory role in the DT
of pharmaceutical companies. According to literature, this
research formed the related theoretical framework, as shown
in Figure 1.

3. Methods

3.1. Sample and Data Collection. Since the implementation
of pharmaceutical companies’ DT required a high degree of
professionalism, the sample objects of this research were
mainly general staff, the first-line managers, and middle
managers and senior managers of pharmaceutical
companies.

Purposive sampling focused on candidates with similar
characteristics or specific characteristics related to the
subject being studied [32]. Snowball sampling pointed at the
selection and investigation of several people with the
characteristics required for research purposes, relying on
them to select people whomet the needs of the research [33].
In order to ensure the representativeness of the sample,
purposive sampling and snowball sampling were applied to
collect data through online questionnaires. From April 10 to
May 15, 2022, a number of pharmaceutical companies in

various provinces in China sent out questionnaires, and a
total of 443 questionnaires were recovered, and 395 ques-
tionnaires were valid, and the validity rate reached 89.16%.

)e descriptive statistics for the questionnaire were
shown in Table 1. )e distribution of the region which the
sample belongs to was discrete, and the distribution of the
sample objects was a normal distribution, which had good
external validity. According to the type of company own-
ership, a number of state-owned enterprises were 149, ac-
counting for 37.72%. A number of private enterprises were
246, accounting for 62.28%. According to the situation of
pharmaceutical companies’ DT, pharmaceutical companies
that have not undergone DT and have no willingness and
plan for DTaccounted for 6.33%; pharmaceutical companies
that have not undergone DT and have DT willingness and
plans accounted for 16.71%; pharmaceutical companies that
have undergone DT and whose DT projects are in the early
stages of construction accounted for 30.63%; and pharma-
ceutical companies that have undergone DT and have
achieved certain results in DT projects accounted for
46.33%. It can be seen that DT is the general development
trend for pharmaceutical companies of China.

3.2.Measures. )is questionnaire was compiled on the basis
of the measurement scale used in previous studies, and the
scale had been validated by other scholars. )e Likert scale

market
competition

digital
transformation

external
environment

internal
conditions

(Tarutė et al., 2018; Zhu et al., 2006) 

(Nasiri et al., 2020)

government
policy

digital
technology

consumer
needs
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organization
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digital
strategy

ownership
type

age

control variables

region

(Dai et al., 2018; Eller et al., 2020;
Zeng & Lei, 2021; Song, 2020)
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firm size

(Bohórquez & Esteves, 2008; Härting et al., 2017)

Situation of
DT

H1
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Figure 1: )e theoretical framework of the DT of pharmaceutical companies.
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and five subjective measures were applied in this research
[34]. )e external environment scale was mainly composed
of customer needs, market competition, government policy,
and digital technology [31]. )e scale of the customer needs
consisted of five measurement items, such as “Do you think
the improvement of customer spending power has an im-
portant influence on DT?” )e scale of market competition
was composed of five measurement items, such as “Do you
think market competition pressure in the same industry has
an important influence on DT?” )e scale of government
policy was composed of four measurement items, such as
“Do you think government financial support and incentives
have an important influence on DT?” )e scale of digital
technology was composed of four measurement items, such
as “Do you think the support of information infrastructure
has an important influence on DT?” )e internal condition
scale mainly consisted of digital strategy, organization ca-
pability, and leadership [31]. )e scale of digital strategy was
composed of four measurement items, such as “Do you
think developing a digital strategy has an important influ-
ence on DT?” )e scale of organization capability was
composed of six measurement items, such as “Do you think
organization agility has an important influence on DT?”)e
leadership scale was composed of four measurement items,
such as “Do you think leadership awareness has an im-
portant influence on DT?” )e scale of company DT was
composed of four measurement items, such as “Do you
think company DTwill drive organization transformation?”

4. Results Analysis

4.1. Reliability Analysis. SPSS 25.0 was used for reliability
analysis in this research. Tavakol and Dennick [35] con-
sidered that the corrected-item total correlation (CITC)

value of each dimension exceeds 0.5, and the Cronbach’s
alpha value exceeds 0.7, indicating that the scale has high
reliability. Cronbach [36] deemed that when the CITC value
of a scale item is less than 0.5, and the item should be deleted.
According to the reliability analysis results, it can be seen
that the external environmental variables were measured
through customer needs, market competition, government
policy, and digital technology [31]. )e CITC value of CN1
in the customer needs dimension was less than 0.5, and the
overall reliability of customer needs after CN1 was deleted
had increased from 0.695 to 0.822; the CITC value of MC4 in
the market competition dimension was less than 0.5, and the
overall reliability of market competition after when MC4
was deleted had increased from 0.887 to 0.916; the CITC
value of GP3 in the government policy dimension was less
than 0.5, and the overall reliability of government policies
after GP3 was deleted had increased from 0.731 to 0.913; and
the CITC value of TT2 in the digital technology dimension
was less than 0.5, and the overall reliability of digital
technology after TT2 was deleted had increased from 0.674
to 0.873. )erefore, after removing CN1, MC4, GP3, and
TT2, the overall reliability of the external environment had
increased from 0.880 to 0.916.

)e internal condition variables were measured through
digital strategy, organization capability, and leadership. )e
CITC values of OC2 and OC3 in the organization capability
dimension were less than 0.5, and the overall reliability of
organization capability after OC2 and OC3 which was de-
leted had increased from 0.723 to 0.881; the CITC value of
LS2 in the leadership dimension was less than 0.5, and the
overall reliability of leadership after LS2 was deleted had
increased from 0.733 to 0.883. )erefore, after removing
OC2, OC3, and LS2, the overall reliability of the internal
condition had increased from 0.837 to 0.889.)erefore, after

Table 1: Demographic statistics.

Item Category (N� 395) Frequency Percentage (%)

Position

General staff 183 46.33
First-line manager 77 19.49
Middle manager 45 11.39
Senior manager 90 22.78

Region

Northeast 128 32.41
East 98 24.81

Central 103 26.08
West 66 16.71

Age

Within 3 years 75 18.99
Within 3–5 years 89 22.53
Within 5–10 years 117 29.62
More than 10 years 114 28.86

Size

Less than 100 people 47 11.90
100–300 people 79 20.00
300–2000 people 145 36.71

More than 2000 people 124 31.39

Ownership type State-owned enterprise 149 37.72
Private enterprise 246 62.28

Situation of DT

No and there is no intention and plan for DT 25 6.33
No but there is a willingness and plan for DT 66 16.71

Yes, the DT project is in the early stage of construction 121 30.63
Yes, the DT project has achieved certain results 183 46.33
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removing unreasonable items, the Cronbach’s alpha of each
dimension exceeded 0.7. It followed that the questionnaire
scale used in this research had good reliability.

4.2. Validity Analysis. Confirmatory factor analysis is uti-
lized to verify the validity of scales from three aspects:
convergent validity, model fit, and discriminant validity.
Factors such as factor loading, composite reliability (CR),
and average variance extracted (AVE) are used to measure
convergent validity. Factor loading reflects the degree to
which measurement items can be applied to reflect latent
variables, generally exceeding 0.5 [37]. CR exceeds 0.6, in-
dicating that the internal quality of the model is ideal [38].
AVE reflects the convergence degree of a potential variable,
which is required to exceed 0.5 [39]. )e standardized factor
loadings of each measurement item exceeded 0.5. As shown
in Table 2, the CR of each variable exceeded 0.6, indicating
that the intrinsic quality of each measurement scale was
good. )e AVE of each variable all exceeded 0.5. It can be
concluded that the scale had good convergent validity.

Fornell and Larcker [40] deemed that the square root of
each variable’s AVE exceeds the correlation coefficient value of
its column and row, indicating that the discriminant validity
satisfies the analysis requirements. According to the results of
Table 2, the measurement scale had good discriminant validity.

)e operation of AMOS23.0 had achieved the confirmatory
factor model of the overall variables, the second-order factor
model of the external environment factors, the second-order
factor model of the internal conditions’ factors, and the SEM
model of DT. According to the results of Table 3, the fitting
indices of each model met the general standard, indicating that
the four measurement models had good fitting effects.

4.3. CorrelationAnalysis. Ong and Puteh [39] considered that
the correlation test is applied to probe whether there is a certain

correlation between variables. )is research made use of
Pearson’s correlation to analyse the relationship between
variables. )e correlation analysis results are shown in Table 4.

On account of control variables, there was a positive
correlation between staff position and DT (correlation co-
efficient (CC)� 0.169, P< 0.01); there was a negative cor-
relation between the region of the company and DT
(CC� −0.157, P< 0.05); the age of the company was posi-
tively related to DT (CC� 0.199, P< 0.01); the ownership
type of the company was negatively related to DT
(CC� −0.132, P< 0.01); and there was a positive correlation
between the DT situation of the company and DT
(CC� 0.138, P< 0.01). On account of moderating variables,
there was a positive correlation between firm size and DT
(CC� 0.216, P< 0.01). )e expansion of firm size had a
positive effect on DT. On account of independent variables,
the external environment was positively related to DT
(CC� 0.535, P< 0.01), and customer needs, market com-
petition, government policy, and digital technology variables
in the external environment were also positively related to
DT. )ere was a positive correlation between the internal
conditions and DT (CC� 0.573, P< 0.01), and digital
strategy, organization capability, and leadership variables in
the internal conditions were also positively related to DT.

In this research, AMOS 23.0 was used to verify the SEM
model of the influencing factors of pharmaceutical companies’
DT, and this model was used for parameter estimation and
path analysis. )e results are shown in Table 5 and Figure 2.
)e standardized path coefficient of the external environment
on DT was 0.43 (t� 7.094, P< 0.001), indicating that the
external environment had a significant influence on DT, so H1
is valid. )e standardized path coefficient of the internal
conditions on DT was 0.59 (t� 8.081, P< 0.001), indicating
that the internal conditions have a significant influence on
DT, so H2 is valid. In addition, since the standardized
path coefficient of [IC-DT] was larger than that of [EE-

Table 2: )e validity of variables.

Variable CR AVE
Correlation of variables

CN MC GP TT DS OC LS DT
CN 0.837 0.563 (0.750)
MC 0.893 0.680 0.428∗∗ (0.824)
GP 0.839 0.634 0.541∗∗ 0.547∗∗ (0.796)
TT 0.856 0.664 0.429∗∗ 0.524∗∗ 0.545∗∗ (0.815)
DS 0.889 0.728 0.220∗∗ 0.199∗∗ 0.233∗∗ 0.169∗∗ (0.853)
OC 0.861 0.608 0.376∗∗ 0.315∗∗ 0.342∗∗ 0.259∗∗ 0.468∗∗ (0.780)
LS 0.877 0.705 0.274∗∗ 0.225∗∗ 0.280∗∗ 0.180∗∗ 0.407∗∗ 0.481∗∗ (0.839)
DT 0.854 0.594 0.418∗∗ 0.432∗∗ 0.449∗∗ 0.396∗∗ 0.382∗∗ 0.552∗∗ 0.428∗∗ (0.771)
Notes: ∗∗P< 0.01. )e square root of AVE is presented in parentheses.

Table 3: )e fitting indexes of the models.

Fitting index χ 2/df RMR RMSEA GFI AGFI NFI IFI CFI TLI
Reference value <5 <0.1 <0.08 >0.8 >0.8 >0.8 >0.8 >0.8 >0.8
)e overall CFA model 1.675 0.058 0.041 0.911 0.888 0.932 0.972 0.971 0.966
)e second-order factor model of EE 4.16 0.088 0.09 0.899 0.857 0.927 0.944 0.943 0.929
)e second-order factor model of IC 1.151 0.029 0.02 0.982 0.969 0.985 0.998 0.998 0.997
)e SEM model of DT 1.858 0.163 0.047 0.896 0.876 0.92 0.962 0.961 0.957
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DT], it showed that the influence of the internal condi-
tions on the DT of pharmaceutical companies exceeded
that of the external environment.

4.4.  e Common Method Biases Test. )e Harman single
factor method was used in this research. As shown in Table 6,
the nonrotating factor analysis showed that there were eight
factors with characteristic roots exceeding 1, of which the
factor with the largest characteristic root can explain
35.753% of the overall variation. )ere were no serious
common method biases in the data of research [41].

4.5.MulticollinearityTest. When the tolerance exceeds 0.1 and
the variance inflation factor (VIF) is less than 10, it indicates

that there is nomulticollinearity between variables [42].)e test
of collinearity in this research found that the tolerance of each
variable exceeded 0.1, and the VIF was less than 10, indicating
that there was basically no multicollinearity between variables.

4.6. Regression Analysis. According to the results of Table 7,
Model 1 used the control variables (position, region, age,
type, and action) to perform regression analysis on the DTof
the company. P3 (β� 0.303, P< 0.05) and P4 (β� 0.383,
P< 0.001) indicated that the influence level of senior
managers on the DTof the company was higher than that of
general staff and middle managers; R2 (β� 0.251, P< 0.05)
and R4 (β� −0.463, P< 0.001) indicated that regions with a
high degree of economic development had a greater impact

Table 5: Parameter estimates for the model variables.

Hypothesis Hypothesis path Estimate S.E. C.R. P Standardized estimate
H1 DT <--- EE 0.63 0.088 7.094 ∗∗∗ 0.43
H2 DT <--- IC 0.95 0.117 8.081 ∗∗∗ 0.59
Notes: ∗P< 0.05, ∗∗P< 0.01, ∗∗∗P< 0.001.
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Figure 2: )e SEM model of influencing factors of pharmaceutical companies’ DT.
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on the DT of the company; A3 (β� 0.503, P< 0.01) and A4
(β� 0.46, P< 0.05) indicated that the longer the company
was established, the greater the impact on the DT of the
company was; Action 2 (β� −0.628, P< 0.01), Action 3
(β� −0.449, P< 0.05), and Action 4 (β� −0.532, P< 0.05)
indicated that the situation of “the company has not carried
out DT, and has no willingness and plan for DT” had a
significantly negative impact on the DT of the company.
)erefore, the staff position, the region which the company
belongs to, the age of the company, and the DT situation of
the company had varying degrees of impact on the DTof the
company. Model 2 reported the results of H1a, which
supported a significantly positive relationship between

customer needs and DT (β� 0.389, P< 0.001). Model 3
reported the results of H1b, which supported a significantly
positive relationship between market competition and DT
(β� 0.352, P< 0.001). Model 4 reported the results of H1c,
which supported a significantly positive relationship be-
tween government policy and DT (β� 0.348, P< 0.001).
Model 5 reported the results of H1d, which supported a
significantly positive relationship between digital technology
and DT (β� 0.331, P< 0.001). Model 7 reported the results
of H3 (the β value of Zscore(Size)∗Zscore(EE) was 0.104,
P< 0.01), and R2 had increased from 0.364 of Model 6 to
0.378, which confirmed that firm size positively moderated
the relationship between the external environment and DT.

Table 6: )e results of common method biases test.

Component
Initial eigenvalue Extraction sums of squared loadings

Total Variance (%) Cumulative (%) Total Variance (%) Cumulative (%)
1 10.011 35.753 35.753 10.011 35.753 35.753
2 3.462 12.363 48.116 3.462 12.363 48.116
3 1.703 6.083 54.199 1.703 6.083 54.199
4 1.531 5.469 59.668 1.531 5.469 59.668
5 1.453 5.19 64.858 1.453 5.19 64.858
6 1.36 4.856 69.714 1.36 4.856 69.714
7 1.205 4.305 74.019 1.205 4.305 74.019
8 1.059 3.781 77.8 1.059 3.781 77.8
. . .

Table 7: Results from the multiple regression analysis of EE on DT.

Independent variables Dependent variable: DT
Model 1 Model 2 Model 3 Model 4 Model 5 Model 6 Model 7

Position
P2 0.161 0.081 0.098 0.071 0.105 0.043 0.053
P3 0.303∗ 0.103 0.301∗ 0.17 0.228 0.132 0.155
P4 0.383∗∗∗ 0.254∗ 0.282∗∗ 0.247∗ 0.33∗∗ 0.227∗ 0.213∗

Region
R2 0.251∗ 0.115 0.163 0.18 0.173 0.1 0.114
R3 0.067 −0.144 −0.02 −0.009 −0.053 −0.118 −0.127
R4 −0.463∗∗∗ −0.24 −0.313∗ −0.208 −0.256∗ −0.164 −0.202

Age
A2 0.293 0.317∗ 0.214 0.14 0.166 0.15 0.131
A3 0.503∗∗ 0.536∗∗∗ 0.469∗∗ 0.442∗∗ 0.408∗ 0.4∗∗ 0.381∗

A4 0.46∗ 0.47∗∗ 0.345∗ 0.382∗ 0.382∗ 0.341∗ 0.335∗

Type T2 −0.056 −0.017 −0.01 0.037 −0.048 0.013 0.022

Action
Action2 −0.628∗∗ −0.497∗∗ −0.567∗∗ −0.411∗ −0.54∗∗ −0.451∗ −0.433∗

Action3 −0.449∗ −0.401∗ −0.409∗ −0.244 −0.355 −0.291 −0.29
Action4 −0.532∗ −0.425∗ −0.506∗ −0.311 −0.424∗ −0.351 −0.338

Size 0.163∗∗∗ 0.125∗∗ 0.155∗∗∗ 0.141∗∗∗ 0.135∗∗∗ 0.153∗∗∗

CN 0.389∗∗∗

MC 0.352∗∗∗

GP 0.348∗∗∗

TT 0.331∗∗∗

EE 0.589∗∗∗ 0.568∗∗∗

Zscore(Size) ∗

Zscore(EE) 0.104∗∗

F 5.325∗∗∗ 10.420∗∗∗ 10.523∗∗∗ 10.968∗∗∗ 9.662∗∗∗ 14.438∗∗∗ 14.374∗∗∗

R 2 0.154 0.292 0.294 0.303 0.277 0.364 0.378
Adjusted R2 0.125 0.264 0.266 0.275 0.248 0.338 0.352
D-W 0.277 0.559 0.552 0.545 0.514 0.688 0.694
Maximum VIF 6.878 6.903 6.882 6.982 6.907 6.924 6.928
Notes: ∗∗∗P< 0.001, ∗∗P< 0.01, ∗P< 0.05. EE� external environment.
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According to the results of Table 8, Model 9 reported the
results of H2a, which supported a significantly positive
relationship between digital strategy and DT (β� 0.297,
P< 0.001). Model 10 reported the results of H2b, which
supported a significantly positive relationship between or-
ganization capability and DT (β� 0.461, P< 0.001). Model
11 reported the results of H2c, which supported a signifi-
cantly positive relationship between leadership and DT
(β� 0.337, P< 0.001). Model 13 reported the results of H4
(the β value of Zscore(Size)∗Zscore(IC) was 0.092,
P< 0.01), and R2 had increased from 0.369 of Model 12 to
0.38, which confirmed that firm size can positively moderate
the relationship between the internal conditions and DT.

In conclusion, the hypotheses of this research were
verified to be true according to the previous empirical ev-
idence, as shown in Table 9.

5. Discussion

)is research explored the relationship and effects of the ex-
ternal environment factors, the internal conditions’ factors,
firm size, and other control variables with the DT of phar-
maceutical companies. )e results of SEM and regression
analysis can support all the proposed hypotheses. Firstly, the
analysis of the results of the SEM model showed that the
external environment factors can significantly affect the DTof
pharmaceutical companies, which was in accordance with the
previous research results [3, 8]. )e internal conditions’ factors

Table 8: Results from the multiple regression analysis of IC on DT.

Independent variables Dependent variable: DT
Model 8 Model 9 Model 10 Model 11 Model 12 Model 13

Position
P2 0.161 0.109 0.03 0.048 −0.001 0.012
P3 0.303∗ 0.177 0.058 0.21 0.042 0.047
P4 0.383∗∗∗ 0.224∗ 0.125 0.234∗ 0.083 0.09

Region
R2 0.251∗ 0.166 0.025 0.128 0.017 −0.001
R3 0.067 0.026 −0.058 −0.021 −0.052 −0.06
R4 −0.463∗∗∗ −0.326∗ −0.283∗ −0.289∗ −0.235∗ −0.263∗

Age
A2 0.293 0.236 0.245 0.259 0.213 0.201
A3 0.503∗∗ 0.44∗∗ 0.458∗∗ 0.401∗ 0.338∗ 0.323∗

A4 0.46∗ 0.408∗ 0.395∗ 0.333∗ 0.308∗ 0.286
Type T2 −0.056 −0.024 0.084 −0.009 0.049 0.056

Action
Action_2 −0.628∗∗ −0.479∗ −0.482∗∗ −0.486∗ −0.404∗ −0.397∗

Action_3 −0.449∗ −0.376 −0.314 −0.293 −0.248 −0.239
Action_4 −0.532∗ −0.418 −0.333 −0.347 −0.263 −0.243

Size 0.156∗∗∗ 0.161∗∗∗ 0.142∗∗ 0.145∗∗∗ 0.149∗∗∗

DS 0.297∗∗∗

OC 0.461∗∗∗

LS 0.337∗∗∗

IC 0.622∗∗∗ 0.639∗∗∗

Zscore(Size) ∗Zscore(IC) 0.092∗∗

F 5.325∗∗∗ 8.773∗∗∗ 16.834∗∗∗ 9.842∗∗∗ 16.381∗∗∗ 16.113∗∗∗

R 2 0.154 0.258 0.4 0.28 0.393 0.405
Adjusted R2 0.125 0.228 0.376 0.252 0.369 0.38
D-W 0.277 0.435 0.771 0.492 0.686 0.67
Maximum VIF 6.878 6.917 6.926 6.965 6.969 6.979
Notes: ∗∗∗P< 0.001, ∗∗P< 0.01, ∗P< 0.05. IC� internal conditions.

Table 9: Summary of research hypotheses.

Hypothesis Validation
results

H1: )e external environment can have a significant
influence on the DT of pharmaceutical companies Supported

H1a: Customer needs can have a significant influence
on the DT of pharmaceutical companies Supported

H1b: Market competition can have a significant
influence on the DT of pharmaceutical companies Supported

H1c: Government policy can have a significant
influence on the DT of pharmaceutical companies Supported

H1d: Digital technology can have a significant
influence on the DT of pharmaceutical companies Supported

H2: )e internal conditions can have a significant
influence on the DT of pharmaceutical companies Supported

H2a: Digital strategy can have a significant influence
on the DT of pharmaceutical companies Supported

H2b: Organization capability can have a significant
influence on the DT of pharmaceutical companies Supported

H2c: Leadership can have a significant influence on
the DT of pharmaceutical companies Supported

H3: Firm size can have a significantly regulatory
influence on the relationship between the external
environment and the DT of pharmaceutical
companies

Supported

H4: Firm size can have a significantly regulatory
influence on the relationship between the internal
conditions and the DTof pharmaceutical companies

Supported
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can significantly affect the DT of pharmaceutical companies,
which was in accordance with the previous research results
[11, 15]. Particularly, this research found that the internal
conditions’ factors had a greater influence on pharmaceutical
companies’ DT than the external environment factors and
provided additional support to previous research. Secondly,
according to the regression analysis results, it was shown that
firm size can positively moderate the relationship between the
external environment factors, the internal conditions’ factors,
and the DT of pharmaceutical companies, which was in ac-
cordance with the previous research results [21]. In addition,
senior managers can play a decisive role in the formulation and
implementation of DTstrategies, which was consistent with the
previous research results [29].

6. Conclusion

In conclusion, the research provided empirical evidence for the
influence of the external environment factors, the internal
conditions’ factors, and firm size on the DT of Chinese
pharmaceutical companies. )e external environment factors
and the internal conditions’ factors were significant factors
affecting the DTof pharmaceutical companies, but the internal
conditions’ factors had a greater influence on DT. In addition,
this research found that firm size can positively moderate the
relationship between the external environment, the internal
conditions, and pharmaceutical companies’ DT. )e larger the
firm size was, the more urgent and influential the need for DT
had. )erefore, pharmaceutical companies implemented DT
projects according to their firm size and internal conditions.
)is research can fill the research gaps of pharmaceutical
companies’ DT by exploring the relationship and effects be-
tween the external environment, internal conditions, and firm
size on pharmaceutical companies’ DT and also put forward
suggestions for promoting the DT implementation of phar-
maceutical companies. Finally, pharmaceutical companies
increasingly have realized that DT is a fast solution for com-
panies to develop, and it is essential to explore the imple-
mentation paths of DT according to their own characteristics.

6.1.  eoretical and Practical Implications. )e theoretical
significance of this research is to build the model of the
influencing factors of pharmaceutical companies’ DT and
confirm the influence of the external environment, internal
conditions, and firm size on the DT of pharmaceutical
companies. It can enrich the research on the DT of phar-
maceutical companies in China.

)e practical significance of this research is to provide
suggestions for pharmaceutical companies to implement DT.
)e content include those as follows: (1) To realize strategic
digitalization, senior managers of pharmaceutical companies
should regard DTas a systematic project, carry out the overall
planning, top-level design, and systematic promotion, estab-
lish a DT implementation team with the responsibility system
of senior managers, and build an organization that supports
the mechanisms and incentives of digital operations to ensure
the implementation of DT; (2) to realize the digitalization of
infrastructure, pharmaceutical companies should make full

use of the new generation of information technology to
promote the standardization of systems, interfaces, and net-
work connection protocols of the hardware facilities, so as to
enable the facilities of companies to have interconnection and
security protection capabilities and form a foundation to
support DT; (3) to realize the digitization of resources,
pharmaceutical companies can build a digital platform and
build a huge resource pool to support the company’s efficient
aggregation and dynamic allocation of various resources; (4) to
realize the digitization of elements, pharmaceutical companies
can use digital platforms to plan, store, and manage data
resources in a unified manner to support data application
innovation; (5) to realize business digitization, pharmaceutical
companies can promote to reform and innovate the data-
driven business processes such as drugs, R&D, clinical trials,
production, operation management, marketing, and patient
services and to form the new digital businesses and value-
added space; and (6) to realize the benefits of digitalization,
pharmaceutical companies can realize the value-added ben-
efits and ecological construction in innovation and economic
and social benefits.

6.2. Research Limitations. Due to the limitations of sub-
jective and objective reasons, there are still some limitations
in this research.

First of all, although this research initially has built the
model of influencing factors of DT of pharmaceutical
companies, the comprehensiveness of the model still has
certain limitations. Secondly, the cross-sectional data were
utilized to test the research hypotheses, but its disadvantage
was that it cannot reflect the dynamic process of influencing
factors on DT. )irdly, there are limitations in data ac-
quisition. )is research adopted the method of purposive
sampling and snowball sampling. )erefore, it is impossible
to control the regions and objects involved in the data, which
can weaken the persuasiveness of the research results to a
certain extent.
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)e data used to support the findings of this study are in-
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Today, English is the world’s main international language and is widely spoken. In this context, the learning of English has long
been valued by all countries. In addition, English plays an essential role in the process of economic globalization, specifically in the
majority of countries where English is not the native language. At the same time, as China’s integration into the world grows, the
importance of English has become more pronounced, and the demand for English language skills has increased. At present,
China’s ever-expanding opening to the outside world, its developing science and technology, and its rising international status
have created an urgent need for English-speaking professionals. (is will lay the foundation for China’s economic and social
development and enable China to play a greater and more active role in international affairs, which has great practical and far-
reaching historical significance. At present, the traditional English teaching mode has been criticized due to a great number of
issues. At the same time, the new English language standards and the change of evaluation methods have created new demands on
English teaching methods. As a result, with the development of artificial intelligence technology, the application of artificial
intelligence technology in the field of education has brought new directions for the optimization of English classroom. In addition,
diversified network technologies also provide new support for the realization of intelligent and collaborative English classroom
teaching. To be specific, the maturity of English intelligent speech synthesis and intelligent speech evaluation technologies has
enabled intelligent technologies to reach or even surpass the level of human teachers in certain areas. However, due to the
limitations of the market environment and evaluation methods, the products that can focus on English classroom teaching are not
highly intelligent and less collaborative. What is more, the process of English classroom intelligence has stagnated compared to
other subjects. Obviously, from the perspective of integrating artificial intelligence technology with English classroom, it is quite
necessary and feasible to design and develop an intelligent teaching assistant that can be applied to college English teaching. As
information technology continues to evolve, both national and teacher levels are beginning to focus on how it can be better used in
the teaching of subjects.(erefore, the use of online information technology in teaching and learning presents a great opportunity
for research and practice in English language learning at the university level.

1. Introduction

English is one of themajor international languages spoken in
the world today. What is more, English is the most widely
spoken language in the world [1]. In other words, English
occupies an important place in the process of economic
globalization. In fact, the majority of countries place a high
priority on the teaching of English [2, 3]. As China’s inte-
gration into the world grows, its importance becomes more
pronounced and the demand for English language skills
becomes higher and higher. At the same time, China’s

expanding openness to the outside world, its advancing
science and technology, and its growing international status
have created an urgent need for English-speaking profes-
sionals [4].(is will lay the foundation for China’s economic
and social development and enable China to play a greater
and more active role in international affairs [5]. As a result,
the teaching of English becomes an important part of the
basic education in China, and it is also one of themeasures of
the quality of a country’s nationals. For today’s college
students, growing up in an open and tolerant era, learning
English well means understanding the rich culture behind
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the language [6]. In addition, learning English gives college
students a new way of seeing the world. At the same time,
language is a bridge between us and another country. For
example, while we are admiring the exoticism of another
country, we can also use English to introduce the world to
the glorious history and culture of China. (is allows the
world to gain a better understanding of China, and it en-
hances friendship between China and the rest of the world
[7]. More importantly, learning English will help college
students learn advanced science and technology from
abroad, which will help China move forward more quickly.
In order to achieve this goal, it is quite necessary to cultivate
the comprehensive English application ability of college
students [8]. First of all, it is necessary to improve students’
English listening and speaking skills. After all, great English
listening and speaking skills are positive for improving the
overall quality of students in all aspects and laying a solid
foundation for their future work as well as social interaction.

College English is a very crucial public course in higher
education. To be specific, this kind of curriculum adopts
English as the medium as well as language of instruction in
order to promote general education [9]. As the most es-
sential content of undergraduate foreign language educa-
tion, college English has different characteristics from other
courses [10]. It is only when its objectives, content, teaching
activities, and assessment system fully reflect its unique
requirements that it can truly achieve the ultimate goal of
teaching this subject [11]. With the advent of the infor-
mation age, global economic integration and international
exchange are deepening in various industries and fields
[12, 13]. (e requirements for foreign language skills of
professionals, especially English as an international lan-
guage, are becoming more and more common, and the
requirements for deeper English skills are becoming more
prominent [14]. In international communication, the En-
glish intercultural communication ability of key personnel
directly will also affect the process of international com-
munication, science and technology exchange, and the
smooth transition of cultural conflicts in various fields and
even determines the ultimate success of project cooperation
[15, 16]. (e effective use of English and cross-cultural
communication skills are very important.

With the rapid development of information technology,
people’s learning environment and learning methods are
constantly being enriched and improved [17]. In this con-
text, various educational concepts and perspectives based on
the information technology environment are also emerging
and new. As a result, the combination of traditional teaching
design and information technology is inevitable [18].
(erefore, in recent years, the reform of English teaching in
universities has been transforming into network technology-
based teaching. As shown in Figure 1, multimedia, tablets,
cell phones, computers, as well as other information tools are
flooding into college English classrooms as effective tools to
support teachers’ teaching and enrich college English
teaching mode [19, 20]. In this context, with the support and
assistance of such information technology environment, the
shortcomings of the traditional college English teaching
mode have been improved to a certain extent [21]. In other

words, the original single plane teaching method has become
more vivid and three-dimensional.

As shown in Figure 2, there are three main modes of
teaching English in the university based on information
technology environment. (e first one is the group learning
mode. (is mode refers to the teacher’s one-to-many
teaching of students with the aid of ITequipment.(is is also
the most commonmode of teaching English in college. To be
specific, the teacher needs to teach the whole class through
PPTand projection equipment [22]. (e second mode is the
individual learning mode, in which students choose and
learn the course content independently through learning
systems. (e third is the blended learning model. (is mode
means that teachers use mobile devices as a medium to
combine various learning modes such as group learning,
independent learning, and social interactive learning in a
hierarchical and organized manner through information
technology to provide students with more diverse and rich
learning options and learning styles [23]. (e first and
second modes of learning are the most commonly used in
today’s university English teaching. (eir advantages are
obvious, but their disadvantages cannot be ignored. In this
context, a blended learning model that integrates mobile
devices is particularly important [24]. (erefore, it is an
important proposition to study the reform of college English
teaching mode and promote the effective development of
college English teaching by combining various teaching
aspects such as group learning, independent learning, social
sharing, and multiple evaluation in a hierarchical and or-
ganized way, and giving students a more free and efficient
learning environment.

Fragmented mobile learning has been a hot topic in
recent years in teaching and learning research. (e original
idea of this concept is to enable learners to selectively
separate learning content effectively through the use of
mobile tools that transcend the constraints of time and space
[25]. (is allows learners to freely choose and control the
content and timing of their learning and to extract mean-
ingful pieces of knowledge from the vast amount of infor-
mation available. Fragmented learning is an adaptation of
learning styles to the fast-paced nature of modern life. It
gives great freedom and independence to learning and
deeply meets themodern people’s need for free, efficient, and
fast learning [26]. For this reason, in recent years, mobile
tools such as microblogs, WeChat, and mobile APPs have

Cell phone

Computer

Multimedia

Tablet

College English
teaching

Figure 1: Teaching tools of college English teaching.
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been adapted to each other and jointly promoted fragmented
learning. (is can make fragmented mobile learning, i. e.,
learning in pieces through mobile tools, more popular [27].
(e design of a blended university English teaching model
cannot be achieved without the support of mobile tools. It
allows learning to occur in fragments that are not limited to
the classroom, thus giving students more freedom and
choice. As a result, diversified network teaching environ-
ment has become a hot topic of research in college English
classroom teaching.

Big data is ushering in a major transformation. Faced
with the huge amount of information resources, people need
to develop online learning behavior and habits with a new
way of thinking [28]. (e widespread use of mobile tools is
profoundly changing the way people live and learn. (e
mobile learning and fragmented learning brought about by
mobile tools make learning happen beyond the limitations of
time and space, and moreover, it adapts to the learners’
needs for learning autonomy and independence [29]. (e
immediacy and portability of mobile tools also provide new
forms and carriers for the presentation and development of
university English teaching resources. In other words, more
teaching activities can be carried out and run with mobile
tools as the scaffolding [30]. (erefore, combining mobile
learning with university English courses is a choice that is in
line with the trend of technological development and the
development of the times. (e application of mobile tools
should be the key to the effective implementation of blended
teaching and learning design and should be the focus of
research on English classroom teaching.

What is more, the use of a series of intelligent technology
products in the English classroom has enriched the content
as well as the mode of English classroom teaching [31]. To a
certain extent, this mode has also improved the efficiency of
English classroom teaching. However, the use of technology
also limits teachers’ own development. As a result, how to
balance the roles of intelligent technology and teachers in the
classroom and how to realize the human-computer col-
laborative teaching mode are important issues faced by the
technology-enhanced classroom teaching. In order to ad-
dress these issues, this study designs and develops an in-
telligent English teaching assistant from the perspective of
human-computer collaborative teaching to solve the prob-
lems of speech input and language environment creation in
English teaching [32]. (e assistant has the main functions
of text-to-speech, automatic speech evaluation, and listening

materials creation. In addition, this study uses the intelligent
teaching assistant to assist English teachers to carry out
classroom teaching so as to solve a great number of problems
in English teaching such as nonstandard speech input,
promote the modernization and intelligence of English
teaching, and realize the integration of artificial intelligence
technology and English subject teaching.

2. Analysis of Learning Situation of College
English Teaching

(e design and implementation of the teaching process
contains a great number of basic aspects and the synergy and
influence of many factors need to be considered. As shown
in Figure 3, in the process of teaching design and imple-
mentation, learners, teachers, teaching objectives, teaching
contents, teaching media as well as some other factors are
integrated in the whole teaching process. To be specific, they
together form the basic structure of the teaching model. At
the same time, the synergy of these factors ensures the
proper implementation of teaching and learning. As a result,
the discussion and analysis of these basic factors can fa-
cilitate the design and implementation of teaching and
learning. In other words, it is only through a comprehensive
and specific understanding of these basic factors that we can
make proper judgment and design. In addition, the whole
process of teaching and learning can be adjusted and
modified according to what may happen.

2.1. Learner Analysis. (e learner is the main subject of
instructional design and the center of the entire teaching and
learning process. In addition, the learner is the starting and
ending point for all instructional activities and arrange-
ments.(e characteristics of learners influence and guide the
development of instructional a result, the analysis of learners
should be placed before teaching. In fact, the majority of the
learners for college English teaching are young students.
(ese students are influenced by social, media, and family
factors, and they have outstanding characteristics in be-
havior, emotion, thinking, and psychological cognition. At
the same time, the rapid development of social economy and
science and technology has provided them with a huge
amount of information and the means to obtain it. (is
information can cultivate their active thinking, open per-
sonality, and broad vision. As a result, they form their own
opinions and values on many issues early and even form
their own cultural habits.

Cognitive development is the process by which an in-
dividual’s ways of acquiring knowledge and skills and their
ability to solve related problems change in stages over time.
(emost important factors that are emphasized are time and
mechanism. It can be said that cognitive development
represents, in part, the way learners understand the outside
world, their thinking patterns, and their ability to learn.
(ese competencies make it possible to design more con-
textualized instructional activities. After all, learners have a
clear understanding of their place in the learning situation
and their responsibilities. In addition, they are able to adapt

College English
teaching mode

Collective learning model

Individual learning model

Blended learning model

Figure 2: Mode of college English teaching.
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more independently to changing learning processes free
from the constraints of concrete experience. At the same
time, they are able to find ways to adjust their own direction
of inquiry as they work through problems. As a result, more
cooperative and research-based learning can be applied in
this process.

2.2. Teaching Objective Analysis. Teaching objectives are
specific, explicit statements of the visible behaviors that
learners are expected to exhibit as a result of instruction.(e
original purpose of instruction is to enable learners to
change in the direction specified by the goal. (e teaching
objectives set the direction of the instructional activity and
guide the entire instructional process. During the teaching
process, the teacher can control and regulate each step in the
process. At the same time, the accomplishment of the
teaching objectives is a test of the design and practice of the
teaching activities. To be specific, the teacher can identify the
issues and make corrections by comparing the final teaching
results with the objectives set. Figure 4 illustrates the cat-
egories of English training objectives in universities.

(e content of a university English course is aggregated
in the form of units, each of which is a specific topic. (e
various forms of content are organized under these themes
and presented in detail under specific themes. (emes allow
for the internal organization and connection of multiple
forms and aspects of content. At the same time, these re-
sources facilitate the learning of learners in various ways,
such as visual, auditory, verbal, and practice, thus enriching
the levels and forms of learning. Figure 5 shows the content
structure of university English course units. Course mate-
rials are the basic resources for teaching English at the
university level, and units are the basic organizational units
of university English course materials. (e learning content
is organized and aggregated in the form of thematic units. As
chapter-based and coherent teaching materials, the units of a
university English course textbook have a similar organi-
zational structure. However, the textbook is adapted and
modified in specific chapters so that the teaching becomes
unified as well as clear.

2.3. English Specific Skill. (e starting point and ultimate
goal of learning a language and culture is to be able to
recognize and use it well in daily study and work, and this is
also true for learning the English language. (e accumu-
lation of a large number of words, the practice of listening

and speaking, and the memorization of relevant gram-
matical knowledge are all aimed at the smooth and efficient
use of English for one’s own benefit. As a result, it is essential
to acquire certain English skills for daily life, study, and
work, as well as for answering exams. To be specific, it
enables people to achieve their goals in a faster and more
efficient way. In addition, it can lead to a more skillful
learning process in which people develop their own learning
habits and find the most appropriate learning path for
themselves. Figure 6 illustrates the specific structure of
college English skills.

(e composition of English language is organized and
presented in the form of words, sentences, paragraphs, and
chapters, and in this way, it is increased and expanded in
number and length. English language learning skills are
empirical rules that learners discover over time. Specifically,
it is a broad and individualized set of skills that exist in all
aspects of English language learning. (e learning of English
language, like the learning of other languages and cultures,
can be developed and refined in multiple dimensions: lis-
tening, speaking, reading, writing, and translating. (ere-
fore, the role of English language learning skills is to facilitate
learners’ effective and practical mastery and understanding
of the formal content of words, sentences, paragraphs, texts,
and chapters in the dimensions of listening, speaking,
reading, writing, and translating.

3. Application of Diversified Network Teaching

(e teaching design behavior mainly includes the design of
teaching objectives, teaching methods, the development of
curriculum resources, and collective lesson planning.
Quality teaching resources are the basic guarantee of
teaching effectiveness, and the design of English classroom
requires the support of various media materials such as
sound, text, and images. At present, English teachers mostly
use PPT classroom materials to design teaching activities.
(erefore, the production of PPT materials has become an
inevitable part of every English teacher’s lesson preparation,

Process of teaching design and implementation

Teaching
contents

Teachers

Learners Teaching
objectives

Teaching
media

Figure 3: Factors in the process of teaching design and
implementation.

Ability

Quality

Learning
ability

Thinking skill

Practical skill

Language
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Figure 4: Categories of English training objectives in universities.
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which undoubtedly brings great teaching pressure to English
teachers. In traditional teaching, there are two ways for
teachers to obtain audio materials. (e first is the audio
materials accompanying the textbook, and the second is the
audio materials recorded by teachers themselves. (e use of
audio materials can ensure the quality of audio, but it lacks
flexibility.

3.1. Network StructureModel Design. (e C/S model assigns
the system tasks to the client and server according to the
rules and uses the cooperation between the client and server
to accomplish the system tasks. (e C/S model has the
advantages of fast response time and strong security, but the
development andmaintenance costs are high, and it does not

have cross-platform capability. To be specific, it mainly
applies the browser to act as the client and puts the main task
processing into the server.(e B/S model has the advantages
of cross-platform, no client maintenance, and easy devel-
opment. However, this model also has the disadvantages of
slow response time and lack of personalization. From the
practical point of view of practicality, intelligence, and
convenience, the English subject intelligent teaching assis-
tant is implemented in the B/S mode.(e user can access the
server through a common browser, and the client can realize
the relevant functions. (is model reduces the requirements
for the client, and the core functions depend mainly on the
server to run, thus reducing the need for hardware condi-
tions. As a result, access to the assistant can be achieved by
installing a browser on the running computer. (is sim-
plifies the development, use, and maintenance of the as-
sistant and also greatly improves system compatibility. (e
overall structure design and architecture logic of the intel-
ligent teaching assistant is shown in Figure 7.

(e intelligent teaching assistant adopts B/S architecture.
(erefore, teachers and administrators can access the system
functions of Intelligent Teaching Assistant conveniently and
quickly at any time and any place through the campus
network. While completing intelligent teaching and man-
agement, it can also effectively ensure user information
security. Users access the server through the browser, and
the data exchange is done directly with the server. After that,
the data in the database can be accessed through the server.
(is can effectively avoid the user’s direct manipulation of
the data in the database, thus making the user request
relatively independent from the database. As a result, data
security, reliability, and accuracy are guaranteed.

3.2. Module Design and Analysis. According to the concept
of multimedia teaching, not only text but also graphics,
illustrations, icons, video animation, audio, and other in-
formationmedia are needed in English teaching. In addition,
it is necessary to use scientific technology to combine these
media in a unified way. (e design and creation of

Learning topic

English basic
training

English grammar
learning

Speaking training

Listening training

Reading training

Translation training

Writing training

Textbook

Text exercises

Text explanation

Related
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Introduction
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Figure 5: Content structure of university English course units.
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design activities and present content visually. To be specific,
this function can effectively combine multiple teaching
media to achieve a uniform and fast presentation of teaching
content. (e intelligent courseware editing and creation
function should reflect the teacher’s dominant position. As
an intelligent tool for collaborating with teachers to design
teaching activities, the assistant can be used to create in-
telligent courseware easily and quickly by intelligent means.
On the basis of this, it can have the intelligent voice inte-
gration function, which is not available in traditional slides so
that teachers can free themselves from the heavy workload of
creating courseware and focus on classroom organization and
management, activity design, as well as teaching reflection.

(e smart courseware editing feature is used by teachers
to create multimedia web pages for classroom use. With the
built-in visual web authoring tool, teachers can store the
created pages in the cloud database. At the same time, they
can use the browser to render the visual content of the web
page when they use it. In this way, intelligent web pages can
be created that provide a multidimensional display of En-
glish text in a randomized point-and-click manner. (e
intelligent voice courseware contains all the content that can
be included in a web page. As a result, text, images, audio,
video, tables, and other teaching materials can be inserted. In
addition, it also has the functions of setting font and font
size, setting image size, setting background color, and hy-
perlinks, etc.[33]

4. Conclusion

Unlike the traditional university English resource model, the
university English teaching resource model in the context of
multiple networks considers the relevant functions and
characteristics of mobile tools. Specifically, it enables stu-
dents to participate in the accumulation and improvement
of teaching resources without the use of functions. As a
result, teachers are no longer the only source of resource
materials, and students are able to participate and interact
more through the provision and sharing of resources. (e
flow of teaching resources is no longer a one-way process
from teachers to students, but a mobile tool that allows more
people to participate in the process of resource generation.
(e resource material is expanded and fed back in the cycle,
and the release of relevant content can be the source of new
feedback. As a result, resources are added in this circular
pattern. At the same time, the resource structure is no longer
only a medium for providing relevant materials but also a
platform for mutual communication.

However, because there are few public resources,
teachers still need to design and create their own intelligent

voice courseware although the Intelligent Teaching Assistant
provides a public resource library. As a result, there are fewer
resources that can be directly used by teachers. As AI
technology advances and intelligent teaching continues to
evolve, the impact on the English classroom will deepen.(e
researchers and developers are still facing serious challenges,
and the optimization and improvement of the shortcomings
in this study will be part of the author’s future research work.
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In order to explore how to realize home care for the elderly with mobility difficulties, this paper proposes a home care system for
the elderly with mobility difficulties based on intelligent perception. *is method explores the research of home care for mobility
disabilities by recommending key technical problems and solutions based on information represented by intelligent perception.
*e research shows that the home care system based on intelligent perception can effectively solve the nursing problems of the
elderly, which is about 60%more efficient than the traditional methods.*e combination of intelligent perception and reasonable
home care mode will improve the social and economic benefits of health services and promote the balance between supply and
demand of the whole health services.

1. Introduction

*e 21st century is an age of aging population [1]. Pop-
ulation aging has brought a profound impact on the global
political, economic, social, and cultural development, and
the pressure of pension, medical care, social services, and
other aspects of a huge elderly group is increasingly
prominent. In the face of limited medical resources and
rapidly increasing medical costs, the problem of healthy
aging of the elderly has become an urgent topic for the
elderly society to study and solve [2]. Since Switzerland put
forward the concept of local aging in the 1960s, the strategies
of developed countries to cope with aging no longer focus on
institutional care but have launched community-based and
home-based services, which is also the way of elderly services
emphasized and supported in the United Nations principles
for the elderly and the United Nations Declaration on aging.
With the arrival of the “silver wave,” China has also begun to
pay attention to the special service field of home care, and
the development of home care has increasingly important
practical significance [3].

Home care is an important support for the home-based
elderly care system [4]. China’s population aging shows

three characteristics: the largest absolute number of elderly
people, the fastest aging rate, and “getting old before getting
rich” [5]. At present, China’s economic conditions are not
rich, and the social security system is not perfect. *e state
cannot invest a lot of money to set up a large number of
nursing homes for the elderly, nursing homes for the elderly,
rehabilitation centers, and other medical and healthcare
institutions to centrally manage such a large-scale elderly
population. *e vast majority of the elderly will still stay in
communities and families. Due to the rapid development of
population aging and the dual impact of family planning
policy, the trend of “four two one” family and family size
miniaturization is irreversible. *e proportion of “empty
nest elderly families” has gradually increased, the pace of
work of the children of the elderly has accelerated, the
distance of living apart has widened, and the family care
function has gradually weakened. *e traditional family
pension is not enough to bear all the pension responsibilities.
“Home-based elderly care” is an important way to solve the
problem of elderly care in the new era, and it is valued by
governments at all levels and supported by the elderly [6].

Carrying out family nursing is an inevitable requirement
to adapt to medical reform [7]. Limited medical resources
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and soaring medical costs are common problems faced by
today’s aging society. *e world is actively pursuing medical
system reform to seek effective ways to meet the health needs
of the elderly and reduce medical costs. It has become an
important measure for the reform of the medical system to
shorten the average length of stay, improve the turnover rate
of hospital beds, and reasonably apply the limited man-
power, material resources, beds, and medical equipment to
the key treatment of critical, urgent, and severe patients. A
large number of stable patients and chronic patients treated
by the hospital will receive follow-up treatment and reha-
bilitation care at home and in the community, which re-
quires the community to provide nursing services that are
seamlessly integrated with the treatment and rehabilitation
of diseases outside the hospital, so as to ensure the smooth
progress of the reform of the medical system. Carrying out
community family nursing service is an inevitable re-
quirement for deepening medical reform and developing
community health services. *erefore, carrying out home
care for the elderly has become an inevitable choice for
China to promote the benign operation of the home-based
elderly care system, meet the health needs of the elderly,
comply with the reform of the medical system and the
development needs of nursing itself, and alleviate the
pressure of population aging. Intelligent perceptual home
care system is a very good choice and the future development
trend [8]. *e specific process is shown in Figure 1.

2. Literature Review

Zhang and others said that in 1980, the Joint Committee for
the evaluation of health institutions in the United States
clearly formulated the third standard of nursing services: the
nursing department should clearly formulate a method to
determine the nursing needs of patients in order to provide
appropriate nursing measures [9].*erefore, many hospitals
began to adopt patient classification system to improve the
quality of nursing, and the management method of patient
classification has developed rapidly. Legido Quigley et al.
define patient classification as classifying patients according
to the care they need during a specific period of time [10].
Szatmári and Hoffman emphasize that the whole process of
patient classification is to predict what kind of individual
care patients should receive in a specific time [11]. Patient
classification is mainly realized through a patient classifi-
cation evaluation system, that is, a set of evaluation tools.
*e patient classification and evaluation system include a
broader and more complex meaning than patient classifi-
cation. It is a framework that organizes patients by evalu-
ating the relevant indicators of patients’ nursing needs and
carries out classification management according to the level
of nursing needs.

Miao et al. believe that “patient classification evaluation”
is the most sensitive method to evaluate the type, degree, and
prognosis of patients’ home care needs [12]. It can sys-
tematically evaluate the patient’s condition, so as to correctly
monitor and determine the patient’s individualized needs. In
terms of nursing management, “patient classification as-
sessment” helps to establish the manpower allocation

standard for caring for patients, plan and predict the re-
quired nursing manpower, and calculate the complexity and
time of nursing measures.

Carrying out family nursing is the need of nursing self-
development. *e core of the development of nursing is to
meet the people’s growing demand for health services, take
health as the center and demand as the guide, constantly
innovate the mode of nursing services, expand the con-
notation of work, and vigorously develop elderly care,
chronic disease care, hospice care, and other nursing
services based on communities and families, so as to meet
the needs of social development. Carrying out family
nursing is one of the most effective ways to promote
nursing work out of the hospital, into the community and
into the family. It is also the need of the development of
nursing in the aging society.

Ji et al. put forward and gave the concept of artificial
neural network and the mathematical model of artificial
neuron, thus creating an era of ANN research [13]. *e early
Ann did not have the ability to extract complex features, and
the parameters needed to be manually adjusted, which vi-
olated the requirements of “intelligence.” *erefore, in the
process of continuous evolution and improvement, the MLP
model with multiple hidden layers was proposed. At the
same time, researchers used the back-propagation algorithm
to optimize network parameters and basically formed the
prototype of deep learning. MLP is composed of input layer,
hidden layer, and output layer. MLP does not specify the
number of hidden layers, so the appropriate number of
hidden layers can be selected according to each demand.*e
combination of artificial neural network and home care can
greatly improve the happiness index and nursing problems
of the elderly.

Home care is an evolving concept. Wu et al. put forward
the concept of home care. At that time, he hired nurses to
take care of his sick wife at home, which made him realize
the importance and necessity of the nursing staff’s family
visit service [14]. With the help of Nightingale, he founded a
district visiting nursing institution, began to train full-time
visiting nurses, established a family visiting nursing system,
and initiated family nursing activities to help the poor
improve their health conditions, laying the foundation of
modern family nursing. Xiao and others said that visiting
nursing activities began to appear in the United States,
Canada, the Netherlands, Australia, Germany, and other
countries [15]. In 1885, the first visiting nurse association
was established in the United States. By the 1960s, the
visiting nurse association had developed in the whole
country. In 1965, the United States formulated and passed
family nursing regulations. After hundreds of years of de-
velopment, developed countries in Europe and the United
States have formed a relatively complete family nursing
service system with their own characteristics.

3. Method

3.1. Long-Term and Short-Term Memory Units. As for the
structure of long-term and short-term memory (LSTM)
units, “e” represents the addition of vector corresponding
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elements [16].*e LSTM cell contains a memory cell module
and three gate structures that run through the whole cell.*e
memory cell module provides a long-term path of gradient
propagation for the LSTM cyclic neural network, thus al-
leviating the problem of gradient disappearance in RNN
[17]. *e gate structure is responsible for protecting and
controlling the state of memory cells. Each gate structure
learns the mode of information screening from the input of
the current time through its own weight matrix and sigmoid
activation function. Specifically, the LSTM unit includes a
forgetting gate, an input gate, and an output gate. *e
forgetting gate determines how much information in the
previous memory cell state is discarded, the input gate
controls how much input information at the current time
can be added to the memory cell state, and the output gate
determines which information in the updated memory cell
state can be used as a hidden state. It should be noted that the
input information controlled by the input gate comes from
the external input at the current time and the hidden state at
the previous time. *e information to be output determined
by the output gate is the result of processing the state of
memory cells [18].

Assuming that the current time is t, ft, it, and ot, re-
spectively, represent the status of the forgetting gate, input
gate, and output gate at the current time, their calculation
process is shown in the following formulas:

ft � σ Wf ht−1, xt  + bf , (1)

it � σ Wi ht−1, xt  + bi( , (2)

ot � σ Wo ht−1, xt  + bo( . (3)

After defining the function of the three gate structure, we
update the state of memory cells. First, we use the forgetting
gate to process thememory cell state at the previous moment
and then add the obtained cell state to the input information
controlled by the input gate, so as to obtain the updated
memory cell state. *e mathematical expression is shown in
the following formula:

ct � ftΘct−1 + itΘzt1, (4)

where zt is the input information, and the definition is shown
in the following formula:
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zt � ϕ Wc ht−1, xt  + bc( . (5)

Finally, the updated state of the output gate and the
memory cell is calculated by Hadamard product to obtain
the hidden state of the LSTM at the current time, as shown in
the following formula:

ht� otΘϕ ct( . (6)

Assuming that the distribution of the real data is Pdata
(z), the generator maps the noise Z to the generated dis-
tribution Pc. Its purpose is to hope that the mapped gen-
erated distribution is as close as possible to the real
distribution.*erefore, we can get the optimization problem
of the generator, as shown in the following formula:

G∗ � argminDiv PG, Pdata( . (7)

Although we do not know the calculation formula of PG

and Pdata, we can take some samples from these two dis-
tributions and use these samples to describe the distribution.
For Pdata, we can sample from a given data set. For PG, we get
the output samples of the generator by inputting randomly
sampled noise into the generator. With these samples, the
distance between PGand Pdata can be calculated through the
discriminator. *e optimization of the discriminator is
shown in the following formula:

D∗ � argmin V(D, G), (8)

where, as shown in the following formula,

v(G, D) � Er ∼ Pdata
[1ogD(x)] + Er ∼ PG

[1og(1 − D(x))].

(9)

*erefore, the optimization goal of the discriminator is
to maximize V(G,D) for a given generator. Let D (z) be the
optimization variable and directly derive V(G,D) to obtain
d∗ as shown in the following formula:

D∗ �
Pda ta(x)

Pda ta(x) + PG(x)
. (10)

When the state action transition probability is known,
the optimal strategy can be obtained by dynamic pro-
gramming according to the Behrman equation as shown in
the following formulas:

v
π
(s) � 

a∈A
π(a|s), (11)

Q
π
(s) � r(s, a). (12)

However, in most cases, the state transition probability is
unknown, so the time difference method can be used to
estimate the value function. Here, we need to introduce the
Behrman optimal equation first. For all s ∈ S, the corre-
sponding action value function Q∗ of the optimal strategy
satisfies the Behrman optimal equation, as shown in the
following formula:

Q
∗
(s, a) � E[r(s, a)]. (13)

3.2. Meaning of Home Care Needs of the Elderly. *e home
nursing needs of the elderly are a kind of health needs, and it
is the starting point of carrying out home nursing work.
Health demand refers to the amount of health services that
people are willing and able to purchase at a certain price level
within a certain period of time [19]. Requirements can be
divided into two categories: one is requirements trans-
formed from needs. Only when people’s health needs are
transformed into needs, can they have the behavior of
seeking medical and health-care services, and it is possible to
use health resources. Health needs are caused by the gap
between the actual health level and the “ideal health level,”
including the health needs recognized by individuals and the
health needs determined by medical experts. *e two are
sometimes consistent, as shown in Table 1.

Grading of the Japanese nursing service system is as
follows: the elderly who need nursing services are divided
into six grades according to their daily living ability, and
different grades represent different levels of nursing needs of
the elderly. Nursing institutions provide a corresponding
amount of nursing services and funds according to the level
of the elderly as shown in Table 2.

Behavioral ability (including activity ability, clinical per-
formance, and working ability) is an important index used to
evaluate the patient’s health level, the impact of disease on the
patient’s life, and guide treatment and rehabilitation [20]. *e
most commonly used scale for assessing behavioral competence
is Karnofsky performance status (KPS) as shown in Table 3.

*e evaluation of behavior ability is mainly based on the
doctor’s observation and understanding of the patient,
rather than the specific investigation of the patient’s health
status. *e evaluation process and rating are simple and fast,
without lengthy evaluation items. Behavior ability evaluation
is particularly suitable for guiding the treatment needs of
cancer patients and predicting prognosis. Classification of
Taiwan’s home care system: patients are classified into five
grades according to their self-care ability, waking time, and
range of activities. Grading is mainly used to evaluate the
qualifications and service needs of home care applicants and
set the entry and exit criteria. Applicants with grade 3 and
above are the objects of home care [21] as shown in Table 4.

Some experts divided the comprehensive health function
of the elderly into six grades from the five aspects of social
resources, economic resources, physical health, daily living
ability, and mental health and reflected the health status of
the elderly with the grade level of different dimensions, as
shown in Table 5.

It is not difficult to see that physical health is an important
aspect of reflecting the health level and an important condition
factor affecting the self-care strength of the elderly. It directly
determines the self-care needs of the elderly when their health
is poor and is of great significance for evaluating the needs of
professional family nursing services. However, for the elderly,
a special group, their self-care ability is no longer determined
by a single physical health, and it is often difficult to identify
their self-care ability only by disease-related physical health
assessment [22]. Who proposed that the ability to live inde-
pendently should be the main index to evaluate the health
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level: the physical function status can better reflect the health
status, health services, and social service needs of the elderly.
*erefore, to evaluate the self-care strength of the elderly,
identify the degree of their self-care defects, and explore their
home care needs, we cannot emphasize physical health or
physical function in isolation. *e two are equally important
and complementary, and neither is indispensable.

It is impossible for any expert to be authoritative on
every problem in the prediction, and the authority or not has
a considerable impact on the reliability of the evaluation
[23]. *erefore, when dealing with the evaluation results, we
must consider the authority of experts on a certain issue.*e
authority of experts is generally determined by two factors:
one is the basis for experts to judge the scheme, which can be
expressed by the judgment coefficient CI. *e second is the
familiarity of experts with the problem, which is expressed
by the familiarity coefficient CS. *ese two indicators de-
serve to be obtained, mainly through expert self-evaluation.
*e degree of authority is the arithmetic mean of the
judgment coefficient and the familiarity coefficient as shown
in the following formula:

Ca �
(Ci + Cs)

2
. (14)

In the judgment basis, we provide four questions. Please
make a self-evaluation by the expert. *e results are shown
in Table 6.

According to the self-evaluation standard coefficient
based on expert judgment, the coefficient and Ci� 1.0 have
the greatest impact on expert opinions, ci� 0.8 has the
middle impact, and Ci� 0.6 has the least impact, calculate
the arithmetic mean of the sum of all experts’ self-evaluation,
as shown in Tables 7 and 8.

Ci is calculated as shown in the following formula:

C � MjWjIM � (0.7 × 1 + 0.8 × 6 + 0.9 × 7 + 1.0 × 2)÷16

� 0.8625.

(15)

*e self-assessment of experts’ familiarity mainly in-
volves two aspects, as shown in Table 9.

Table 2: Health classification of patients in Japanese nursing care service.

Grade Health
Need help Basically have the ability of daily living, but some help is needed for bathing, etc
Level 1 care Unstable standing or walking, excretion, bathing, etc. need some help
Level 2 care Difficulty in standing, excretion, etc. need help
Level 3 care Unable to stand, turning over, excreting, bathing, dressing, etc. need help completely
Level 4 care Rely on others for excretion, bathing, dressing, etc
Level 5 care Rely on others in daily life

Table 3: Karnofsky performance status,KPS.

Behavioral capacity status Level
Normal, without symptoms and signs 100 *e activity or working ability is basically normal, and there is no

special care needAble to perform normal activities, with mild symptoms and
signs 90

Barely able to perform normal activities, with some
symptoms or signs 80 Unable to work, basically competent for personal care, only partial

assistance is requiredYou can take care of yourself, but you cannot maintain
normal life and work 70

Table 4: Coriolis scale.

Behavioral capacity status Level
Fully mobile without any restrictions 0
Able to walk and maintain light work, such as simple housework, but limited to physical exertion activities 1
Able to walk and maintain self-care, but unable to work or housework 2
More than 50% of the time when you are awake, you can get up and do not have to limit your activities to bed or chair 3
Can only maintain limited self-care, more than 50% of the waking time, activities are limited to bed or chair 3, completely unable to
move, cannot take any self-care, and completely limited to bed or chair 4

Table 1: Determination of health needs of individuals and medical experts.

Medical experts
Individual

Have health needs No health needs
Have health needs A B
Medical experts C D

Computational Intelligence and Neuroscience 5
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*e experts’ familiarity with the assessment issues is
shown in Table 10.

Cs, Ca are calculated as shown in the following formulas:

Cs � MjWjlM � (0.9 × 12 + 0.7 × 4 + 0.5 × 0 + 0.3 × 0)/16

� 0.85,

(16)

Ca � (Ci + Cs)/2 � (0.85 + 0.8625)/2 � 0.86. (17)

General experts believe that Ca ≥0.70 is an acceptable
reliability. *erefore, from the results of the expert authority
evaluation of this consultation, the 16 experts have a high
degree of authority on the content of this evaluation, and the
results are credible [24].

*e enthusiasm coefficient of experts represents the
degree of concern and cooperation of experts in this study,
which is the key issue of expert consultation.

*e degree of coordination of expert opinions refers to
whether there are major differences in the evaluation
opinions given by all experts on all indicators. It is expressed
by the coordination coefficientW, and the value of W is 0∼1.
*e greater theW, the better the degree of coordination.*e
coordination coefficient of the two rounds of consultation is
shown in Table 12. After inspection, the coordination co-
efficient is significant, indicating that the coordination of

expert opinions is good, and the evaluation results are
acceptable.

4. Results and Analysis

*e prevalence rate of chronic diseases is the ratio of the
number of chronic diseases surveyed in the first half of the
survey to the total number of people surveyed, mainly
reflecting the health status of the elderly [25, 26]. *e di-
agnosis of chronic diseases in this study is based on the
outpatient medical records or discharge diagnosis sheets of
the elderly in addition to the doctors’ inquiry of the re-
spondents. *e survey shows that the prevalence of chronic
diseases in the elderly is high, among which the top five
chronic diseases are hypertension (58.2%), coronary heart
disease (31.0%), cataract (26.8%), stroke (21.8%), and dia-
betes (19.0%), while the prevalence of hyperlipidemia
(18.6%), lung disease (11.8%), arthritis (10.6%), cervical
spondylosis (10.0%), osteoporosis (9.6%), and Alzheimer’s
disease (5.0%) is also relatively high as shown in Table 13.

According to the distribution of the number of elderly
patients at all ages, the trend of elderly patients at all ages was
analyzed by SAS software (Cochran–Mantel–Haenszel
Statistics), X 2 cmh� 23.26, P< 0.001. It can be seen that the
difference in the number of elderly patients at all ages is
significant. With the increase of age, the proportion of el-
derly patients suffering from multiple diseases at the same
time gradually increases.

According to the extraction results of principal compo-
nent analysis, six factors/principal components with eigen-
values greater than 1.0 are extracted, and their cumulative
contribution to the total variance is 65.711%. Some experts
pointed out that only when the cumulative variance contri-
bution rate of public factors reaches at least 40%, it can be
considered that the scale has a good structural validity of 16%.

Table 6: Judgment basis and quantification of influence degree.

Judgment basis
Impact on expert judgment

Large Middle Small
Understanding of the current situation of community home nursing in China 0.3 0.2 0.1
Understanding of the current situation of community home care in the United States 0.1 0.1 0.1

Table 7: Frequency of self-evaluation of expert judgment basis.

Judgment basis Large Middle Small
Frequency (%) Frequency (%) Frequency (%)

Understanding of the current situation of community home nursing in China 9 (56.25) 7 (43.75) 0 (0)
Understanding of the current situation of community home care in the United States 2 (12.50) 10 (62.50) 4 (25.00)

Table 5: Physical health level.

Excellent: often or occasionally engage in intense sports
Good: no obvious disease or disability, only receive routine medical care, such as physical examination once a year
Mild disorder: only mild disease or disability, which can be improved by treatment or corrective measures
Moderate disorder: one or more disorders, if not very painful, require continuous medical care
Severe disorder: there are one or more kinds of disabilities. *e injury is either very painful and life-threatening, or it needs extensive
treatment
Completely disabled: lying in bed and requiring 24-hour medical assistance or nursing care to maintain life

Table 8: Distribution of the number of experts based on self-
evaluation.

Ci� 1.0 2
Ci� 0.9 7
Ci� 0.8 6
Ci� 0.7 1
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Table 11: Responses to two rounds of expert consultation.

Total number of experts Number of responding experts Response rate RR (%)
First round 16 16 100
Second round 16 16 100

Table 12: Coordination degree of expert consultation of family nursing service project.

Index Number of indicators Kenda11’s W X 2 P value
First round 96 0.644 979.323 <0.00
Second round 114 0.866 1566.126 <0.00

Table 13: Distribution of the number of elderly patients.

Number of sickness Number of people % Cumulative
percentage

0 15 3.0 3.0
1 91 18.2 21.2
2 174 34.8 56.0
3 100 20.0 76.0
4 72 14.4 90.4
5+ 48 9.6 100.0
Total 500 100

Table 10: Expert familiarity self-assessment results.

Score 0.9 0.7 0.5 0.3 0.1
Number of experts 12 4 0 0 0
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Figure 2: Factor number and eigenvalue steep slope diagram.

Table 9: Frequency of self-evaluation of experts’ familiarity.

Index Familiarity frequency
(%)

Familiar frequency
(%)

General frequency
(%)

Less familiar frequency
(%)

Frequency of
not

knowing (%)
Nursing operation
technology 14 (87.5) 2 (12.5) 0 0 0

Health status of the elderly 10 (62.5) 6 (37.5) 0 0 0
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*erefore, it can be considered that the structural validity of
the elderly health function assessment scale is good. It is also
determined by the decreasing variation of factors in the steep
slope map, which is also 6 factors, as shown in Figure 2.

Finally, the component matrix analysis after the rotation
axis is carried out to investigate the level items contained in
the common factors. After average orthogonal rotation, as a
result, only factor coefficients greater than 0.4 are listed.

5. Conclusion

With the aging of the population, China’s health supply
pressure is increasing. In order to further rationally allocate
health resources for the elderly, the government has placed
community health services in an important strategic posi-
tion. Family nursing, as an important form of community
health services, plays a vital role in meeting the growing
needs of elderly health services. A reasonable family nursing
model will improve the social and economic benefits of
health services and promote the balance between supply and
demand of the whole health services.

At present, the national policy background of vigorously
developing community health services and the gradual
promotion and improvement of community health service
mode have built a good platform for the research and de-
velopment of family nursing services. We will take this
opportunity to focus on the research of the family nursing
service model. *e research on family nursing service mode
is a service management system project with the charac-
teristics of the complex system, difficult implementation,
and periodic application. *e research on family nursing
needs assessment and service content is one of the important
parts of the research on the family nursing service model.
*e combination of intelligent perception technology and
home care service mode can make the elderly life more
convenient and simple in their later years, which is the
development trend of home care in the future.
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*e labeled dataset used to support the findings of this study
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In order to infer the cognitive state of students and provide teachers with the potential learning state of students, a diagnostic
teaching model for preschool education in colleges and universities under the background of big data is proposed. By increasing
students’ programming ability andmodeling students’ theoretical and practical abilities at the same time, the cognitive diagnosis is
introduced into the field of computer teaching, so as to make it applicable to computer classrooms and provide students’ cognitive
information needed for teaching. *e experimental results show that the advantages of the CDF-CSE approach gradually emerge
as the training data become sparse (the proportion of training data decreases from 80% to 20%). In the combined questions of the
three datasets, when the training set is 20% andMAE is used as the criterion, the CDF-CSE model improves by 47.8%, 65.8%, and
49.8%, respectively, compared with the other methods that perform best on the training set. When the number of questions is
small, the CDF-CSE model improves by 37.8%, 42.5%, and 27.7% on RMSE on three datasets, respectively, compared with the
best-performing other methods. When there are more questions, it has 32.3%, 36.5%, and 45.6% improvement, respectively. It is
concluded that this model can accurately predict students’ performance in computer courses and provide detailed and rich
cognitive reports.

1. Introduction

With the comprehensive popularization of Internet tech-
nology, the 21st century has entered an era of information
explosion. Information technology has fully entered human
social life, and informatization has become the general trend
of the development of the current era [1, 2]. In this context,
all walks of life have accumulated a large amount of available
data, and it has become an inevitable trend to improve and
upgrade related industries through the mining and appli-
cation of these data. With the gradual advancement of
informatization in the field of education, various intelligent
teaching assistance platforms have emerged one after an-
other. Due to their massive resources and learning char-
acteristics independent of time and space, these teaching
assistance platforms have developed rapidly and attracted a
large number of users. At present, the intelligent teaching

assistance system is gradually becoming a mainstream ed-
ucation method in the knowledge era, which has gradually
become an ideal learning environment for learners to carry
out collaborative learning, knowledge construction, and
wisdom development. As a new type of modern education
platform, the intelligent teaching assistance system has
completed the transformation from “teacher-centered” to
“student-centered.” On the one hand, the intelligent
teaching assistance system is free from the constraints of
time and space and has the advantages of autonomy and
openness. On the other hand, the current teaching assistance
system is still based on the knowledge-infusion teaching
method, similar to traditional education, which is composed
of learning materials.

At present, the research on educational assistive tech-
nology for educational examination data has attracted the
gradual attention of researchers in the fields of education
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and data mining, but the current educational assistive
technology still faces great challenges [3]. On the one hand,
effective educational assistance is based on adequate and
accurate understanding of students, that is, a comprehensive
analysis of students’ learning ability and cognitive level is
required. *erefore, student modeling has become an im-
portant direction and research basis of educational auxiliary
algorithms. On the other hand, on the basis of student
modeling, intelligent auxiliary technologies for the educa-
tional process should also be studied and improved, such as
the automatic construction of collaborative learning groups
and the prediction of students’ performance trends, as
shown in Figure 1.

2. Literature Review

Miulescu et al. developed a cognitive diagnosis model of
disciplinary knowledge ability based on the Bayesian model
test method. *e purpose of using the cognitive diagnosis
model was to achieve different results according to the DINA
model data for different structures. Differentiation between
items could also be analyzed using this method. A likelihood
function was established between item level and correlation
[4]. Qin et al. pointed out that a diagnostic assessment of a
person’s cognitive processes, processing skills, and knowl-
edge structure was often referred to as cognitive diagnosis or
cognitive diagnostic assessment. Cognitive diagnostic as-
sessments were used to measure individual-specific
knowledge structures (knowledge structures) and processing
skills (processing skills) [5]. Qiu et al. believed that cognitive
diagnostic tests should test at least three users’ cognitive
characteristics [6]. *e first was that the user had significant
knowledge and skills in a specific cognitive domain. How-
ever, this knowledge and capabilities could be achieved at a

higher level. And the second was the basic structure of
knowledge, which could indicate that the user could use
some skills to carry out the knowledge construction. *e
third was the cognitive process of users. In summary, the
cognitive diagnosis was based on traditional measurement
theory, but it emphasized that test measurement must
thoroughly examine the subject’s internal mental processes
[7]. Xu et al. believed that the cognitive diagnosis model
could be simply divided into two parts, namely, generalized
cognitive diagnosis and narrow cognitive diagnosis [8]. *e
generalized diagnosis mainly indicated the observation of
user scores and the internal characteristics of users, which
could not only be used to construct psychological theories
but also be used in education and teaching. Cognitive di-
agnosis in a narrow sense refers to classifying subjects
according to whether they have mastered the skills or
characteristics tested in the fields of education and teaching,
mainly to achieve better communication between teachers
and students. Daghestani et al. used a visual method to
display the results of cognitive diagnosis to more intuitively
display the student’s diagnosis report [9]. Prada et al. used a
cognitive diagnostic model to evaluate students’ ability to
master knowledge points and make personalized test item
recommendations [10]. Bhat et al. found that there was a
large amount of data on MOOCs related to knowledge
points. *erefore, they tried to extract features from various
types of materials such as texts and teaching videos on
MOOCs and proposed a method based on representation
learning for the first time (representation learning-based
method) to automatically infer the learning order between
knowledge points in MOOCs [11]. In addition to machine
learning methods, Chang et al. turned their attention to
information theory to formulate an information-theoretic
view of knowledge point prerequisite relationships and

�e controller
Accepting user requests
�e invocation model responds to the user request
Select the view to display the response results

View
Interpretation model
Accept data update requests
Sends user input to the controller
Allows the controller to select views

Model
Encapsulate application state
Response status Query
Process business processes
Notifies the view of business status updates

Figure 1: Auxiliary education model.
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automatically construct relationships between concepts
from text corpora, so as to generate reading lists for
students to help them learn the relevant material in the best
way [12].

In the research study, the students’ programming
abilities were modeled based on a probabilistic graphical
model, and cognitive diagnosis was introduced into the
field of programming education. At the same time, the
students’ theoretical level and practical ability were
modeled. By using the same knowledge points that appear
in theoretical questions and experiments, the two capa-
bilities were linked for a more comprehensive diagnostic
report.

3. Research Methods

3.1. Problem Definition. Now, defining our problem, we
assumed that there are a total of M students, K knowledge
points, Ni questions, and Ne experiments. R is a score
matrix of M rows and Ni columns. And Rji represents the
jstudent’s scores on the ith question, where
j ∈ 1, . . . , M{ }, i ∈ 1, . . . , Ni , Rji ∈ [0, 1]. For program-
ming experiments in the course, Rje

′ indicates the j student’s
scores on the experiment e, where e ∈ 1, . . . ,{

Ne}, Rje
′ ∈ [0, 1]. *e matrix Q indicates the knowledge

points contained in each topic, with a total of Ni rows and K

columns. qikindicates whether the topic contains k knowl-
edge points, where k ∈ 1, . . . , K{ }. *e matrix indicating the
knowledge points contained in each experiment is denoted
as Q′, with a total of Ne rows and K columns. qek indicates
whether the experiment e contains k knowledge points.
Under normal circumstances, qik � 1 means that the topic i

requires k knowledge points, and zero is the opposite. *e
meaning of qik is similar. In the model, the matrix Q is
normalized, such that 

K
k�1 qie � 1, 

K
k�1 qke
′ � 1.

R, R′, Q, Q′ are known. Our goal is to give students’
cognitive assessment in computer teaching, which is divided
into the following three aspects [13].

(1) Diagnose j student’s programming ability cj

(2) Give j student the theoretical mastery αjk of k

knowledge point and the corresponding practical
application ability βjk

(3) Predict the j student’s answers ηji to new theoretical
question i and the practical status ηje

′ of experiment
e, where αjk, βjk ∈ (0, 1), 0 means no mastery and 1
means complete mastery

*e specific application process of cognitive diagnosis in
computer course teaching: First, students pass exams or
homework, answer theoretical questions, or write codes.
Teachers or teaching assistants give a specific score
according to the students’ answers. *e cognitive diagnostic
model uses these scores, along with other teaching infor-
mation, to make inferences about students’ abilities and
generate cognitive reports that are returned to students.
Students can carry out the targeted training based on
cognitive reports to check and fill gaps [14].

3.2. Cognitive Diagnosis Model

3.2.1. Cognitive Diagnosis Model

(1) Code Capability. To assess students’ coding ability, we
refer to the research findings in educational psychology.
Everyone has a high-order latent characteristic that indi-
cates a general ability to learn a subject. In the model, in
order to represent the practice level of students, the high-
level latent feature is visualized as a parameter that each
student i has to represent the student’s programming
learning ability cj. *is parameter is not for a certain
knowledge point, but for the embodiment of his own
programming ability [15]. In Layman’s terms, each student
j has an independent parameter cj that represents the
student’s ability to write programs. *e programming
ability cj and the student’s theoretical knowledge level
together determine the corresponding level of the code
written by the student.

(2) ,e Mastery and Application of Knowledge Points. αjk is
recorded as the j student’s ability to use knowledge point k

to solve theoretical problems, and at the same time, βjk is
recorded as the ability of j student to use knowledge point k

to write code. In the model, it is reasonably assumed that
there is no direct correlation between the various abilities,
that is, the abilities of a student in different skills do not affect
each other, and the abilities of different students are inde-
pendent of each other. According to the experience gained in
the past teaching process, the two abilities of the same skill
are related. Students can apply it only after they have
mastered the skill theoretically. *erefore, a hypothesis is
proposed.

*e j student’s ability to program using knowledge point
k is proportional to the student’s theoretical mastery of the
knowledge point and basic coding ability, i.e., βjk � cjαjk.

*at is to say, it is believed that a person’s ability to use
knowledge point k to program depends on his theoretical
level of the corresponding knowledge points, which is
limited by his basic programming ability.

(3) ,e Degree of Mastery of the Topic. ηji is used to indicate
the student’s mastery of a theoretical question, and ηje

′ is
used to indicate the student’s mastery of an experiment. *e
traditional cognitive diagnosis model considers that a stu-
dent’s mastery of a topic is related to the knowledge points
that the student has learned and the knowledge points
needed to answer the question. In practice, each topic
contains one or more knowledge points [16]. If the student
answers the question completely or gives a partial answer, it
means that the student has used the specific knowledge
points required by the question, and it is recognized that the
student has mastered or partially mastered the corre-
sponding knowledge points. Based on the above analysis, we
define students’ mastery of the problem as the following
assumptions.

*e degree of master of a student j on topic i is related to
the level of the student’s mastery of the knowledge points

Computational Intelligence and Neuroscience 3



RE
TR
AC
TE
D

examined by the topic, that is, the degree of master of the
student on the topic ηji � 

K
k�1 αjkqki and the degree of

mastery of the student in the e experiment ηje
′ � 

K
k�1 βjkqke

′.
In short, a student’s score on a certain question is

proportional to the student’s mastery of the knowledge point
examined in the question.*emore proficient the student at
playing the knowledge point, the better his performance in
the question that includes the knowledge point.

(4) Actual Score. In actual situations, due to mistakes or
guesswork, students may give some correct answers
without mastering the knowledge points or write wrong
answers due to subjective factors such as being careless for a
while, resulting in a slight deviation between the actual
score and the actual mastery degree [17]. So, it is necessary
to take into account the impact of these factors on students’
final scores in the model. *erefore, refer to the method of
probability matrix decomposition in the recommendation
system, that is, there is a certain gap between the score
predicted by the model and the user’s actual score on the
item, and this gap conforms to the Gaussian distribution.
*erefore, the actual score is simulated according to the
students’ mastery of the problem as given in the following
formulae:

Rji ∼ N ηji, σ
−1
R I , (1)

Rje
′ ∼ N ηje

′, σ−1
R′ I . (2)

σR and σR′ are the hyperparameters and I is the identity
matrix. In our model, the actual score follows a Gaussian
distribution with the mean value of the mastery level, that is,
the actual score should be related to the students’ mastery of
the problem. However, some external factors will lead to the
probability of deviation.

(5) Summary. In order to understand the abovementioned
methods better, the proposed model is summarized as the
probability graph, in which the gray circles are the ob-
served values and the white circles are the unknown
quantities. It can be seen from the figure that the ob-
servable value is the Mstudents’ performance R on the Ni

questions and R′on theNe experiments, as well as the
matrix Q and Q’ of the corresponding relationship between
each question and K knowledge points. *e mastery of

degree αjk 
K

k�1 of each student j in each knowledge point k

corresponds to a programming level βjk 
K

k�1. αjk, and cj

determine βjk. *e student’s j master degree ηji on
question i is determined by the student’s master’s
degree αjk 

K

k�1 and the knowledge point qki 
K
k�1 investi-

gated by the topic, and student’s j code master’s degree ηje
′

on experiment e is determined by the knowledge point
coding ability βjk 

K

k�1 and the knowledge point qke
′ 

K

k�1
investigated by the experiment question. Finally, the actual
scores of student j on question i and experiment e, Rji and
Rje
′, are affected by the degree of master’s αjk 

K

k�1 and
βjk 

K

k�1, respectively [18]. Following the setting of the HO-
DINA model, our parameters obey the prior distribution
of the following formulae:

cj ∼ N μc, σ
−1
c I , (3)

αjk ∼ N μα, σ−1
α I . (4)

In formulae (3) and (4), σc and σα are the
hyperparameters.

3.2.2. Parameter Optimization. According to the above
probability graph and the assumed prior of parameters, we
can obtain the posterior distribution of c and α, as shown in
the following formulae.

p c, α ∣ R, R′( ∝p(R ∣ α)p R′ ∣ c, α( p(c)p(α). (5)

In formula (5),

p Rji ∣ αj  � N 
K

k�1
αjkqki, σ

−1
R I⎛⎝ ⎞⎠, (6)

p Rje
′ ∣ cj, αj  � N 

K

k�1
cjαjkqke
′, σ−1

R′ I⎛⎝ ⎞⎠, (7)

p cj  � N μc, σ
−1
c I , (8)

p αjk  � N μα, σ−1
α I . (9)

Taking the negative logarithm of the posterior distri-
bution, the following formula can be obtained.

F(c, α) �
σR

2


N

j�1


Ni

i�1
Rji − ηji 

2
+
σR′

2


M

j�1


Ne

e�1
Rje
′ − ηje
′ 

2
+
σα
2



M

j�1


K

k�1
αjk − μα 

2
+
σc

2


M

j�1
cj − μc 

2
+ C. (10)

In formula (10), C is a constant, f is our loss function, and
our goal is to minimize the error function F(c, a).

Next, the way to optimize our parameters is introduced.
*e optimization process is mainly divided into two steps,
and the detailed process is as follows:

(1) Step 1 Optimize. α. It is fixed and each student’s ability to
answer each question is independent of each other, that is, αjk

are independent of each other, which means that the whole
parameter optimization can be decomposed into multiple in-
dependent parts, and optimize each part of αjk in parallel to
improve the efficiency of the algorithm [19]. In the research, the
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gradient descentmethod was used to optimize a single part, and
the following formula is obtained:

αnew
� αol d

− r1
z

zα
F(c, α). (11)

In formula (11), αol d is the parameter before the update,
αnew is the parameter after the update, r1 is the learning rate,
and z/zαF(c, α) is the partial derivative of the function F(c, α)

on α.
z

zα
F(c, α) � −σR 

Ni

i�1
qki Rji − ηji 

− σR′

Ne

e�1
cjqke
′ Rje
′ − ηje
′  + σα αjk − μα .

(12)

(2) Step 2 Optimize. c. Similarly, α is fixed and each student
j’s parameters cj are independent of each other, so the
gradient descent method is used to optimize each cj si-
multaneously, as shown in the following formula.

c
new

� c
ol d

− r2
z

zc
F(c, α). (13)

In formula (13), col d is the parameter before the update, cnew

is the parameter after the update, r2 is the learning rate, and
z/zcF(c, α) is the partial derivative of the function F(c, α) on c.

z

zc
F(c, α) � −σR′

Ne

e�1
Rje
′ − ηje
′  

K

k�1
αjkqke
′⎛⎝ ⎞⎠ + σc cj − μc .

(14)

According to formulae (11) and (13), the value of the sum is
iteratively updated, and the abovementioned process is only
stopped when the model converges or the number of iterations
reaches a certain number of times [20]. Finally, the algorithm
outputs the students’ cognitive parameters and the students’
basic coding ability, and we can make predictions about the
students’ grades based on these two parameters.

3.3. Experiment

3.3.1. Experimental Data. To validate the proposed model,
the preschool data of students in a computer course at a
university were collected to validate our model. *e collected
real-world datasets were organized, cleaned, and formatted,
excluding some special data, such as the data of students who
barely handed in homework. Our experiments were conducted
on two real datasets (data from the computer courses “Data
Structure” and “Network Security”) and a simulated dataset, all
three datasets containing students’ theoretical R and experi-
mental grades R′, as well as questions and the knowledge
examined in the experiment Q an dQ′. In the real dataset, the
students’ grades and the knowledge points required by the
topic were provided by teachers or teaching assistants [21].*e
basic situation of the dataset is given in Table 1.

(1) Course “Data Structures” Dataset. *e first dataset is the
student practice data collected in the course “Data

Structure,” containing 96 students, 58 theoretical questions,
and 10 experimental questions, a total of 6528 pieces of data.
*e course contains a total of 19 knowledge points, in-
cluding common concepts of data structures such as “find,”
“graph,” and “binary tree.” *eoretical questions are mainly
theoretical investigations of this knowledge. While, exper-
iments include classical implementations of various algo-
rithms as well as simulated real-world scenarios, such as
“bank queues” and “flight reservations” [22].

(2) Course “Network Security” Dataset. *e second real
dataset is a dataset collected from the course “Network
Security,” which contains 10 theoretical questions answered
by 194 students and 8 experimental answers, a total of 3492
pieces of data. *e course contains a total of 7 knowledge
points, involving “encryption/decryption,” “buffering,” and
so on. *e content of the experiment includes “shell-code”
and “vulnerability” and other related content.

(3) Simulation Dataset. Finally, a simulated dataset is con-
structed. In the simulated dataset, we set up 1000 students,
200 theoretical questions, 50 experiments, and a total of
250,000 pieces of data. *e dataset contains a total of 20
knowledge points.

First, the theoretical questions are taken as an example to
introduce how to simulate students’ answering situations
[23]. In order to simulate the different skill levels of different
students, each student is assigned a personalized personal
model. Assuming that the students’ mastery of knowledge
points obeys the Gaussian distribution, the students’ ability
determines the mean and variance of the personal model.
For students with a higher degree of mastery of knowledge
points, the mean of the personal model is higher; while for
students with a low degree of mastery of knowledge points,
the mean of the personal model is correspondingly lower. At
the same time, the variance of the model corresponding to
the careful student is smaller, that is, the student’s score can
better reflect his true level. Relatively, the variance of the
personal model corresponding to the careless student is
larger because his answering situation may not be stable. In
addition, matrix Q is generated to link questions and
knowledge points together. *e students’ answers to each
question are generated based on the student’ personal model
and the knowledge points contained in the questions in-
dicated by the matrix Q. To reflect the instability of the
students’ on-the-spot performance, a random error in the
range [−0.1, 0.1] is added to the simulated scores. If the error
value is negative, it means that the student does not play at
their true level; if it is positive, it means that the student has
played well or guessed part of the answer. Finally, our
simulated scores range between [0, 1], and even after adding
the error value, it will not exceed this range.

A similar method is used to simulate the experimental
performance of students. A student’s practical ability on a
certain knowledge point is related to the student’s theoretical
mastery.*erefore, to simulate the students’ practical ability,
a random number in the range [0, 0.1] is subtracted from the
students’ theoretical ability. *is ensures that the students’
practical ability is linked to their theoretical ability. But in
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order to conform to the actual situation, the students’
practical ability will not exceed their theoretical mastery of
knowledge points. Finally, students’ scores on experimental
questions are simulated by using the method described
above.

3.3.2. Experimental Settings. Compared with the four
methods, the validity of the proposed cognitive diagnosis
model is proved.

Item Response ,eory (IRT). IRT is a classical cognitive
diagnostic method, which models students’ potential abili-
ties and characteristics of questions.

Probability Matrix Factorization (PMF). PMF is a latent
factor model that projects students and questions into a low-
dimensional space.

FuzzyCDF.*is method introduces the concept of fuzzy
sets, regards the student’s performance as a continuous
value, and combines a variety of classical cognitive diagnosis
methods to improve itself.

NeuralCD. *is approach combines deep learning and
remains interpretable.

Mean absolute error (MAE) and root mean square error
(RMSE) are used to evaluate the performance of each model.
During the training of CDF-CSE, when the parameters do
not change (the difference between the results of two
consecutive iterations is less than 10−10), the training is
stopped and the results are obtained. For each experiment, it
runs 100 times, and the results are averaged. It is worth
mentioning that the IRT model and FuzzyCDF are imple-
mented using the MCMC method. In the experiments of
these two algorithms, the number of iterations is set as
10000, and sample parameters are obtained based on the
results of the last 2500 iterations. To make a fair comparison,
the parameters are adjusted to record the best performance
of each algorithm. Finally, all algorithms are implemented in
Python and run on Windows 10 machines with 8GB of
memory and an i5 3.2GHz CPU.

4. Result Analysis

4.1. Score Prediction. First, the accuracy of each model in
predicting students’ scores is compared to judge whether the
cognitive results given by the model are reliable. Parameters
α and β are the theoretical and practical abilities of students
given by the model.*ese two parameters are used to predict
students’ scores, and the cognitive results obtained by each
method are tested by the error between predicted scores and
real scores. In the experiment, different implementations of
matrix decomposition methods, namely, PMF-5D, PMF-
10D, and PMD-KD were used as PMFS with 5, 10, and K

(knowledge point number) potential factors, respectively.
First, the fixed training set accounted for 80%, and the

test set accounted for 20%. In the dataset containing both
theoretical and experimental data, the performance of each
model is compared. Table 2 shows the experimental results
for predicting student performance. Overall, CDF-CSE
performance is the best among the three datasets because it
can establish a correlation between theory and practice [24].
It is worth mentioning that NeuralCD uses a deep learning
method, which requires a large number of instances for
training, so it performs poorly on the two smaller datasets
and performs well on the larger simulated datasets, but it is
still not as good as CDF-CSE.

In order to observe the performance of different datasets
in different levels of sparse levels, a training set of different
sizes is constructed, with 10%–80% of each candidate’s
scoring data, and the rest are for the tests. Since the Neu-
ralCD is poor in small datasets, it is not compared in this
experiment. In addition to the model of the NeuralCD, the
models will be compared to the dataset that contains the
theoretical problem, the dataset that contains only the ex-
perimental problem, and the performance of the dataset that
contains two types of data. From the different angles
mentioned above, the overall comparison is different.
Figures 2(a)–2(f), 3(a)–3(f), and 4(a)–4(f) show the results
of the CDF-CSE and other methods in three different

Table 1: Dataset overview.

Dataset Number of
students

Knowledge
points

Number of theoretical
questions

Number of programming
questions

Data
volume

“Data structure” 96 19 58 10 6528
“Network security” 194 7 10 8 3492
“Simulation
dataset” 1000 20 200 50 250000

Table 2: Experimental results for predicting student performance.

Model
“Data structure” “Network security” “Simulation dataset”

MAE RMSE MAE RMSE MAE RMSE
IRT 0.358± 0.02 0.415± 0.02 0.203± 0.02 0.247± 0.02 0.227± 0.02 0.327± 0.02
PMF-5D 0.316± 0.02 0.380± 0.02 0.195± 0.02 0.246± 0.02 0.212± 0.02 0.265± 0.02
PMF-10D 0.319± 0.02 0.383± 0.02 0.196± 0.02 0.248± 0.02 0.219± 0.02 0.265± 0.02
PMF-KD 0.319± 0.02 0.383± 0.02 0.196± 0.02 0.248± 0.02 0.213± 0.02 0.265± 0.02
FuzzyCDF 0_283± 0.01 0.376± 0.02 0_210± 0.01 0.230± 0.02 0.220± 0.01 0.314± 0.02
NeuralCD 0.464± 0.03 0.481± 0.02 0.429± 0.02 0.498± 0.02 0.120± 0.02 0.235± 0.02
CDF-CSE 0.147± 0.01 0.231± 0.01 0.066± 0.01 0.146± 0.01 0.106± 0.01 0.132± 0.01
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Figure 2: *e performance of each model on the “data structure” course datasets. (a) Data structure-theoretical-MAE. (b) Data structure-
theoretical-RMSE. (c) Network security-experimental-MAE. (d) Network security-experimental-RMSE. (e) Data structure-mix-MAE. (f )
Data structure-mix-RMSE.
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Figure 3: Performance of each model on the “network security” course datasets. (a) Network security-theoretical-MAE. (b) Network
security-theoretical-RMSE. (c) Network security-experimental-MAE. (d) Network security-experimental-RMSE. (e) Network security-mix-
MAE. (f ) Network security-mix-RMSE.
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Figure 4: Performance of individual models on simulation datasets. (a) Synthetic-theoretical-MAE. (b) Synthetic-theoretical-RMSE. (c)
Synthetic-experimental-MAE. (d) Synthetic-experimental-RMSE. (e) Synthetic-mix-MAE. (f ) Synthetic-mix-RMSE.
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datasets. In the results of the empirical research, it is ob-
served that the CDF-CSE performs best in all datasets.

Specifically, it outperforms PMF in terms of combining
teaching assumptions, outperforms IRT in terms of quan-
titatively analyzing students, and outperforms all other
methods in terms of combining theory and experimentation.
In addition, the parameters obtained by CDF-CSE can di-
rectly represent the cognitive state of students inferred by the
model, which is interpretable. However, the parameters
obtained by IRT and PMF cannot give students’ abilities in
various knowledge points. Such a model, even if it can
accurately predict students’ scores, has little effect in diag-
nosing students’ cognitive status. More importantly, as the
training data become sparser (the proportion of training
data drops from 80% to 20%), the advantages of the CDF-
CSE method gradually emerge. For example, in the com-
prehensive question of three datasets, when the training set
is 20% andMAE is used as the judging criterion, CDF-CSE is
improved by 47.8%, 65.8%, and 49.8% compared with other
methods that perform best on the training set.

Obviously, CDF-CSE is more accurate than other
methods because the CDF-CSE method can be trained on
datasets with two different problems, theoretical and ex-
perimental. *at is, compared with other models that only
consider one kind of problem, CDF-CSE can obtain more
information during the training process. For the dataset
containing two types of problems, the model will provide
different probability assumptions for the two kinds of
problems. *is matches the actual situation. Even in the
special case where the probability distribution of students’
scores on both questions is the same, CDF-CSE can be
trained normally. However, other models can only consider
one probability distribution, which inevitably produces
errors. In other words, on different types of questions that
examine the same knowledge points, students’ performance
should be the same, and CDF-CSE makes full use of this
feature. When the model observes that students have a good
grasp of a knowledge point in theory, the model reasonably
predicts that the students can use the knowledge point well
in practice. At the same time, we can also infer the theo-
retical level of students according to the situation of students
in the experiment. *is approach is in line with the actual
teaching experience, and the experimental results also prove
the feasibility of the method. In contrast, other models do
not do this, so they occasionally perform poorly on some
datasets. And compared with other models, the assumptions
of CDF-CSE are also more applicable to subjective questions
and computer teaching, which also leads us to achieve good
performance on all three datasets.

To sum up, CDF-CSE can capture the characteristics of
students more accurately, and it is also more suitable for
practical teaching scenarios with sparse data.

4.2. Course Process Follow-Up. Furthermore, we hope
that cognitive diagnostic models can not only evaluate
students after the course is completed but also provide
feedback to students as the course progresses. In this
way, the cognitive diagnosis model can help students

understand their own cognitive structure in the learning
process and timely check and fill in gaps to improve
learning efficiency. *erefore, the process of taking a class
is simulated, and experiments are carried out in the
process. In the experiment, a dataset containing two
kinds of questions is used, and the data volume of the
training set is fixed at 80%, and the rest is used as the test
set. At the same time, according to the chronological
order, only a small number of questions are used for
training at the beginning, and the number of questions is
gradually increased after getting the results.

CDF-CSE still performs the best on all datasets. It
performs well in the early stages (when there are few
knowledge concepts and questions). Its advantages gradually
become apparent as the amount of data increases. For ex-
ample, when the number of items is small, the CDF-CSE
model achieves 37.8%, 42.5%, and 27.7% improvement in
the RMSE metric on the three datasets, respectively, com-
pared with the other best-performing methods. Improve-
ment. It has 32.3%, 36.5%, and 45.6% improvement when
the number of questions is large.

*e result proves that the method of combining theo-
retical and experimental performance to analyze the cog-
nitive state of students is still feasible in the case of little data.
Even in the early stages of teaching, CDF-CSE can use more
information than other models to better analyze the char-
acteristics of students. As the course develops, the analysis
results are gradually more accurate. To sum up, the proposed
CDF-CSE can well follow up the whole process of computer
course teaching.

5. Conclusions

According to the experimental results, the CDF-CSE
method is superior to other methods in predicting student
performance. *is is because CDF-CSE can extract com-
mon features from two types of questions and at the same
time can distinguish the differences between them, so as to
diagnose students’ theoretical cognition and practical
ability. Compared with other models, CDF-CSE is more
suitable for teaching computer courses, and the results
given are more abundant and accurate. *e experimental
results also confirm that our model can be applied to
different situations. *erefore, more comprehensive cog-
nitive information can be analyzed using different data
from students. From the experimental results, it is con-
cluded that CDF-CSE can solve the problem of inaccurate
feedback of traditional cognitive diagnostic models in
computer course teaching and provide more detailed and
interpretable cognitive analysis results. In computer sci-
ence teaching courses, such results help teachers under-
stand the teaching situation and can also help students
learn in a targeted manner.

Data Availability

*e labeled datasets used to support the findings of this
study are available from the corresponding author upon
request.
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)e implementation of the strategy of rural revitalization is amajor ministerial workmade by the NineteenthNational Congress of
the Communist Party of China and is the general grasp of contemporary agriculture, peasants, and rural work. In recent years,
with the rapid development of remote sensing technology and deep learning technology, the demand for the technology for the
classification of crops on satellite remote sensing images based on deep learning technology has increased in agricultural insurance
and land survey. )erefore, this paper trains one, which is 85.9%–92.8%, the accuracy of corn classification is 77%–93%, and the
accuracy of forest classification is 77%–87.6%. Subsequently, the overall accuracy of classifying all directories through the multi-
temporal validation data set between May 2017 and October 2017 reached 92.6%. Such a multi-time combination method can be
used for monthly, timely, and efficient iteration of agricultural insurance and crop yield estimation, which will be more accurate
each time. )ese methods can also be further applied to the growth and change monitoring of large agricultural planting areas,
adding bricks and tiles to China’s agricultural remote sensing. If the countryside is to be revitalized, agriculture must develop
rapidly at the same time, industries must flourish, ecology must be livable, rural customs must be civilized, and life must be
prosperous. Modern agriculture is a comprehensive circulation system with high yield, high quality, low consumption, ecology,
environmental protection, and high efficiency.)e development of modern agriculture is inseparable from the industrialization of
agriculture, the globalization of agriculture, the digitization of agriculture, the integration of agriculture, the adjustment of
agricultural structure, and agricultural innovation. Only the continuous development of modern agriculture can make rural
revitalization enter a new journey.

1. Introduction

China is now a powerful agricultural country with 1.4 billion
people. Agricultural products determine the social value of
grain and directly affect the living level of people [1]. Grain
production is related to national transportation and people’s
livelihood, which is the basic consensus of this paper. Food
production needs to ensure safety [2] All these are important
sources of our sense of security. )e mountains are green,
the forest is stone, and the world is safe. Since 2004, China’s
grain production has continued for 16 years, with a bumper
harvest every year [3]. At present, the state vigorously
promotes the strategy of rural revitalization, and leading
cadres at all levels are actively committed to optimizing rural

formats, especially taking the reorganization of various re-
sources as the starting point, actively using the advantages of
land, space, labor, and other advantages to vigorously de-
velop modern agriculture and help rural revitalization.

)e latest opinions on food security issues were put
forward at the second National Congress in 2020 [4].
According to the principle of “ensuring the basic self-suf-
ficiency of grain and the absolute safety of rations,” the
government has formulated the agricultural policy of putting
people first, maintaining the balance of domestic and foreign
demand, insisting on expanding production, appropriately
liberalizing the customs of some agricultural products, and
importing domestic crops of grain [5]. Scientific and
technological development is an important strategy for
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China’s food security. We will always adhere to the path of
food security with Chinese characteristics. Under the epi-
demic situation in 2020, the country and society mentioned
in the text will still maintain stable social order, but the safe
supply of agricultural products and food will still be im-
proved [6]. Under the premise of changes in the external
environment, the country’s economic development will
remain relatively stable. )rough their own agricultural
development, the Chinese people have not only maintained
the stability of the people’s production but also maintained
the foundation for national economic recovery. )erefore,
the stablility of agricultural structure and the high-quality
development of the modern agricultural system are indis-
pensable [7].

Annual crop conditions play a significant role in harvest.
Determining the maturity of grain crop coverage plays an
important role in promoting national food security and the
sustainable development of the rural economy. )rough
macro-control, China can understand the situation of crops
and select various types of cultivation methods. Adapt to the
growing needs of mankind and the ever-changing pro-
duction requirements [8]. )e countryside must be revi-
talized, not without agriculture. To develop agriculture, is
impossible to do without the progress of agricultural science
and technology, without the training of professional farmers,
and even more without the innovation of agricultural
production and management.

In the practice of agricultural land use, the situation of
crop planting land in China is very complicated. )e
landforms such as flat land, mountains, and hills are variable
and undulating with a large span. In the plain area, some
land is suitable for large-scale or intensive agricultural
production; in the hilly area, it is suitable for fruit cultivation
or returning farmland to forest; in the mountainous area, it
is suitable for developing green planting. However, only by
rationally developing the planting industry according to
different terrain can we promote the healthy and sustainable
development of rural areas [9]. Under the interference of
various reasons, China’s agriculture is facing great historical
challenges. Under this premise, only by finding the right way
can China’s agricultural products greatly improve their
output efficiency [10].

If statistical analysis is carried out only by the manual
measurement method, its cost is quite expensive and cannot
be popularized, because it requires a large number of locally
collected survey data and a large number of manual oper-
ations. Land statistics based on big data analysis is a modern
scientific research method [11]. For example, the complex
model represented by in-depth learning can automatically
obtain agricultural environmental information and auto-
matically adjust the industrial structure through learning a
large number of remote sensing satellite image data, which
can not only save labor costs and time costs but also
maximize benefits [12]. )erefore, agriculture should focus
on diversified development, and high-quality links should be
carried out with new village planning, new industrial de-
velopment, cultural reinheritance, etc., so that modern ag-
riculture can show a thriving development outlook. China is
a large country with a vast source and very rich agricultural

resources and a large agricultural population is large, so to
rejuvenate the Chinese nation, we cannot but attach im-
portance to agriculture, and only with the modernization
and development of agriculture can we have the smooth
realization of rural revitalization.

2. State of the Art

2.1.ModernAgriculturalDigitalization. Modern agricultural
digitalization includes high-tech electronic intelligent con-
trol equipment such as seedling breeding, cultivation
management, soil, and environmental management, so that
agricultural production methods can achieve intelligent
management, remote diagnosis, remote control, and disaster
early warning.

)e application of deep learning technology in agri-
cultural remote sensing analysis is , and crop classification
methods will be increasingly diverse. Historically, different
forms of deep learning have had a great impact on crop
coverage surveys. More satellite data are now easier to obtain
than in the past [13]. )e use and construction of large
digital changes for the countryside. Zero people think that
deep learning technology is very important for remote
sensing data processing, especially in the era of remote
sensing big data processing [14]. Deep learning technology
will become the most advanced biological remote sensing
technology. With the help of remote sensing big data
analysis, s zero can provide services for fine agriculture
through deep cognition technology. Specifically, by applying
the semantic segmentation mode, crop information can be
obtained more efficiently in remote sensing video. Based on
the difference of crop species, the semantic segmentation
mode can also get the marks of each pixel in the remote
sensing image. Remote sensing semantic division is often
used in agricultural image classification [15].

Based on the richness of remote sensing data, the main
task is to identify nonRGB images because such images not
only contain RGB bands but also other bands in the image
data. It is extremely difficult and flexible to make all the
effective bands in remote sensing images [16]. Li. Extracted
rice fields using a multi band medium high resolution image
spectrometer (MODIS). In addition, Huang. Also used the
ones. )ese two studies use more RGB signals than tradi-
tional remote sensing image processing. With the contin-
uous movement of the moon in the sky, it can continuously
obtain a large number of multi-temporal images. In this
paper, multi-temporal data can also be used to observe the
change of landforms or crop growth [17]. For example, it can
monitor the ecological diversity of grassland vegetation and
even eliminate the impact of clouds in remote sensing
images. All these functions can be realized with the help of
more time phase diagrams. )is facilitates the practical
application of multispectral remote sensing images in this
paper [18].

At present, China’s agriculture has entered a new stage of
high-quality development, in accordance with the new re-
quirements of high-quality development, it is necessary to
accelerate the pace of modern industrialized agricultural
development and further promote the integrated
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development of primary, secondary, and tertiary industries.
First, it is necessary to expand in terms of resources, markets,
business formats, and products; second, it is necessary to do
a good job in combining agriculture and leisure tourism,
agriculture and circulation culture, agriculture and healthy
old-age care, and agriculture and local education; the third is
to realize the integration of various business forms and the
complementary advantages of various business forms.

However, there are still a number of problems that must
be overcome. )erefore, if people want to use the full band
signals andmulti-phase signals of satellite images at the same
time, it is necessary to investigate how computers can carry
such large-scale data processing in the process of deep
learning training. Although single-phase remote sensing
images are easy to obtain, the image sequences for geo-
graphical coordinates. An effective multi-temporal semantic
segmentation model requires a large amount of temporal
information training. So, of course, another way to add
training data is also. )erefore, we must find a way to study
how to train a good multi-time-related semantic segmen-
tation mode without abundant temporal information [19].

2.2.Multi Temporal Remote Sensing Satellite Image. With the
development of remote sensing technology, the spatial
clarity of satellite remote sensing images has been gradually
improved, so that people can more accurately obtain the
actual data in remote sensing images. World rural devel-
opment is the basic outlet and inevitable development of
rural areas. Its basic purpose is to make full use of the
advantages of all kinds of modern agricultural products in
the world, deeply participate in global rural cooperation,
optimize the allocation of agricultural product resources,
expand the supply of modern agricultural products, and
further improve the income of farmers.

At present, there are mainly three kinds of analysis
technologies used in multispectral remote sensing, namely,
semisupervised classification technology, supervised analysis
technology and nonsupervised analysis technology. Semi-
supervised classification technology mainly includes self-
training, joint training, semisupervised vector method and
traditional naive Bayesian classification. 2. Unsupervised
methods are mainly divided into some clustering methods
and principal component methods, such as k-means clus-
tering method and the PCA linear dimension reduction
method. )e supervised method is the most common
classification method, and the neural network method is the
most common. In addition, there are the Mahalanobis
distance judgment method, Fisher: linear judgment method,
second normal form distance judgment method, and so on
[20].

2.3. Semantic Segmentation Neural Network. )e convolu-
tion layer: since people can obtain information about images
by convolution operation, the.

Some features of the original signal are enhanced, and
noise is reduced. As shown in Figure 1, by mapping the input
to the input, taking filter: as the convolution kernel and (1) as
the convolution operation, we can obtain the results of all the

feature maps in the figure. )e results of feature mapping
can be used as feature maps in neural networks.

(f∗g)(n) � 
∞

0
(f(x)∗g(n − x)). (1)

Full connection layer: many-to-many mapping is
adopted for each input and output, and multi-dimensional
signals are mapped to the entire output layer through
SoftMax parameters. SoftMax can be used to obtain the
corresponding confidence of all input and output data in this
article. )e standard expression of the SoftMax parameter is
equation (2). Where X represents the output framework of
the upper layer of the model, Y represents the final division
conclusion of SoftMax, and wi is the weight value of this
layer.

p(y ∣ x) �
exp Wy · x 


C
C�1 exp Wc · x( 

. (2)

2.4. Loss Function. )e loss function is used to measure the
difference between the simulated predicted value and the
actual label value (ideal output value). Generally speaking,
the loss function directly affects the quality of simulation.
)e loss function generally includes two compopnents:
experience risk loss function and structural risk loss func-
tion. )e structural risk loss function refers to the empirical
risk loss function plus the regular term. Realize the further
exchange of agricultural products and labor to form an
interconnected global whole; the second is to actively do a
good job in international agricultural technology exchanges
and cooperation, and take the initiative to exchange and
dock global high-tech achievements; the third is to reform
the traditional farming mode and develop organic agricul-
ture and ecological agriculture; the fourth is to increase
cooperation in the global market to realize the operation of
agricultural commodities in the world.

Common loss functions are 0-1 loss functions, that is, the
correct value is 1 and the error value is 0. )e 0-1 loss
function is usually used to judge the number of errors and is
not suitable for fitting the real difference results. As formula :

L(Y, f(X)) �
1, Y≠f(X)

0, Y � f(X)
 . (3)
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Figure 1: Principle of convolution operation.
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)e absolute value loss function can describe the devi-
ation of the calculation results in the one-dimensional
straight line, as shown in formula :

L(Y, f(x)) � |Y − f(x)|. (4)

Log loss function is also one of the most commonly used
loss functions. )is logarithmic function can also well de-
scribe the difference between numerical distribution results.
It is a loss function used when analyzing scenarios and is
used to describe various types of confidence quantities.
However, it has high robustness but poor robustness to
noise. and the robustness against noise is poor. Formula (2)
five

L(Y, P(Y ∣ X)) � −logP(Y ∣ X). (5)

)e square loss function is often used in regression and
pixel-level prediction. It is easy to calculate, but the weight
update is slow. It can better express the direct difference
between the output value and the predicted value:

L(Y ∣ f(X)) � exp [−yf(x)]. (6)

Cross entropy loss function, such as 2 7. It is mathe-
matically known as the likelihood function. When the cal-
culation of the square difference function is slow, this paper
usually uses the cross line to calculate the function. It is often
used in multi-classification tasks. In this paper, softmax is
used as the activation parameter of the output method, and
the cross entropy loss method is generally used. It can
overcome the phenomenon that the weight adjustment speed
of the square loss function is slow, and it can also auto-
matically adapt to the update according to the error degree:

C � −
1
n


x

[y ln a +(1 − y)ln (1 − a)]. (7)

2.5. U-NET. )e U-net network is a classical semantic
segmentation neural network, and its two sides are sym-
metrical. It is a standard neural network with an encoder
decoder architecture. It can complete end-to-end image
mapping, such as the basic structure of u-net shown in
Figure 2. As an extension of the FCN network, the u-net
network can also be applied to the case where the amount of
marked data is relatively small. In general, the number of
labeled data for medical data is relatively small, so u-net can
better meet the training of small sample number. )e u-net
network integrates the feature structure information in the
down sampling process into the up sampling process
through the integration method, so that the coordinate
signals in the original image features can be more accurately
retained.

3. Methodology

)e Deeplab network is a series of network structures
proposed by Hekaiming and others. It is also a common and
practical network structure in recent years. From the deeplab
V1 network to today’s deeplab v3+ network, the accuracy of

the deeplab network in semantic segmentation has been
greatly improved.

)e overall structure of the deeplabv3+ network is
shown in Figure 3 It is also a network model of the encoder-
decoder structure. )e encoder part of the network uses the
entire deeplabv3 network model and the DCNN (deep
convolutional neural network) Generally, only the con-
volutional neural network of the RESNET system can be
used. )e architecture adopts the ASPP architecture and
introduces multi-scale image signals. In the decoder part, the
deep labv3 + network combines the low-level characteristic
signal of the deep labv3 network with the high-level char-
acteristic signal output by the deep labv2. )en, the con-
clusion is obtained by convolution calculation. To promote a
new round of high-quality industrial revitalization in
Dongtai rural areas, it is necessary to further emancipate the
mind, based on the further implementation of the national
agricultural modernization revitalization policy and the
demand for agricultural and rural high-quality industries,
and adhering to the government’s purpose of serving ag-
riculture and the people’s livelihood, conscientiously
shoulder the responsibility of industrial revitalization, ac-
tively seek new problems, pay close attention to policy
implementation, implement the concept of integrated de-
velopment of three industries and the idea of full value chain
development. Great progress has been made in the fields of
quality brand building and green industry development. We
will actively integrate the primary, secondary, and tertiary
industries in rural areas, reform and open up new devel-
opment, and vigorously promote agriculture and rural high-
quality industries.

A satellite image is a very convenient tool for agricultural
investigation. With the progress of deep learning, this paper
can use the method of deep learning to learn crops. In the
business of agricultural insurance, in-depth learning tech-
nology and skills are used to effectively extract the planting
areas and types of crops, which can quickly produce results
and save human costs. Policy innovation is the power source
of rural industrial revitalization, and policy guarantee is the
driving force of rural industrial revitalization. First, com-
prehensively promote agricultural reform. We should grasp
the relationship between top-level design and basic explo-
ration, overall integration and key breakthroughs, solidly
promote the reform of the rural “)ree Rights Separation,”
the collective property rights system and the rural financial
system, accelerate the structural transformation of the rural
supply side, and further improve the input system for ag-
ricultural economic development.

)e main data collection area of this paper is Jilin, which
is located in the center of Northeast China, adjacent to
Daliao Province, Inner Mongolia, Heilongjiang Province,
the Russian Federation and South Korea. It is also the main
geographical center of Northeast China studied in this paper,
and the regional shape changes significantly. From the
perspective of landform, the landform is inclined from
southeast to northwest of Jiangsu, showing the character-
istics of high in the southeast and east and low in the
northwest of Jiangsu.)ewhole province can be divided into
two types of terrain: the eastern hills and the central and
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western alluvial plains. Jilin is the main grain and oil pro-
duction province in China. By 2019, the sown area of grain
and oil will be 5.645 million hectares, including 840 hectares
of rice, 400 hectares of wheat, 421.5 hectares of corn, and 1
million hectares of wheat 1996. )e cumulative total output
of grain and oil was 38.78 million tons.

In such an important area, in order to ensure that the
growth of crops can be monitored and farmers can plant

crops at ease, the state has implemented an agricultural
insurance policy for major crops. )e main purpose of this
paper is to monitor and extract these planting areas.

)e data in this paper is from the remote sensing satellite
Landsat 8, launched by the United States in 2013. It is
equipped with an oli land imager to detect the soil, and a
TIRS thermal infrared sensor to detect the infrared
spectrum information of the sun. )is paper mainly uses its
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Figure 3: Structure diagram of the DeepLabV3+ network.
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old method. Oli is divided into nine beams, as shown in
Table 1.

4. Result Analysis and Discussion

)e neural network architecture used in this experiment is
very complex, and it must rely on more powerful technical
computing power than the GPU. In this paper, the PyTorch
framework based on CUDA will be used to recode the
program. )e machine configuration used in this article is
shown in Table 2:

)is paper uses the oli part of landsat8, which is a part of
multispectral data and consists of 7 channels.

We can train the data set in this paper through deeplav3
+, deeplav3 and the u-net network. In the preset weight part
of the training system, we can initialize the DCNN part of
the system with the magenet pretraining weight. One of the
learning rates is the default starting point of the system,
which is 50 rounds, that is, the learning rate is 0 1, 0 01, 0 001,
0 0001 in descending order. )e optimizers of the three
networks are designed as SGD (gradient descent algo-
rithms), and the loss function uses the cross-entropy loss
function. According to the new needs of economic con-
struction, we will intensify the development of modern
agricultural products and continue to promote the inte-
gration of primary, secondary, and tertiary industries.

4.1. Evaluation of Experimental Results for 4ree Different
Models. )is paper can clearly observe that the convergence
speed and accuracy of the deeplabv3+ network are higher
than those of the other two networks. Compared with the
original deeplabv3 network, the deeplabv3+ network can
more effectively combine the low-level features and high-
level features. In Figures 4 and 5 It can be seen from Figure 4
that the deep lavv3+ network has obvious convergence speed
and accuracy.

Higher than the other two networks.
In this paper, the data set from May to the end of

September 2017 is divided into four stages according to the
growth and development stages, mainly because the crop
characteristics of the four stages are quite different.)ere is a
very simple neural network modeling for each data set. )e
DCNN module of Deep Labv3 + is used to replace the
network model in this paper. First, taking the above SE
model as an example, the attention model is directly referred

to the network structure of ResNet.)is chapter uses ResNet
to compare with the three-depth ResNet system. )e ex-
perimental results are shown in the following Table 3:

In the above table, it is obvious that the performance of
Se ResNet network is slightly higher than that of other
networks.

4.2. Crop ClassificationUsingMulti Temporal Remote Sensing
Data Based on Posterior Probability. )e model trained
based on a single time period is limited in its actual process.

Table 1: Introduction to oli parameters of Landsat 8 satellite.

Band Pixel resolution (m) Wavelength range (μm) Main applications
Band 1 coastal 30 0.433–0.453 Shoreline observation
Band 2 blue 30 0.450–0.515 Water penetration
Band 3 green 30 0.525–0.600 Basic discrimination of vegetation
Band 4 red 30 0.630–0.680 Chlorophyll absorption degree
Band 5 NIR 30 0.845–0.885 Distinguish the wetness of the land
Band 6 SWIR 1 30 1.560–1.660 Distinguish bare ground
Band 7 SWIR 2 30 2.100-2.300 Discrimination of rocks and minerals
Band 8 pan 15 0.500–0.680 Enhanced resolution
Band 9 cirrus 30 1.360–1.390 Cloud detection usage

Table 2: Equipment configuration.

Project Content
Central processing
unit

Intel(R) core(TM) i7-7700K CPU @
4.20GHz

Memory 128G
Graphics card 2 ∗NVIDIA GeForce GTX 1080Ti
Operating system Ubuntu16.04
CUDA Cuda10.0 with cudnn
Data processing Python3.7, pytorch

DeepLabV3Plus
DeepLabV3
Unet

50 100 150 2000
iters

0.5

1.0

1.5

2.0

2.5

3.0

lo
ss

Figure 4: Loss graph.
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traditional method of determining crop types based on one
month’s survey. Our hope is that we can judge the types of
crops within a specific range through several months of
investigation and research, or prepare remote sensing maps
of a region through many remote sensing satellites many
times, so as to make the conclusion more credible.

)e training idea of multi temporal image data is usually
to align the remote sensing images taken by satellites at
different time points for a single geographical coordinate
region. )at is to say, the training images must be in the
same time dimension, and ensure that the same crops are
logically consistent in the image pixel coordinates under the
same geographical coordinates. Logically, such clipping is
described to assume that there are clouds in the picture.
)erefore, according to the logic of the neural network, the
clipping here belongs to an unknown type, which will lead to
mismatching with the image coordinates of the target po-
sition. Of course, a few errors can be tolerated, but a large
number of errors always occur in actual operation.

4.3. Single Phase Division of Multi-Phase Data. Due to the
limitation of Superposition Technology in integrated
training, and considering the difficulty of training large time
phase data sets, this chapter presents a single time training
method and a step-by-step method of final synthesis.
According to the growth process of these crops, the training
of large temporal data sets includes four disjoint stages. In
this way, we can use these data separately in the way in
Chapter 3. )en, this paper trains these models with four
sub-methods and summarizes the results of simulation
training with some of these methods.

)e first is the division of data sets. In this paper, the data
set is divided according to four growth time stages, and the
results in the following table are obtained. Each image is
divided into 512× 512× 7 sizes. )en, the four basic models
are trained according to the data in the following table.
Similar to the third chapter, the paper adopts three semantic
segmentation modes, namely u-net, deeplav3, and deep-
lav3 + network. )e posterior probability of each model
prediction, the article also saves as 20% of the experimental
data as the test set, and the test set does not participate in the
model exercise. Table 4 shows the total amount of data
collected for training.

After basic data separation, this paper can get four
groups of separated models. How to merge the models
according to stacking’s integrated learning method in the
prediction stage?

It notes the corresponding simple equilibrium and
weighted average, meta learning method. Although the

above method is simpler and more convenient than the
method based on its average value, the overall effect will be
low. Because it is easy to receive the effect of the short-
comings of a single model by using this model, the models
have their own advantages in compounding. )is chapter
gives a model compounding method based on a posteriori
probability:

H(x) � Argmax
j



i�1

4
g yj, hi(x) ,

g yj, hi(x)  � P yj ∣ hi(x) ,

y � f(W · d(x)).

(8)

)e each mode operation, indicates the conditional, that
is, when the predicted value is h (x), the actual real number is
YJ. By adding the accumulated pixel values of the target area
through multiple modules according to the weight, the
predicted value of the target area can be obtained.

In this paper, the four models are trained in data sets,
and it is found that the deeplabv3+ network.

Table 3: Comparison of experimental data collected under different network structures in different stages.

Name SE-ResNext101 ResNext101 ResNet50 ResNet101 ResNet152
Data part l 90 89.3 87.7 88 84
Data part 2 85.7 84.1 84.9 83.4 84.7
Data part 3 88.1 82.5 84.5 87.8 87.6
Data part 4 88.7 85.7 86.45 86.3 86.6

Table 4: Data volume in the data set of each time period.

Dateset sub-part Amount
Part 1 848
Part 2 992
Part 3 1072
Part 4 1328

Table 5: Confusion matrix obtained on the test set by Deepl abv3+
model of each training set.

Ture Prediction
Label Rice Com Forest Other

Part 1

Rice 0.883 0.017 0.038 0.062
Corm 0.096 0.776 0.093 0.034
Forest 0.098 0.027 0.777 0.097
Other 0.043 0.004 0.033 0.92

Part 2

Rice 0.928 0.037 0.024 0.011
Corn 0.076 0.803 0.069 0.052
Forest 0.117 0.123 0.741 0.019
Other 0.015 0.013 0.007 0.964

Part 3

Rice 0.859 0.007 0.103 0.03
Corn 0.117 0.771 0.1 0.011
Forest 0.217 0.026 0.744 0.011
Other 0.047 0.002 0.007 0.945

Part 4

Rice 0.86 0.042 0.083 0.015
Corn 0.062 0.934 0.003 0.001
Forest 0.116 0.001 0.876 0.006
Other 0.121 0.009 0.033 0.836
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Maintain the best performance in the. Based on the
deeplabv3+ model, this paper tests the accuracy of the test
set, as shown in Table 5.

)is table is its corresponding test set to indicate the
posttest probability value of each model under its own
classification. From the perspective of posttest probability,
the method in this paper will help to highlight the highest
probability results in the classification results. )erefore, it
can be assumed that the classification result of a model is
rice, but it may also be wheat or forest land, although the
probability is not very high. However, this paper has ob-
tained the accuracy of the prediction results of various crops
in each model from the actual test set and used it as the
posttest probability. Among the classification results of the
specified patterns, the posttest probability results are also
very effective.

5. Conclusion

In order to overcome the limitation of the single period
model in the practical production process, this paper also
proposes a multi-temporal remote sensing data division
based on a posteriori probability. )e development of ag-
ricultural modernization and the implementation of the
strategy of comprehensive rural revitalization have enabled
modern agriculture and rural revitalization to enter a new
stage of development in an all-round way. Only when we
firmly follow the road of development with Chinese char-
acteristics in the new era, proceed from practical problems,
follow the path of socialist construction of new rural areas,
new agriculture, and new rural areas, and realize the
transformation and upgrading of modern agriculture from
traditional Chinese rural areas, can we certainly achieve the
modernization of Chinese rural areas, and achieve com-
prehensive rural revitalization.

In addition, because the probability analysis is discrete,
the information in the control process is iterated once a year.
In this way, as the crop growth cycle continues to change, the
model will help to integrate the information of each growth
cycle in the growth cycle. In addition, the Superposition
Technology of the model can also tolerate the information
loss in a specific period, such as the above effects brought by
cloud coverage and long satellite return periods.
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In order to improve the reliability of housing price prediction and analysis, this article combines the generalized linear regression
model to build a real estate price prediction model and analyzes the basic knowledge of data mining. On the basis of this prior
knowledge, this article investigates the cluster analysis algorithm and selects the generalized linear regression model as the
research focus based on its definition and the characteristics of stock data. Moreover, this article analyzes the estimation methods
of the generalized linear regression model and the nonparametric regression model, and then gives the estimation method of a
partial linear model. In addition, this article verifies the validity of the model proposed in this article by means of simulation
research. )rough the simulation and comparison experiments, it can be seen that the housing price prediction system based on
the generalized regression model proposed in this article has a high housing price prediction accuracy.

1. Introduction

Nowadays, many people invest in real estate, because
sometimes, it can bring a lot of capital income, which has
developed very violently in our country. Investment in real
estate is also a reflection of a local real estate development
situation to a certain extent. For example, if investment is
hot, it means that the development is unbalanced, and the
supply is in short supply. If investment is cold, it means that
the recent real estate market is relatively stable. Moreover, it
is also a reflection of the development of a city [1]. However,
it does not mean that the more the investment, the better the
real estate will develop, the more benefits the investors will
get, and there may be negative situations, and some places
have suffered from this situation. Moreover, real estate in-
vestment in many places has gone wrong, exceeding de-
mand. )is is a waste of resources and irresponsible for
people’s lives, and there will also be situations where workers
are not paid, causing social chaos [2]. )erefore, in order to
prevent these situations from happening, it is very important
to control the investment in real estate. In the process of
urbanization, the government should actively formulate
reasonable measures to control the situation and ensure that

the proportion of investment in fixed assets remains around
25%. Moreover, this limit is not fixed. It also depends on the
development of the city. After the initial stage of urban
development, this ratio can be appropriately reduced, be-
cause there is no need for so many houses at this time [3].
What we need to know very clearly is that we cannot make
reasonable improvement measures in a timely manner. )e
reason for this is that we always know the problem after the
situation arises, and it has a certain lag effect. )erefore,
when formulating, it is necessary to fully and comprehen-
sively consider the development situation and changes in the
relationship between supply and demand, strive to achieve
standards that can meet the long-term development situa-
tion, and try to avoid the rise in housing prices due to
incorrect measures.)is is not only a guarantee for the stable
development of society, but also a guarantee for people’s
lives. Only when people are stable can a country develop well
[4].

At present, the methods of housing price forecasting can
be divided into two categories. One is a multifactor analysis
model based on the analysis of the influencing factors of
housing prices, and the other is a single-factor analysis based
on time series. In the multivariate analysis models, most of
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them only consider the parameters that affect housing prices,
such as multiple regression models, but do not consider the
nonparametric factors. )e absence of some nonparametric
influencing factors is likely to lead to a decrease in the
accuracy of the prediction model [5]. In the process of
reviewing the literature, only one paper was found that used
a partial linear model to predict the average sales price of
commercial housing across the country, and the results of
the paper showed that the partial linear model was better
than the linear regression model in predicting housing
prices.)is is because the partial linear model considers both
linear and nonlinear factors affecting housing prices [6].
However, considering that there are many factors affecting
housing prices, there will be a curse of dimensionality when
using a partial linear model. )e additive model can elim-
inate the disaster of dimensionality, so it is of great practical
significance to build a housing price prediction model based
on the additive model. In addition, it also has important
theoretical significance to establish a housing price pre-
diction model on the basis of the additive model [7]. In
different places, housing prices are affected by local policies
and special events, and the fluctuation laws of housing prices
are also different.

)e definition of real estate in economics is mainly
divided into narrow sense and broad sense. Real estate in the
broad sense is understood as the sum of real estate com-
modity relations generated in the exchange process [8]; real
estate in the narrow sense is understood as a place used for
real estate rental, sale, mortgage, and other commodity
transactions [9]. It is worth mentioning that the real estate
price in this article is both an equilibrium price and a market
price [10].

In the real estate market, consumers refer to buyers,
suppliers refer to real estate developers, and the equilibrium
price refers to the equilibrium price between the quantity of
a certain type of real estate provided by real estate devel-
opers. Real estate usually cannot play its role as a commodity
independently, and its main value is reflected in its use,
which is a kind of induced demand [11].

As a commodity, real estate conforms to the relationship
between supply and price in economic theory, but the real
estate itself has a large investment scale, a long construction
period, and the visibility of recoverable interest rates is
longer than that of general commodity cycles. Generally
speaking, when the supply of real estate increases, housing
prices will rise, which is a positive relationship. However, the
entire process of real estate supply is relatively long, and it
will have an informatization impact on the market during
the construction period, such as investment in real estate.
Elements such as quantity, real estate development, and
related infrastructure construction will enter the market in
the form of information, thereby affecting the judgment and
analysis of various market players, and then affecting the
changes in real estate prices [12]. However, the effect of this
influence path is relatively slow, and the price changes are
relatively lag, and the lag time is positively correlated with
the risk it brings. )e lag time here refers to the time that

changes in the supply of real estate act on prices. For de-
velopers, the greater the risk, the less incentive they have to
develop real estate, the smaller the quantity of real estate
provided, the insufficient supply to meet the demand, and
the price rise; on the contrary, when the information is more
comprehensive and the uncertainty is less, the lower the risk,
the greater the motivation for real estate developers to
develop, the supply exceeds the demand, and the price
decreases [13].

Whether it is a house buyer or a real estate developer,
they will make a psychological assessment of the future
economic situation when making decisions. )is is mainly
because people are uncertain about the risks they will face in
the future, and an early warning mechanism will be gen-
erated in advance. In economics, anticipation is defined as a
psychological effect, which refers to the expected effect that
people will collect, analyze, and judge before making eco-
nomic decisions [14]. )e real estate market is of great
significance in my country and has always been the focus of
all sectors of society. However, the information people have
is limited, and it is impossible to effectively predict the future
real estate market trends and avoid the impact of the eco-
nomic environment on real estate. )erefore, expectations
are correct. Both the buyer and the real estate developer are
very important. For home buyers, they will have a rough
expectation of future house prices based on the current and
future real estate market conditions, as well as the trend of
real estate prices in the past period of time. If the real estate
price is on an upward trend in the future, then the demand
for housing will also increase whether it is for consumption
demand or investment demand [15]; if the real estate price is
on a downward trend in the future, then demand will also
drop. In addition, the surrounding supporting equipment of
real estate also affects the psychological expectations of
home buyers, including traffic conditions, infrastructure
construction, and green area, especially schools, hospitals,
and other factors [16].

)is article uses the generalized linear regression model
to construct the real estate price prediction model, verifies
the validity of the model in this article by comparing the
actual data and simulation research, and promotes the ac-
curacy of subsequent real estate price prediction.

2. Generalized Linear Regression Prediction

2.1. ClusterAnalysis. Data similarity refers to the calculation
method of similarity between data objects. )ere are gen-
erally two methods to describe the similarity between data
objects: one is the distance, and the other is the similarity
coefficient. )e so-called distance refers to depicting the
distance between objects according to the relationship be-
tween close and distant, that is, putting the closest ones
together and combining them into one class. )e similarity
coefficient is a numerical value between 0 and 1, indicating
the similarity between the two. When the similarity coef-
ficient is closer to 1, the similarity between the two is greater;
when the similarity coefficient is closer to 0, the similarity
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between the two is smaller. Cluster analysis is often divided
into R-type clustering and Q-type clustering. Among them,
the R-type clustering often uses the correlation coefficient to
describe the similarity, and the Q-type clustering often uses
the distance measurement to describe the similarity.

2.1.1. Two Categorical Variables. For binary variables, the
similarity matrix is used to describe the similarity between
objects, and it considers observations (xi, xj), where xT

i �

(xi1, xi2, · · · , xip), xT
j � (xj1, xj2, · · · , xjp) andxik, xjk ∈ 0, 1{ }.

Among them, there exists at, t � 1, 2, 3, 4, and its value
depends on the pair (xi, xj). )erefore, the similarity
characterization formula used in daily life can be given as

dij �
a1 + δa4

a1 + δa4 + λ a2 + a3( 
, (1)

where δ, λ is the weight coefficient.

2.1.2. Continuous Variables

(1) Numerical Continuous Variables. )e following formula
is defined as

dij � xi − xj

�����

����� � 
n

k�1
xik − xjk




r

⎛⎝ ⎞⎠

1/r

, (2)

where xik represents the kth attribute value of the ith object,
dii � 0,∀i � 1, 2, · · · , n.

When r� 1, the above formula is the absolute distance;
when r� 2, the above formula is the Euclidean distance;
when r �∞, the above formula is the Chebyshev distance.

(2) Vector-Type Continuous Variable. If we encounter nu-
merical variables that are not on the same metric, we first
need to standardize them, so we introduce a more general
metric—Mahalanobis distance, where the data object is in
the form of a vector:

d � (x − y)−1  (x − y)
T
. (3)

)e similarity coefficient is a numerical value between 0
and 1, indicating the similarity between the two. )e sim-
ilarity between the two is smaller. In the following, a few
commonly used formulas are introduced:

(1) Exponential similarity coefficient formula

rij �
1
m



m

k�1
exp −

3
4

xij − xjk 
2

s
2
k

⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦(i, j � 1, 2, · · · , n), (4)

sk �
1
n



n

i�1
xik − xk( 

2⎡⎣ ⎤⎦
(1/2)

k � (1, 2, · · · , m),

xk �
1
n



n

i�1
xikk � (1, 2, · · · , m).

(5)

(2) Cosine formula of the included angle

rij �


m
k�1 xikxik





m
k�1 x2

ik 
m
k�1 x2

jk 
(1/2)

, (i, j � 1, 2, · · · , n).
(6)

(3) Correlation coefficient formula

rij �


m
k�1 xik − xi(  xjk − xj 






m
k�1 xik − xi( 

2


m
k�1 xjk − xj 

2
 

(1/2)
, (i, j � 1, 2, · · · , n),

(7)

where xi � (1/m) 
m
k�1 xik; xj � (1/m) 

m
k�1 xjk.

)e algorithm flow is as follows: first, the algorithm
needs to determine the number of cluster categories k and
perform initial clustering on the dataset.

)e algorithm steps are as follows:

(1) )e algorithm selects k initial clustering centers:
z

(1)
1 , z

(1)
2 , · · · , z

(1)
k , where the superscript indicates the

number of iterative operations in the clustering
process.

(2) When the rth iteration has been performed, if for a
certain sample x, there is

d x, z
(r)
j  � min d x, z

(r)
i , i � 1, 2, · · · , k , (8)

then, x ∈ S
(r)
j .S(r)

j is a subset of samples with z
(r)
j as

the cluster center. In this way, that is, the principle of
minimum distance, all samples are assigned to k

cluster centers.
(3) )e algorithm calculates the reclassified cluster

centers:

z
(r+1)
j �

1
n

(r)
j



x∈S(r)

j

x, (j � 1, 2, · · · K),
(9)

where n
(r)
j is the number of samples included in S

(r)
j .

(4) If z
(r+1)
i � z

(r)
j , j � 1, 2, · · · K, the algorithm ends;

otherwise, the algorithm goes to (2).

2.2. Random Process. Such a random process is called a
Markov chain, if it takes only a finite or listable number of
values, and for any Q and any state W, we have

P Xn+1 � j|Xn � i, Xn−1 � in−1, · · · , X1 � i1, X0 � i0 

� P Xn+1 � j|Xn � i 

� Pij,

(10)

where Xn � i indicates that the process is in state i at time
n, and 0, 1, 2, · · ·{ } is called the state space of the process,
denoted as S. )e above formula describes the characteristics
of the Markov chain, which is called the Markov property.
When given the past states X0, X1, · · · , Xn−1 and the present
state Xn|, the conditional distribution of the future stateXn+1
is independent of the past state and only depends on the
present state. )at is to say, the Markov chain has no
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aftereffect. We also conduct research on housing prices
based on the ineffectiveness of Markov chains.

)e conditional probability Pij � P Xn+1 � j|Xn � i  is
the one-step transition probability of the Markov chain
Xn, n � 0, 1, 2, · · · , referred to as the transition probability,
denoted as Pij. It represents the probability of being in state i
and moving to state j next. When the transition probability
Q� 1 of theMarkov chain is only related to the states i, j, and
it has nothing to do with n, it is called a time-alignedMarkov
chain. Otherwise, it is called a non-time-aligned chain. )e
transition probability matrix is given as

P � pij  �

p00 p01 · · · p0,N−1

p10 p11 · · · p1,N−1

⋮ ⋮ ⋮ ⋮
pN−1,0 pN−1,1 · · · pN−1,N−1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (11)

where P is called the transition probability matrix, generally
referred to as the transition matrix. Since the probability is
non-negative and the process must transition to some state,
it is easy to see that pij(i, j ∈ S) has the following properties:

(1) pij ≥ 0, ij ∈ S;
(2)  pij � 1,∀i ∈ S.

In practical applications, the one-step transition prob-
ability is generally difficult to obtain directly, and themethod
of using frequency instead of probability is often considered
to count the number of transitions mij from a fixed state i to
other states j, and count the total number of times in state i.
)erefore, we get pij � (mij/mi).

)e n-step transition probability is called the conditional
probability:

p
(n)
ij � P Xm+n � j|Xm � i( , i, j ∈ S; m≥ 0; n≥ 1. (12)

It is the n-step transition probability of the Markov
chain, and correspondingly, P(n) � (p

(n)
ij ) is called the n-step

transition probability matrix. When n� 1, p
(1)
ij � pij,

P(1) � P. In addition, it stipulates

p
(0)
ij �

0, i≠ j,

1, i � j.
 (13)

It has nothing to do with the state that the intermediate
n-1 steps transition through.

Classification and nature of states:
(1) Irreducible Markov chain

State i is said to be reachable to state j(i, j ∈ S), and if
there exists n≥ 0 such that pn

ij > 0.
We classify any two intercommunication states into
a class, the states in the same class should all be
intercommunicated, and any state cannot belong to
two different classes at the same time.
From this, we can get the definition of irreducible
Markov chain.
Moreover, it is specially stipulated that when the
abovementioned set is an empty set, the period of i is
said to be infinite.

(2) Always return state.
For any state i,j, f

(n)
ij is the probability of reaching j

for the first time from i after n steps, and obviously,
fij � 

∞
n�1 f

(n)
ij . If fij � 1, state j is said to be a

constant return state. If fij < 1, the state j is said to be
a nonrecurrent state or an instantaneous state.
For the constant return state i, ui represents the
average number of steps (time) required to start from
i and then return to i, as shown in the following
formula:

ui � 
∞

n�1
nf

(n)
ii . (14)

Among them, if ui < +∞, then i is called the normal
return state. If ui � +∞, then i is called the zero return state.
If i is a normal return state and is aperiodic, it is called an
ergodic state. If i is an ergodic state and f

(1)
ii � 1, i is called an

absorbing state, and obviously ui � 1.
For an irreducible aperiodic Markov chain, if it is

ergodic, then πj � lim
n⟶∞

p
(n)
ij > 0(j ∈ S) is a stationary

distribution and the only stationary distribution. A sta-
tionary distribution does not exist if the states are all
instantaneous or all zeros are recurring. )e stationary
distribution satisfies the following formula:


j∈S

πj � 1


i∈S

πip
(n)
ij � πj.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(15)

For the traversed Markov chain, if all states are con-
nected and are normal return states with period 1, the limit is
given as

lim
n⟶∞i

p
(n)
ij � πj, j ∈ S. (16)

It is called the limit distribution of the Markov chain,
that is, πj � (1/uj). )e limiting distribution is the sta-
tionary distribution and the only stationary distribution.

2.2.1. Calculation of the One-Step Transition Probability
Matrix. In practical applications, it is generally difficult to
directly obtain the one-step transition probability, so the
method of using frequency instead of probability is often
considered.

First, the frequency transition matrixM is obtained, that
is, to count the number mij of transitions from a fixed state i
to other states j:

M �

m00 m01 · · · m0,N−1

m10 m11 · · · m1,N−1

⋮ ⋮ ⋮ ⋮

mN−1,0 mN−1,1 · · · mN−1,N−1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (17)

)en, the total number of times in state i is counted,
which is calculated according to the following formula:

4 Computational Intelligence and Neuroscience



RE
TR
AC
TE
D

pij �

mij

j∈Smij


j∈S

mij > 0,

0 
j∈S

mij � 0,

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(18)

where mi � 
N
j�0 mij

Finally, the transition probability matrix P is calculated,
that is, the probability is replaced by frequency:

P �

p00 p01 · · · p0,N−1

p10 p11 · · · p1,N−1

⋮ ⋮ ⋮ ⋮

pN−1,0 pN−1,1 · · · pN−1,N−1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (19)

2.2.2. Markov Test. Before using theMarkov chain to build a
prediction model, the Markov property of the sequence
Xt, t ∈ T  must be checked. )e test is performed using the
χ2 statistic.

Test statistics:

χ2 � 2
m

i�1


m

j�i

nij log
Pij

P.j

⎛⎝ ⎞⎠




, (20)

where P.j � 
m
i�1 nij/

m
i�1 

m
k�1 nikan dPij � nij/

m
k�1 nik.

When m is larger, the above obeys the chi-square distri-
bution, and the degree of freedom is (m − 1)2.

)e confidence level α is chosen. If the statistic is
χ2 > χ2α(m − 1)2, then the null hypothesis is rejected, and the
sequence Xt, t ∈ T  is considered to be Markov’s, and the
model can be used to make predictions after passing the
Markov test, and vice versa.

2.2.3. Stable Distribution. From the transition probability
matrix, a stationary distribution πj is derived.


j∈S

πj � 1,


i∈S

πip
(n)
ij � πj.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(21)

2.2.4. Making Predictions Based on the Initial State. It is
known that the initial state is x0, and if it is in state i, then
x0 � (0, · · · , 0, 1, 0, · · · 0), that is, the probability of being in
state i at this time is 1, and the rest are 0.

x1 � x0 ∗p. (22)

)e state of the system at time t+ 1 can be obtained.
We set x1 � (x

(1)
1 , x

(2)
1 , · · · , x

(n)
1 ). According to the

principle of maximization, we can get

max x
(1)
1 , x

(2)
1 , · · · , x

(n)
1   � x

(j)
1 . (23)

)erefore, the next moment is most likely to be in state j.

2.3. Time Series Analysis

2.3.1. Stationary Time Series. Stationary time series mean
and variance do not change systematically and do not
change periodically. Each observation value in this type of
series basically fluctuates at a fixed level. Although the degree
of fluctuation is different in different time periods, there is
no certain rule, and its fluctuation can be regarded as
random. Stationary distribution includes general autore-
gressive model AR(p), moving average model MA(q), and
autoregressive moving average model ARMA(p, q).

An autoregressive model is a process of using itself as a
regression variable, that is, a linear regression model that
uses the linear combination of random variables at several
previous moments to describe random variables at a certain
time in the future. It is a common form in time series.

Consider a time series y1, y2, · · · , yn, p-order autore-
gressive model (abbreviated AR(p)) indicating that Z in the
series is a linear combination of the first p series and a
function of the error term; the general form of the math-
ematical model is

yt � α1yt−1 + α2yt−2 + · · · + αpyt−p + ωt, (24)

where p is called the order of the autoregressive model,
denoted as AR(p). α1, · · · , αp is the model parameter, ωt is
white noise with mean 0 and variance σ2.

)ere are similarities between moving average MA(q)
models and autoregressive models.

If a univariate time series data is yt; t � 1, 2, · · · ,

yt � ωt + β1ωt−1 + · · · + βpωt−p. (25)

AR models are attempts to capture and explain the
momentum and mean reversal effects of financial trading
markets.)eMAmodel is an attempt to capture and explain
the observed oscillatory effects in the white noise term,
which can be understood as the effects of unintended events
that affect the observed process.

)e ARMA model is a combination of the two. Its main
disadvantage is that it ignores the fluctuation clustering
phenomenon often seen in financial market time series data.
)e model formula is as follows:

yt �α1yt−1+α2yt−2+···+αpyt−p +ωt +β1ωt−1+···+βqωt−q

�

p

i�1
αiyt−i +ωt +

q

i�1
βiωt−i.

(26)

2.3.2. Nonstationary Time Series. Nonstationary distribu-
tions include (p, d, q).

Finally, the ARIMA model is used as a comparative
model to highlight the accuracy and practicability of the
model built in this subject. Figure 1 shows the specific
modeling steps.

If the sequence is nonstationary, it can be made sta-
tionary with the help of difference operation. Nonstationary
series can be written as

Computational Intelligence and Neuroscience 5
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Xt � μt + ξt � 
d

j�0
βjt

j
+Θ(B)εt. (27)

Among them, εt  is a white noise sequence with zero
mean.

For example, the first difference is

∇Xt � Xt − Xt−1. (28)

)e formula for calculation is as follows:

ACF(k) � ρk �
cov yt, yt−k( 

Var yt( 
, (29)

where k represents the number of lag periods.
)e determination of the p, q-order of the ARIMA(p,d,q)

model is determined by ACF and PACF, as shown in Table 1.

Null hypothesis: the residual sequence is a white noise
sequence.

H0: ρ1 � ρ2 � · · · � ρm � 0,∀m≥ 1. (30)

Alternative hypothesis: the residual sequence is a non-
white noise sequence.

H1: there is at least one ρk ≠ 0,∀m≥ 1, k≤m

No

Original data

Differential
operation Stability test

White noise
test

Analysis
ends

Fitting ARIMA
model

Yes

Yes

Figure 1: Flowchart of ARIMA modeling steps.

Table 1: Determination of p, q-order.

Model ACF PACF
AR(p) Trailing p-order truncation
MA(q) q-order truncation Trailing
ARMA() Trailing Trailing

III

III IV

P=R/i
Price

P=f(c) S=C/δ

Rent
Asset market:

valuation

Property market:
Determine the rent

D(R,
economic

situation)=S

Stock

Property market :
stock adjustment

Asset market: New
project development

New development and
construction volume

Figure 2: Four-quadrant equilibrium diagram of the real estate
market.
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fundamentals

Urban
investment

Urban per capita
financial

expenditure
Urban
output

Urban value

Livable, suitable for
business, employment,

learning and travel

Figure 3: Cube of influencing factors of urban real estate prices.
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Figure 4: Equilibrium process of house price in the hedonic price
model.
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Figure 5: Conceptual framework.
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Test statistics:

LB � N(N + 2) 
m

k�1

ρ2k
N − K

∼ χ2(m). (31)

If the test result is to reject the null hypothesis, it means
that the residual sequence is a nonwhite noise sequence, and
the useful information in the residual sequence has not been
fully extracted. It further shows that the fitted model is not
significant. If the residual sequence is a white noise sequence,
the null hypothesis is not rejected, indicating that the fitted
model is significantly effective.

3. Prediction and Analysis of Housing Price
Based on Generalized Linear
Regression Model

Due to the duality of real estate, it can not only provide
services for households as consumption, but also provide
assets for households as investment. )erefore, the real
estate market can be regarded as consisting of three sub-
markets that interact with each other: the real estate use
market, the real estate asset holding market, and the real
estate production market. According to their interrela-
tionships, a four-quadrant model is constructed using the
rectangular coordinate quadrants, as shown in Figure 2.

Based on the idea of)e Economic Cycle Cube, a cube of
influencing factors of urban real estate prices is constructed,
as shown in Figure 3.

A heterogeneous commodity has different characteristics
that meet the needs of consumers, and the implicit price of
these heterogeneous characteristics can be calculated by
regression, as shown in Figure 4.

Based on the theory of supply and demand, this article
divides the participants in the real estate market into real
estate developers and home buyers, and divides their be-
havior into three stages, as shown in Figure 5.

Real estate prices

Type 1 initial
keywords

Type 2 initial
keywords

Baidu keyword
recommendation

Citespace
software

Keywords

SQL remove
duplicates

Key words
expand Corpus Training

library

Word 2Vec Jieba
participle

Baidu index
daily data

Baidu index
monthly

data

Remove
duplicates

data

Network
crawling

technology

Network crawling
technology

SQL SQL

The final
keywordsReal estate prices

Home Price Forecdiction
Model based on Web Search

Generalized linear model 

Random forest

Elastic network model

Data test

Figure 6: Technical framework.
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Figure 7: )e real curve of the national average sales price of
commercial housing and the fitted curve simulated by a partial
linear model.
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In terms of keyword selection and network information
crawling processing, this article mainly adopts the technical
means of machine learning, as shown in Figure 6.

According to the established partial linear model, the
fitting result of the model is calculated and compared with
the real value of the average sales price of commercial
housing, and the two curves are drawn, as shown in Figure 7.

It can be seen that the fitted value is relatively close to the
real value, and the fitting curve and the real curve have the
same trend of change, and the simulation effect is good. )e
scatter plots of the error term and the two principal com-
ponents (GDP (100 million yuan) and urban population
(10,000 people)) are made, respectively, as shown in
Figures 8(a) and 8(b).

According to the established linear regression model, the
fitting result of the model is calculated and compared with
the real value of the average sales price of commercial

housing, and the two curves are drawn, as shown in
Figure 9(a). In order to compare the fitting results of the
partial linear model and the linear regression model more
clearly, we draw the real curve of the national average sales
price of commercial housing, the fitted curve of the partial
linear model, and the fitted curve of the linear regression
model in one graph, as shown in Figure 9(b).

It can be seen from the above research that the housing
price prediction system based on the generalized regression
model proposed in this article has a high housing price
prediction accuracy.

4. Conclusion

)e demand for commercial housing is generally divided
into self-occupied demand, investment demand, and spec-
ulative demand. Self-occupation demand is self-occupation;
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Figure 8: Scatter plot of error terms and principal components. (a) Scatter plot of the error term and the first principal component and
(b) scatter plot of the error term and the second principal component.
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Figure 9: Fitting curve. (a))e real curve of the national average selling price of commercial housing and the fitted curve simulated by a linear
regression model and (b) the true curve of the national average sales price of commercial housing and the fitted curve of the two models.
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DNA-binding proteins (DBPs) have crucial biotic activities including DNA replication, recombination, and transcription. DBPs
are highly concerned with chronic diseases and are used in the manufacturing of antibiotics and steroids. A series of predictors
were established to identify DBPs. However, researchers are still working to further enhance the identi�cation of DBPs. �is
research designed a novel predictor to identify DBPs more accurately. �e features from the sequences are transformed by
F-PSSM (Filtered position-speci�c scoring matrix), PSSM-DPC (Position speci�c scoring matrix-dipeptide composition), and
R-PSSM (Reduced position-speci�c scoring matrix). To eliminate the noisy attributes, we extended DWT (discrete wavelet
transform) to F-PSSM, PSSM-DPC, and R-PSSM and introduced three novel descriptors, namely, F-PSSM-DWT, PSSM-DPC-
DWT, and R-PSSM-DWT. Onward, the training of the four models were performed using LiXGB (Light eXtreme gradient
boosting), XGB (eXtreme gradient boosting, ERT (extremely randomized trees), and Adaboost. LiXGB with R-PSSM-DWT has
attained 6.55% higher accuracy on training and 5.93% on testing dataset than the best existing predictors. �e results reveal the
excellent performance of our novel predictor over the past studies. DBP-iDWTwould be fruitful for establishing more operative
therapeutic strategies for fatal disease treatment.

1. Introduction

DNA-binding proteins perform many crucial activities like
DNA translation, repair, translation, and damage [1]. DBPs
are directly encoded into the genome of about 2–5% of the
prokaryotic and 6–7% of eukaryotic [2]. Several DBPs are
responsible for gene transcription and replication, and some
DBPs shape the DNA into a speci�c structure, called chro-
matin [3]. �e research on DBPs is signi�cant in diverse fatal

disease treatment and production of drugs. For instance,
nuclear receptors are the key components of tamoxifen and
bicalutamide medicines which are used in cancer treatment.
Similarly, glucocorticoid receptors participate in the pro-
duction of dexamethasone, which is utilized in autoimmune
diseases and anti-in¢ammatory, allergies, and asthma treat-
ment [4–6]. Onward, Inhibitor of DNA-binding (ID) proteins
are closely related to tumor-associated processes including
chemoresistance, tumorigenesis, and angiogenesis. In
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addition, ID proteins are also directly concerned with lung,
cervical, and prostate cancers [7].

Protein sequences are rapidly growing in the online
database. A series of predictors were developed for diverse
biological problems including iRNA-PseTNC [8], iACP-
GAEnsC [9], cACP-2LFS [10], DP-BINDER [11], Deep-
AntiFP [12], cACP [13], iAtbP-Hyb-EnC [14], iAFPs-EnC-
GA [15], and cACP-DeepGram [16]. It is highly demanding
to predict DBPs by computational approaches. Several
predictors were introduced using the primary sequential
information and structural features. Structured-based pre-
dictors produce good prediction results, but structural
features for all proteins are unavailable. Some of the
structure-based protocols are iDBPs [17], DBD-Hunter [18],
and Seq(DNA) [19]. Sequence-based systems have been
developed using sequential information, more convenient
and easy to employ for large datasets. )erefore, many se-
quence-based systems were adopted for DNA-binding
proteins identification. Among these methods: DBP-
DeepCNN [20], DNA-Prot [21], iDNA-Prot [22], iDNA-
Prot|dis [23], Kmer1 +ACC [24], Local-DPP [25],
DBPPred-PDSD [26], DPP-PseAAC [27], and StackDPPred
[28]. Consequently, Li et al. extracted features by a con-
volutional neural network (CNN) and Bi-LSTM [29]. On-
ward, Zhao et al. the features of the proteins are analyzed by
six methods and classification is performed with XGBoost
[30]. Each computational method contributed well to en-
hancing the prediction of DBPs. However, more efforts are
needed to improve prediction of DBPs. Considering this, a
new method (DBP-iDWT) is established to identify DBPs
accurately. )e contribution of our research is as follows:

(i) Designed three new feature descriptors i.e.,
F-PSSM-DWT, PSSM-DPC-DWT, and R-PSSM-
DWT

(ii) LiXGB is applied for model training and prediction
(iii) Constructed a new computational model (DBP-

iDWT) for improving DBPs identification

In addition to LiXGB, the features set is fed into three
classification algorithms, namely ERT, XGB, and Adaboost.
)e efficacy of each classifier was assessed with ten-fold test,
while the generalization capability was assessed by a testing
set. LiXGB using R-PSSM-DWT secured the highest pre-
diction outcomes than past methods. )e flowchart of the
DBP-iDWT is depicted in Figure 1.

)e rest portion of the manuscript comprises three parts.
Section 2 comprises details regarding datasets and meth-
odologies; in Section 3, the performance of classifiers has
illustrated; and Section 4 summarizes the conclusion.

2. Materials and Methods

2.1. Selection of Datasets. We selected two datasets from the
previous work [31]. One dataset (PDB14189) is employed
model training and the other dataset is deployed as a testing
dataset. PDB14189 was collected from the UniProt database
[32]. To design a standard dataset, they removed more than
25% of similar sequences by CD-HIT toolkit. )e final

training dataset comprises 7129 DBPs and 7060 non-DBPs.
)e independent set was retrieved by a procedure explained
in reference [33]. )e similar sequences with a cutoff value
25% are removed. )e final testing dataset contains 1153
DBPs and 1119 non-DBPs.

2.2. Feature Descriptors. In this work, the patterns are
discovered with PSSM-DPC-DWT, F-PSSM-DWT, and
R-PSSM-DWT. )ese approaches are elaborated in the
following parts.

2.2.1. Position-specific Scoring Matrix (PSSM). Recently,
evolutionary features are successfully implemented and
improve the prediction results of many predictors [1, 20].
We also implemented PSSM for the formulation of evolu-
tionary patterns. Each sequence is searched against the NCBI
database applying the PSI-BLASTprogram for the alignment
of homologous features [34].

)e PSSM can be denoted as follows:

PSSM � P1, P2, . . . , Pj, . . . , P20 
T

,

Pi,j � P1,j, P2,j, . . . , PL,j , (i � 1, 2, . . . , L),
(1)

where Tand Pi,j indicate the transpose operator and score of
j type of amino acid in the ith position of query sequence.

2.2.2. Filtered Position-specific Scoring Matrix (F-PSSM).
PSSM transforms the evolutionary patterns into numerical
forms. It may comprise some negative scores which can lead
to generating similar feature vectors despite different se-
quences. To cope with this hurdle, F-PSSM filters all the
negative scores in the preprocessing step. )e detail of di-
mension formulation is provided in [35].

2.2.3. Position-specific Scoring Matrix-Dipeptide Composi-
tion (PSSM-DPC). )e local sequence-order patterns con-
tains informative feature which are explored by
incorporating DPC into PSSM. DPC calculates the fre-
quency of continuous amino acids and produces a dimen-
sion of 400 [36]. DPC is calculated as follows:

PSSM − DPC � G1,1, . . . , G1,20, G2,1, . . . , G2,20, . . . , G20,1, . . . , G20,20 
T
,

(2)

where

Pi,j �
1
L



L−1

k�1
Gk,i × Gk+1,j(1≤ i, j≤ 20). (3)

2.2.4. Reduced Position Specific Scoring Matrix (R-PSSM).
It is believed that there exist several similarities among 20
unique amino acids. Based on these similarities, researchers
categorized these residues into groups. Li et al. [37] sug-
gested that according to some specific residue the following
groups can be formed:
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G(i) �

Y, ifi � F, Y, W;

L, ifi � M, L;

V, ifi � I, V;

S, ifi � A, T, S;

N, ifi � N, H;

E, ifi � Q, E, D;

K, ifi � R, K;

i, otherwise.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(4)

Using the Li et al. rule, the L× 20 PSSM is converted to
L× 10 matrix by the following equations:

G1 �
F + Y + W

3
,

G2 �
M + L

2
,

G3 �
I + V

2
,

G4 �
A + T + S

3
,

G5 �
N + H

2
,

G6 �
Q + E + D

3
,

G7 �
R + K

2
,

G8 � C,

G9 � G,

G10 � P.

(5)

If r1r2r3 . . . . . . .rL is a given protein sequence, then its
reduced PSSM (R-PSSM) is indicated as follows:

RP �

1 2 3 4 5 6 7 8 9 10

r1 R1,1 R1,2 R1,3 R1,4 R1,5 R1,6 R1,7 R1,8 R1,9 R1,10

r2 R2,1 R2,2 R2,3 R2,4 R2,5 R2,6 R2,7 R2,8 R2,9 R2,10

. . . . . . . . .

rL RL,1 RL,2 RL,3 RL,4 RL,5 RL,6 RL,7 RL,8 RL,9 RL,10

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
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We obtain 110 feature vector from RP.

2.2.5. Discrete Wavelet Transform. To achieve only salient
information, some compression approaches like DWT is
applied in research areas. DWT is used for compression of
signals and denoising [38, 39]. DWT divides a signal into
low-frequency and high-frequency components [40]. Low
frequencies are more important than high-frequencies [41].
)e Low frequencies are onward split into low and high
levels to achieve discriminative patterns. DWT is computed
as follows:

X(m, n) �

��
1
m





y

0

f(y)Ψ
y − n

m
 dy, (7)

where mrepresents the scale variable and n shows the
translation variable.X(m, n) is the transform coefficient.)e
low and high frequencies of a signal f(t) is computed as
follows:

Data collection

Uniprot

Training set Testing set

DBPs = 7129 DBPs = 1153

Non-DBPs = 7060 Non-DBPs = 1119

Feature Extraction

PSSM

F-PSSM R-PSSM

DWTDWT

F-PSSM-DWT R-PSSM-DWT

Classification

LiXGB XGB ERT Adaboost

PSSM-DPC-DWT

DWT

PSSM-DPC

Figure 1: Architecture of the proposed model.
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Ci,low[a] � 
N

k�1
s[k]L[2a − k],

Ci,high[a] � 
N

k�1
s[k]H[2a − k],

(8)

where Ci,high[a] and Ci,low[a] are the high and low fre-
quencies of the signal. H, s[k], and L, represent the high pass
filter, discrete signal, and low pass filter, respectively.

To obtain only important features and eliminate the less
informative and noisy patterns, DWT is extended into
F-PSSM, PSSM-DPC, and R-PSSM to split into low and high
frequencies up to two levels. Finally, PSSM-DPC-DWT,
R-PSSM-DWT, and F-PSSM-DWTnovel feature descriptors
are constructed. )e dimension of each feature set is 512
after applying DWT. Figure 2 depicts the schematic view of
Two-level DWT.

2.3. Light eXtreme Gradient Boosting. During the estab-
lishment of the predictor, the model training is performed by
a classifier. Gradient Boosting Machine (GBM) classifier
uses decision trees for the construction of a model. )e
model performance is improved with loss function [42].
Unlike GBM, eXtreme Gradient Boosting (XGB) employs an
objective function. XGB concatenates loss function and
regularization for regulating the model complexity. It per-
forms parallel computations to optimize the computational
speed. Due to these benefits of XGB, Light eXtreme Gradient
Boosting (LiXGB) was proposed [43]. LiXGB possesses
many additional features like lower memory, higher effi-
ciency, and fast model training speed that improve the
model performance. LiXGB minimizes the model training
time of the large datasets. We utilized the hyperparameters
like max depth, estimator, eta, lambda, and alpha. )e “eta”
maintains the learning rate, “estimator” constructs trees,
“max depth” is used for controlling the tree depth, “alpha”
shrinks the high dimension of the dataset, and “lambda”
avoids the overfitting. Other parameters have been kept as
default. )ese hyperparameters are also summarized in
Table 1.

2.4. Proposed Model Validation Methodologies. )e model
performance is examined by different validation approaches
)e commonly used validation methods are k-fold and
jackknife [44–47]. However, the jackknife is time-con-
suming and costly [48–50]. During 10-fold cross validation,
training set is split into 10-folds. )e 9 folds are used for
model training and 1 fold is used for model validation. )is
process is repeated 10 times so that each fold is used for the
test exactly once. )e final prediction is the average of all
tested folds [51–54]. )e current work performance is
evaluated with 10-fold and five indexes, i.e., specificity (Sp),
F-measure, sensitivity (Sn), accuracy (Acc), and Mathew’s
correlation coefficient (MCC) for evaluating the model
performance [55–58]. )ese parameters are computed as
follows:
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H
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H
+
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Sn � 1 −
H

+
−

H
+ ,

Sp � 1 −
H

−
+

H
− ,

MCC �
1 − H

+
− + H

−
+/H

+
+ H

−
( 

����������������������������������

1 + H
+
− + H

−
+/H

+
( (  1 + H

+
− + H

−
+/H

−
( ( 

 ,
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H

+

H
−
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(9)

where H+ is used to denote the DBPs, H− is the non-DBPs,
H−

+ shows the prediction of non-DBPs which the model
predicted mistakenly as DBPs, and H+

− represents the DBPs
which are classified by the model as non-DBPs.

3. Results and Discussion

After performing experiments on themodels, In this part, we
will elaborate the obtained results of the learning algorithms
via the extracted feature sets of the training and testing
sequences.

Siganl

Level-1

Level-2

HF = High Frequency
HL = Low Frequency

HL

HL

HF

HF

Figure 2: 2-level structure of DWT.

Table 1: Applied parameters with values.

Parameter Value
Era 0.1
No. of estimator 500
Alpha 1
Lambda 1
Max depth 8
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3.1. Results of Feature Encoders beforeDWT. In this section,
we have reported the outcomes of F-PSSM, PSSM-DPC,
and R-PSSM in Table 2. )e performance of the indi-
vidual descriptor is analyzed by 10-fold test and as-
sessment indices. On F-PSSM, the accuracies secured by
LiXGB, XGB, ERT, and Adaboost are 76.60%, 74.57%,
75.18%, and 71.52%, respectively. Among all classifiers,
LiXGB achieved the best accuracy. On PSSM-DPC, all
classifiers enhanced the prediction results and generated
83.62%, 81.63%, 79.56%, and 80.07% accuracies by
LiXGB, XGB, ERT, and Adaboost, respectively. Similarly,
the classifiers also improved the performance on the
R-PSSM descriptor using all evaluation parameters.
LiXGB attained the highest (83.62%) accuracy. )e
predictions indicate that LiXGB possesses higher
learning power comparatively XGB, ERT, and Adaboost.

3.2. Results of Feature Encoders after DWT. )e features
extracted by representative methods may contain some
noisy, redundant, or less informative features. To avoid such
features, DWT is applied to F-PSSM, PSSM-DPC, and
R-PSSM. DWT considers the informative patterns and
improves the performance of the model. After applying
DWT, we achieve F-PSSM-DWT, PSSM-DPC-DWT, and
R-PSSM-DWT. Each feature is fed into Adaboost, ERT,
XGB, and LiXGB in order to examine the performance over
these feature descriptors and results are summarized in
Table 3. With 10-fold test, Adaboost, ERT, XGB, and LiXGB
produced 73.20%, 77.26%, 75.37%, and 79.40% accuracies
which are 1.68%, 2.08%, 0.80%, and 2.80% than F-PSSM,
PSSM-DPC, and R-PSSM, respectively. Similarly, the clas-
sifiers also boosted the performance on PSSM-DPC-DWT
on all evaluation parameters. Furthermore, with R-PSSM-
DWT, Adaboost, ERT, XGB, and LiXGB have enhanced the
accuracies by 2.16%, 3.49%, 1.98%, and 3.22% than R-PSSM.
)ese results demonstrate that all classifiers show im-
provement in performance after applying DWT. Among all
feature descriptors, the best results are secured by R-PSSM-
DWT.

LiXGB has constantly depicted better achievement than
other classifiers. LiXGB enhanced the performance and
generated 3.23%, 3.79%, and 4.61% higher accuracies than

XGB, ERT, and Adaboost with R-PSSM-DWT. It is con-
cluded that the performance of LiXGB is superior to other
classifiers.

3.3. Comparison with Existing Predictors Using Training Set.
Severalmethods have been implemented for the identification of
DBPs. )e proposed work is compared with past studies in-
cluding iDNA-Prot [22], iDNA-Prot|dis [23], TargetDBP [59],
MsDBP [60], PDBP-CNN [29], and XGBoost [30] and sum-
marized the results in Table 4. Our proposed study improved the
accuracy by 4.82%, sensitivity by 10.58%, andMCC by 0.09 than
the best predictor (PDBP-CNN). Similarly, )e DBP-iDWT
enhanced 5.42% Acc, 2.49% Sn, 8.65% Sp, and 0.11 MCC than
the second best study (XGBoost). In the same fashion, our
predictor performance is superior to past studies using all four
assessment parameters. )e outcomes verified that DBP-iDWT
can discriminate DBPs with high precision.

3.4. Comparison with Past Predictors Using Independent Set.
A method is considered effective if it has high generality for
the new sequences. We also evaluated the proposed work
using a testing dataset. )e results compared with past
studies like PseDNA-Pro, iDNAPro-PseAAC, iDNAProt-
ES, DPP-PseAAC, TargetDBP, MsDBP, and PDBP-Fusion
as noted in Table 5. It is noted that our predictor (DBP-
iDWT) raised 5.06% Acc, 17.06% Sn, 8.22% Sp, and 0.10
MCC than PDBP-Fusion. Similarly, DBP-iDWT improved
6.14% Acc, 14.02% Sn, and 0.13 MCC than TargetDBP.
Onward, the proposed study also secured higher prediction
results than other past methods in Table 5.

)ese results analysis confirm that the incorporation of
DWT into R-PSSM in conjunction with LiXGB can identify
DBPs more accurately. Past studies have reported that the
selection of the best features can improve the model per-
formance [61–63]. In this study, we also implemented
feature selection approach including mRmR and SVM-RFE,
however, no improvement in the model performance is
observed.

Table 3: Results of feature encoders after DWT.

Model Encoder Acc (%) Sn (%) Sp (%) MCC (%)

Adaboost

F-PSSM-DWT 73.20 82.35 56.67 40.21
PSSM-DPC-

DWT 81.81 80.45 83.19 63.66

R-PSSM-DWT 82.23 77.68 86.81 64.77

ERT

F-PSSM-DWT 77.26 79.91 74.59 54.58
PSSM-DPC-

DWT 81.53 76.15 86.97 63.47

R-PSSM-DWT 83.05 81.30 84.82 66.15

XGB

F-PSSM-DWT 75.37 83.43 60.81 45.31
PSSM-DPC-

DWT 82.45 83.65 81.25 64.91

R-PSSM-DWT 83.61 82.66 84.56 67.23

LiXGB

F-PSSM-DWT 79.40 83.11 75.65 58.94
PSSM-DPC-

DWT 84.74 84.30 85.19 69.49

R-PSSM-DWT 86.84 86.60 87.08 73.69

Table 2: Results of encoders before DWT.

Model Encoder Acc (%) Sn (%) Sp (%) MCC (%)

Adaboost
F-PSSM 71.52 80.42 62.54 43.67

PSSM-DPC 80.05 78.44 81.69 60.15
R-PSSM 80.07 76.15 84.02 60.35

ERT
F-PSSM 75.18 84.74 58.97 44.56

PSSM-DPC 79.22 73.18 85.31 58.42
R-PSSM 79.56 74.99 84.18 59.40

XGB
F-PSSM 74.57 82.17 66.90 49.67

PSSM-DPC 81.53 76.15 86.97 63.47
R-PSSM 81.63 76.48 86.84 63.64

LiXGB
F-PSSM 76.60 82.47 66.01 48.75

PSSM-DPC 83.54 84.61 82.46 67.10
R-PSSM 83.62 82.30 84.96 67.27
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4. Conclusion and Future Vision

DBPs play an active role in many biological functions and
drug designing. We have designed a predictor for improving
DBPs prediction with high precision. )e global informa-
tion, local features, sequence-order patterns, and correlated
factors are explored by PSSM-DPC-DWT, R-PSSM-DWT,
and PSSM-DPC-DWT.

)e models are trained with LiXGB, XGB, ERT, and
Adaboost. It is concluded that R-PSSM-DWT with LiXGB
has effectively attained superlative performance than other
predictors. )e successful outcomes of the proposed study is
due to factors like utilization of effective descriptors, ap-
plication of a compression scheme, and appropriate
classifier.

DBP-iDWT will be effective for the identification of
DBPs due to its promising prediction power than other
predictors and perform an active role in drug development.
DBP-iDWT would be fruitful for establishing more opera-
tive therapeutic strategies for fatal disease treatment. In
addition, we will apply advanced deep learning frameworks
[64–67] in our future work to further improve the DBPs
prediction.
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A mandatory lane change occurs when buses are ready to enter the station, which will easily cause a reduction of urban road
capacity and induce tra�c congestion. Using deep learning methods to make lane-changing decisions has become one of the
research hotspots in the �eld of public transportation, especially with the development of the Cooperative Vehicle-Infrastructure
System. Aiming at the exploration of the bus lane-changing rules and decisions during entering, we built a GRU neural network
model considering bus priority by using the �rst real-world V2X (vehicle to everything) dataset. Firstly, we illustrated the image
and point cloud data processing by coordinate transformation. Secondly, the Kalman �ltering algorithm was used to evaluate the
vehicle state. Combined with the bus priority rules, we propose a �exible right-of-way lane in front of the bus stop. And then, we
obtain the feature variables as inputs to the model. �e XGBoost algorithm was chosen to train the GRUmodel. Results show that
the model has higher identi�cation accuracy for lane-changing maneuvers by comparison with other models. It plays a very
important role in providing a decision basis for more re�ned bus operation management.

1. Introduction

Lane-changing behavior plays an important role in tra�c
�ow theory. �ere are two types of lane-changing opera-
tions, namely, mandatory lane-changing (MLC) and dis-
cretionary lane-changing (DLC) [1]. Recently, researchers
have shown an increased interest in the MLCmaneuvers but
paid less attention to the DLC scenes [2, 3]. MLCmeans that
drivers are forced to leave the current lane because external
factors have disturbed them or they are planning to reach
their destination. A bus changing lanes and entering a
station is one of the typical scenarios of MLC. Within the
vicinity of the station, the busmust complete the lane change
and prepare to stop at the station. �erefore, drivers are
likely to adopt a radical lane change strategy, causing the
surrounding vehicles to slow down, change lanes, and even
queue, resulting in tra�c congestion. More importantly, due
to the large size of the bus itself, it will block the sight of the
surrounding car drivers when changing lanes, which will
easily lead to tra�c accidents. �erefore, it is very necessary

to study lane-changing behavior during the bus entering
process.

One of the most signi�cant current discussions in lane-
changing is decision-making. Early lane change decision
methods were mainly rule-based methods, which deter-
mined whether a vehicle met certain lane change rules by
building a set of decision rules [4, 5]. Furthermore, models
based on discrete choices are also used in lane change de-
cisions [6–8]. �is kind of model can take driver charac-
teristics into account and at the same time has a simpler
structure. However, the in�uence of di¥erent factors on the
outcome of lane change is linear in these models, whereas
lane change behavior is a process of coupled in�uence of
multiple factors, and the relationship among the factors is
often nonlinear. In recent years, in order to represent the
nonlinear relationship between the input and output data
more accurately, machine learning algorithms are increas-
ingly being applied to lane-changing decision-making [9],
such as support vector machine (SVM) [10], Bayesian �l-
tering (BF) [11], and so on.
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For MLC scenarios, many previous studies have focused
on lane-changing behaviors in freeway on-ramp merging
areas. )ere are fewer methods that have tried to solve the
important issues of the lane-changing maneuvers that occur
on buses entering. With the development of autonomous
driving (AD) technology and the cooperative vehicle in-
frastructure system (CVIS), it is easier to collect enough bus-
related data for machine learning algorithm training.

)e purpose of this research is to model the bus lane-
changing decision-making process using the first real-world
V2X dataset for CVIS, with attention to the flexible bus
priority along the bus entering route. )e main contribu-
tions of this study are as follows:

(1) )is paper focuses on the process of bus lane-
changing decision-making, one of the MLC behav-
iors, which can seriously affect traffic conditions and
is rarely explored by previous research studies.

(2) Based on real traffic data, a GRU neural network is
used to solve the nonlinear bus lane-changing de-
cision-making problem during entering. Combining
the V2X technology, we take the bus priority into
account, which is helpful to update real-time feature
variables.

Section 2 reviews the literature on lane-changing
methods. Section 3 is concerned with the methodology used
for this study. )e training results and discussion are shown
in Section 4. Finally, Section 5 gives a brief summary and
areas for further research.

2. Related Work

Lane-changing is one of the common driving behaviors in
traffic flow. Gipps [4] is the first scholar who built the vehicle
lane-changing decision model to test the factors that affect
drivers’ lane-changing decisions in urban traffic. He pro-
posed a logical frame for the lane-changing decision process.
To better understand the mechanisms of the lane-changing
model, other authors expanded the investigations by ex-
amining the diversified aspects of expressways and urban
roads, including the lane-changing probability [12], drivers’
aggressive and courtesy behaviors [13], and the triggered
negative effects [14]. On the other hand, some authors also
tried to develop Gipps’s model. Kesting et al. first demon-
strated the minimizing overall braking induced by Lane
Change (MOBIL) model and considered the vehicle accel-
eration changes on the basis of the previous model [5]. As
connected vehicles appeared, there was a large volume of
published studies describing the role of cooperative merging
strategies [15] and optimization algorithms to reveal the
detailed mandatory lane-changing behaviors on freeways
[16].

Besides, a considerable amount of literature uses utility
theory to investigate lane-changing behaviors. )e study of
utility theory was first carried out by Ahmed et al. to examine
the process of lane-changing decision-making on freeways.
Toledo et al. integrated DLC and MLC behaviors by using
the utility model [17]. Sun and Elefteriadou provided an in-
depth analysis of the influences of drivers’ characteristics on

lane-changing behaviors by observing drivers’ profiles and
corresponding vehicle trajectory data [18, 19].

Recently, a number of machine learning-based lane-
changing decision models have also emerged. Tang et al.
utilized an adaptive learning approach to develop a fuzzy
neural network-based prediction model for lane change
behavior [20]. In response to the problem that it is difficult to
model the multiparameter nonlinear features in the lane
change decision process, the authors’ team developed a
support vector machine-based lane change decision model
[21]. A neural network-based lane change decision model
was developed in the paper [22]. Multilayer perceptron
(MLP) and convolutional neural network (CNN) architec-
tures were combined to demonstrate how the lane change
acceptance of a specific driver can be learned from lane
change intention and the surrounding environment. )e
work [23] proposed a deep reinforcement learning (DRL)-
based motion planning strategy for autonomous driving
tasks in highway scenarios where an autonomous vehicle
merges into two-lane road traffic flow and realizes the lane-
changing maneuvers.

)ese existing LC models were mostly developed for
freeways and are not likely to be applied to buses that are
entering. In the above analysis, we introduce the GRU neural
network to improve the MLC decision process during bus
entering.

3. Materials and Methods

3.1. Data Processing. )e DAIR-V2X dataset is the first
large-scale, multimodality, multiview dataset captured from
real scenarios for CVIS and contains data captured from the
Vehicle-Infrastructure Cooperative view [24]. It contains
71,254 LiDAR frames and 71,254 camera frames captured in
intersection scenes where a well-equipped vehicle passes
through intersections with infrastructure sensors deployed.
40% of the frames are captured from infrastructure sensors
and 60% of the frames are captured from vehicle sensors. All
of them are precisely labeled by expert annotators. )e
dataset covers 10 km of city roads, 10 km of highways, 28
intersections, and 38 km2 of driving regions with diverse
weather and lighting variations. )e subdatasets are pre-
sented in Table 1.

In this paper, the DAIR-V2X–C dataset containing
38,845 frames of image data and 38845 frames of point cloud
data were selected to train the model. In order to obtain
information about the buses and their surrounding vehicles,
the 3-dimensional (3D) LiDAR point cloud data and the 2-
dimensional (2D) camera image set need to be correlated
through spatial coordinate transformation. )ere are three
coordinate systems used in the dataset, including the world
coordinate, the camera coordinate, and the LiDAR coor-
dinate. )e schematic diagram of coordinate transformation
is shown in Figure 1.

)e Lidar-to-Camera transformation can be obtained
by simply multiplying the Lidar-to-World and World-
to-Camera transformations. In order to generate the depth
map DG of the ground plane with the same size as the image,
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we use the ground plane equation G(α, β, c, d) and camera
intrinsic K3×3 as shown in the following equation:

Z[x, y, 1]
T

� K
3×3

[X, Y, Z]
T

G
1×4

[X, Y, Z, 1]
T

� 0

⎧⎨

⎩ , (1)

where [x, y] is the pixel in the image coordinates and
[X, Y, Z] is the corresponding 3D point in the camera co-
ordinate that lies on the ground plane. )us, the depth Z can
be derived with the known 2D image points and the ground
plane equation G.

After completing the matching of point cloud infor-
mation and image information through coordinate con-
version, we use the Kalman filtering algorithm to evaluate
the vehicle state, including the 2 steps, namely, predicting
and updating.

)e first step is predicting, as shown in the following
equation:

xt+1 � Axt + But + wt

Pt+1 � APtA
T

+ Q
 , (2)

where xt+1 is the predicted value of the system state vector at
moment t+1. xt and ut are the optimal estimated value and
input control vector of the state vector at moment t, re-
spectively. Matrices A and B denote the state transfer matrix
and control matrix, respectively. wt is the noise of the
system. Pt+1 represents the predicted value of the state es-
timation covariance matrix at moment t+1. Pt means the
optimal estimation of the state estimation covariance matrix
at moment t. Q is the process noise covariance matrix.

)e second step is updating, as shown in the following
equation:

Kt+1 � Pt+1H
T

HPt+1H
T

+ R 
−1

xt+1 � xt+! + Kt+1 zt+1 − Hxt+1( 

Pt+1 � I − Kt+1H( Pt+1

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

, (3)

where Kt+1 denotes the Kalman gain coefficient. H is the
measurement matrix. R is the measurement noise covariance
matrix. xt+1 denotes the optimal estimate of the state vector
after the update at moment t+1. zt+1 is the measurement
value at moment t+1. Pt+1 is the optimal estimation value of
the state evaluation covariance matrix at moment t+1.

Because the bus lane-changing process does not involve
external inputs to the system, both B and wt in (2) are not
taken into account. In this paper, we assume that the vehicle
is treated as a uniform acceleration motion in each sampling
period. Suppose the state vector is [x, v, a]T, which means
position, speed, and acceleration. Ak is shown in (4).H is the
unit matrix.

Ak �

1 t
t
2

2

0 1 t

0 0 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (4)

)e state estimation of the target vehicle by applying the
Kalman filtering algorithm jointly to the 3D LiDAR point
cloud data and image data can obtain the position, velocity,
and acceleration state information of the target vehicle.

3.2. Extraction of Feature Variables. Targeting buses’ ap-
parently purposeful and time-sensitive lane-changing

Table 1: )e details of DAIR-V2X dataset.

DAIR-V2X dataset View Image Point cloud
DAIR-V2X–C Vehicle-infrastructure cooperative 38845 38845
DAIR-V2X–V Single vehicle 22325 22325
DAIR-V2X–I Infrastructure 10084 10084
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Figure 1: Schematic diagram of coordinate transformation.
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behavior, it is necessary to guarantee the priority of right-
of-way during their approach to the station. )e process is
illustrated in Figure 2.

)e green area is the flexible right-of-way lane up-
stream of the bus stop, the length of which is determined
by the traffic and roadway network status. FT is the up-
stream vehicle in the adjacent lane that needs to slow
down or change lanes to avoid collision during the bus
switches into this lane. PT0 is located downstream in the
flexible right-of-way lane and will not turn right in the
intersection, so it is requested to leave this lane; PT1 is
located downstream in the flexible right-of-way lane and
needs to turn right in the intersection, so it is not nec-
essary to leave the current lane; PC is the vehicle located
downstream in the lane where the bus is located. It is not
allowed to change in the green area. )e FC is the vehicle
located upstream in the lane where the bus is located.
Vehicles in other lanes do not directly affect the bus and
are not analyzed.

According to Gipps’ safe distance rules [4], DPC and DPT

indicate the safe distance between the subject vehicle (the
bus) and the preceding vehicle in the current lane and the
target lane, respectively.

D
i
PC � v

i
bτ +

v
i
b 

2

2db

−
v

i
PC 

2

2dPC

D
i
PT � v

i
bτ +

v
i
b 

2

2db

−
v

i
PT 

2

2dPT

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

, (5)

where τ indicates the reaction time of bus driver. vi
b, vi

PC,
and vi

PT are the initial velocity of the bus, PC, and PT
in each sampling period, respectively. db,dPC , an d dPT

are the maximum deceleration of the corresponding
vehicle.

Similarly, the safe distance between the bus and the
following vehicle before and after the bus changes the lane
(enters the green area in Figure 2) can be formulated as
follows:

D
i
FC � v
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FCτ +

v
i
FC 

2

2dFC

−
v

i
b 

2

2db

D
i
FT � v

i
FTτ +

v
i
FT 

2

2dFT

−
v

i
b 

2

2db

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

, (6)

where vi
FC and vi

FT denote the initial velocity of the FC and
FT in each sampling period, respectively. dFC and dFT

represent the maximum deceleration of the corresponding
vehicle.

In a real-world lane-changing scenario, the bus tends
to finish the lane-changing process as soon as possible.
Some studies adopt the time ratio t

f

b /tmax to represent this
characteristic, where t

f

b denotes the time used to finish the
lane-changing process and tmax is the longest allowable
time for lane-changing maneuver. )e traffic efficiency

description in this paper is developed by the above-
mentioned method, and the index can be calculated as
follows:

t
f

b

tmax
�


N
i x

if

b − x
i0
b /v

i
b

tmax
, (7)

where x
if

b and xi0
b represent the final and initial position of

the ith sampling period, respectively. t
f

b can be approxi-
mately calculated by 

N
i x

if

b − xi0
b /v

i
b.

After considering the safety and efficiency, we can obtain
the feature variables as shown in Table 2.

)anks to the advantages of CVIS, using V2X com-
munication seems to be the logical solution. Other ve-
hicles on the road can check whether there are
approaching buses from behind periodically within a
specific sensing distance. )ese feature parameters can be
transmitted by vehicle-to-vehicle technology according to
the expected wireless communication range of V2X sys-
tems. In case a vehicle detects an approaching bus that is
entering the station in its adjacent or current lane, the
vehicle will determine whether it affects the ideal bus
operation to guarantee its priority. Of course, this paper
assumes that all vehicles have real-time communication
capabilities and does not reject the bus lane-changing
requirement.

3.3. Lane-Changing Decision-Making Model. )e gated re-
current unit (GRU) network is one of the variants of long-
short-term memory (LSTM) networks in recurrent neural
network (RNN), which mainly replaces the two gating units
of LSTM (forgetting gate and input gate) with one gating
unit (update gate).)eGRUmodel is more streamlined than
the standard LSTM model, with only two gating units in the
hidden layer neuron structure and fewer network parame-
ters, and its model structure is shown in Figure 3. It has been
well developed and applied in the field of time series
prediction.

)e GRU neural network works similarly to the LSTM in
which it has two gates, namely, a reset gate and an update
gate. Both the reset gate and the update gate receive the
hidden state ht−1 at the previous moment and the input
information xt at the current moment and the output gating
signals are denoted as rt and zt, respectively. )e gating unit
also consists of a sigmoid function and a dot product op-
eration. )e GRU works as follows.

Short time series dependencies are obtained via the reset
gate as follows:

rt � σ Wxrxt + Whrht−1 + br( . (8)

Calculate update gate as follows:

zt � σ Wxzxt + Whzht−1 + bz( . (9)

)e candidate vector is obtained after updating as
follows:

ht � tanh W
xh

xt + W
hh

rt ht−1(  + bc . (10)
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Update memory to get hidden layer output results as
follows:

ht � 1 − zt( ) ht−1 + zt h̃t, (11)

where σ is the sigmoid function and tanh is the tanh
function.Wxz,Wxr, andWxc are the weight matrices from
xt to the update gate, reset gate, and candidate hidden
states, respectively; Whz,Whr, and W

h̃h
are the weight

matrices from ht−1 to the update gate, reset gate, and

candidate hidden states, respectively; bz, br, and bc are the
bias.

�e lane-changing decision-making model of the bus
entering is illustrated in Figure 4. Firstly, image and point
cloud data are matched by coordinate transformation.
�en, using the Kalman �ltering method and considering
the bus priority rules during the entering process, we can
obtain the state of corresponding vehicles and extract
feature variables, namely, the inputs of the GRU neural
network.

Table 2: Bus entering lane change decision feature variables.

Feature variable Meaning
vb �e velocity of the bus
xb �e position of the bus
db �e maximum deceleration of the bus
vn, n ∈ PC, PT, FC, FT{ } �e velocity of PC, PT, FC, FT
xn, n ∈ PC, PT, FC, FT{ } �e position of PC, PT, FC, FT
Dn, n ∈ PC, PT, FC, FT{ } �e safe distance between the bus and PC, PT, FC, FT
dn, n ∈ PC, PT, FC, FT{ } �e maximum deceleration of PC, PT, FC, FT
Τ �e reaction time of bus driver
tfb �e time used to �nish the lane-changing process
tmax �e longest allowable time for lane-changing maneuver

Bus Station

PT1PT0

PC

FT

FC

Figure 2: �e bus priority of right-of-way when approaching the station.
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Figure 3: GRU structure and calculation process. (a) Step 1 of GRU. (b) Step 2 of GRU. (c) Step 3 of GRU. (d) Step 4 of GRU.
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4. Results and Discussion

4.1. Testing Data and Evaluation Metrics. We adopted the
first large-scale DAIR-V2X dataset, which provides high-
quality traffic data for research. )e captured images ob-
tained by cameras and the point clouds scanned by the
LiDAR are calibrated and aligned between different sen-
sors. )e transformations among the world, the camera,
and LiDAR are obtained, as well as the ground plane
equation. )e 2D-3D joint annotation is carried out by
projecting the point clouds onto the images and adjusting
the 3D bounding boxes manually to fit the 2D instance. As
shown in Figure 5, there are a total of 9 kinds of traffic
elements in the dataset. )e objective of this paper is to
show that, the corresponding number of samples is more
than 60,000.

We used the scaled exponential linear unit (SeLU) as the
activation function in the hidden layers. Compared with the
traditional sigmoid and the popular rectified linear unit
(ReLU), SeLU can converge towards zero mean y and unit
variance automatically. )erefore, it has the same effect as
batch normalization, which means that exploding and
vanishing gradients can be avoided. )e SeLU activation
function is shown as follows:

SeLU(x) � λ
x if x> 0

α∙ex
− α if x≤ 0

 , (12)

where λ and α are two parameters with typical values,
namely, 1.0507 and around 1.6733, respectively.

According to our previous research [25], the operating
time of the XGBoost algorithm is much faster than that of
other programs on a single device. It can scale up to billions

of examples in the case of distributed or limitedmemory.We
chose XGBoost algorithm to train the GRU neural network
in this paper.

An appropriate evaluation framework can help to esti-
mate performance. Basically, samples in classification
problems are divided into four categories, including true
positives, true negatives, false positives, and false negatives.
We introduce this evaluation framework for the model in
Table 3.
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Figure 4: )e lane-changing decision-making model of bus entering.
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TP and FN are the probabilities of actual lane-changing
events correctly and wrongly classified as lane-changing and
lane keeping events, respectively. FP and TN are the
numbers of actual lane keeping events wrongly and correctly
classified as lane-changing and lane keeping events, re-
spectively. )e following evaluation indicators (13) and (14)
calculated by these four parameters are chosen in this paper:

accuracy(ACC) �
TP + TN

TP + TN + FP + FN
, (13)

true positive rate(TPR) �
TP

TP + FN
. (14)

Furthermore, the ROC curve can describe the rela-
tionship between TP and FP. )e ROC score which cal-
culates the area under the ROC curve is also a judging basis
for the effect of algorithm.

4.2. 8e Optimal GRU Structure. In the paper [26], it was
stated that overfitting in training neural networks was se-
rious and should be given more attention. When overfitting
happens, the error on the testing dataset is still high although
the error of the model on the training dataset could be
ignored. To avoid this phenomenon, various network
structures, from simple to complicated, are tested in this
paper. )e different neural network structures are illustrated
in Table 4 (where 0 means that there is no layer in the
corresponding structure).

We use the cross-validation method to avoid overfitting,
and 30% of the training samples are chosen as the validation
set. Further statistical tests revealed that the model works
efficiently with the help of the cross-validation method. We
separate all the samples into 3 parts: 30% as the training
dataset, 30% as the validation set, and the remaining 40%

as the test dataset. For all the neural network schemes in
Table 4, combined with the flexible right-of-way lane in front
of the bus stop, generally at least 4,000 to 14,000 samples
(10% to 40% of the total sample) are required.)e results are
shown in Figure 6.

Results show that structure 5 (3 hidden layers that
contain 30, 10, and 0 neurons, respectively), trained by
10,000 samples, obtained the best performance. Further-
more, we selected 10,000 training samples to test different
lengths of the historical time interval. Results show that
considering the 8-second historical input is always the best
choice. Figure 7 gives an example of ACC of the model.

To examine the accuracy of the bus lane-changing model
in this paper, we compared the performance of the stochastic
gradient descent (SGD) algorithm, the Random Forest model,
and the SVM model with our model in the dataset. )e
indexes of different models are presented in Table 5. It can be
seen that the GRU model in this paper performs better than
other models. )e ACC value of our model is up to 92.45%,
much higher than that of others. It is worth noting that the
TPR can guarantee the safety during bus lane-changing,
which is vital for the driver to operate the lane-changing
successfully. Hence, it could conceivably be noticed that the
higher the value of TPR is, the safer the lane-changing will be.
At the same time, the false negative would not have a negative
impact on driving safety because it only leads to the loss of an
opportunity to change lanes. )erefore, it is necessary to pay
more attention to the accuracy of lane-changing maneuvers.
)e results of the model indicate that it is a safe and effective
bus lane-changing decision-making system.

Figure 8 compares ROC curves among SGD, Random
Forest, SVM, and GRU. It is apparent that the performance
of the proposed GRU neural network is better than that of
other binary classifiers, which means that the same con-
clusion can be drawn as what we get in Table 5. )e gated

Table 3: Evaluation framework of bus lane-changing decision model.

Training condition
Bus lane changing Bus lane keeping

True condition Bus lane changing TP FN
Bus lane keeping FP TN

Table 4: GRU neural network tested.

Structure
Hidden layer

1 2 3
1 30 0 0
2 50 0 0
3 100 0 0
4 10 10 0
5 30 10 0
6 50 10 0
7 10 10 5
8 10 10 10
9 30 10 10
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branch plays an important role in correlation analysis,
which explicitly extracts the characteristics of the feature
variables, which is helpful to the lane-changing decision.

5. Conclusion

Based on the DAIR-V2X dataset, this study builds a lane-
changing decision-making model of a bus entering based on
the GRU neural network. Image and point cloud data are
matched by coordinate transformation to obtain the number
of bus vehicles. To reduce the noise interference, the Kalman
filtering algorithm is used to evaluate the buses’ position,
speed, and acceleration. Meanwhile, the proposed method
takes the bus priority rules into consideration when it enters
the station, thus getting novel feature variables as input
vectors. After calculating the experimental data, we choose
the network structure “3 hidden layers that contain 30, 10,
and 0 neurons, respectively,” as the optimal stricture and 8
seconds as the length of the historical time interval because
the outcome performs best. By comparison and verification,
it was proved that the proposed model has higher accuracy.
)e ACC value of our model is up to 92.45%.

Further research regarding the role of lane-changing
would be worthwhile. )is study considers the rules to ensure
the priority of buses entering with the precondition that there
is a 100% penetration rate of V2X technology in all vehicles. In
a realistic road environment, the existence of disobedience to
the lane-changing rules needs to be considered.
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�e role of medical image technology in the medical �eld is becoming more and more obvious. Doctors can use medical image
technology to more accurately understand the patient’s condition and make accurate judgments and diagnosis and treatment in
order to make a large number of medical blurred images clear and easy to identify. Inspired by the human vision system (HVS), we
propose a simple and e�ective method of low-light image enhancement. In the proposed method, �rst a sampler is used to get the
optimal exposure ratio for the camera response model. �en, a generator is used to synthesize dual-exposure images that are well
exposed in the regions where the original image is underexposed. Next, the enhanced image is processed by using a part of low-
light image enhancement via the illumination map estimation (LIME) algorithm, and the weight matrix of the two images will be
determined when fusing. After that, the combiner is used to get the synthesized image with all pixels well exposed, and �nally, a
postprocessing part is added to make the output image perform better. In the postprocessing part, the best gray range of the image
is adjusted, and the image is denoised and recomposed by using the block machine 3-dimensional (BM3D) model. Experiment
results show that the proposedmethod can enhance low-light images with less visual information distortions when compared with
those of several recent e�ective methods. When it is applied in the �eld of medical images, it is convenient for medical workers to
accurately grasp the details and characteristics of medical images and help medical workers analyze and judge the images
more conveniently.

1. Introduction

Low-light images are a ubiquitous image model. Its main
features are low brightness and a darker area at the center of
the image. Such images have low visibility, are not easy to
observe and analyze, and are not conducive to related ap-
plications, which makes digital image processing face major
challenges. Figure 1 provides three such examples, such as
the painting on the wall in the �rst example, almost “buried”
in the dark. In order to enhance low-light images, people
have researched many classic algorithms, but the processing
results of these algorithms are more or less problematic. For
example, the enhancement algorithm based on wavelet
transform [1] can not only describe the outline of the image
but also highlight the details of the image due to its mul-
tiresolution characteristics, but it has little e�ect on the
change of the image contrast. �e histogram-based en-
hancement algorithm [2] mainly uses histogram

equalization to improve the contrast of the image, but the
grayscale of the processed image is reduced, and some details
are lost. In [3], the authors try to enhance the contrast while
maintaining the naturalness of the lighting.While it prevents
the output image from being overenhanced, its performance
is not very appealing in terms of e¡ciency and visual e�ects.
�e illu-adj algorithm proposed in [4] is able to process the
H and I components separately and achieve image en-
hancement in the HSI color space. However, the image
processed by this scheme is still dark, and the e�ect is not
good. In conclusion, so far there is no perfect method for
low-light image enhancement.

Inspired by the human visual system (HVS) [5], this
paper proposes a simple and e�ective innovative method: a
low-light image enhancement method based on an opti-
mized LIME scheme. �is paper compares this innovative
algorithm with four other algorithms: multilevel color
consistency theory (MSRCR) [6], simultaneous re¥ection
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and illumination estimation algorithm (SRIE) [7], light map
estimation-based method (LIME) [8], and the multibias
fusion method (MF) [9]. Experimental data show that our
proposed method has unique advantages in luminance order
error (LOE), visual information fidelity (VIF), and subjective
vision.

Furthermore, the main contributions of this paper can be
summarized as follows:

(1) )is paper proposes a low-light image enhancement
scheme that optimizes LIME.

(2) We find the optimal exposure ratio so that the
composite image has a good exposure effect in the
underexposed area of the original image.

(3) We design a low-complexity calculation scheme to
obtain the weight matrix.

(4) In order to improve the performance of the output
image, we increase the postprocessing part. In the
postprocessing part, the optimal grayscale range of
the image is adjusted, and the image is denoised and
reconstructed using the BM3D model.

2. Optimize LIME Scheme

Our optimized LIME scheme consists of three parts: pre-
processing, weight matrix construction by the LIME
method, and postprocessing. )e overall algorithm frame-
work is shown in Figure 2.

Among them, the first part consists of a double-exposure
sampler, a generator, and an evaluator. )e sampler can
obtain better exposure of the camera response model; the
generator can synthesize the image at the optimal exposure
rate to make it in the underexposed area of the original
image.)e inner exposure is good; since the weight matrix of
all pixels is nonuniform, i. e., well exposed pixels are given
larger weights, and poorly exposed pixels are given smaller
weights; therefore, the weights of all images are weighted
using the estimator matrix, which is evaluated such that the
output matrix is normalized per pixel. Second, we use the
LIME algorithm to determine the weight matrix when the
two images are fused. By fusing the composite image and the
input image according to this weight matrix, an enhanced
image with all pixels well exposed can be obtained. Finally,
the postprocessing part improves the performance of the
output image by adjusting the optimal grayscale of the image
(the flowchart of the postprocessing algorithm is shown in
Figure 3). In addition, we use the BM3D model to denoise
and reconstruct the image to further optimize the perfor-
mance after image enhancement.

According to our algorithm framework, the enhanced
image can be defined as

Rc
� W ∘Pc

+ ∘g Pc
, k . (1)

Among them, c is the index of the three color channels, R
is the result of image enhancement,W represents the weight
matrix, g is the brightness transfer function (BTF), which k

represents the optimal exposure rate, and P is the input
original image, ∘ which represents the correspondence

between the two matrices )e elements of the position are
multiplied. It is obvious from this formula that to get an
enhanced image, we can start with 3 parts: double exposure
evaluator (evaluate W), double exposure generator (deter-
mine g), and double exposure sample (determine k).

2.1. Double Exposure Sampler. )e double exposure sampler
will determine the optimal exposure k for the resulting
image so that the input image and the resulting image
represent as much information as possible, while leaving the
composite image well exposed in areas of the original image
that were underexposed.

A well-exposed image has better visibility than an
underexposed or overexposed image and can give people
more information. So, we have to find the best exposure k to
provide the most information. To find k, we define image
entropy as

H(B) � − 
N

i�1
pi · log2pi, (2)

where B represents the luminance component of the image
and pi represents the ith element of the histogram of B.

Since the entropy of a well-exposed image is higher than
that of an underexposed or overexposed image, therefore, it
is reasonable to use entropy to find the optimal exposure.We
compute the optimal exposure k by maximizing the image
entropy that enhances brightness, which is expressed as

k � argmaxH(g(B, k)). (3)

Since the image entropy first increases and then de-
creases with the increase of the exposure rate k,k can be
solved by the one-dimensional minimization method. To
improve computational efficiency, we resize the input image
to 50× 50 during optimization.

2.2. Double Exposure Generator. In this part, we use the
camera response model to implement the double exposure
generator, and the camera is constructed by BTF g.

To estimate g, we select two images with different ex-
posures, named P0 and P1, respectively. )e BTF model can
be described by a two-parameter function as

P1 � g P0, k( (  � βPc
0. (4)

Among them, k is the exposure rate, and β and c are the
parameters related to the exposure rate k in the BTF model.
It is observed that the different color channels have ap-
proximately the same model parameters. )e fundamental
reason is that for a typical camera, the response curves of
different color channels are approximately the same.

Since the BTF of most cameras is nonlinear, our BTF g

can usually be solved by

g(P, k) � e
b 1− ka( )P k

a
( , (5)

where βand c are two model parameters, which can be
calculated from camera parameters a, b and exposure k. We
assume that no information about the camera is provided,
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and we need to use a fixed camera parameter (a� −0.3293,
b� 1.1258) that can fit most cameras.

2.3. Double Exposure Evaluator. )e design of the weight
matrixW is the key to realizing the enhancement algorithm,
which can enhance the low contrast in the underexposed
areas while preserving the contrast in the well-exposed areas.
We need to assign larger weight values to well-exposed pixels
and smaller weight values to underexposed pixels. Intui-
tively, the weight matrix is positively related to the scene
illumination. Since areas of high illumination are more likely
to be well exposed, they should be assigned large weight
values to preserve their contrast. Inspired by the LIME
method [10], this paper calculates the weight matrix by the
following formula:

Wh(x)← 
y∈Ω(x)

Gδ(x, y)

y∈Ω(x)Gσ(x, y)∇h
T(y)



 + ϵ

Wv(x)← 
y∈Ω(x)

Gδ(x, y)

y∈Ω(x)Gσ(x, y)∇v
T(y)



 + ϵ

. (6)

Here, ∇h represents the gradient in the horizontal
direction,∇v represents the gradient in the vertical direction,
Trepresents the initial estimate of the light map,ϵ is a very
small constant to avoid a denominator of 0, Ω(x)is the area
centered on the pixel x, and y is the position index within the
area. Gδ(x, y)can be expressed as

Gσ(x, y)∝ exp −
di st(x, y)

2σ2
 , (7)

where di st(x, y)is used to measure the spatial Euclidean
distance between the x and y positions.

2.4. Light Map Estimation. As one of the earliest color
constancy methods, the Max-RGB [11] method attempts to
estimate the illuminance by finding the maximum value of
the three color channels (R, G, and B channels), but this
estimation can only improve the global illuminance. In this
paper, in order to deal with nonuniform lighting, we choose
to use the following initial estimates:

T(x)← max
c∈ R,G,B{ }

Pc
(x). (8)

For each individual pixel x, the rationale behind the
above operation is that the illuminance is at least the
maximum value of the three channels at some pixel location.

For the initial estimation of light maps, a good solution
should preserve both overall structure and smooth texture
details. To solve this problem, we propose to solve the
following optimization problems:

min
T

‖T − T‖
2
F + α‖W ∘ ∇T‖1, (9)

where α is a coefficient that balances these two terms, ‖·F‖

and ‖·1‖ represent the F-norm and 1-norm, respectively,T is
the original light map. ∇T is the first derivative filter, and it
contains ∇hT(horizontal) and ∇vT (vertical). In Equation

Figure 1: Naturally captured low-light images.
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(9), the first term guarantees fidelity between T and T, while
the second term considers (structure-aware) smoothness.

2.5. Low Complexity Solution. On carefully analyzing
the problem (9), it is not difficult to find that the origin of the
iterative process is the sparse weighted gradient term, that
is, the 1-norm term‖ W ∘ ∇T‖1. )e combination of the
1-norm and the gradient operation of T makes the
calculation somewhat complicated. )erefore, in order to
reduce the computational complexity, formula (10) is
obtained:

lim
ϵ⟶ 0+


x


d∈ h,v{ }

Wd(x) ∇dT(x)( 
2

∇dT(x) + ϵ



� W ∘ ∇T1. (10)

)at is,W ∘ ∇T1 can be approximated by using
xd∈ h,v{ }Wd(x)(∇dT(x))2/|∇dT(x) + ϵ|. )erefore, the
problem in (9) can be approximately described as

min
T

‖T − T‖
2
F + α

x


d∈ h,v{ }

Wd(x) ∇dT(x)( 
2

∇d
T(x)


 + ϵ

. (11)

Since equation (11) contains a quadratic term, the
problem can be solved directly by solving the following
equation:

I + 
d∈ u,v{ }

DT
dDiag Wd(  Dd(  � −t⎛⎝ ⎞⎠, (12)

(a) (b) (c)

(d) (e) (f )

Figure 4: BOY1 enhancement results. (a) Original. (b) MSRCR. (c) SRIE. (d) LIME. (e) MF. (f ) Proposed.

(a) (b) (c)

(d) (e) (f )

Figure 5: SHOE enhancement results. (a) Original. (b) MSRCR. (c) SRIE. (d) LIME. (e) MF. (f ) Proposed.
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where wd is the vectorization of Wd, which is expressed
as Wd(x)←Wd(x)/|∇T(x)| + ϵ. Diag(x) is a diagonal matrix
constructed with the vector x. is a symmetric positive def-
inite Laplacian matrix, and there are many practical solu-
tions in [12–16]. After doing all the above steps, we can
combine them to get an enhanced image Rc.

2.6. Adjust the Grayscale Range. In this section, we use the
imadjust function in MATLAB to adjust the grayscale range
of the image and set the gamma value in the function to 0.9
to achieve better visual effects.

2.7. Denoising and Restructuring Using BM3D Models. To
further improve the visual effect, we also employ a denoising
recombination technique. Considering the comprehensive
performance, this paper chooses the BM3D [17] model.

BM3D (block matching 3D, a three-dimensional block
matching algorithm) can be said to be one of the best
denoising algorithms at present. )e main idea of this

algorithm is to find similar blocks in the image for filtering
processing, which can be divided into two steps: one is basic
estimation, and a simple denoising operation is performed.
)e second is the final estimation, and more detailed
denoising is performed to further improve the peak signal-
to-noise ratio.

In this paper, to further reduce the amount of com-
putation, we convert the input image P from the RGB color
space to the YUV color space and perform BM3D only on
the Y channel. In addition, the noise level is different for
different input regions due to different magnifications.
BM3D models have the same effect on different areas.
)erefore, to avoid imbalances in processing, such as some
locations (dark areas) being well removed and some loca-
tions (bright areas) being oversmoothed, we use the fol-
lowing operations to maintain the balance.

Rf←R ∘T + Rd ∘ (1 − T), (13)

where Rd and Rf are the results after denoising and
recombination.

(a) (b) (c)

(d) (e) (f )

Figure 6: BOY2 enhancement results. (a) Original. (b) MSRCR. (c) SRIE. (d) LIME. (e) MF. (f ) Proposed.

(a) (b) (c) (d) (e) (f )

Figure 7: FATHER enhancement results. (a) Original. (b) MSRCR. (c) SRIE. (d) LIME. (e) MF. (f ) Proposed.
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3. Result Analysis

In this section, we compare our scheme with other methods,
including MSRCR, SRIE, LIME, and MF methods. )e re-
sults are shown in Figures 4–8.

To verify the effectiveness of the proposed algorithm, we
process some typical low-light images.)e names are BOY1,
SHOE, BOY2, FATHER, and BOY3. Here are their com-
parison results:

Furthermore, to demonstrate the effectiveness of the
proposed algorithm, we evaluate the enhanced images using
the following 3 metrics:

(1) Lightness order error (LOE)
(2) Visual information fidelity (VIF)
(3) Human subjective visual evaluation

3.1. Luminance Sequence Error (LOE). )e relative order of
brightness represents the light source direction and
brightness changes, and the naturalness of the enhanced
image is related to the relative order of brightness in different
areas. )erefore, we adopt the luminance order error (LOE)

as an objective measure of performance. )e definition of
LOE is as follows:

LOE �
1
m



m

x�1


m

y�1
U(Q(x),Q(y))⊕U Qr(x),Qr(y)( ( ,

(14)

where m is the number of pixels. )e function U (p, q)
outputs 1 where p≥ q and 0 otherwise. )e symbol “⊕”
represents the exclusive or operator.Q(x) andQr(x) are the
maximum values between the R, G, and B channels at the x
position of the enhanced image and the reference image,
respectively. )e lower the LOE, the better the image en-
hancement and the more natural brightness can be main-
tained. )e results are shown in Table 1.

3.2. Visual Information Fidelity (VIF). VIF models the
quality assessment problem as an information fidelity cri-
terion, quantifying the mutual information between the
reference image and the distorted image relative to the image
information extracted by HVS. )e VIF metric [18] can be
expressed as

(a) (b) (c) (d) (e)

(f )

Figure 8: BOY3 enhancement results. (a) Original. (b) MSRCR. (c) SRIE. (d) LIME. (e) MF. (f ) Proposed.

Table 1: Comparison of quantitative performance of different methods in terms of LOE.

Method and image Comparison of quantitative performance of different methods in terms of LOE
BOY SHOE BOY2 FATHER BOY3

MSRCR 1600.15 1673.6 1600.33 1940.24 2160.49
SRIE 599.34 618.83 709.31 564.33 499.77
LIME 1388.30 1288.88 1434.57 1368.46 1329.36
MF 742.75 538.23 807.26 652.99 685.92
Proposed 303.49 446.43 289.62 430.12 301.81
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VIF �
I(C; F)

I(C; E)
, (15)

where E is the image perceived by theHVS. I(C; F) and I(C; E)
represent the information that the brain can extract in ref-
erence and test images, respectively.)e larger the VIF value,
the better the image fidelity. )e results are shown in Table 2.

3.3. Subjective Evaluation. Figure 9 is another dataset on
which we tested, and we can see the enhancement effect on
low-light images under different methods. From the
perspective of human vision, MF, SRIE, and our
proposed method can effectively enhance images; the LIME
algorithm and the MSRCR method have a poor enhance-
ment effect. )is is consistent with the data validation of
Tables 3 and 4.

Table 2: Quantitative performance results of VIF.

Method and image Quantitative performance results of VIF
BOY SHOE BOY2 FATHER BOY3

MSRCR 0.43525 0.29493 0.66658 0.24967 0.47728
SRIE 0.55014 0.50491 0.77618 0.62694 0.72162
LIME 0.30723 0.20269 0.60919 0.31385 0.51933
MF 0.61596 0.45259 0.98047 0.70466 0.84256
Proposed 0.7585 0.68341 0.89024 0.70322 0.8943

ProposedMF LIME SRIE MSRCRInput

Figure 9: Comparison of the effects of different datasets.

Table 3: Comparison of quantitative performance of different methods in terms of LOE.

Method Peng Dormitory Screen Sky Cloud Home LOE(Ave)
MF 275.71 469.04 357.42 642.77 412.88 629.72 464.55
LIME 1382.11 1025.02 1062.62 1175.31 1239.2 1164.51 1174.89
SRIE 283.47 1183.61 412.73 660.49 327.17 701.66 594.88
MSRCR 4442.73 1553.33 1561.13 1797.32 1197.44 1404.82 1992.76
Proposed 525.67 988.44 659.26 405.95 355.22 670.76 600.86

Table 4: Comparison of quantization performance of different in terms of VIF.

Method Peng Dormitory Screen Sky Cloud Home VIF(Ave)
MF 0.62566 0.38453 0.24674 0.62679 0.57326 0.3492 0.4678
LIME 0.19281 0.14978 0.08449 0.33217 0.2367 0.14688 0.19048
SRIE 0.61524 0.54838 0.38424 0.62283 0.55206 0.4555 0.52970
MSRCR 0.16534 0.27782 0.11369 0.45671 0.29517 0.15386 0.24375
Proposed 0.72139 0.63082 0.2164 0.92307 0.87397 0.45882 0.63742
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)e above enhanced images and data can intuitively show
that compared with the current mainstream low-light image
enhancement methods, the method proposed in this paper can
more effectively reduce the distortion of visual information, and
the overall visual effect is better.

4. Conclusion

)is paper proposes an efficient low-light image enhance-
ment method. )e core idea of this method is to synthesize
double-exposure images through the camera response
model, obtain an optimized light map based on the LIME
method, and finally perform postprocessing to further im-
prove the image enhancement effect. )e experimental re-
sults show that compared with other existing common low-
light image enhancement schemes, the method proposed in
this paper can achieve better image enhancement effects
both subjectively and objectively.

In the future, we should consider environmental factors
and avoid over-enhancement due to the unknown envi-
ronmental conditions. In addition, we can use machine
learning-related theories to make further improvements. In
our experiments, we used a limited dataset. So, we can try
more datasets for more accurate data analysis.
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One of the important links in the safety evaluation of sluices is the aseismic safety examination. In order to ensure the daily safe
operation of sluices, it is necessary to conduct a normalized aseismic safety examination of sluices, and it is also necessary to study
the aseismic safety examination of return sluices. Based on the application of ADINA �nite element analysis software, a three-
dimensional �nite element model of the gate chamber structure is established, and the seismic response of the gate chamber
structure is calculated and analyzed by the mode decomposition response spectrum method. �e seismic safety of the gate
chamber structure is evaluated comprehensively. �e results show that 2.00MPa of tension stress is generated at the junction of
the pier and the gate. According to the structural mechanical method, the maximum tensile stress that can be endured is 4.41MPa,
which meets the safety requirements. �ere is a large tension stress zone between the elevator �oor and some parts of the elevator,
which far exceeds the standard tension strength value of the concrete moving shaft. Considering the safety, corresponding
aseismic reinforcement measures should be taken. �e structure of the gate chamber is nonslip and stable, and the safety factor is
larger than the standard value of the Gate Design Speci�cation (SL265-2016), which meets the safety requirements. �e aseismic
safety of the gate chamber structure meets the requirements of the “Standard for Seismic Design ofWater Conservancy Buildings”
(GB5127-2018), but it has safety defects and the aseismic grade is B.

1. Introduction

According to the national water conservancy safety data in
2009 and the record data of sluice in 2008, there are 97 small (1)
type or above directly managed sluice in the Yellow River
Basin. �e main structural forms are divided into open type
and culvert type [1]. �e basic stratum types of the gate are
generally the fourth system of the altered series, the upper
altered series of the fourth system, the middle altered series of
the fourth system, the lower altered series of the fourth system,
the upper Triassic series, and the upper Cambrian series, which
are mainly caused by arti�cial accumulation, alluvial deposi-
tion, and �ood.�e soil properties are divided into 24 di¥erent
lithology, such as �ne sandy loam, loam, sandy soil, sandy soil,
sandy gravel, light silty loam, sandy soil, silty sand, and
screened �ne soil. �e second largest earthquake area in
China’s history is the North China earthquake zone [2].

Due to the change of the seismic design speci�cations of
domestic buildings, the seismic design of locks mainly faces
the following three problems: (1) the original engineering
design did not fully consider the seismic protection and the
seismic protection needs to be fully considered according to
the standard. According to the existing national seismic
work parameter zoning map (gb18306-2015), the structure
of building forti�cation strength and seismic capacity as-
sessment needs to be rede�ned; (2) the original design
considered earthquake protection, but the building forti-
�cation strength is low, such as 6 and 7 degrees. Now,
according to the code for seismic design of water con-
servancy building materials (sl191-2008), the forti�cation
strength has increased, and the seismic capacity needs to be
reviewed; (3) earthquake is considered in the original
design, and the forti�cation intensity has not changed [3].
Strengthening the protection measures against earthquakes
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leads to insufficient earthquake resistance in the original
design, and it is necessary to focus on the review of the
protection measures against earthquakes [4]. Today, with
the development of calculation methods and the im-
provement of social and economic technology, the seismic
characteristics of building materials will become increas-
ingly important. Compared with the current requirements
for seismic fortification, the initial design of gate using
quasi-static calculation method is slightly insufficient.
&erefore, more advanced calculation methods and theo-
ries are needed to analyze the comprehensive seismic ca-
pacity of buildings.

&ere are many natural disasters caused by earthquakes
and they occur relatively frequently in China. Seismic safety
evaluation is the main part of ship lock safety evaluation
project. &e throat of ship lock construction is the lock
chamber, and the design of the lock chamber plays an
important role in the safety of the project. &erefore, it is
necessary to discuss the seismic stability of the gate chamber
structure. At present, most researchers use quasi-static
method to review and analyze the gate structure [5]. In fact,
the sluice is a three-dimensional thin-wall structure [6].
Connections between buildings, such as traffic bridges, have
large errors in the results [7]. In recent years, with the rapid
development of computer technology, the finite element
numerical simulation technology has been widely used in the
seismic analysis of sluices [8].&erefore, it is necessary to use
the three-dimensional finite element numerical simulation
technology to study the seismic resistance of the gate
chamber structure [9].

2. State of the Art

2.1. Overview of Sluice Gate. &e gate refers to a low head
hydraulic structure that can adjust the flow of the water body
by opening the gate to adjust the flow or adjust the tem-
perature. As the gate plays a major role in regulating water
flow and generating electricity, it is widely used in the field of
water conservancy. As early as the spring and autumn pe-
riod, the Chinese began to build ship locks. It is reported that
the earliest ship lock in China was built in today’s Anhui
Province. &ere are five ship locks in China. According to
statistics, by 2008, China had built more than 50000 flood
discharge gates, including more than 480 large-scale flood
discharge gates, which improved the local drainage and
irrigation capacity and accumulated rich experience in
promoting projects.

2.1.1. Classification of Sluice Gates. According to the dif-
ferent responsibilities of sluice structures in water conser-
vancy, sluice gates can be classified as follows:

(1) Control the brake. Generally speaking, the control
brake is built on the barrage between the main river
and the branch river, and the water level is controlled
through the ship lock to meet the requirements of
upstream and downstream water diversion and
navigation, control the upstream and downstream
water flow to ensure the safety of the upstream and

downstream rivers, or control the flow direction
according to the downstream water supply re-
quirements [10]. If the control gate and the sluice are
built together somewhere, it can not only control the
inflow flow but also completely discharge the excess
water, thus protecting the safety of hydraulic
structures [11].

(2) Entry lock (entrance lock). It is mostly built on the
banks of rivers, ponds, or lakes or above the di-
version channels of agricultural irrigation areas to
regulate the amount of tap water and ensure the
demand of agricultural irrigation water supply, in-
dustrial water, and domestic water [12].

(3) Flood gate. Generally, mountain torrents, which are
mostly located on the side of the river and larger than
the safe flow of the downstream river, can be divided
into flood storage area, flood detention area, and
flood diversion channel [13].

2.1.2. Components of the Sluice. According to the compo-
sition of sluice, it can be generally divided into three parts:
(1) sluice chamber [14]and (2) upstream connection section
[15]. &e sluice chamber is the most important part in the
structure of the sluice. &e sluice chamber consists of the
bottom plate, middle pier, side pier, gate, daughter wall,
maintenance bridge, work bridge, and traffic bridge. &e
upstream and downstream water level and flow can be
changed by adjusting the opening of the gate. &e bottom
plate of the gate can reduce the effect of osmotic pressure on
the whole gate. All the structures of the room are self-re-
specting. Upstream connection section is usually composed
of the above subgrade, bottom protection, upper inverted
chute, wing beam, and embankment on both banks. In
particular, the mat ensures the chamber and reduces scour
and osmotic pressure. &e upstream bottom and the
squeezed riverbed greatly reduce the scouring of the water
flow.&e upstream wing wall is designed to form a favorable
water flow situation, let the water flow smoothly into the gate
area, and achieve the functions of soil blocking, anti-
scouring, and anti-lateral seepage.

2.2. Calculation ,eory of Sluice Seismic Design

2.2.1. Influence of Earthquake on Sluice Gate. &e gate
structure has been damaged by strong earthquakes for many
times, which seriously affected the normal operation of the
gate. However, according to the statistics of the earthquake
disaster data after the previous major earthquakes, the main
earthquake disaster causes of the gate in China are the
fracture of the protection pool, the bottom plate, the
damping pool, and the bottom plate structure. &e main
factors leading to this fracture phenomenon are as follows:
(1) the strong earthquake resistance causes the imbalance of
the sluice, causing structural displacement, fracture, and
even collapse or uplift; (2) under the influence of earthquake
damage force, the strength and safety of the structure are
damaged, resulting in fracture, deflection, and even
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collapse [2], and due to the influence of earthquake force,
the strength and safety of the structure are damaged,
resulting in cracks, deflection, and even collapse [16].
Earthquake resistance is a complex and changeable natural
event. &ere are many factors that affect the impact of
earthquake on the gate. &e main reasons are as follows: (1)
seismic speed and time; (2) the shockproof function of the
gate itself; (3) the basic geological structure of the gate, the
time of its generation, and the function of the building; and
(4) static load applied on the sluice structure [17].
According to the Geological Survey Report of Locks in the
Middle and Lower Reaches of the Yellow River and the
Engineering Geological Research Atlas of the Lower Rea-
ches of the Yellow River, 42 locks in the middle and lower
reaches of the Yellow River are investigated. And the
histogram of their foundation soil quality is shown in
Figure 1.

According to the geological conditions, soil types and
soil thickness of 42 sluice gates in the middle and lower
reaches of the Yellow River, the average thickness of
various soil layers is calculated. &e calculation results are
as follows: the proportion of fill is 0.5%, the proportion of
silt is 15.1%, the proportion of loam is 26.3%, the pro-
portion of fine sand loam is 17.1%, the proportion of
screened fine soil is 17.5%, and the proportion of neutral
clay is 7.3%. &e proportion of coarse sand is 2.2%, the
proportion of silt is 2.8%, and the proportion of clay is
10.7%, and Figure 2 shows the composition map of the
foundation soil of the sluice chamber section in the middle
and lower reaches of the Yellow River.

3. Methodology

3.1. Seismic Calculation ,eory of Sluice Gate

3.1.1. Seismic Response of a Single Degree of Freedom System.
&e so-called single degree of freedom systemmeans that the
structure is only a motion acceleration system [18]. In the
seismic analysis, the ground is assumed to be in rigid
motion, and the structure is a vibration system with massM-
spring K-damping c located on this rigid plane. According to
Newton’s second law, the following relationship can be
obtained:

M€x(t) + c _x + Kx(t) � −M €xg (t). (1)

In construction engineering, the fixed vibration period T
of the structure is generally used as the fixed vibration
frequency ω (t� 2π/a) to represent the seismic response
spectrum [19]. &ere are the following approximate rela-
tionships between relative displacement, relative velocity,
and absolute acceleration:

SD(ω, ξ) � |x|max �
SV(ω, ξ)

ω
, (2)

SA(ω, ξ) � €x + €xg



max
� ω2

SD(ω, ξ). (3)

Because of these relationships, some textbooks often
draw three kinds of spectra together, which is also called
three coordinate spectrum, or three spectrum diagram [19].
Seismic acceleration response spectrum is very common in
building seismic engineering.

3.1.2. Seismic Response of Multi-DOF Systems. Finite ele-
ment method is the most commonly used method to analyze
seismic response of multi-degree-of-freedom systems. &e
array superposition method is commonly used in seismic
response analysis of sluice. &e first step of the analysis and
research is to deal with the characteristics of the structural
system so as to achieve the first few low-order structures with
large research on the vibration of the structural system. &e
second step is to calculate the motion equation of the system
through the orthogonality of the stratum. Using the
decoupling method, the stratum responses corresponding to
different strata are obtained, and then, the responses of each
stratum are superposed according to certain principles to
obtain the comprehensive seismic response of the structure.
&e free vibration equation of the undamped multi-degree-
of-freedom linear system after finite element discretization is

[M] €u(t){ } +[K] u(t){ } � 0{ }, (4)

where [M] and [K] are the overall stiffness matrix and mass
matrix of the system, respectively; {u (t)} is the displacement
reflection of the system.

u(t){ }can be expresse d as: u(t){ } � U{ } sin(ωt + ϕ). (5)

Since the formation of the system has the characteristic
of weighted orthogonality, its dynamic response can be
expanded according to its formation, that is,

u(t){ } � 
N

i�1
qj(t), (6)

where qj (t) is the generalized coordinate of the amplitude
change of the formation, which reflects the contribution of
the jth-order formation to the total response of the system at
time t.

Modal superposition method can get the response
characteristics of the structural system in the whole seismic
response, so it is called modal superposition time history
analysis method. In the design practice, usually, the maxi-
mum seismic response of the system is the most unfavorable
and most valued. &erefore, on the basis of modal super-
position time history method, a new superposition response
spectrum method is formed by combining the theory of
seismic response spectrum and modal superposition theory
so that the maximum seismic response of the system can be
calculated simply. At present, this technology has been
applied in the seismic engineering design of building
engineering.

&e focus of the mode shape superposition response
spectrum method is to find the maximum value of the
structural response, so it is necessary to first obtain the
maximum value of the structural response of each mode
shape. It can be seen from the above formula that the
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maximum value {S} j of the relative displacement response
corresponding to the mode shape j can be expressed as

S{ }j � u(t){ }j
max

� cj Φ{ }j δj(t)


max
. (7)

3.1.3. Mode Shape Decomposition Response Spectrum
Method. &is time, the standard design maximum response
spectrum specified in the “standard for seismic design of
hydraulic structures” (cb51247-2018) (hereinafter referred to
as the design code standard) will be used for the seismic
evaluation and design of the gate chamber design. As shown
in Figure 3, the damping ratio is about 7%, and the rep-
resentative value of the maximum response spectrum β and
Max is 2.25.

According to the provisions of the national standard
value of earthquake resistant design strength, when the
seismic action effect is estimated by using the mode

decomposition response spectrum method, the seismic ac-
tion effect of each mode can be combined according to the
square root and square root.&e specific calculation formula
is as follows:

SE �

�����



m

i



m

j




ρijSiSj
, (8)

where SE is the seismic action effect; Si and Sj are the seismic
action effect of the ith and jth order modes, respectively;m is
the number of modes used in the calculation.

3.2. Tensile Stress Review. At present, there is very little
information about how to evaluate the stability in the range
where the tensile stress is greater than the standard deviation
of the axial tensile strength of concrete in the finite element
calculation. However, according to the conclusion of the
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Figure 1: Geological column map of the bottom floor of the sluice gates in the middle and lower reaches of the yellow river.

0

5

10

15

20

25

30

fill soil silt loam sandy
loam

fine sand medium
sand

coarse
sand

Silt clay sand
pebble

D
ist

rib
ut

io
n 

of
 d

iff
er

en
t f

ou
nd

at
io

n 
so

ils

Figure 2: &e composition of different foundation soils of the bottom plate of the sluice gate in the middle and lower reaches of the yellow
river.

4 Computational Intelligence and Neuroscience



finite element seismic review of the open gate, it is not
difficult to see that in the case of a large earthquake, the
intersection between the gate pier and the gate bottom plate
can often produce a large tensile stress area, and the tensile
stress in these areas is often greater than the standard value
of the concrete dynamic axial tensile strength. Under the
influence of earthquake, the gate pier is an eccentric com-
pression member. &erefore, for the sake of safety and
considering the worst case, the gate pier can be considered as
a pure bending structure. According to the code for design of
hydraulic concrete structures (sl191-2008), considering the
bending capacity of the positive diameter and the normal
rectangular section or inverted T-shaped section of the
flange at the tension side, the bending capacity of the positive
diameter of the bending member must meet the following
conditions:

KMs⩽fcbx h0 −
x

2
  + fy

′AS
′ h0 − as

′( . (9)

In the formula: K is the safety factor of bearing capacity;
Ms is the design value of bending moment, N.m; fc is the
design value of concrete axial compressive strength, Pa; As is
the cross-sectional area of longitudinal tension steel bar, m2.

Meanwhile, for pure curved surface components, the
normal stress at any point on the section can be measured.
&e equation is

σ �
My

Iz

, (10)

where m is the maximum bending moment on the longi-
tudinal section. To obtain the maximum normal stress ac-
ceptable on the longitudinal section, here M can be taken as
MS, and I is the maximum moment of inertia on the lon-
gitudinal section with respect to the neutral axis Z; Y is the
required maximum internal stress.

By comparing the stress data obtained by the above
method with the finite element results, the range where the

tensile stress is greater than the standard value of the dy-
namic axial tensile strength of cement can be checked.

4. Result Analysis and Discussion

4.1. FiniteElementModelConstructionandParameterDesign.
&ere are four holes in a gate project, i.e., two reinforced
concrete open sluice gates, with joints between each joint.
&e total length of the gate chamber is 12.50m, the total
width of the gate chamber is 47.45m, the thickness of the
side pier is 1.40m, the thickness of the middle pier is 1.40m,
the thickness of the middle joint pier is 1.85m, and the net
width of each hole is 10.00m. Considering the difference of
earth pressure and water pressure at the two ends of the side
pier, this calculation will focus on the combination of the
side hole and the gate chamber.

According to the specific standards of the gate chamber
design, the structure set includes the gate bottom plate, gate
pier, steel gate, cross beam, and side hole 3D finite element
model of the hoist frame structure. Using Cartesian coor-
dinate system, take x as horizontal azimuth, y as downstream
azimuth, and Z as vertical azimuth. In the calculation
process, three-dimensional stability constraints are applied
to the bottom of the gate pier and gate. However, it must be
noted that the construction of the hub has been carried out
for more than 50 years. According to the monitoring data,
the land subsidence has been basically balanced. &e
maximum displacement value is less than 0.5mm.&erefore,
for the convenience of analysis and calculation, the influence
of foundation is ignored. In addition, since the gate system of
the pulling machine room on each pier of Luqiao road exists
separately, thin-layer elements are set between the two
adjacent road and bridge construction and hoisting engi-
neering rooms for finite element calculation. &e relative
independence between the two lifting bays and the highway
bridge can be realized without participating in the
calculation.

β (T)=βmax (Tg/T)0.6

β (T)

βmax

βmin

0.1 Tg 3.0 T (s)

Figure 3: Standard design response spectra.
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In this calculation result, if the reinforcement unit is not
considered, any cement unit represents plain cement. In
order to reflect the effect of reinforcement diameter on the
elastic modulus of cement, the equivalent elastic modulus is
used to simulate the elastic modulus of reinforced concrete.
&ese calculation results of the material parameters used are
listed in Table 1.

4.2. Experimental Results and Analysis. &e structure’s self-
vibration characteristics are analyzed by means of structure’s
self-vibration characteristics. Considering the influence of
water in front of the gate on the structure of the gate chamber
and the self-vibration of the first five frequencies and modes,
the characteristic parameters of the gate chamber structure
are obtained. Wester-Gard additional mass method is used to
simulate structural effects. &e first five natural frequencies
and periods of the lowering gate chamber structure under
normal water level are shown in Table 2. From Table 2, it can
be seen that the natural fundamental frequency of gate
chamber structure under normal impounding condition is
4.038Hz, and the second-order natural vibration frequency is
similar to the basic frequency. &is is mainly due to the
independence of each hole in the gate chamber structure and
the hoist room on the gate pier.&e first and second vibration
modes of the gate chamber structure are two independent
hoist rooms along the river direction.

Figure 4 shows the schematic diagram of the side pier
and reinforcement of the maximum diameter section of each
unit of the sluice. &rough the tensile stress review method
introduced in Chapter 2.2, the maximum pressure on the
longitudinal section of the side pier of each unit can be
calculated by equations (1) to (3). &e bending moment is
2879.6 kn. M. It can be seen from formula (4) that the
maximum allowable tensile stress at the intersection of side
pier and gate bottom is 4.41MPa, equal to 2.00MPa, which is
in line with general safety regulations.

In the stage of sluice modal analysis, according to the
calculated diversion water level standard, the upstream
water level of the sluice house section is 37.40m, while the
downstream water level of the sluice house section is only
37.40m. &e soil boundary is generally fixed, and the fol-
lowing design modes are generally adopted: (1) fixed
boundary + no mass foundation model, (2) fixed boundar-
y +massless foundation model + hydrodynamic pressure,
(3) stable boundary +mass base model, and (4) stable
boundary +mass basic model + dynamic water pressure; the
first 10 natural vibration frequencies of the sluice design are
shown in Table 3.

According to the above calculation model and param-
eters, the dynamic response results of the sluice under the
two working conditions are calculated. Now only the dis-
placement diagram of the X-direction of the cross section of
the sluice chamber structure, frame bridge, and hoisting
machine room under the action of the Henghe-direction
earthquake is given. Figure 5 is a displacement diagram in
the X direction of the cross section (z� 0.715m, z� −6.64m)
of the sluice chamber structure under the action of the
Henghe earthquake.

&e analysis of the displacement results of the sluice
structure under the earthquake conditions in the Yokogawa
direction shows that the displacement of the bottom plate
and the middle part of the top plate of the sluice chamber
structure behind the sluice parapet is larger than the dis-
placement on both sides.

Under the two seismic conditions, the maximum dis-
placement of the sluice structure in theX, Y, and Z directions
and the deformation of the different structures of the sluice
in the X, Y, and Z directions are shown in Table 4.

&e analysis of the structural deformation results of the
two seismic conditions shows that when the overall model of
the sluice including the frame bridge of the sluice and the
hoisting machine room is established, the sluice chamber is
under the pressure of the side fill in the direction of the river;
in the direction of the river, the sluice chamber is con-
strained horizontally. Under the action of the river-direction
earthquake, the sluice structure has a translational dis-
placement in the transverse direction of the river, and its
value is 3.61 cm. Under the action of the river-direction
earthquake, the sluice chamber structure has no transla-
tional displacement.

Table 5 shows the calculation results of stability against
sliding of gate chamber structure superimposed by dynamic
and static state. It can be seen from Table 3 that fixed
boundary is used for soil boundary and mass-free founda-
tion model is used for gate modal analysis. Based on the
integration of self-vibration frequency of gate structure and
soil, the hydrodynamic pressure of gate chamber also acts on
the pier surface through mass unit MASS21. According to
the finite element dynamic calculation, the maximum
horizontal seismic pressure in the side hole gate house is
about 2863.72 kn. Since the earthquake action is random
reciprocating, when the ground plane seismic inertial mo-
tion faces the downstream, according to the static action
calculation, the anti-skid stability safety factor K of the gate
house structure is 2.30, which meets the requirements.
When the ground inertial motion faces the upstream hor-
izontal earthquake, the anti-skid stability safety factor K of
the gate house structure is 4.64 according to the static action
calculation, which meets the requirements.

Because of the dynamic displacement response curve in
the Hengchuan direction, the dynamic displacement dif-
ference of the typical displacement node between the rack
bridge and the hoist room with time is relatively small, and
only the dynamic displacement strain curve of the typical
node of the gate house with time in the Hengchuan direction
is given (see Figure 6.

&e comparison results of sluice structure displacement
of different models show that the dynamic displacement of
the sluice chamber structure is larger than that of the sluice
frame bridge and the hoisting machine room. Under the
same boundary foundation model, the dynamic displace-
ment of the sluice chamber structure can be calculated: (1)
the peak dynamic displacement of the model is smaller
than the peak value of the model, (2) the dynamic dis-
placement of the model and the sluice chamber structure,
(3) the model is small, and (4) the model is dynamic. In
addition, under the same boundary foundation model, the
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dynamic displacement of the sluice bridge and the hoist
room structure is the same due to different time, while the
dynamic displacement of the sluice chamber structure is

the same at the beginning time. After 1.25 s, the dynamic
displacement peak value of the model is higher than that
of the model without mass.

Table 3: First 10 natural vibration frequencies of four models of the sluice.

Order 1/Hz 2/Hz 3/Hz 4/Hz
1 1.720 0.084 0.942 0.084
2 1.932 0.109 0.992 0.109
3 3.606 0.136 1.081 0.136
4 3.686 1.361 1.220 0.961
5 4.302 3.606 1.569 1.059
6 5.885 5.781 1.569 1.099
7 7.039 7.039 1.751 1.569
8 12.180 7.961 1.828 1.569
9 14.584 11.083 1.881 1.748
10 15.482 11.697 1.956 1.764

Table 1: Concrete material parameters.

Material
number Material name Density Elastic

mold
Poisson’s
ratio

Standard value of dynamic axial
compressive strength

Standard value of dynamic
axial tensile
strength

1 Brake floor 2548.00 33.23 0.167 19.66 1.97
2 Pier 2548.00 31.20 0.167 16.22 1.62
3 Highway bridge 2548.00 31.52 0.167 16.72 1.67

4 Open and close the
machine room 2548.00 31.52 0.167 16.72 1.67

Table 2: Period table of natural frequency of gate chamber structure under different conditions.

Order
Normal water level

Frequency Cycle
1 4.038 0.248
2 4.178 0.239
3 7.708 0.130
4 13.013 0.077
5 13.820 0.072

h = 140 cm

as
’ = 10 cm as = 10 cm 1010

b 
= 

10
0 

cm

(a)

h = 140 cm

as
’ = 10 cm as = 10 cm10 10

M

(b)

Figure 4: Reinforcement diagram of side pier per unit length of sluice. (a) Cross section. (b) Longitudinal section.
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Table 5: Calculation and analysis table of anti-sliding stability of gate chamber structure superimposed by dynamic and static state.

Working condition Vertical load under
static condition

Horizontal load
under static
condition

Horizontal
seismic inertia

Friction
coefficient

Anti-skid
stability factor Canonical value

Horizontal seismic
inertial force upstream 25197.52 964.93 −2863.72 0.35 4.64 1.10

Horizontal seismic
inertial force
downstream

25197.52 964.93 2863.72 0.35 2.30 1.10
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Figure 6: Impact curve of lower boundary form on results of quality basis model.
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Table 4: Maximum displacement of sluice structures in X, Y, and Z directions under two seismic conditions.

Working condition S x S y S z

Working condition 1 8.87 1.44 0.38
Working condition 2 0.05 0.29 5.24
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5. Conclusion

&is paper summarizes the damage caused by the earthquake
to the gate structure and studies the causes of the damage
caused by the earthquake to the gate structure. On the
basis of this analysis and research, the basic concept of the
seismic analysis and research is systematically expounded;
the role of the gate, foundation, and bottom plate in the
seismic design is comprehensively investigated; and the
whole gate design is calculated and analyzed. &rough the
finite element numerical simulation technology, the vi-
bration resistance test of the gate house structure is
carried out, and the following results are obtained
according to the calculation: (1) under the normal hori-
zontal condition, the fundamental frequency of the gate
house structure is 3.57 Hz, and the first mode is the vi-
bration of the lifting chamber along the river; (2) when the
gate pier intersects with the gate bottom plate, the gate
mouth has a tensile stress of 2.0MPa. According to the
quantity of reinforcement here, the maximum tensile
stress that the place can bear is about 4.41MPa, which has
met the safety requirements. &is value far exceeds the
standard value of dynamic axial tensile strength of con-
crete. &e reinforced concrete at the bottom of the bridge
falls off, the tendon is exposed, and the crack is expanded.
(3) Under normal operation, the maximum sliding sta-
bility safety factor of the gate chamber structure is 2.30,
which is in line with the safety regulations. According to
the guidelines for safety evaluation of sluices, the seismic
safety of sluices conforms to the relevant provisions of the
standard for seismic design of water conservancy build-
ings and has design defects that do not affect the overall
safety, and its seismic grade is B.

Data Availability

&e labeled data set used to support the findings of this study
can be obtained from the corresponding author upon
request.

Conflicts of Interest

&e authors declare that there are no conflicts of interest.

Acknowledgments

&e study was supported by Research on Optimization
Design of Sluice Structure on Soft Soil Foundation
(51365112), Research on Macroscopic Mechanical Proper-
ties of Cementitious Sand-Gravel Dam Based on Micro-
Level Damage Evolution Characteristics (519040311), and
Optimization Design &eory of Cemented Particle Dam
Based on Structural Interface Evolution (518051512).

References

[1] A. Dost and A. K. Chaudhary, “Seismic resistant design and
analysis of (G+15), (G+20) and (G+25) residential building
and comparison of the seismic effects on them,” IJIRT, vol. 15,
no. 1, pp. 99–107, 2021.

[2] M. Abdolmohammadi, J. Ahmadi, and K. Nasserasadi,
“Extending the performance-based design method for seismic
response analysis of self-centering structures,” International
Journal of Civil Engineering, vol. 20, no. 6, pp. 721–734, 2022.

[3] V. H. Sobrado, R. Yaranga, and J. D. Orihuela, “Analysis of
seismic bidirectionality on response of reinforced concrete
structures with irregularities of l-shaped plan and soft story,”
IOP Publishing, vol. 15, no. 21, pp. 33–41, 2020.

[4] S. Barbarelli, M. Amelio, and T. Castiglione, “Design and
analysis of a new wave energy converter based on a point
absorber and a hydraulic system harvesting energy fromwaves
near the shore in calm seas,” International Journal of Energy
Research, vol. 5, no. 104, pp. 12–20, 2020.

[5] A. Mazaheri, M. C. Seifabad, and S. Mahdavi, “Seismic sen-
sitivity analysis of rigidity and thickness of tunnel lining by
using Ground_Structure interaction method case study:
roudbar lorestan dam,” Geotechnical & Geological Engineer-
ing, vol. 15, no. 9, pp. 1–26, 2020.

[6] S. K. David, N. Biswal, and K. Muduli, “Design and analysis of
an hydraulic trash compactor,” Test Engineering and Man-
agement, vol. 82, no. 20, pp. 8877–8888, 2020.

[7] Z. Qi, X. Peng, J. Man, C. Lin, and W Duan, “Design method
and finite element analysis of a new prefabricated steel special-
shaped lattice column,” E3S Web of Conferences, vol. 198,
no. 16, Article ID 03012, 2020.

[8] K. Fujita, K. Koyama, K. Minami et al., “High-fidelity non-
linear low-order unstructured implicit finite-element seismic
simulation of important structures by accelerated element-by-
element method,” Journal of Computational Science, vol. 49,
no. 1, Article ID 101277, 2021.

[9] M.M. Jegan, B. Pitchia Krishnan,M. K. Shanmugam, P. Infant
Kebin Raj, and K. T Bose, “Design and analysis of hydraulic
fixture for hydraulic lift housing,” Journal of Physics: Con-
ference Series, vol. 1964, no. 7, Article ID 072019, 2021.

[10] S. Abbasi, R. Daneshfaraz, and M. A. Lotfollahi-Yaghin, “A
review on the design and analysis of the hydraulic perfor-
mance of labyrinth weirs,” Civil Engineering, vol. 53, no. 11,
pp. 1–21, 2021.

[11] H. Shi, Y. Yue, H. Wang, J. Xu, and X Mei, “Design and
performance analysis of human walking induced energy re-
covery system by means of hydraulic energy conversion and
storage,” Energy Conversion and Management, vol. 217, no. 6,
Article ID 113008, 2020.

[12] Y. Zhu, Y. He, and J. Ren, “Structure analysis and optimi-
zation design of the base of four-pillar hydraulic testing
machine,” Journal of Physics: Conference Series, vol. 2002,
no. 1, Article ID 012036, 2021.

[13] X. Ji, S. Liao, X. Zhang, X. Gao, and R Ma, “Finite element
analysis and optimization design of beam structure of forging
press,” Journal of Physics: Conference Series, vol. 1983, no. 1,
Article ID 012018, 2021.

Computational Intelligence and Neuroscience 9



[14] G. M. Kravchenko, E. V. Trufanova, and K. K. Mazhiev, “&e
comparison of methods for modeling seismic impact on
buildings and structures,” IOP Publishing Ltd, vol. 7, no. 4,
pp. 22–31, 2022.

[15] N. Manage and N. T. Medagedara, “Design and development
of a vision-based hydraulic operated mending machine for
repairing 3W forks,” Journal of Instrumentation: English
edition, vol. 9, no. 4, p. 10, 2020.

[16] A. A. Zamani and S. Etedali, “Seismic response prediction of
open- and closed-loop structural control systems using a
multi-state-dependent parameter estimation approach,” In-
ternational Journal of Computational Methods, vol. 19, no. 05,
pp. 105–111, 2022.

[17] P. Pokharel, “1 Rakesh Ghimire, 2 and pratik lamichhane 1
efficacy and safety of paromomycin for visceral leishmaniasis:
a systematic review,” Journal of Tropical Medicine, vol. 2021,
Article ID 8629039, 9 pages, 2021.

[18] C. Li, L. Su, H. Liao, C. Zhang, and S Xiao, “Modeling of rapid
evaluation for seismic stability of soil slope by finite element
limit analysis,” Computers and Geotechnics, vol. 133, no. 9,
Article ID 104074, 2021.

[19] P. Wei and L. Wei, “Calculation and analysis of seismic re-
sponse dynamics of gravity dam,” IOP Conference Series:
Materials Science and Engineering, vol. 780, no. 6, Article ID
062013, 2020.

10 Computational Intelligence and Neuroscience



Research Article
Differential Privacy via Haar Wavelet Transform and Gaussian
Mechanism for Range Query

Dong Chen , Yanjuan Li, Jiaquan Chen, Hongbo Bi, and Xiajun Ding

College of Electrical and Information Engineering, Quzhou University, Quzhou 324000, China

Correspondence should be addressed to Xiajun Ding; 37050@qzc.edu.cn

Received 13 May 2022; Revised 3 July 2022; Accepted 22 August 2022; Published 12 September 2022

Academic Editor: Lorenzo Putzu

Copyright © 2022 Dong Chen et al. is is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Range query is the hot topic of the privacy-preserving data publishing. To preserve privacy, the large range query means more
accumulate noise will be injected into the input data.is study presents a research on di�erential privacy for range query via Haar
wavelet transform and Gaussian mechanism. First, the noise injected into the input data via Laplace mechanism is analyzed, and
we conclude that it is di�cult to judge the level of privacy protection based on the Haar wavelet transform and Laplace mechanism
for range query because the sum of independent random Laplace variables is not a variable of a Laplace distribution. Second, the
method of injecting noise into Haar wavelet coe�cients via Gaussian mechanism is proposed in this study. Finally, the maximum
variance for any range query under the framework of Haar wavelet transform and Gaussian mechanism is given. e analysis
shows that using Haar wavelet transform and Gaussian mechanism, we can preserve the di�erential privacy for each input data
and any range query, and the variance of noise is far less than that just using the Gaussianmechanism. In an experimental study on
the dataset age extracted from IPUM’s census data of the United States, we con�rm that the proposed mechanism has much
smaller maximum variance of noises than the Gaussian mechanism for range-count queries.

1. Introduction

Over the past ten years, di�erential privacy has become one
of the important methods in the area of privacy-preserving
for statistical databases. Di�erential privacy is a promising
scheme for publishing statistical query results of sensitive
data, which has a strong privacy guarantee for opponents
with arbitrary background knowledge [1–6]. e strong
privacy guarantee of di�erential privacy ensures that any
individuals in the data set will not signi�cantly a�ect the
analysis results of the data set. At present, three basic
mechanisms are widely used to ensure di�erential privacy:
Laplace mechanism, Gaussian mechanism, and exponential
mechanism. Laplacian and Gaussian mechanisms are ap-
plicable to numerical queries, and exponential mechanisms
are applicable to non-numeric queries [7–9]. Recently,
di�erential privacy is adopted on many research �eld, such
as social network publishing [10–12], crowdsourced data
publication [13, 14], and genomic privacy [15–17].

Along with a long-range query scope, the accumulation
of noise in the range query answered for privacy preserving

can a�ect the usability of the released data [18, 19]. To reduce
the accumulation of noise, the method of hierarchical de-
compositions is usually employed [20]. Zhang et al. pro-
posed a di�erentially private algorithm for hierarchical
decompositions and named it as PrivTree. is histogram
construction algorithm eliminates the dependency on a
prede�ned limit parameter. e privacy-preserving range
query is adopted in the �eld of Internet of ings (IoT) in
recent years [21–23]. Cai et al. studied the transaction ap-
proximate range counting problem of large IoT data. ey
proposed a sampling-basedmethod to generate approximate
counting results. For privacy reasons, these results will be
further disturbed and then published. It is theoretically
proved that this result achieves unbiasedness, bounded
variance and enhances privacy guarantee under di�erential
privacy. Mahdikhani et al. proposed a communication ef-
�cient privacy protection range query in the fog-enhanced
Internet of things.e feature of this scheme is that it adopts
the Paillier homomorphic cryptosystem and the ingenious
bloom �lter data structure to achieve better privacy and
higher count aggregation e�ciency in the range query
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scenario of protecting privacy. Histogram is a representative
and popular tool for data publishing and visualization tasks.
Nowadays, protecting private data and preventing the
leakage of sensitive information have become one of themain
challenges faced by histogram [24–26]. Histogram is the
result of a group of counting queries. It is the core statistical
tool for reporting data distribution. In fact, it is regarded as
the basic method of many other statistical analyses, such as
range query [27]. ,e advantage of histogram representation
is that it limits the sensitivity to noise. For example, when
histograms are used to support range or count queries,
adding or deleting a single record will affect at most one box.
,erefore, the sensitivity of range or count query on the
histogram is equal to 1, and the amount of additional noise
per box will be relatively small [28]. For the differential
privacy of long-range queries on the histogram, the accu-
mulation of noise is a key issue that needs to be focused.

Discrete wavelet transform (DWT) is an important
technology in signal and image processing [29–31]. Lifting
scheme, also called second generation wavelet, has many
advantages comparing with the first generation wavelet, such
as in-place computation, integer-to-integer transforms, and
speed [32–34]. Wavelet-based privacy preserving is studied
in recent years [35–37]. Xiao et al. propose the differential
privacy via Haar wavelet transform. ,ey introduce a data
publishing technique named Privelet. Privelet not only
ensures ε-differential privacy but also provides accurate
results for range query by injecting less noise into wavelet
coefficients. ,e mechanism that can be used to build the
differential privacy in Privelet is Laplace distribution. ,e
Laplace mechanism, which is used to guarantee differential
privacy in Privelet, maybe not a good choice for building the
privacy-preserving system based on discrete wavelet. ,e
reason is that the Laplace noise does not have the property of
additivity. ,at is, the sum of two Laplace distributions is not
a Laplace distribution. ,at means we cannot obtain an
analyzable noise distribution by wavelet reconstruction where
the Laplace noise is injected into the wavelet coefficients.

,e Gaussian mechanism for differential privacy is
proposed by Dwork [38, 39].,e Gaussian noise can be used
in the structuring of hierarchical decompositions, such as
wavelet transforms. ,e property of additivity of Gaussian
noise is very important for the reconstruction of noise data.
On the one hand, additivity can ensure that the recon-
structed noise is still Gaussian noise; on the other hand,
some noise can be eliminated during reconstruction.

In view of the above analysis, we will do some research on
differentialprivacyviaGaussianmechanismandliftingscheme
of Haar wavelet transform for range query in this study. In
summary, the main contributions of this work are as follows:

(1) Differential privacy using lifting Haar wavelet trans-
formandLaplacemechanism is analyzed in this study.
,e distribution of noise injected into the input data
via wavelet reconstruction is discussed and we con-
clude that they are not noise of Laplace distribution.

(2) Differential privacy based on lifting Haar wavelet
transform and Gaussian mechanism is constructed
in this study. For range query, our analysis shows

that the noise actually added into a certain range of
original data is much less than the sum of noise at
each data for the proposed mechanism.

(3) Differential privacy for range query via lifting Haar
wavelet and Guassian mechanism is discussed. We
give an algorithm to compute the maximum variance
of any range query for any given parameter l (suppose
the length of input data is 2l). Moreover, we give a
coarse estimation of the maximum variance of range
query using a function expression. Finally, we give an
experimental study using the proposed mechanism,
and the results show the proposed mechanism has a
much smaller maximum variance of noise than the
Gaussian mechanism for range query.

,e remainder of the study is organized as follows:
Section 2 introduces the fundamental definitions and the-
orems about the differential privacy and its implement
mechanism. Section 3 gives the theorems for how to inject
Gaussian noise into the Haar wavelet coefficients. Section 4
analysis the noise of range query under the framework of
Gaussianmechanism andHaar wavelet. First, the computing
method for the variance of range query is given. Second, the
algorithm of computing maximum variance for any range
query is introduced, and how to get the interval of the range
query when obtaining the maximum variance is introduced
in detail. Finally, the coarse estimation of the maximum
variance of range query is given as a function expression.
Section 5 introduces the experimental verification of the
computing of maximum variance for the range query based
on Gaussian mechanism and lifting Haar wavelet. Con-
clusions is given in Section 6.

2. Preliminaries

In this section, the fundamental definitions and theorems
about the differential privacy and its implement mechanism
are introduced first. Furthermore, the method of injecting
Laplace noise into the Haar wavelet coefficients is given.
,ey are the basis of the other sections.

2.1. Differential Privacy

Definition 1 ((ε, δ)-Differential privacy [38, 39]). A ran-
domized mechanism M with domain N|χ|⟶ Rd is (ε,
δ)-differential privacy if for all S⊆Range(M) and for all
x, y ∈ N|χ| such that ‖x − y‖1 ≤ 1.

Pr [M(x) ∈ S]≤ exp(ε)Pr [M(y) ∈ S] + δ, (1)

where the symbol ‖x‖1 denotes the l1-norm of a database x,
‖x‖1 �  |xi|, and ‖x − y‖1 denotes the l1-distance between
two databases x and y.

2.2. Laplace Mechanism

Definition 2 (l1-sensitivity [39]). Let N|χ|⟶ Rd be an
arbitrary d-dimensional function, then define the l1-sen-
sitivity of function f as follows:
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Δ1f � max
x, y∈N|χ|

‖x − y‖1 � 1

‖f(x) − f(y)‖1.
(2)

Definition 3. (Laplace distribution, Lap(λ)). ,e Laplace
distribution with mean zero and scale λ is the distribution
with probability density function:

Lap(x|λ) �
1
2λ

  exp −
|x|

λ
 . (3)

In Definition 3, the variance of this distribution is
σ2 � 2λ2. We write Lap(λ) to denote the Laplace distribution
with mean zero and scale λ in this study.

Theorem 1 (Laplace mechanism [39]). Let f is a function
with l1-sensitivity, the Laplace mechanism, which adds in-
dependently random drawn noise distributed as Lap(Δ1f/ε)
into each of the d components of the output, preserves
(ε, 0)-differential privacy.

Remark 1. ,roughout the study, we use the term “noise” to
refer to a random variable with a zero mean.

2.3. Gaussian Mechanism

Definition 4 (l2-sensitivity [39]). Let f: N|χ|⟶ Rd be an
arbitrary d-dimensional function, then define the l2-sen-
sitivity of function f as follows:

Δ2f � max
x, y∈N|χ|

‖x − y‖2 � 1

‖f(x) − f(y)‖2,
(4)

where the symbol ‖x‖2 denotes the l2-norm of a database x,
‖x‖2 �  x2

i , and ‖f(x) − f(y)‖2 denotes the l2-distance
between f(x) and f(y).

Definition 5 (Gaussian distribution, Gauss(σ2)). ,e
Gaussian distribution with mean zero and variance σ2 is the
distribution with probability density function:

Gauss x|σ2  �
1

(
���
2π

√
σ)exp −x

2/ 2σ2  
. (5)

In Definition 5, the variance of this distribution is σ2. We
write Gauss (σ2) to denote the Gaussian distribution with
mean zero and variance σ2.

Theorem 2 (Gaussian mechanism [38, 39]). Let f be a
function with l2-sensitivity and let ε ∈ (0, 1) be arbitrary. For
σ ≥Δ2f ·

����������
2 ln (1.25/δ)


/ε, the Gaussian mechanism, which

adds independently drawn random noise distributed as
Gauss(σ2) into each of the d components of the output,
ensures (ε, δ)-differential privacy.

In ;eorem 2, to ensure (ε, δ)-differential privacy, we can
inject the Gaussian noise with σ2 � 2 ln (1.25/δ) · (Δ2f/ε)

2

into the input data directly.

2.4. Injecting Noise into the Input Data via Lifting Haar
Wavelet

2.4.1. Lifting Scheme of Haar Wavelet. ,e lifting scheme of
Haar wavelet transform is shown in Figure 1. In Figure 1,
x(z) is the input data, xo (z) and xe (z) denote the odd indexed
samples and even indexed samples, respectively. a (z) and d
(z) are the approximate coefficients and detail coefficients,
respectively. For lifting scheme of Haar wavelet, we have p
(z)� −1 and u (z)� 1/2.

In Figure 1, we have

x(z) � 
n−1

i�0
xi · z

−i

�  x2k · z
2

 
− k

+ z
− 1

·  x2k+1 · z
2

 
− k

� xe z
2

  + z
− 1

xo z
2

 .

(6)

,erefore, the approximate coefficients a (z) and detail
coefficients d (z) can be given as follows:

a(z) �
1
2

xe(z) + xo(z)( , (7)

d(z) �
1
2

xe(z) − xo(z)( . (8)

In Figure 1, the lifting structure has the reconstruction
property, that is

xo
′(z) � xo(z), xe

′(z) � xe(z), x(z) � x(z). (9)

Figure 1 shows one-level decomposition and recon-
struction via lifting Haar wavelet transform. ,e wavelet
transform usually consists of many decomposition levels.
We can apply the same procedure to the approximate co-
efficients a (z) to get the multilevel Haar wavelet decom-
position, as shown in Figure 2.

In Figure 2, the top decomposition level is 3 (l� 3), c3,0 is
the approximate coefficient, ck,i (i≠ 0) denotes the ith
wavelet coefficient in kth decomposition level, and
xm(m ∈ [0, 7]) denotes the input data. In Figure 2, we
observe that the number of wavelet coefficients in kth de-
composition level is 2l− k.

In Figure 2, given the Haar wavelet coefficients, any entry
xm can be easily reconstructed as follows:

xm � cl,0 + 

ck,i∈C\ cl,0{ }

ck,i · gk,i ,
(10)

where cl,0 is the approximate coefficient, ck,i(i≠ 0) denotes
the ith wavelet coefficient in kth decomposition level, and
gk,i equals 1 (−1) if xm is in the left (right) subtree of ck,i,
equals 0 if xm is not in any subtree of ck,i. For example,

x1 � 3 � c3,0 + c3,1 + c2,1 − c1,1. (11)

In Figure 2, if we inject the noise into the approximate
coefficients and detail coefficients, then we can obtain the
reconstruction data with noise.
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2.4.2. Injecting Noise into Haar Wavelet Coe�cients. For the
noise injected into Haar wavelet coe�cients, the tree
structure of noise can be obtained by changing the symbol
“c” and “x” to n in Figure 2 because they use the same
decomposition of multilevel lifting Haar wavelet transform.

Referring to equation (10), the noise nm that injected into
data xm can be given as follows:

nm � nl,0 + ∑
nk,i∈N\ nl,0{ }

nk,i · gk,i( ), (12)

where nl,0 is the noise injected into approximate coe�cient,
nk,i (i≠ 0) denotes the noise injected into the ith wavelet
coe�cient in kth decomposition level, and gk,i equals 1 (−1)
if nm is in the left (right) subtree of nk,i and equals 0 if nm is
not in any subtree of nk,i.

e range sum of these noise has a special property; that
is, some subnoise items can be eliminated when computing
some sum of range count. For example, referring to Figure 2
and equation (12), we have

∑
2l−1

i�0
ni �∑

7

i�0
ni � 8 · n3,0. (13)

In the above equation, the other subnoise items except
n3,0 have been eliminated. is gives us the inspiration to
apply this property to range query for di�erential privacy.

2.4.3. Getting Input Data with Noise. Based on the above two
sections, we reconstruct the input data with noise by using
the multilevel lifting Haar wavelet transform. Considering
Figure 2, the input data with noise is shown in Figure 3.

In Figure 3, xm(m ∈ [0, 7]) denotes the input data
reconstructed, nm is the noise injected into data xm. xm + nm
denotes the input data with noise. Referring to equations
(10) and (12), we have

xm+nm�cl,0+ ∑
ck,i∈C\ cl,0{ }

ck,i ·gk,i( )+nl,0+ ∑
nk,i∈N\ nl,0{ }

nk,i ·gk,i( )

� cl,0+nl,0( )+ ∑
ck,i∈C\ cl,0{ }
nk,i∈N\ nl,0{ }

ck,i+nk,i( ) ·gk,i( ),

(14)

where the meanings of the symbols cl,0, nl,0, ck,i, nk,i, and gk,i
are as stated before.

Based on the analysis of above, we conclude that the
input data with noised can be obtained by injecting the
noise, such as Laplace noise or Gaussian noise, into the
approximate and detail coe�cients. Moreover, the noise
injected into each input data is the sum of the noise injected
into approximate and detail coe�cients.

2.4.4. Injecting Noise via Haar Wavelet and Laplace
Mechanism. In equation (12), we set nk,i as the noise with the
Laplace distribution, as given in De�nition 3. We have

nk,i ∼ Lap
λ
2k
( ), (15)

where λ is the scale parameter of Laplace distribution and k
denotes the kth decomposition level of lifting Haar wavelet
transform.

According to equations (12) and (15), there is

nm ∼ Lap
λ
2l
( ) + ∑

nk,i∈N\ nl,0{ }
Lap

λ
2k
( ) · gk,i( ), (16)

where the symbols of nm, nk,i, nl,0, and gk,i are the same as
those in equation (12).

Using equations (12) and (16), we can describe the
Laplace noise injected into Haar wavelet coe�cients, as
listed in Table 1.

x (z) z 2
x0 (z)

p (z) p (z)
u (z) u (z)

1/2
d (z)

2 2

2

+
2

xe (z)

+
a (z)

–

–

x′0 (z)

x′e (z)

x″v0 (z)

x″e (z)

z-1 +
x (z)ˆ

Figure 1: Lifting scheme of Haar wavelet transform.
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Figure 2: Multilevel lifting Haar wavelet transform.
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Figure 3: Getting input data with noise.
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According to Table 1, letting the range of the range query
is n0 to n7, we have



2l−1

i�0
ni � 

7

i�0

ni � 8 · n3,0 ∼ Lap 8 ·
λ
23

  � Lap(λ). (17)

,at means the sum of all noise injected into the input
data is a noise with Laplace distribution with mean zero and
scale λ.

Letting λ � Δ1f/ε, then ε � Δ1f/λ, according to ,eo-
rem 1, we conclude the (ε, 0)-differential privacy is pre-
served for the range query from n0 to n7 using Laplace
mechanism.

According to Table 1, letting the range of the range query
is n1 to n3, we have

n1 + n2 + n3 � 3 · n3,0 + 3 · n3,1 − n2,1 − n1,1. (18)

,erefore,

n1 + n2 + n3 ∼ Lap 3 ·
λ
23

  + Lap 3 ·
λ
23

 

− Lap
λ
22

  − Lap
λ
21

 .

(19)

As we know, the sum of independent random Laplace
variables is not a variable of Laplace distribution, so the
compositive noise of range query of n1 + n2 + n3 that in-
jected into input data x1 + x2 + x3 is not a noise with Laplace
distribution. ,erefore, we conclude that it is difficult to
judge the level of differential privacy protection based on the
Haar wavelet transform and Laplace mechanism.

To solve this problem, we consider adopting the
Gaussian mechanism for the differential privacy via Haar
wavelet transform in the next section.

3. Injecting Noise into Haar Wavelet
Coefficients via Gaussian Mechanism

To inject Gaussian noise into Haar wavelet coefficients in
Figure 3, we can set nk,i as the noise with the Gaussian
distribution, as given in Definition 5.

Let

nk,i ∼ Gauss
3σ2

4k
 , (20)

where 3σ2/4k is the variance of Gaussian distribution.

According to equations (12) and (20), we have

nm ∼Gauss
3σ2

4l
  + 

nk,i∈N\ nl,0{ }

Gauss
3σ2

4k
  · gk,i , (21)

where the symbols of nm, nk,i, nl,0, and gk,i are same as those
in equation (12).

Using equations (20) and (21), we can describe the
Gaussian noise injected into Haar wavelet coefficients, as
listed in Table 2.

Theorem 3. Suppose that X1 and X2 are independent ran-
dom variables, and Xi has Gaussian distribution with mean
zero and variance σ2i for i ∈ 1, 2{ }. ;en, X1±X2 is Gaussian
distribution with mean zero and variance σ21 + σ22; kX1 is
Gaussian distribution with mean zero and variance (kσ1)

2.

,e proof of ,eorem 3 will not be given because it is a
basic property of Gaussian distribution.

According to Table 2 and ,eorem 3, there is



2l−1

i�0
ni �

7

i�0

ni �8 ·n3,0 �Gauss 82 ·
3σ2

43
 �Gauss 3σ2 . (22)

,at means the sum of all noise injected into the input
data is a noise with Gaussian distribution. We analyze the
distribution of the noise injected into each input data as
follows.

Theorem 4. Injecting Gaussian noise with variance σ2k � 3σ2/4k

into the Haar wavelet coefficients in the kth decomposition level
(the maximum decomposition level is l, as shown in Figure 3), the
noise injected into each input data viaHaarwavelet reconstruction
is Gaussian noise with variance (1+2/4l) σ2.

Proof. According to Definition 5, ,eorem 3, Table 2, and
equation (21), we have

nm ∼ Gauss
3σ2

4l
  ± 

1

i�l

Gauss
3σ2

4i
 ,

∼ Gauss
1
4l

+ 
l

i�1
1/4i

 ⎛⎝ ⎞⎠ · 3σ2⎛⎝ ⎞⎠,

∼ Gauss 1 +
2
4l

  · σ2 .

(23)

Table 1: Laplace noise injected into Haar wavelet coefficients.
n 0� n 3, 0 +n3, 1 +n2, 1 +n1, 1
n 1� n 3, 0 +n3, 1 +n2, 1 −n1, 1
n 2� n 3, 0 +n3, 1 −n2, 1 +n1, 2
n 3� n 3, 0 +n3, 1 −n2, 1 −n1, 2
n 4� n 3, 0 −n3, 1 +n2, 2 +n1, 3
n 5� n 3, 0 −n3, 1 +n2, 2 −n1, 3
n 6� n 3, 0 −n3, 1 −n2, 2 +n1, 4
n 7� n 3, 0 −n3, 1 −n2, 2 −n1, 4
n k,i ∼ Lap (λ/23) Lap (λ/23) Lap (λ/22) Lap (λ/21)

Table 2: Gaussian noise injected into wavelet coefficients.
n 0� n 3, 0 +n3, 1 +n2, 1 +n1, 1
n 1� n 3, 0 +n3, 1 +n2, 1 −n1, 1
n 2� n 3, 0 +n3, 1 −n2, 1 +n1, 2
n 3� n 3, 0 +n3, 1 −n2, 1 −n1, 2
n 4� n 3, 0 −n3, 1 +n2, 2 +n1, 3
n 5� n 3, 0 −n3, 1 +n2, 2 −n1, 3
n 6� n 3, 0 −n3, 1 −n2, 2 +n1, 4
n 7� n 3, 0 −n3, 1 −n2, 2 −n1, 4
n k,i∼

Gauss (3σ2/
43)

Gauss (3σ2/
43)

Gauss (3σ2/
42)

Gauss (3σ2/
41)
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,e proof is completed.
Using ,eorems 2 and 4, we can obtain the (ε, δ)-dif-

ferential privacy with variance (1 + 2/4l) σ2 for each input
data under the framework of Gaussian mechanism via Haar
wavelet transform. □

Theorem 5 (Differential privacy using Gaussian mechanism
andHaar wavelet). Let f be a function with l2-sensitivity, let
ε ∈ (0, 1) be arbitrary, and let σ � Δ2f ·

����������
2 ln (1.25/δ)


/ε.

;e mechanism adopting Gaussian and Haar wavelet, which
adds Gaussian noise with variance σ2k � 3σ2/4k into the Haar
wavelet coefficients in the kth decomposition level (Figure 3),
ensures (ε, δ)-differential privacy.

Proof. In ,eorem 4, if the Gaussian noise with variance
σ2k � 3σ2/4kis injected into the wavelet coefficients, the
reconstructed data will be the one with the Gaussian noise

with variance
�������
1 + 2/4l

√
σ. According to ,eorem 2, the

condition of
�������
1 + 2/4l

√
σ ≥Δ2f ·

����������
2 ln (1.25/δ)


/ε should be

satisfied. ,erefore, letting σ � Δ2f ·
����������
2 ln (1.25/δ)


/ε, the

condition is met and the proof is completed.
We simulate the process of injecting Gaussian noise

with� 12 into wavelet coefficients with 15-level decomposi-
tion using,eorem 4 and injecting Gaussian noise into input
data directly and draw the noise-count figures as follows.

Figure 4(a) shows the count of the noise injected into
input data by injecting the Gaussian noise with σ � 12 into
Haar wavelet coefficients with 15-level decomposition using
equation (20); Figure 4(b) denotes the noise count by
injecting Gaussian noise with mean zero and variance (1 + 2/
4l) σ2 into the input data directly. In Figure 4(c), we draw the
two curves together and we find that they are almost
overlapped. Figure 4(c) shows that the method injecting
Gaussian noise into Haar wavelet coefficients has the same
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Figure 4: Comparison between injecting Gaussian noise into wavelet coefficients using ,eorem 4 and injecting Gaussian noise into input
data directly.
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level of differential privacy protection as the method
injecting Gaussian noise into the input data directly. In this
study, we will focus on the application of range query.

According to ,eorems 3−5, we find that the distribu-
tion of noise for the range query using Gaussian mechanism
and Haar wavelet is a Gaussian distribution. ,erefore, we
can calculate the variance of noise easily, for example, as
listed in Table 2, we have

n1 + n2 + n3 � n3,0 + n3,1 + n2,1 − n1,1

+ n3,0 + n3,1 − n2,1 + n1,2

+ n3,0 + n3,1 − n2,1 − n1,2

� 3n3,0 + 3n3,1 − n2,1 − n1,1,

∼ 3Gauss
3σ2

43
  + 3Gauss

4σ2

43
 

− Gauss
3σ2

42
  − Gauss

3σ2

41
 ,

∼ Gauss 32 ·
3σ2

43
+ 32 ·

3σ2

43
+
3σ2

42
+
3σ2

41
 ,

∼ Gauss
57
32
σ2 .

(24)

From this example, we find that some noises (such as n2,1
and −n2,1, n1,2 and −n1,2) are eliminated by the operation of
addition. According to ,eorem 4, the variance of noise
injected into each input data should be (1 + 2/43)σ2 for l� 3.
,e total noise variance is 3∗ (1 + 2/43)σ2 � (99/32)∗ σ2.
Compared with equation (24), we conclude that, for the
range query, the noise actually added into a certain range of
the original data is much less than the sum of the noise at
each data. ,erefore, it is a very important property for
Gaussian mechanism to be used on range query. □

4. NoiseofRangeQueryunder theFrameworkof
Haar Wavelet and Gaussian Mechanism

In this section, we discuss how to compute the noise of the
range query under the framework of Haar wavelet transform
and Gaussian mechanism. First, we give the computing
method for the variance of range query in detail. Second, the
interval of the range query when obtaining the maximum
variance is introduced. ,ird, to speed up the computing of
maximum variance, we observe the results of the range-
count interval when getting the maximum variance and give
a speed computing method. Finally, we give a coarse esti-
mation of the maximum variance of range query as a
function expression.

4.1. Computing Method for the Variance of Range Query.
In Figure 3, we choose the Gaussian noise and inject them
into the approximate coefficient and each wavelet coefficient.

,e variance of Gaussian noise injected into approximate
coefficient is 3σ2/43. ,e variance of Gaussian noise injected
into each wavelet coefficient is 3σ2/4k for level k(k ∈ [1, 3]).
,e relationship between decomposition level and variance
of noise is listed in Table 3.

,e noise-sum of range query via Haar wavelet trans-
form for interval S can be given by the following equation
(Figure 3):

nsum � |S| · nl,0 + 

nk,i∈N\ nl,0{ }

nk,i · α nk,i  − β nk,i   ,
(25)

where S is the interval of any range query, nk,i presents the ith
noise injected into wavelet coefficient in kth decomposition
level, α(nk,i) denotes the number of left leaves in the left
subtree of nk,i that are contained in S, and β(nk,i) denotes the
number of right leaves in the right subtree of nk,i that are
contained in S (Figure 3).

Now we analyze the noise variance of range query.
According to equation (20), we know that the noise injected
into approximate coefficient is nl,0 and its variance is 3σ2/4l;
the noise injected into wavelet coefficient is nk,i and its
variance is 3σ2/4k. ,erefore, according to ,eorem 3, we
can compute the noise-variance of range query by replacing
nl,0 and nk,i with 3σ2/4l and 3σ2/4k in equation (25),
respectively.

σ2sum �|S|
2
·
3σ2

4l
+ 

nk,i∈N\ nl,0{ }

3σ2

4k
α nk,i −β nk,i  

2
 

� |S|
2
·
1
4l

+ 

nk,i∈N\ nl,0{ }

1
4k

α nk,i −β nk,i  
2

 ⎛⎜⎜⎜⎝ ⎞⎟⎟⎟⎠ ·3σ2.

(26)

To compute the value of σ2sum, we need to calculate the
values of α(nk,i) and β(nk,i) firstly. In Figure 3, the length of
interval of leaves in the subtree of nk,i is 2k. ,e left point of
this interval has the subscript (i − 1) · 2k and the right point
of this interval has the subscript i · 2k − 1. ,erefore, the
subtree of nk,i has the subscript interval of leaves.

Snk,i
� (i − 1) · 2k

, i · 2k
− 1 . (27)

For example, the wavelet coefficient n2,2 in Figure 3 has
the subscript interval of leaves [4, 7].

According to equation (27), we can obtain the left-half
interval [αL, αR]and right-half interval [βL, βR] of S nk,i:

αL, αR  � (i − 1) · 2k
, i · 2k

− 2k− 1
− 1 ,

βL, βR  � i · 2k
− 2k− 1

, i · 2k
− 1 .

(28)

Table 3: Noise variance and decomposition level k.

k Variance of noise Number of wavelet coefficients
3 3σ2/43 23− 3

2 3σ2/42 23− 2

1 3σ2/41 23−1

Computational Intelligence and Neuroscience 7



,erefore, α(nk,i) and β(nk,i) can be given by computing
the number of intersection between S and [αL, αR], S and
[βL, βR], respectively.

α nk,i  � S∩ αL, αR 


,

β nk,i  � S∩ βL, βR 


.
(29)

Let S � [SL, SR], where SL and SR denote the left and right
points of the given range query interval, respectively.
,erefore, we have

α nk,i  � SL, SR ∩ αL, αR 


, (30)

β nk,i  � SL, SR ∩ βL, βR 


, (31)

where k ∈ [1, l] and i ∈ [1, 2l− k] (Figure 3).

4.2. Maximum Variance of Range Query. ,e aim of this
study is to obtain the maximum value of range query for any
fixed maximum decomposition level l (the number of input
data is 2l). According to equation (26), we have

σ2sumMax �max |S|
2

·
1
4l

+ 

nk,i∈N\ nl,0{ }

1
4k

α nk,i  −β nk,i  
2

 ⎛⎜⎜⎜⎝ ⎞⎟⎟⎟⎠ ·3σ2.

(32)

In equation (32), the given parameter is l. To compute
the value of σ2sumMax, we need to calculate any range query
interval S � [SL, SR] in all data and obtain the count α(ck,i)

and β(ck,i) using equations (30) and (31). We give the
pseudocode of computing σ2sumMax as follows:

Algorithm 1 illustrates the details of the algorithm of
computing σ2sumMax for fix l (l≥ 2). Step 1 is the initialization
of σ2sumMax. Steps 2 to 3 are the range loop of SL and SR. Step 5
is the loop of the subscript of decomposition level k. Step 6 is
the loop of the subscript of the wavelet coefficient in kth
decomposition level. Step 7 is the computation of the αL, αR,
βL, and βR of nk, i. Steps 8 to 13 denote the computation of α
(nk, i). Steps 14 to 19 denote the computation of β (nk, i). Step
20 is the computation of right part of σ2sum using equation
(26). Step 23 is the computation of σ2sum using equation (26).
Steps 24 to 26 denote the computation of σ2sumMax using
equation (34). Step 29 denotes the output of Algorithm 1.

According to Algorithm 1, we calculate the values of
σ2sumMax, SL, and SR, as listed in Table 4.

In Table 4, SR − SL+ 1 denotes the length of interval for
the σ2sumMax. It will take a very long time to compute the
σ2sumMax using Algorithm 1 when l> 14, so we need to find
some method to speed up Algorithm 1.

4.3. Speeding Algorithm for Computing the Maximum Vari-
ance of Range Query. Observing the values of SL and SR in

Input: the maximum decomposition level l
Output: σ 2

sumMax, SL and SR (for σ2sumMax)
(1) σ 2

sumMax � 0
(2) For SL � 0 to 2l−1
(3) For SR � SL to 2l−1
(4) sum� 0
(5) For k� 1 to l
(6) For i� 1 to 2l−k

(7) Compute αL, αR, βL, βR of nk, i using equations (38) and (39)
(8) If SR< αL or SL> αR then α (nk, i)� 0
(9) Elseif SL≥ αL and SR≤ αR then α (nk, i)� SR − SL+ 1
(10) Elseif SL< αL and SR> αR then α (nk, i)� αR − αL+ 1
(11) Elseif SL< αL and αL≤ SR≤ αR then α (nk, i)� SR − αL+ 1
(12) Elseif SR> αR and αL≤ SL≤ αR then α (nk, i)� αR − SL+ 1
(13) End If
(14) If SR< βL or SL> βR then β (nk, i)� 0
(15) Elseif SL≥ βL and SR≤ βR then β (nk, i)� SR − SL+ 1
(16) Elseif SL< βL and SR> βR then β (nk, i)� βR − βL+ 1
(17) Elseif SL< βL and βL≤ SR≤ βR then β (nk, i)� SR − βL+ 1
(18) Elseif SR> βR and βL≤ SL≤ βR then β (nk, i)� βR − SL+ 1
(19) End If
(20) Compute sum� sum+ (1/4k) (α (nk, i)− β (nk, i))2

(21) End For
(22) End For
(23) Compute σ2sum using sum and (26)
(24) If σ2sum> σ2sumMax
(25) σ2sumMax � σ2sum
(26) End IF
(27) End For
(28) End For
(29) Import σ2sumMax, SL and SR.

ALGORITHM 1: Compute σ2sumMaxfor fix l (l≥ 2).
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Table 4, we give some statistical rules to compute them
directly in Table 5.

According to Table 5, we can compute σ2sumMax using the
following algorithm:

Algorithm 2 illustrates the details of the algorithm of
computing σ2sumMax,l for any l (l≥ 2). Step 1 is the initial-
ization of SL and SR. Step 2 is the loop of the maximum
decomposition level l. Steps 3 to 7 denote the computation of
SL and SR according to the maximum decomposition level l.
Step 10 is the loop of the subscript of decomposition level k.
Step 11 is the loop of the subscript of the wavelet coefficient
in kth decomposition level. Step 12 is the computation of the
αL, αR, βL, and βR of nk, i. Steps 13 to 18 denote the com-
putation of α (nk, i). Steps 19 to 24 denote the computation of
β (nk, i). Step 25 is the computation of right part of σ2sum
using equation (26). Step 28 is the computation of σ2sum
using equation (26). Step 30 denotes the output of Algorithm
2 for any l.

SL and SR can also be given directly by simplifying the
results in Table 5.

If l is an even number,

SL �
2l− 2

− 1
3

, SR �
11 × 2l− 2

− 2
3

. (33)

If l is an odd number,

SL �
2l− 2

+ 1
3

, SR �
11 × 2l− 2

− 4
3

. (34)

,erefore, we give the values of σ2sumMax, SL, SR, and
SR − SL+ 1 for l from 2 to 30 in Table 6.

In Table 6, SL and SR denote the left and right points of
the range query interval when the σ2sumMax is met. SR − SL+ 1
denotes the length of interval for the σ2sumMax. In Table 6, we
observe that σ2sumMax will increase about (2/3) σ2 if the
parameter l increases 1.

4.4. Coarse Estimation of the Maximum Variance of Range
Query. In previous sections, the maximum variance of
range queries via Gaussian mechanism and Haar wavelet
transform is given for any l. But it is obtained using a
computer program, not from a function expression. In this
section, the coarse estimation of the maximum variance is
given in ,eorem 6, and it is a function expression with
parameters l and σ2.

Theorem 6 (Coarse estimation of the maximum
variance). Let N be a set of independent Gaussian noise
nk,i ∈ N with a variance 3σ2/4k, which is injected into one-
dimensional Haar wavelet coefficients and approximate co-
efficient (Figure 3). Suppose l � log2|N|, that means the
number of Gaussian noise injected into Haar wavelet

Table 4: Max-variance of range query via Haar wavelet and Gaussian mechanism (l from 2 to 14).

l σ 2
sumMax (∗ σ2) S L S R S R − SL+ 1

2 3.000000 0 3 4
3 3.562500 1 6 6
4 4.265625 1 14 14
5 4.910156 3 28 26
6 5.586914 5 58 54
7 6.248291 11 116 106
8 6.917542 21 234 214
9 7.582901 43 468 426
10 8.250217 85 938 854
11 8.916558 171 1876 1706
12 9.583388 341 3754 3414
13 10.249973 683 7508 6826
14 10.916680 1365 15018 13654

Table 5: Statistic results of SL and SR.

l S L S R

2 0 3
3 1 0× 2 + 1 6 3× 2
4 1 1× 2−1 14 6× 2 + 2
5 3 1× 2 + 1 28 14× 2
6 5 3× 2−1 58 28× 2 + 2
7 11 5× 2 + 1 116 58× 2
8 21 11× 2−1 234 116× 2 + 2
9 43 21× 2 + 1 468 234× 2
10 85 43× 2−1 938 468× 2 + 2
11 171 85× 2 + 1 1876 938× 2
12 341 171× 2−1 3754 1876× 2 + 2
13 683 341× 2 + 1 7508 3754× 2
14 1365 683× 2−1 15018 7508× 2 + 2
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coefficients and approximate coefficient is 2l (the number of
input data is also 2l). Let M be the noisy data reconstructed
from C+N (C is the set of one-dimensional Haar wavelet
coefficients of the input data, refer to Figure 2). ;en, for any
range query answered using M, the variance of noise in the
answer is at most ((6l + 9)/4)σ2.

Proof. Referring to Figure 3 and equation (26), we observe
that for any noise nk,i, if none of the leaves under nk,i is
contained in S, then there is α(nk,i) � β(nk,i) � 0. On the
other hand, if all leaves under nk,i are covered by S, then
α(nk,i) � β(nk,i) � 2k− 1. ,erefore, α(nk,i) − β(nk,i)≠ 0, if
and only if the left or right subtree of nk,i partially intersects
S. At any level of the decomposition tree except for the lth
level, there exist at most two such noises. At the level l, at
most one such noise that letting the condition α(nk,i)−

β(nk,i)≠ 0 be sufficient.
Considering a noise nk,i at level k (k ∈ [1, l]), such that

α(nk,i) − β(nk,i)≠ 0. Since the left (right) subtree of nk,i

contains at most 2k− 1 leaves, we have α(nk,i), β(nk,i)

∈ [0, 2k− 1]. So, there is |α(nk,i) − β(nk,i)|≤ 2k− 1. ,erefore,
the variance of the range query about the noise nk,i(k ∈
[1, l]) at most is

α nk,i  − β nk,i  
2

·
3σ2

4k
 ≤ 4k− 1

·
3σ2

4k
  � 3σ2/4. (35)

On the other hand, the noise in the approximate coef-
ficient (nl,0) has a variance at most:

2l
 

2
·

3σ2

4l
  � 4l

·
3σ2

4l
  � 3σ2. (36)

,erefore, the total variance injected into wavelet coef-
ficients of 1 to l− 1 level is 2 · (l − 1) · 3σ2/4, and the variance
injected into wavelet coefficients of level l is 1 · 3σ2/4.
According to equation (26), the variance of noise at most is

3σ2 + 2•(l − 1) ·
3σ2

4
+ 1•

3σ2

4
�

6l + 9
4

 σ2, (37)

which completes the proof.
,is conclusion in ,eorem 6 can also be obtained by

observing Table 2. Now, we give the intuitive explanation of
,eorem 6.

According to Table 2, we can give a coarse estimation
of the maximum variance of range query. In Table 2, we
insert a row at the bottom to calculate the maximum
variance sum for each column. ,e new table is shown as
follows.

Input:
Output: l, σ2sumMax, l, SL and SR (for l and σ2sumMax, l)

(1) S L � 0, SR � 3 (for l� 2)
(2) For l� 3 to 30
(3) If l is odd then
(4) SL = SL × 2 + 1, SR = SR × 2
(5) Elseif l is even then
(6) SL = SL × 2 − 1, SR = SR × 2+ 2
(7) End If
(8) σ2sumMax, l � 0
(9) sum� 0
(10) For k� 1 to l
(11) For i� 1 to 2l−k

(12) Compute αL, αR, βL, βR of nk, i using equations (38) and (39)
(13) If SR< αL or SL> αR then α (nk, i)� 0
(14) Elseif SL≥ αL and SR≤ αR then α (nk, i)� SR − SL+ 1
(15) Elseif SL< αL and SR> αR then α (nk, i)� αR − αL+ 1
(16) Elseif SL< αL and αL≤ SR≤ αR then α (nk, i)� SR − αL+ 1
(17) Elseif SR> αR and αL≤ SL≤ αR then α (nk, i)� αR − SL+ 1
(18) End If
(19) If SR< βL or SL> βR then β (nk, i)� 0
(20) Elseif SL≥ βL and SR≤ βR then β (nk, i)� SR − SL+ 1
(21) Elseif SL< βL and SR> βR then β (nk, i)� βR − βL+ 1
(22) Elseif SL< βL and βL≤ SR≤ βR then β (nk, i)� SR − βL+ 1
(23) Elseif SR> βR and βL≤ SL≤ βR then β (nk, i)� βR − SL+ 1
(24) End If
(25) Compute sum� sum+ (1/4k) (α (nk, i)− β (nk, i))2

(26) End For
(27) End For
(28) Compute σ2sum using sum and (26)
(29) σ2sumMax, l � σ2sum
(30) Import l, σ2sumMax, l, SL and SR
(31) End For.

ALGORITHM 2: Compute σ2sumMax, l for any l (l≥ 2).
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In Table 7, each value of the last row is given by cal-
culating the maximum sum of variance of some continued
parts for each column according to,eorem 3. For example,
the value of column 2 in the last row, 3σ2, is calculated by
range from n0 to n7:

8n3,0 ∼ 8Gauss
3σ2

43
  � Gauss 82 ·

3σ2

43
  � Gauss 3σ2 .

(38)

,e value of column 3 in the last row, 3σ2/4, is calculated
by range from n0 to n3 or from n4 to n7:

±4n3,1∼4Gauss
3σ2

43
 �Gauss 42 ·

3σ2

43
 �Gauss

3σ2

4
 .

(39)
,e value of column 4 in the last row, 3σ2/2, is calculated

by range from n2 to n5:

−2n2,1 + 2n2,2 ∼ 2Gauss
3σ2

42
  + 2Gauss

3σ2

42
 ,

∼ Gauss 22 ·
3σ2

42
  + Gauss 22 ·

3σ2

42
 ,

∼ Gauss 2 · 22 ·
3σ2

42
 ,

∼ Gauss
3σ2

2
 .

(40)

,e value of column 5 in the last row, 3σ2/2, is calculated
by range from n1 to n2 or from n3 to n4 or from n5 to n6:

−n1,1 + n1,2 ∼Gauss 3σ2/4+3σ2/4  � Gauss 3σ2/2 

−n1,2 + n1,3 ∼Gauss 3σ2/4+3σ2/4  � Gauss 3σ2/2 

−n1,3 + n1,4 ∼Gauss 3σ2/4+3σ2/4  � Gauss 3σ2/2 

. (41)

,erefore, we can obtain an estimation of the maximum
variance of range query as follows:

σ2sumMaxEstim � 3σ2 +
3
4
σ2 +

3
2
σ2 +

3
2
σ2 �

27
4
σ2 �

6∗ 3 + 9
4

σ2.

(42)

In Table 7, the wavelet decomposition level is 3 (the
number of input data is 23). Supposing that the decompo-
sition level is l, then we can give an estimation of the
maximum variance of range query:

σ2sumMaxEstim �
6l + 9
4

 σ2. (43)

Note that equation (43) gives the same result with the
conclusion in ,eorem 6.

Comparing the estimation maximum variances (equa-
tion (43)) with the real maximum variances (Table 6), we
find that

σ2sumMax≪ σ
2
sumMaxEstim. (44)

Table 6: Max-variance of range query via Haar wavelet and Gaussian mechanism (any l).

l σ 2
sumMax (∗ σ2) S L S R S R − SL+ 1

2 3.000000 0 3 4
3 3.562500 1 6 6
4 4.265625 1 14 14
5 4.910156 3 28 26
6 5.586914 5 58 54
7 6.248291 11 116 106
8 6.917542 21 234 214
9 7.582901 43 468 426
10 8.250217 85 938 854
11 8.916558 171 1876 1706
12 9.583388 341 3754 3414
13 10.249973 683 7508 6826
14 10.916680 1365 15018 13654
15 11.583327 2731 30036 27306
16 12.250003 5461 60074 54614
17 12.916665 10923 120148 109226
18 13.583334 21845 240298 218454
19 14.250000 43691 480596 436906
20 14.916667 87381 961194 873814
21 15.583333 174763 1922388 1747626
22 16.250000 349525 3844778 3495254
23 16.916667 699051 7689556 6990506
24 17.583333 1398101 15379114 13981014
25 18.250000 2796203 30758228 27962026
26 18.916667 5592405 61516458 55924054
27 19.583333 11184811 123032916 111848106
28 20.250000 22369621 246065834 223696214
29 20.916667 44739243 492131668 447392426
30 21.583333 89478485 984263338 894784854
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σ2sumMaxEstim provides a function expression using pa-
rameters l and σ2 for the maximum variance of range query
via Haar wavelet transform, but it has a very large error
comparing the real maximum variance, comparing equation
(43) with Table 6. ,erefore, for the analysis of the practical
applications, we prefer to use the maximum variance
σ2sumMax, as listed in Table 6. □

5. Experimental Verification

,is section introduces the experimental verification of the
proposed framework, that is, the computing of maximum
variance for range query based on Gaussian mechanism and
lifting Haar wavelet. We use the dataset age, which contains
census records of individuals from the United States.,e age
has 107, 974, and 787 records, each of which corresponds to
the age of an individual, extracted from the IPUM’s census
data of the United States [40]. ,e ages range from 0 to 135
and just have 128 values (ages 121, 123, 127, 128, 131, 132,
133, and 134 are empty). We count the number of each age
and give the histogram of age as the input file of our ex-
periments. Given a query length L, we test all the possible
range queries with length L and report the maximum var-
iance of the range query for input data.

,e noise injected into the input data via Gaussian
mechanism is Gaussian noise. ,e variance of Gaussian
noise is the sample variance. ,erefore, the sample variance
is adopted in this study and is computed by the following
equation:

Var(n) �
1

m − 1


m

i�1
ni −

1
m



m

j�1
nj

⎛⎝ ⎞⎠

2

, (45)

where ni (or nj) is the noise injected into the input data and
m is the number of the input data.

We research the maximum variance of the range query
of noise when ε chosen in the set {0.5, 0.75, 1.0, 1.25} and δ
chosen in the set {0.1, 0.01, 0.001}. For each special ε, we draw
the maximum variance of the range count of noise using
Gaussian mechanism and Gaussian mechanism with Haar
wavelet transform when δ is equal to 0.1, 0.01, and 0.001.

For any ε and δ, we can calculate the σ of Gaussian noise
using the equation σ �

����������
2 ln (1.25/δ)


/ε in ,eorem 5, and

the results are given in Table 8.
To compute the variance, we inject the Gaussian noise

into the input data or the Haar wavelet coefficients 10000
times. To compute themaximum variance of the range query

with fixed ε and δ, each variance of the range query for range
size k needs to be computed firstly. ,en, the maximum
value of variance for range size k can be given by comparing
all the variance of the k-range queries.

For input data with length 128 (such as 128 histogram),
we can draw the maximum variance diagram of the range
query using Gaussian mechanism and Gaussian mechanism
with Haar wavelet transform for any range sizes, as shown in
Figure 5.

In Figure 5, “Gauss” means injecting noise into each
histogram data via Gaussian mechanism directly and then
gets the noise of range query by the operation of addition.
First, “GaussWave” denotes injecting noise into the lifting
Haar wavelet coefficients using,eorem 5. Second, the noise
injected into each histogram is obtained by the inverse
wavelet transform. Finally, the range query for any range size
is obtained by injecting the noise together.

In Figure 5, we observe that the maximum variance is
increasing linearly with the “range size” for “Gauss.” In
Figure 5, for any ε and δ, the maximum variance of the noise
using “GaussWave” method is far less than the noise using
“Gauss” method.

To observe the variation tendency of “GaussWave” in
Figure 5, we just draw the maximum variance diagram of the
range query using Gaussian mechanism with Haar wavelet
transform, as shown in Figure 6.

In Figure 6, for any ε and δ, the maximum variance of the
noise using “GaussWave” method increases with the in-
crease of range size before it gets the maximum value, and it
will decrease with the increase of range size after it has gotten
the maximum value.

Table 7: Coarse estimation of max-variance for range query.
n 0� n 3, 0 +n3, 1 +n2, 1 +n1, 1
n 1� n 3, 0 +n3, 1 +n2, 1 −n1, 1
n 2� n 3, 0 +n3, 1 −n2, 1 +n1, 2
n 3� n 3, 0 +n3, 1 −n2, 1 −n1, 2
n 4� n 3, 0 −n3, 1 +n2, 2 +n1, 3
n 5� n 3, 0 −n3, 1 +n2, 2 −n1, 3
n 6� n 3, 0 −n3, 1 −n2, 2 +n1, 4
n 7� n 3, 0 −n3, 1 −n2, 2 −n1, 4
n k,i∼ Gauss (3σ2/43) Gauss (3σ2/43) Gauss (3σ2/42) Gauss (3σ2/41)
σ 2

sumMax� 3σ2 +3σ2/4 +3σ2/2 +3σ2/2

Table 8: σ for some ε and δ.

ε δ σ
0.5 0.1 4.4951
0.5 0.01 6.2150
0.5 0.001 7.5530
0.75 0.1 2.9967
0.75 0.01 4.1433
0.75 0.001 5.0353
1.0 0.1 2.2475
1.0 0.01 3.1075
1.0 0.001 3.7765
1.25 0.1 1.7980
1.25 0.01 2.4860
1.25 0.001 3.0212
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Figure 5: Continued.
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Figure 5: Maximum variance of range query using Gaussian mechanism and Gaussian mechanism with Haar wavelet on age (the United
States). (a) ε� 0.5. (b) ε� 0.75. (c) ε� 1.0. (d) ε� 1.25.
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Figure 6: Maximum variance of range query using Gaussian mechanism with Haar wavelet on age (the United States). (a) ε� 0.5. (b)
ε� 0.75. (c) ε� 1.0. (d) ε� 1.25.

Table 9: Comparison of maximum value between experimental result and theoretical analysis for range 1 to 128.

ε δ Range size Max-value σ 2
sumMax Difference

0.5 0.1 106 126.093366 126.252493 −0.159127
0.5 0.01 106 240.611130 241.347894 −0.736764
0.5 0.001 106 358.354318 356.451312 1.903006
0.75 0.1 106 56.957740 56.1109710 0.846769
0.75 0.01 106 109.807594 107.264005 2.543589
0.75 0.001 106 161.471355 158.420708 3.050647
1.0 0.1 106 31.521392 31.5617190 −0.040327
1.0 0.01 106 59.637942 60.336974 −0.699032
1.0 0.001 106 86.007548 89.112828 −3.105280
1.25 0.1 106 20.466279 20.199500 0.266779
1.25 0.01 106 38.351021 38.615663 −0.264642
1.25 0.001 106 57.678236 57.032210 0.646026
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In Table 6, we observe that the max-variance of range
query via Gaussian mechanism with Haar wavelet is
6.248291 ∗ σ2 when l� 7 (27 �128) and the length of interval
is 106. Considering the value of σ in Table 8, we give the
comparison of maximum value between experimental result
and theoretical analysis for range query in Table 9.

In Table 9, the column “max-value” presents the ex-
perimental result of the maximum value of maximum
variance for range query. ,e column “σ2sumMax” presents
the result of theoretical analysis and computed using the
formula σ2sumMax � 6.248291 ∗ σ2. ,e last column “differ-
ence” is the difference of columns “max-value” and
“σ2sumMax.” In Table 9, we find that the results of experiment
and theoretical analysis are in substantial agreement.

,is section gives the experimental verification of the
framework of the maximum variance computing for range
query. ,is framework on privacy preserving is built using
Gaussianmechanism andHaar wavelet. In Figure 6, for any ε
and δ, the maximum variance of the noise increases with the
increase of range size before it gets the maximum value of
106, and it will decrease with the increase of range size after it
has gotten the maximum value. In Table 9, the experimental
value and the theoretical value of maximum variance for
range count are compared, and the results show that they are
in substantial agreement.

6. Conclusions

In this study, we proposed a new differential privacy
framework via Haar wavelet transform and Gaussian
mechanism for the range query. ,e theorems for how to
inject Gaussian noise into the Haar wavelet coefficients are
given. ,e noise of range query under the theoretical
framework of Haar wavelet and Gaussian mechanism is
analyzed. ,e algorithm to compute the maximum variance
of any range query for any given parameter l is introduced. A
coarse estimation of the maximum variance of range query
using a function expression is given. ,e experimental re-
sults show that the maximum variance of the noise using
Gaussian mechanism and Haar wavelet is far less than the
noise using Gaussian mechanism. ,e experimental verifi-
cation of the computing of maximum variance for range
query based on lifting Haar wavelet and Gaussian mecha-
nism is proposed, and the results show the experimental
value and the theoretical value of maximum variance for
range count are substantial agreement. For future work, we
plan to apply our method to the privacy protection of
histogram publication. Furthermore, we want to investigate
how to assemble our method and machine learning algo-
rithm, such as the decision tree and random forest.
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In order to improve the eect of goodwill evaluation and intangible asset management, this paper combines the improved fuzzy
comprehensive evaluation method to construct an intelligent algorithm. In order to consider the many in�uencing factors of
intangible asset prices and their own in�uence, this experiment adopts the ARDL model for analysis. Based on the traditional
LSTMmodel, this paper innovatively introduces sparse principal component analysis for feature dimensionality reduction and, on
the other hand, adds a convolutional neural network to the model, which is suitable for feature extraction. In addition, this paper
constructs a goodwill evaluation and intangible asset management model based on the improved fuzzy comprehensive evaluation
method. �e research shows that the improved fuzzy comprehensive evaluation method proposed in this paper has a very good
application eect in goodwill evaluation and intangible asset management.

1. Introduction

�e capital value of intangible assets can be determined
through the evaluation of intangible assets. Intangible assets
can be valued as human shares in the process of group
formation, listing, merger, and joint venture of an enterprise.
Moreover, an accurate assessment of the value of intangible
assets can provide an important protection for the com-
pany’s intellectual property rights and proprietary tech-
nologies. At the same time, it can protect the company from
having a value compensation standard when it is infringed,
and based on this, it can ask the infringer for infringement
damages, so as to avoid huge losses to the company [1]. �e
evaluation of the value of intangible assets by business
owners can not only determine the value of assets [2]. In
addition, information about the enterprise can also be ob-
tained and provided to managers. Although the manage-
ment of intangible assets of enterprises has gradually taken
shape in recent years, the managers of enterprises are not
clear about howmany intangible assets an enterprise has and
the value of the intangible assets, which can easily form a

blind spot in enterprise asset management. After asset
evaluation, the true value of assets can be fully revealed,
which is more conducive to managers to make appropriate
business plans according to the situation of the enterprise,
and can also enhance the con�dence of investors [3]. Second,
intangible assets with clear value can generate economic
bene�ts in economic activities, enabling enterprises to use
externally for paid or mortgage loans to obtain funds when
there is a problem of capital turnover. Furthermore, the
evaluation of intangible assets can also re�ect the in�uence
and development of the brand in the industry and region,
and understand the value of the corporate brand [4]. �e
development and management of the brand and the utili-
zation of resources within the enterprise can be further
understood by evaluating the value of intangible assets.
�erefore, by adjusting the business plan of the enterprise
through the choice of consumers among the industries, it is
possible to obtain the operation plan and target of the next
cycle and strive to maximize the pro�t of the enterprise [5].

From the perspective of the social function of asset
appraisal, the social function of asset appraisal is to provide
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value scales for asset business and capital markets. Most of
the current asset appraisal projects involve corporate
restructuring or property rights changes, such as corporate
mergers and acquisitions, listings, and sino-foreign joint
ventures.&e evaluation conclusion is an important basis for
the asset business parties to conclude the transaction. If the
capital price is inaccurate, it will not only mislead the al-
location of resources, and reduce the efficiency of social
resource allocation, but also cause misunderstandings in
property rights transactions and various capital businesses,
damage the legitimate rights and interests of the parties
involved, and affect the security, prosperity, and stability of
the capital market [6].

&e analytic hierarchy process (AHP) is a method that
combines quantitative and qualitative analysis methods for
problems that cannot be quantitatively researched by
establishing mathematical models and data, and follows the
sequence of decomposition first and synthesis later, step by
step, to deal with some complex problems, so as to obtain
satisfactory decision-making results [7]. &erefore, AHP is
also widely used in the evaluation of intangible assets. In
the evaluation of machinery and equipment, the analytic
hierarchy process is introduced to improve the new rate.
Based on the purpose of determining the weight, the an-
alytic hierarchy process is used to construct a judgment
matrix, the weight and order of the required indicators are
obtained, and the corresponding weight of each indicator is
clarified. Combined with specific standards, the assignment
of each influencing factor is completed to ensure the ac-
curacy of the index system and avoid the influence of
subjective factors [8]. In the process of implementing the
construction of the data asset evaluation system, it is first
necessary to analyze the relevant factors that affect the
value of the data assets and combine the AHP to complete
the construction of the final evaluation system. At the same
time, it is necessary to ensure that the evaluation system can
cover the corresponding costs and applications of the data
assets. [9]. We calculate the main weights of different
evaluation indicators and the corresponding target layer,
design specific operation methods, and verify the opera-
bility of the evaluation system with examples [10]. &e
influencing factors and related indicators of intangible
assets are obtained through the expert group, and the
relative importance of each factor is obtained by using the
analytic hierarchy process [11]. In the research of intan-
gible assets of network database, the value evaluation of
database assets is completed by the income method and the
analytic hierarchy process, a certain degree of correction is
carried out, and then, the weight of each asset is used to
complete the evaluation of intangible assets [12]. With the
help of the AHP, the evaluation and analysis of the goodwill
value of the household appliance industry are carried out,
and the factor model that affects the goodwill value is
constructed to achieve the effect of revising the evaluation
results of the traditional income method and improve the
accuracy of the evaluation results [13]. In asset evaluation
of all walks of life, especially intangible asset evaluation, the
combination of AHP and income method has been widely
recognized.

As far as the value transfer of the intangible assets of
enterprises is concerned, it is generally expressed as external
investment and transfer and sale. &is transfer must be
premised on the profitability of intangible assets. At this
point, the focus of both parties in the transaction is on the
function of the intangible asset, and the price of the in-
tangible asset is determined accordingly. &e way intangible
assets play a role is obviously different from that of tangible
assets [14].

Intangible assets do not have material entities and
cannot be directly sensed by people.&ey are invisible assets,
but such assets are often attached to certain entities. Physical
entities such as equipment and production lines play their
role, trademark rights are reflected through product quality,
goodwill is embedded in the overall asset portfolio of the
enterprise, and the value of intangible assets is materialized
in the depth and breadth of tangible assets, which deter-
mines the degree of intangible assets. &erefore, the transfer
price of intangible assets must fully consider the scope of
intangible assets used to “arm” tangible assets [15].

&e principles of economics tell us that the organic
combination of people, wealth, and things is the source of
asset appreciation. In the primitive capital accumulation
process of capitalism, if an enterprise achieves assets of
several hundred million, it requires the efforts of several
generations. In modern economic society, the value added of
intangible assets is on the rise. &e value rapidly increases
[16]. Intangible assets are like catalysts in chemical reactions,
and levers in mechanical physics, accelerating and ampli-
fying the effects of tangible assets. &e high efficiency of the
use value of intangible assets can bring future excess returns
to enterprises [17].

&e present value of income of intangible assets is to
measure the actual value of intangible assets from the
perspective of future expected income, which is beneficial to
enterprises in the process of transferring intangible assets. It
is more objective to observe and confirm the value of in-
tangible assets in a certain period of time in the future, but
the present value method of income inevitably has strong
subjective judgment factors [18]. At present, this method
mainly measures the transfer price of intangible assets, that
is, the foreign investment and transfer business of intangible
assets. Generally, the transfer price is greater than the book
cost. For the original enterprise, if it is a transfer sale, the
transfer price is the transfer price, and the original book cost
is the transfer cost; if it is an external investment, the transfer
price is the investment cost, and the value-added part
(transfer price—book cost) is converted into enterprise
capital reserve [19].

&is paper combines the improved fuzzy comprehensive
evaluation method to conduct research on goodwill evalu-
ation and intangible asset management, and to improve the
evaluation effect of intangible assets.

2. Intangible Asset Evaluation Algorithm

&e full name of the ARDL model is the autoregressive
distributed lag model. It includes the dependent variable, the
independent variable, and the lag term of the independent
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variable. &e model does not require that the variables must
be of the same order, both I (0) and I (1) can be used, and the
model can directly test the short-term and long-term rela-
tionships between the dependent variable and the inde-
pendent variable. As long as the ordinary least square (OLS)
assumption is satisfied, the model can be directly estimated.
In order to consider the many influencing factors of in-
tangible asset prices and their own influence, this experi-
ment adopts the ARDL model for analysis.

&e structure of the ARDL(p, q1, q2, · · · , qk) model is as
follows:

f(L, P)yt � 
k

i�1
βi L, qi( xit + dw t + ut. (1)

Among them,

f(L, P) � 1 − ϕ1L − ϕ2L
2

− . . . − ϕpL
p
, (2)

βi L, qi(  � 1 − βi1 − βi2L
2

− . . . − βiqi
L

qi . (3)

In formulas (1)–(3), p is used to represent the lag order of
yt, and qi is the lag order of xit, i � 1, 2, 3, · · · , k. &e lag
operator L is defined as follows: Lyt � yt−1, wt represents a
vector with d rows and 1 column.

Regarding the determination of the lag order of the
variable, the modified AIC criterion can be used. &e cri-
terion has strong theoretical advantages, and at the same
time, the dummy variable with the minimum value is input
to solve the problem of outliers. In regression, using these
dummy variables can improve the reliability of the model.

To solve the “long dependency problem” of recurrent
neural networks, long short-term memory neural networks
(LSTMs) were proposed. It is the most commonly used
model in recursion and a variant of the recurrent neural
network. Compared with the recurrent neural network, the
LSTM method increases the memory cells used to form the
processing. Based on the “long dependency problem,”
coupled with the research and modification of many
scholars, the more common LSTM structure now is the
introduction of “gate.” &e “gate” structure can select the
most effective feature among many features for processing,
so as to achieve the purpose of controlling the flow of in-
formation. A schematic diagram of the basic structure of
LSTM is shown in Figure 1.

&e structure of the recurrent neural network is a chain
connection. &e obtained information accepts the input of
the previous node, outputs the current node state, and
transmits it to the next node for input again. As can be seen
from Figure 1, on the whole, the structure of LSTM is the
same as that of the recurrent neural network, but the internal
input and output have undergone major changes, and the
number of transfer states has changed. Each storage unit of
LSTM consists of a forget gate, an input gate, and an output
gate.&e functions of the three gates are to adjust the state of
the transmitted information. In the process of transmission,
the function of the forget gate can be summarized as “forget
the unimportant and leave only the important.” &e forget
gate controls which information of the previous cell state

Ct−1 needs to be left and which needs to be forgotten through
calculation. &e sigmoid function exists as a gated state unit.
When the function value is 0, all information is discarded,
and when the function value is 1, all information is left. &e
wf and bf represent the weights and biases of the forget gate.

ft � σ wf · ht−1, xt  + bf( . (4)

Next, the input gate corresponds to the selection
memory stage, and the function of this stage is to selectively
“remember” the incoming information. &ose who feel
important information can occupy a larger proportion, and
the unimportant information can be appropriately dis-
carded. &e gate control signal of the input gate is controlled
by the tanh function. &e calculation formula of this stage is
as follows:

it � σ wf∙ ht−1,xt  + bi 

Ct � tan h Wc · ht−1, xt  + bc( 

Ct � ft ∗Ct − 1 + it∗ Ct.

(5)

&e last structure of the memory is the output gate
structure, which corresponds to the output stage of the
model. &is stage mainly controls which information ob-
tained will be regarded as the output of the current state.&is
process is controlled by the tanh function, which is equiv-
alent to scaling the cell state obtained in the previous stage.
&e calculation formula of the entire output gate structure is
as follows:

σt + σ wo∙ ht − 1, xt  + b0( 

ht � σt∗ tan h(Ct).
(6)

&e above is the basic model structure and calculation
process of the LSTM model. &e model needs to update the
parameters in the empirical process, and the update process
follows the gradient descent rule and the backpropagation
rule.

Based on the traditional LSTM model, this paper in-
novatively introduces the sparse principal component
analysis (SPCA) for feature dimension reduction on the one
hand and adds a convolutional neural network to the model
on the other hand. &e convolutional neural network is
suitable for feature extraction, and it is mainly used to deal
with image classification problems in the early stage of its
development. For example, it inputs a picture into the
machine, and themachine tells us the category of this picture
(such as flowers and people), and the convolutional neural
network classifies by grabbing the distinctive category fea-
tures in the picture. Nowadays, some studies also use it on
one-dimensional time-series forecasting problems. In this
paper, the convolutional layer is added to the traditional
LSTM model, which can discover the data features more
deeply. Using this network structure to train the prediction
model can also obtain better prediction results.

2.1. Sparse Principal Component Analysis. Considering that
some of the economic characteristic indicators that affect the
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price level of intangible assets selected in this paper are not
completely independent of each other, such as oil and gold
prices, there may be a certain correlation, resulting in re-
dundant information between each characteristic. &e
correlation between variables may lead to problems such as
the unstable structure of the model and heavy training
burden. In this paper, SPCA is used for feature dimen-
sionality reduction. Relatively speaking, although the
principal component analysis can extract features, some-
times the extracted features are difficult to explain. By adding
a penalty function, SPCA can sparse the principal compo-
nent coefficients and highlight important components,
which is conducive to interpretation.

&e SPCA model is essentially an optimization problem,
and the objectives to be optimized are as follows:

minA,B X − XBA
T

����
����
2
F
λ

k

i�1
βi

����
����
2



k

i�1
λ1,i βi

����
����1

s.t.A
T
A � Ik.

(7)

In formula (10), X represents the collected data matrix, A
and B are the coordinate blocks obtained by the coordinate
descent method, and the initial value is calculated according
to the load obtained by the principal component analysis. βi

is the load obtained from the solution, p is the number of
variables, and n is the number of samples. Regarding the
value of λ, if n≤p is in the dataset, λ> 0 is required; oth-
erwise, λ � 0 is taken. λ1,i is a positive parameter, used to
control the parameter βi.

Next, one of the two coordinate blocks is fixed, the other
coordinate block is solved, and then, the solution is ex-
changed. &e first k principal components obtained are
denoted as Yi � Xvi, i � 1, 2, · · · , k, and the obtained sparse
principal components are used for fitting. &e optimization
problem (10) is transformed into k independent elastic net
problems, and the formula is shown in

minv∈R
1
2

Xβ − yi

����
����
2
2 + λ‖β‖1, i � 1, 2, · · · , k. (8)

In the process of solving the above formula, since each
problem is a standard lasso problem, it is possible to sep-
arately solve a subproblem first and then solve the remaining
subproblems in the same way. After solving, the sparse load
can be obtained, that is, βi in formula (10). Multiplying the
sparse loading matrix with the initially collected sample data
matrix can get a new sample set after dimensionality
reduction.

Regarding the coordinate descent method used to solve
the lasso problem, the method is simple and easy to im-
plement. &e main principle is to solve only along a certain
coordinate direction and fix other directions. &e problem
transformation of the solution process is as follows:

β∗i � argminβ 

n

j�1
X

2
jiβ

2
i − 

n

j�1
X

2
jir

(i)
j

⎛⎝ ⎞⎠βi + λ βi




⎧⎪⎨

⎪⎩

⎫⎪⎬

⎪⎭
. (9)

Among them, r
(i)
j � yj − Σk≠ ixjkβk.

Before solving problem (9), proposition 1 needs to be
given first.

Proposition 1. ∀a ∈ R, andλ> 0, Sλ(a)/b represents the
minimum point of the function 1/2bz2 − az + λ|z|, where
Sλ(a) represents the soft threshold operator, and the value is
as follows:

Sλ(a) �

a − λ, a> λ

0, |a|≤ λ

a + λ, a< − λ.

⎧⎪⎪⎨

⎪⎪⎩
(10)

According to proposition 1, we can get the following:
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Figure 1: Schematic diagram of LSTM memory cell structure.
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βi �
sλ

n
j�1xjir

(i)
j


n
j�1 xi

2 . (11)

-erefore, the load formula solved by the solution coor-
dinate descent method is as follows:

βi �
sλ 〈xi, y〉 − Σm: vm


> 0〈xixm〉vm + vi

x
T
i xi

. (12)

Subsequently, k times are solved to obtain the sparse load
matrix G � (β1, β2, · · · , βk). Finally, the k principal compo-
nents can be obtained by multiplying the obtained sparse
loading matrix G with the original data feature matrix Z.

2.2. LSTM Model. During the model training process of
LSTM, the activation function will have an impact on the
model. If the network layer and the activation function are
too deep and the weight is too small, it will easily lead to the
disappearance of the gradient, or the phenomenon of gra-
dient explosion will occur. For this, batch normalization
(BN) is added to the model. BN uses the minibatch during
learning as a unit, and normalizes the data of the node to
make the mean value of 0 and the variance of 1. After
normalization, scale is added to restore the data to its
original state. &rough BN, the learning rate of the model
can be increased, and the training data can be disrupted to
improve accuracy. Since it is normalized, BN will be affected
by the size of the number of samples (recorded as
Batch_size) selected for one training. &erefore, this ex-
periment needs to adjust the Batch_size parameter.

In addition, the LSTM model also needs to set the
number of layers of the LSTM stack, the objective function,
etc. &e more appropriate the parameter settings, the better
the model effect and the stronger the model’s predictive
ability. &e parameters in this experiment are set to two, the
first is the number of neurons in the LSTM layer n, and the
other is the minibatch size m of BN.

&is paper analyzes these two parameters. In theory, the
increase in the number of neurons in the hidden layer will
increase the number of extracted features.&emore features,
the smaller the error. However, the number of neurons
should not be too many, and too many will lead to
overfitting.

&erefore, in this experiment, we first set the minibatch
size to 0 and the number of iterations to 100. Under this
condition, we sequentially increased the number of neurons
one by one to analyze the change in the error value. Overall,
when the number of LSTM hidden neurons is 50 and the
minibatch size in the Batch_norm parameter is 40, and the
RMSE and MAE values are relatively low. &erefore, when
only the parameters of the LSTM model are considered, this
set of parameters can be selected for model prediction.

2.3. CNN-LSTMModel. In this paper, SPCA is added to the
traditional LSTM model for feature extraction, and a con-
volutional neural network (CNN, convolutional neural
network) is added to the SPCA-LSTMmodel to extract local

features. &e convolutional neural network is similar to the
fully connected neural network. &e special feature of the
network structure is that the convolutional layer and the
pooling layer are added.&e convolutional layer is mainly to
enhance the information of the features and extract the
original features. &e pooling layer reduces the dimension
through the operation of the pooling function.

Based on the traditional LSTM model, the CNN-LSTM
network structure diagram in this paper is shown in Figure 2,
which mainly includes an input layer, a one-dimensional
convolutional layer, a pooling layer, an LSTM layer, a fully
connected layer, and an output layer.

In the convolutional layer, the traditional convolutional
neural network is mainly used for image processing, and the
output tensor is generated by sliding the convolution kernel
in different dimensions, so as to perform three-dimensional
convolutional layer operations to solve image processing
problems. However, for time-series forecasting problems,
due to its one-dimensional data characteristics, one-di-
mensional convolutional layers can be used for calculation.
A schematic diagram of the operation process is shown in
Figure 3.

As can be seen from Figure 3, in the process of con-
volution operation, the size of the convolution kernel is very
important, which is related to the effect of the entire con-
volution operation. In general, the size setting of the con-
volution kernel is arbitrary. However, if the convolution
kernel is too large, each operation of the convolution process
will take a lot of time, resulting in low efficiency and a large
amount of operation in the convolution process. If the
convolution kernel is too small, only part of the features can
be extracted during the feature extraction process. &e
resulting result is as if the hair feature of only one face image
is extracted in the image processing problem, which is not
conducive to image classification and may lead to wrong
classification results.

In this model, the input size is assumed to be (Height,
Weight), abbreviated as (H, W), the size of the convolution
kernel is (FH, FW), and the size of the convolution operation
is (KH, KW). &e padding of the convolution process is set
to P and the stride to S. &en, the KH and KW calculation
formulas are as follows:

KH �
H + 2P − FH

S
+ 1

KW �
H + 2P − FW

S
+ 1.

(13)

It can be seen from the calculation formula of KH、KW
that four parameters need to be set during the convolution
operation: the number of convolution kernels n, the size of
the convolution kernel (FH, FW), the stride S, and the
activation function f. At present, the commonly used ac-
tivation functions are sigmoid, ReLU, etc. &e ReLU
function is used in this paper. &e input of this model is
positive, so the problem of gradient disappearance is not
easy to occur, but the gradient explosion that is easy to
accumulate should also be carefully accumulated during the
experiment. &e ReLU function expression is as follows:
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f(x) �
x(x> 0)

0(x≤ 0).
 (14)

After the convolutional layer operation, the output
vector can be expressed in the following form: out-
put�(batch, new-steps, filters), new-steps refers to the new
step size of the output, and filters represents the number of
feature vectors.

Pooling is a process of abstracting information, and it is a
spatial operation that reduces the amount of model pa-
rameters and optimization. &e common pooling methods
include average pooling and max pooling. Average pooling
is to select the average value in the area, and the average
value can often retain the overall characteristics of the data.
Max pooling is to take out the maximum value in the target
area, which tends to preserve texture features better.
&erefore, average pooling is used in this experiment. &e

size w of the pooling window is usually set to the same value
as the stride S.

In the LSTM layer and the fully connected layer, random
orthogonal matrix initialization is used for weight initiali-
zation, and the parameter to be considered in the LSTM
layer is the number of neurons u. &e fully connected layer
uses a linear activation function and is responsible for
synthesizing the information. &e output layer is used to
output prediction results.

&e loss function is calculated using mean squared error
with the following formula:

E �
1
2


k

yk − tk( 
2
. (15)

Among them, tk represents the original input data, yk

represents the output of the neural network, and k represents
the dimension of the data. In the training process, batch
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Figure 7: &e division diagram of the asset security risk assessment module.
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Table 1: Application effect of the improved fuzzy comprehensive
evaluation method in goodwill evaluation.

Num Goodwill assessment
1 85.41
2 83.67
3 88.69
4 81.76
5 90.81
6 90.51
7 81.32
8 86.24
9 83.36
10 86.63
11 79.40
12 88.70
13 88.27
14 88.50
15 83.07
16 87.61
17 88.03
18 79.84
19 82.16
20 85.67
21 81.15
22 81.29
23 81.07
24 90.24
25 90.42
26 88.61
27 88.65
28 80.51
29 86.53
30 79.63
31 88.26
32 80.17
33 89.56
34 82.80
35 89.70
36 84.42
37 80.03
38 81.32
39 90.04
40 81.76
41 89.96
42 88.88
43 80.42
44 87.68
45 79.22
46 79.12
47 87.09
48 89.72
49 87.89
50 85.32
51 88.03
52 90.44
53 82.75
54 80.03

Table 2: Application effect of the improved fuzzy comprehensive
evaluation method in intangible asset management.

Num Intangible asset management
1 85.82
2 90.38
3 84.80
4 90.01
5 87.70
6 89.43
7 92.89
8 85.80
9 90.74
10 84.89
11 91.50
12 88.80
13 84.86
14 86.96
15 91.12
16 91.08
17 90.42
18 84.24
19 90.39
20 89.45
21 85.21
22 89.45
23 89.61
24 91.16
25 92.16
26 90.87
27 92.90
28 92.62
29 89.67
30 92.99
31 90.01
32 89.88
33 92.43
34 85.58
35 90.73
36 91.32
37 92.30
38 90.17
39 92.34
40 88.36
41 89.82
42 92.52
43 89.47
44 86.86
45 92.15
46 92.44
47 84.13
48 87.57
49 88.13
50 92.31
51 84.08
52 85.24
53 86.26
54 90.28

Computational Intelligence and Neuroscience 9



normalization (BN) parameters are also added to each layer,
and the size m of Batch_size needs to be determined after
experiments.

3. Application of Improved Fuzzy
Comprehensive Evaluation Method in
Goodwill Evaluation and Intangible
Asset Management

&e identification process of intangible assets is shown in
Figure 4.

&e fuzzy comprehensive evaluation method is applied
to goodwill evaluation and intangible asset management, as
shown in Figure 5.

System design work should be performed top-down.
First of all, this paper designs the overall structure and then
goes deeper into it layer by layer until it reaches the design of
each module. &e system should be supported by functions
such as user management, role management, organizational
structure management, authority management, knowledge
source maintenance, domain management, and asset
management. &rough the comprehensive analysis to find
out the relationship between various functions, the overall
design of this system is shown in Figure 6.

&e basic principle of system module division according
to software engineering theory is high cohesion and low
coupling. &e advantage of this is to facilitate the separation
of module code and improve the reusability of module code.
&e system developed based on this principle has good
maintainability and expansibility. &is system uses web
service technology to support the development and opera-
tion of the system under the J2EE-based environment. &e
system mainly includes six functional modules: system
management module, scanning management module, sta-
tistical analysis module, my questionnaire module, task
management module, and risk management module. &e
module division diagram is shown in Figure 7.

Based on the above model, the application effect of the
improved fuzzy comprehensive evaluation method pro-
posed in this paper in goodwill evaluation and intangible
asset management is evaluated, and the results shown in the
following Tables 1 and 2 are obtained.

It can be seen from the above research that the improved
fuzzy comprehensive evaluation method proposed in this
paper has a very good application effect in goodwill eval-
uation and intangible asset management.

4. Conclusions

Intangible assets are a comprehensive resource of an en-
terprise. In addition, intangible assets attract foreign in-
vestment to attract external investors to invest in the
enterprise. &e talent team, trademark, corporate culture,
corporate customer list, sales channels, etc. in the enterprise
are all important resources of the enterprise and must be
evaluated for intangible assets. &e competition of business
is the competition of talents and technology. &erefore,
intangible assets occupy an important position in today’s
business environment, which leads to intangible assets

occupying an important position in today’s business envi-
ronment. &e evaluation of intangible assets is a kind of
protection and value substantiation for intangible assets.
&is paper combines the improved fuzzy comprehensive
evaluation method to conduct research on goodwill evalu-
ation and intangible asset management. &e experimental
simulation shows that the improved fuzzy comprehensive
evaluation method proposed in this paper has a very good
application effect in goodwill evaluation and intangible asset
management.

Data Availability

&e labeled datasets used to support the findings of this
study are available from the author upon request.
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In order to improve the collaborative development eect of new rural production and living civilization construction, this article
studies the collaborative development of rural production and living civilization construction combined with intelligent data
processing algorithms and builds a model from the perspective of green transformation and development. In order to �nd as many
and evenly distributed points as possible on the Pareto interface, a coevolution operator is designed in this article. �e Pareto
solutions of the two populations exchange information through the action of the co-occurrence operator and the absorption
operator, so that the algorithm can �nd more and better noninferior solutions. �e research shows that the collaborative de-
velopment model of new rural production and living civilization construction has a certain eect, and it has a certain role in
promoting the collaborative development of new rural production and living civilization construction.

1. Introduction

System civilization mainly includes economic system civi-
lization and political system civilization. �e so-called
economic system refers to the economic basis at a certain
stage of human history, that is, the sum of production re-
lations [1]. Moreover, it is the foundation of political systems
and social ideology.�e economic system is the organization
and operation mechanism of economic activities carried out
by human beings to earn a living, and it is the concrete
embodiment of the basic social economic system. Agricul-
ture is the foundation of the development of the national
economy, and the establishment of a distinctive socialist
market economy system also includes the construction of
the rural market economy system [2]. Since 80% of the
population is in the countryside, this means that the pro-
ductive force of the society is the rural productive force.
Whether the economy can develop or not depends �rst on
whether the rural areas can develop, and the key to rural
development is the awakening of the self-awareness of rural
productive forces. �at is to say, the value embodiment of

“institutional civilization” construction must �rst promote
the healthy development of rural productive forces [3].

In the research on the value of ecological culture, Chen
Shoupeng and Yang Lixin pointed out that the continuous
development of society is due to the strong culture as the
support and guarantee. As an advanced cultural form,
ecological culture provides a strong driving force for the
sustainable development of society. It is embodied in the fact
that ecological culture provides the society with correct
ecological values, ecological world outlook, ecological ethics,
ecological science and technology, and ecological aesthetics,
which is conducive to improving the civilization of the whole
society [4]. Ecological culture is the key to solving the
ecological crisis. It can not only provide ideological re-
sources and theoretical references for improving human
ecological awareness, but also promote the all-round de-
velopment of human beings and the transition frommodern
production and lifestyle to ecological production and life-
style [5]. While analyzing the value of ecological culture
from the perspective of socialist culture construction, Lai
Zhangsheng and Hu Xiaoyu believe that ecological culture
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should be an important part of characteristic socialist cul-
ture, which can enrich the new connotation of characteristic
socialist harmonious culture and promote the innovation of
characteristic socialist culture [6]. Ecological culture can lay
a spiritual foundation for the construction of a socialist
harmonious society, provide theoretical guidance for the
concept of green development, and lay the groundwork for
the construction of a socialist ecological civilization [7].

Rural ecological culture and ecological culture also have
a narrow and broad difference. (e broad rural ecological
culture includes both the rural material production level and
the ecological cultural content at the spiritual and institu-
tional level; the narrow rural ecological culture specifically
refers to the guidance of ecological values. (e formed
comprehensive cultural system, which covers rural “good”
culture, awe culture, collectivism culture, and other cultural
systems, not only pursues a friendly and harmonious system
between man and nature, but also pursues the relationship
between man and society [8]. From the perspective of the
overall rural development, it is believed that rural ecological
culture is a cultural form that coordinates various rural
development and harmonious coexistence with nature, and
the construction of rural ecological culture is one of the
important means to ensure the harmonious, healthy, and
sustainable development of rural areas in the ideological
field [9]. For the problems existing in the development of
rural ecological culture, due to the influence of traditional
feudal concepts in rural areas, farmers’ ecological awareness
is weak, and their ecological cultural concepts are relatively
backward. Moreover, the construction of rural ecological
culture has just started; various systems and mechanisms are
not perfect; and farmers pay too much attention to short-
term interests, ignoring the long-term comprehensive social,
economic, and ecological benefits of rural construction [10].
(e problem of rural ecological culture construction is that
the spiritual culture of farmers is insufficient; the brain drain
is serious; and the support policies for ecological culture in
rural areas are not perfect, lack guarantees, and have weak
infrastructure [11]. From the perspective of spiritual, in-
stitutional, and material construction, the dilemma of rural
ecological culture construction is manifested in the empti-
ness of farmers’ ecological spiritual culture, the lack of
ecological institutional culture, and the lack of ecological
material culture [12].

(e main way to build rural ecological culture is to
change the current rural economic development mode, build
an ecological agriculture industry system, continuously
improve rural ecological facilities, and spread advanced
culture and promote excellent traditional culture [13]. More
detailed suggestions are made on the development of rural
ecological culture. It is believed that the construction of rural
ecological culture should shape and cultivate the traditional
rural production and life style ecologically from the material
form, and regulate and constrain the rural governments,
social organizations, and enterprises at all levels from the
institutional form. (e majority of farmers spiritually es-
tablish the concept of ecological civilization of farmers [14].
(e development of ecological culture requires an economic

foundation. (e construction of beautiful villages cannot be
separated from the emerging economic foundation of rural
areas. Second, the government should play a leading role and
strengthen the protection of ecosystems [15]. In addition to
promoting the transformation of rural economic develop-
ment and enhancing the quality of farmers, Yang Rongrong
believes that it is also necessary to build a good social en-
vironment and cultivate a strong social atmosphere. Some
scholars have proposed to inherit and protect rural eco-
logical culture and build ecological cultural reserves [16].
Scholars have made suggestions for the government,
farmers, carrier construction, etc. (e ultimate goal is to
better develop rural ecological culture, completely change
the unreasonable production and lifestyle in rural areas, and
build a pattern of harmonious coexistence between rural
people and nature [17].

Eco-Marxism mainly considers the causes of ecological
crisis, the solution path, and the idea of ecological socialism.
Ecological Marxism believes that the emergence of ecological
crisis is due to the concept of human control of nature [18].
Ecological Marxism believes that the origin of ecological crisis
lies in the capitalist system. Capitalism is a self-expanding
system of economic development. Its purpose is the infinite
growth of capital, while nature cannot expand infinitely. (e
contradiction between nature and capitalism is uncoordinated.
Moreover, the ecological environment appears to be the
alienation of the relationship between man and nature, but in
fact it is the alienation of the practice subject under the cap-
italist system [19]. (e best choice to protect the natural en-
vironment is to choose advanced socialism because socialism
can overcome the contradiction between the expansion of
capital profits and ecology, and realize the renewal of the entire
mode of production. (e thought of ecological Marxism seeks
the insights of Marxism from the perspective of ecology, which
has a positive enlightenment significance for the current
handling of economic development and environmental pro-
tection [20].

(is article studies the coordinated development of rural
production and living civilization construction in combi-
nation with intelligent data processing algorithms, and
constructs a model from the perspective of green trans-
formation and development to provide a reference for the
subsequent coordinated development of rural production
and living civilization construction.

2. Intelligent Agriculture Development Data
Analysis Algorithm

2.1. Basic �eory of Evolutionary Algorithms and Basic
Concepts of Multiobjective Optimization. (e principle of
genetic algorithm is essentially based on Darwin’s theory of
natural selection. Usually, it is necessary to use a small
selection pressure (to explore a certain breadth of the search
space) in the early stage of genetic search, and use a large
selection pressure (to limit the search space) in the late stage.
(e direction of the genetic search is directed to some of the
more useful regions of the search space. (e selection
methods usually used are as follows: roulette wheel selection,
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(μ + λ) selection, tournament selection, elitist selection, and
other forms.

Wheel selection method determines the selection
probability of the individual according to the ratio of each
chromosome fitness value.(e probability of each individual
entering the next generation is equal to the ratio of its fitness
value to the sum of the fitness values of the individuals in the
entire population. (e higher the fitness value, the greater
the probability of the individual being selected, and the
greater the probability of the individual entering the next
generation. (e specific principle is as follows:

① (e algorithm calculates the probability
Pi � Fit(xi)/

N
j�1 Fit(xj), i � 1, 2, · · · , N, of the

initial selection of each individual in the population,
and the sum of the fitness of individuals in the
population is 

N
j�1 Fit(xj), where Fit(xj) is the fitness

value of the individual xj.
② (e algorithm calculates the cumulative probability

qi � 
i
j�1 Pj, i � 1, 2, · · · , N of each individual in

the population.
③ (e algorithm generates a random number r ∈ [0, 1]

according to a uniform distribution.
④ If r≤ q1, the algorithm chooses x1; otherwise, if

qi < r≤ qi+1, 1≤ i<N − 1, the algorithm chooses xi+1.
If k<N, the algorithm sets k � k + 1 and turns to③;
otherwise, the algorithm stops.

As shown in Figure 1, q1 � p1 � 0.45, q2 � P1 + P2 �

0.75, q3 � P1 + P2 + P3 � 0.95, q4 � P1 + P2 + P3 + P4 � 1,

x1 has the highest probability of being selected into the next
generation, and x4 has the lowest probability of being se-
lected into the next generation.

(e algorithm assumes that two individuals xt
i and xt

j are
arithmetically crossed, and the two new individuals gen-
erated after the crossover are as follows:

x
t+1
i � αx

t
j +(1 − α)x

t
i ,

x
t+1
j � αx

t
i +(1 − α)x

t
j.

⎧⎪⎨

⎪⎩
(1)

Among them, α ∈ [0, 1] is a random number. In the
main operation process of arithmetic crossover, ① the al-
gorithm randomly generates the coefficient a when two
individuals are linearly combined; ② the algorithm gen-
erates two new individuals according to formula (1).

2.1.1. Mutation Operator. (e genetic algorithm solves
problems with the help of the principles and ideas of bio-
logical evolution. (e following is the basic flow chart of
genetic algorithm (Figure 2):

(e following multiobjective problem is considered.

minF(x)
x∈Ω

� f1(x), f2(x), · · · , fM(x)( . (2)

Among them, x � (x1, x2, · · · , xn) is an n-dimensional
vector, Ω is the feasible solution space, and
f1(x), f2(x), · · · , fM(x) is m-objective functions. Gener-
ally, for a single-objective optimization problem, the global

optimal solution is the solution that makes the objective
function optimal. However, for a multiobjective optimiza-
tion problem such as formula (2), usually, the functions to be
optimized of f1(x), f2(x), · · · , fM(x) are in conflict with
each other, and they cannot achieve the desired optimal
value at the same time. Scholars thought of using Pareto
optimal solution to describe the solution of this optimization
problem, in which multiple objective functions have con-
flicting functions. Pareto optimal solution is a commonly
used definition of multiobjective optimization. (e fol-
lowing basic definitions are now given:

Definition 1. A vector u � (u1, u2, · · · , uM) is said to be
noninferior to another vector v � (v1, v2, · · · , vM), if and
only if ∀i ∈ 1, 2, · · · , M{ } has ui ≤ vi and ∃j ∈ 1, 2, · · · , M{ } to
makes uj < vj.

Definition 2. In the Pareto optimal solution, for any two
points x1, x2 ∈ Ω, if the following conditions hold:

fi x1( ≤fi x2( ,∀i ∈ 1, 2, · · · , M{ },

fj x1( <fj x2( ,∃j ∈ 1, 2, · · · , M{ }.

⎧⎨

⎩ (3)

If vector (f1(x1), f2(x1), · · · , fM(x1)) is better than
vector (f1(x2), f2(x2), · · · , fM(x2)), then x1 is said to be
better than x2. It can be seen from the first condition of
formula (3) that for M targets, x1 is no worse than x2. It can
be seen from the second condition that x1 is better than x2 in

P4 = 0.05

P3 = 0.2

P2 = 0.3

P1 = 0.45

x4

x4

x3

x1

Figure 1: Wheel selection method.

Parameters
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Encoding
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population

Meet
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operation

EndY

New
population
generation

(1) Calculate the
target function value
(2) Mapping of
function values to
fitness values

Three basic
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(2) Crossover
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Figure 2: Flowchart of genetic algorithm.

Computational Intelligence and Neuroscience 3



at least one objective. (erefore, x1 should indeed be better
than x2 when formula (3) is satisfied.

Definition 3. If there is no better solution than x1, inΩ, then
x1, is said to be a Pareto optimal solution (or an efficient
solution, or a noninferior solution) of formula. (2).

Definition 4. In the Pareto optimal solution set, for formula
(2), the set E(f,Ω) � x ∈ Ω | x{ is called the Pareto optimal
solution (or effective solution set or noninferior solution set)
of formula (2).

Definition 5. In the Pareto frontier, for formula (2), the set

FE(f,Ω) � f1(x), f2(x), · · · , fM(x)( |x ∈ E(f,Ω) , (4)

is called the Pareto frontier (or effective frontier) of formula
(2).

Figure 3 shows the Pareto optimal solution set and the
corresponding Pareto front for a problemwith two-objective
functions as independent variables.
Ω is the decision variable space, where

Y � y ∈ R
M

|y � f1(x), f2(x), · · · , fM(x)( , x ∈ Ω , (5)

is the objective function space.
(e optimal solution of a multiobjective optimization

problem is always on the boundary line (or surface) of the
search area. As shown in Figure 4, the thick line segment
represents the optimal interface (Pareto frontier) of the two-
objective optimization. (e optimal interface of three-ob-
jective optimization is a surface, and the optimal interface of
three or more objectives constitutes a hypersurface.(e solid
points A, B, C, D, and E in Figure 4 are all on the optimal
boundary, and they are all Pareto solutions, and they are
nondominated with each other. However, the hollow points
F, G, H, I, and J are not on the optimal boundary within the
search area, so they are not optimal solutions, but domi-
nated. Moreover, it is directly or indirectly governed by the
optimal solution above the optimal boundary.

(e commonly used methods for solving multiobjective
optimization problems are as follows: weighted summethod,
constraint method, objective programming method, max-
min method, and so on.

(1) Weighted SumMethod. (e weighted summethod can be
expressed as follows: for each subobjective function
fi(x), (i � 1, 2, · · · , M), a different weight ωi ≥ 0(i �

1, 2, · · · , M) is assigned as the coefficient of each objective
function, and 

M
i�1 ωi � 1. (e linear weighted sum of each

subobjective function is expressed as follows:

min f(x) � 
M

i�1
ωifi(x),

s.t. x ∈ Ω.

⎧⎪⎪⎨

⎪⎪⎩
(6)

(ousands of different Pareto optimal solutions are ob-
tained by choosing thousands of different weight combina-
tions. (is method is extremely simple, but it is also a more
classical method for solving multiobjective optimization

problems. Its advantage is that it is well understood and easy
to calculate; its disadvantage is that the selection of weights is
related to the relative importance of each target. In addition,
the weighted sum method is sensitive to the shape of the
Pareto interface, and the optimal solution for the convex part
of the Pareto interface cannot be obtained.

(2) ε-ConstrainedMethod. (emain idea of this method is to
use the important objective function of multiobjective op-
timization as the optimization objective, while other ob-
jective functions are used as constraint functions to solve.
(e optimization problem transformed by this constraint
method is expressed as follows:

Pk εk( 
minfk(x),

s.t.fj(x)≤ εk
j , x ∈ Ω, 1, 1≤ j≤ k.

⎧⎨

⎩ (7)

(e advantage of this method is that it is easy to operate,
where different values of εj are selected during the opti-
mization process, and multiple Pareto optimal solutions can
be found, which is very practical in practical problems.
However, the disadvantage is that certain prior knowledge is
usually required to select a suitable εj, and this prior
knowledge is usually unknown.

(ere are many types of multiobjective evolutionary
algorithms (MOE), and the methods they use are also very
different, which is difficult to describe by a general frame-
work. For the convenience of understanding, we design a
flowchart of a multiobjective evolutionary algorithm based
on Pareto optimality (Figure 5).

It assumes that there are n factors, each with q levels.
When n and q are given, the purpose of uniform design is to
find q combinations from all qn combinations so that the q

combinations are uniformly distributed in all possible
combination spaces.

U(n, q) � Ui,j 
q×n

. (8)

It means that the selected q combinations are uniformly
distributed, where Ui,j represents the level of the j-th factor
in the i-th combination. When q is prime and q> n, it has
been shown that Ui,j can be calculated as follows:

Ui,j � iσj−1modq  + 1. (9)

(e values of σ are listed in Table 1.

2.2. A Multiobjective Coevolutionary Algorithm Based on
Uniform Design. In multiobjective optimization, each ob-
jective function value has different orders of magnitude. If
only the simple weighted summation of the objective
function is used as the fitness function, then the value of the
fitness function will be dominated by the one with the larger
order of magnitude of the objective function value. For
example, for two-objective optimization, f1(x) represents
cost, and its value range is 300≤f1(x)≤ 500, f2(x) rep-
resents reliability, and its value range is 0≤f2(x)≤ 1. (en,
the value of ω1f1(x) + ω2f2(x) will be dominated by f1(x).
To avoid similar situations, we normalize the objective
function as follows:
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hi(x) �
f1(x)

maxy∈Ω f1(y)


 
. (10)

Among them, Ω is the point set of the current pop-
ulation, and hi(x) is the normalized objective function.

For a given N, the constructed N fitness functions are as
follows:

fitnessi � ωi,1h1(x) + ωi,2h2(x) + · · · + ωi,MhM(x), 1≤ i≤N.

(11)

Among them, ωi � (ωi,1,ωi,2, · · · ,ωi,M) is the weight
vector, and ωi,j ≥ 0, j � 1, 2, · · · , M, 

M
j�1 ωi,j � 1.

In order to make the search approach to the Pareto front
evenly, a uniform design method is used to construct the
weight vector. In the target space, considering each target as
a factor, there areM factors to construct N fitness functions,
then N weight vectors are needed, and each factor takes N

levels. (en, using the uniform array U(M, N),
ωi,j(i � 1, 2, · · · , N; j � 1, 2, · · · , M) is calculated as follows:

ωi,j �
Ui,j

Ui,1 + Ui,2 + · · · + Ui,M

. (12)

Example 1. (e M � 3, q � 5 means that there are 3 ob-
jective functions, and 5 uniformly distributed weight vectors
are to be generated, that is, a uniform array with 3 factors
and 5 levels is constructed. It can be seen from Table 1 that
σ � 2, and the uniform array is generated by formula (6)

x2

x1

f2(x)

f1(x)

Pareto Optimal solution set

Other solutions on the solution space

Points on the Pareto interface

Other points on the target space

Figure 3: Pareto optimal solution in the solution space and Pareto optimal solution in the target space in two-objective planning.
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(en, according to formula (3), 5 weight vectors are
generated, and then formula (3) is used to construct the
corresponding fitness function:

l � (l1, l2, · · · , lN), u � (u1, u2, · · · , uN) Among them,
[l, u] is the feasible region, if x � (x1, x2, · · · , xN) ∈ [l, u], x

is called a feasible solution of the problem. [l, u] is divided
into H different subspaces [l(1), u(1)], [l(2), u(2)], . . . ,

[l(H), u(H)], and the parameter H can take the value 2, 22,
or 23 and so on.

(e solution interval is divided into two subspaces in the
following manner. First, the component with the largest
value range is selected, then the solution space is equally
divided into two subspaces along the direction of this
component, and then the two subspaces are divided into
four subspaces according to this method. For any subspace,
such as [l(1), u(1)], the coordinate axis with the largest value
range is selected, and the two subspaces are divided into four
subspaces along this coordinate direction.(e above process
is repeated until the solution space is divided into H sub-
spaces. (e following is the specific algorithm.

Among them, k � (j1 − 1)n2n3 · · · nN + (j2 − 1)n3n4
· · · nN + · · · + (jN − 1)nN + jN.

After the algorithm divides the solution space into H

subspaces, the sample points are selected for each subspace
according to the following methods. (e algorithm con-
siders an arbitrary subspace, such as the k-th subspace, and
denotes it as follows:

[l(k), u(k)] � l1(k), l2(k), · · · , lN(k)( ,

· u1(k), u2(k), · · · , uN(k)( .
(13)

In this subspace, the algorithm discretizes the value
range of xi into Q levels αi,1(k), αi,2(k), · · · , αi,Q(k), where Q
is a parameter and is a prime number, and ai,j(k) is cal-
culated according to the following formula:

ai,j(k) �

l1(k), j � 1,

l1(k) +(j − 1)
ui(k) − li(k)

Q − 1
, 2≤ j≤Q − 1,

u1(k), j � Q.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(14)

According to Algorithm 1, it can be known that the
difference between any two adjacent levels is the same. It is
recorded as αi(k) � (αi,1(k), αi,2(k), · · · , αi,Q(k)), after dis-
cretizing the value area of xi into Q levels, there will be QN

points in each subspace. (en, a uniform array U(N, Q) is
used to select Q sample points in each subspace, denoted as
follows:

α1,U1,1
(k), α2,U1,2

(k), · · · , αN,U1,N
(k) ,

α1,U2,1
(k), α2,U2,2

(k), · · · , αN,U2,N
(k) ,

· · ·

α1,UQ,1
(k), α2,UQ,2

(k), · · · , αN,UQ,N
(k) .

⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

(15)

(e algorithm performs the above operations on all H

subspaces, with a total of HQ sample points.
Among the HQ sample points, pop points are selected as

the initial population. To search in D directions, D fitness
functions are constructed, where D is a parameter and a
prime number. (rough each fitness function, all HQ points
are evaluated to select the best pop/D, and finally a total of
pop points are selected to form an initial group. (e specific
algorithm is as follows.

Example 2. (e algorithm considers a two-dimensional
solution space: the algorithm sets 1≤x1 ≤ 4, −20≤x2 ≤ 10
and its feasible solution area [l, u] is [(1, −20)(4, 10)]. (e
parameters are set as follows: H � 4, Q � 5, D � 6, pop � 10.
Algorithm 1 is executed to divide the solution space into the
following four subspaces, and Algorithm 2 is executed to
generate the initial population:

(1) According to Algorithm 1, there are
a � (1, −20), z � (4, 10).

(2) Among them, Δ1 � 3,Δ2 � 7.5, n1 � 1, n2 � 4, and
the following four subspaces are obtained after
division:

[l(1), u(1)] � [(1, 20), (4, −12.5)],

[l(2), u(2)] � [(1, −12.5), (4, −5)],

[l(3), u(3)] � [(1, −5), (4, 23, .5)],

[l(4), u(4)] � [(1, 20), (4, −12.5)].

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(16)

Next, Algorithm 2 is performed to generate the
initial population.

(3) (e result obtained by discretizing the first subspace
[l(1), u(1)] � [(1, 20), (4, −12.5)] according to for-
mula (11) is as follows:

Table 1: (e values of σ.

Level of each factor Value for each factor σ
5 2.00-4.00 2.00
7 2.00-6.00 3.00
11 2.00-10.00 7.00

13
2.00 5.00
3.00 4.00

4.00-12.00 6.00
17 2.00-16.00 10.00

19 2.00-3.00 8.00
4.00-18.00 14.00

23
2.00,13.00-14.00, 20.00-22.00 7.00

8.00-12.00 15.00
3.00-9.00,1 5.00-19.00 17.00

29

2.00 12.00
3.00 9.00

4.00-7.00 16.00
8.00-12.00, 16.00-34.00 8.00

13.00-15. 14.00
25.00-28.00 18.00

31 2.0,5.00-12.00, 20.00-30.00 12.00
3.00-4.0, 13.00-19.00 22.00
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α1(1) � (1, 1.75, 2.5, 3, 25, 4),

α2(1) � (−20, −10.125, −16 − 23, −14, 375, −12.5).


(17)

(en, according to the uniform array U � (2, 5) �

2 3 4 5 1
3 5 2 4 1  and formula (3), five sample points

are selected as follows:

(1.75, −16.5),

(2.5, −12.5),

(3.25, −18.125),

(4, −14.375),

(1, −20).

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(18)

(e algorithm performs similar operations on the
other three subspaces, and a total of 20 sample points
are obtained.

(4) (e algorithm evaluates the 20 sample points
according to the five fitness functions, each fitness
function selects [20/10] � 2 best points, and a total of
10 sample points are selected from the five fitness
functions to form the initial group.

2.3. Genetic Operator. Symbiotic operators
Pa

t � (Pa
1 , Pa

2 , · · · , Pa
M) and Pb

t � (Pb
1, Pb

2, · · · , Pb
M) are two

parent groups, and the corresponding nondominated so-
lution sets are denoted as Oa

t and Ob
t , respectively. For any

(xa
1 , xa

2 , · · · , xa
n) in the population Pa

t , an individual
(ob

1, ob
2, . . . , ob

n) is randomly selected in Ob
t . Afterwards, a new

individual is generated according to the following formula,
denoted as (za

1 , za
2 , · · · , za

n), and the next generation group
product is generated. Among them, r represents a uniform
number randomly distributed in [−1, 1].

z
a
i � o

b
i + r · o

b
i − x

a
i , i � 1, 2, . . . , n. (19)

In the same way, for any individual (xb
1, xb

2, . . . , xb
n) in

the group Pb
t , the algorithm randomly selects an individual

(oa
1 , oa

2, . . . , oa
n) in Oa

t and generates a new individual
(zb

1, zb
2, . . . , zb

n) according to the following formula, and
then, the next generation of group pa

t+1 is generated.

z
b
i � o

a
i + r · o

a
i − x

b
i , i � 1, 2, . . . , n. (20)

Pa
t and Pb

t are two groups that have evolved separately, that
is, search in different spatial regions in the variable space. By
the function of formulas (13) and (14), the two groups
exchange information with each other.

Attraction operators Pa
t � (X1, X2, . . . , XM) and Pb

t �

(Y1, Y2, . . . , YM) are two parent groups, and the corre-
sponding nondominated solution sets are denoted as Oa

t and
Ob

t , respectively. If

∀X ∈ O
a
t ,∃Y ∈ O

b
t , Y>X, (21)

is established, then the group Pb
t absorbs the group Pa

t to
generate a new group Pb

t+1(l1, l2, . . . , lN+M). Among them,
li � Yi, i � 1, 2, . . . , N, and li, i � N + 1, N + 2, . . . , N + M is
generated by:

li,j � oj + r · oj − xi−N,j , j � 1, 2, . . . , n. (22)

From the above expression, we can know thatOb
t is better

than Oa
t , that is, the solution in group Pb

t is better than the
solution in group Pa

t . In this case, it is much less likely that
the quality of the solution obtained by evolving population
Pa

t is better than the quality of the solution obtained by de-
evolving population Pb

t . (erefore, in this competition,
group Pa

t will inevitably disappear. In addition, there may be
some relatively useful information in the group Pa

t , which
can be utilized by (16) to generate better or useful
individuals.

(1) (e algorithm is set to a � l, z � u, and the following process is repeated log2 H times: the h-th dimension is selected in the
solution algorithm space to satisfy zh − ah � max1≤t≤N zi, ai , and zh � (ah + zh)/2 is set.

(2) (e algorithm calculates Δt � zi − ai, ni � ((ui − li)/Δi), i � 1, 2, . . . , N, and calculates the feasible region
[l(k), u(k)], 1≤ ji ≤ ni, 1≤ i≤N of the new subspace according to the following formula:

l(k) � l + ((j1 − 1)Δ1, (j2 − 1)Δ2, . . . , (jN − 1)ΔN),

u(k) � l + (j1Δ1, j2Δ2, . . . , jNΔN).


ALGORITHM 1: (e algorithm divides the solution space into H subspaces.

(1) Algorithm 1 is executed to divide the feasible solution region [l(1), u(1)], [l(2), u(2)], . . . , [l(H), u(H)] intoH subspaces, denoted
as:

(2) (e algorithm discretizes each subspace according to the formula (11), and then selectsQ sample points in each subspace according
to the uniform array U(N, Q) according to the formula (3) and generates a total of HQ sample points.

(3) (e algorithm evaluates the HQ sample points generated in step (2) according to each fitness function to select the best pop/D,
and finally selects a total of pop points to form the initial group.

ALGORITHM 2: (e algorithm generates the initial population.
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Discrete operator: the population Pa
t � (Pa

1 , Pa
2, · · · , Pa

M)

is randomly discretized into two subpopulations, denoted as
Pta

t � (Za
1, Za

2 , . . . , Za
M/2) and Ptb

t � (Zb
1, Zb

2, . . . , Zb
M/2), re-

spectively. A population is randomly selected, and the al-
gorithm takes Pta

t and performs the following mutation
operations on each individual in Ptb

t :

z
a
k �

z
a
k +

u
a
k − l

a
k( 

t
· rr≤ 0.5,

z
a
k −

u
a
k − l

a
k( 

t
· otherwise,

k � 1, 2, . . . , n

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

. (23)

Among them, r represents the uniform number ran-
domly distributed in the [0, 1] interval, and t represents the
evolutionary algebra. ua

k and lak are the upper and lower
bounds of the k-th coordinate of the point in the search
space, respectively. (e purpose of doing this is that there
may be some more useful information in the group Pa

t . After
the group Pa

t is acted on by a discrete operator, a new in-
dividual is obtained and the diversity of the group is in-
creased. It is also possible to obtain some solutions that are
better than the current population, or to find solutions for
nonconvex parts of the Pareto interface.

3. Research on theCoordinatedDevelopment of
NewRuralProductionandLivingCivilization
Construction from the Perspective of Green
Transformation and Development

(e energy system diagram reflects the basic structure inside
each system and the relationship between energy and matter
inside and outside the system. (e level of the energy
conversion rate of each legend and its respective compo-
nents determine the arrangement order of the legends inside
and outside the boundary of the system diagram, and the
energy conversion rate decreases from right to left, as shown
in Figure 6.

4. Simulation Test Research

(is article proposes a method for calculating the degree of
distribution, which is used to measure whether the Pareto
optimal solution set obtained by the algorithm is uniformly
distributed in the target space. (e function is defined as
follows:

S �

����������������

1
|Q| − 1



|Q|

i�1
di − d 

2




. (24)

Among them,

d1 � min
j∈Q∧j≠1



m

k�1
f

i
k − f

j

k



, d �


|Q|
i�1 d1

|Q|, i, j ∈ Q
 , (25)

where m is the number of objective functions, and Q is the
set of nondominated solutions obtained by the algorithm.
|Q| represents the number of elements in the nondominated

solution set “Q.” (e value of S is the S metric. When the
solutions in the set Q tend to be uniformly distributed, the
smaller the value of the corresponding distance evaluation
function S is, the more uniformly the noninferior solution
set obtained by the algorithm is distributed in the target
space.

(e measure of broadness (maximum spread) mainly
compares the performance of the algorithm by calculating
the perimeter of the polyhedron formed by all extreme
values in the solution set P, which is defined as follows:

M �

���������������������


m

k�1
maxN

i f
i
k − minN

t f
l
k 

2




. (26)

Among them, N is the number of nondominated so-
lutions, and m is the dimension of the target space. (e
larger the value of M, the wider the range of the solution set
P, and the value of M is called the M measure.

To verify the effectiveness of the proposed new algo-
rithm, the following test functions are selected.

uestionone

minf1(x) �
1

x
2
1 + x

2
2 + 1

,

minf2(x) � x
2
1 + 3x

2
2,

subject to − 3≤x1 ≤ 3,

−5≤x2 ≤ 5,

+ 1

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

questiontwo

minf1(x) � 2
���
x1,

√

minf2(x) � x1 1 − x2(  + 5,

subject to 1≤x1 ≤ 4,

1≤x2 ≤ 2,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

questionthree

minf1(x) � x
2
1 + x

2
2,

minf2(x) � x1 − 5( 
2

+ x2 − 5( 
2
,

subject to − 5≤x1 ≤ 10,

−5≤x2 ≤ 10,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

questionfour

minf1(x) � 1 − exp − x1 − 1( 
2

− x2 + 1( 
2

 ,

minf2(x) � 1 − exp − x1 + 1( 
2

− x2 − 1( 
2

 ,

subject to − 10≤x1 ≤ 10,

−10≤x2 ≤ 10.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(27)

Figures 7 to 10 visually compare the nondominated
solution sets obtained by the algorithm UCEMOA in this
article and the classical algorithm NSGA-II in a certain
run.
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It can be seen from Figures 6-8 that the algorithm
UCEMOA obtains more noninferior solutions than NSGA-
II. (e following intervals are for the horizontal axis unless
otherwise specified. It can be seen from 5 that between the
interval [0, 0.1] and [0.6, 0.9], the algorithm UCEMOA in
this article obtains more and uniformly distributed

noninferior solutions than NSGA-II. It can be seen from
Figure 6 that for the nonconvex Pareto optimal solution
interface, the algorithm UCEMOA searches for more uni-
formly distributed and broad noninferior solutions than
NSGA-II. It can be seen from Figure 7 that in the interval [0,
4], the algorithm UCEMOA in this article obtains more
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Figure 7: Simulation results for problem 1. (a) (e running result of UCEMOA on problem 1. (b) (e running results of NSGA-II on
problem 1.
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Figure 6: Schematic diagram of energy flow in the agro-ecosystem.
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uniformly distributed and broad noninferior solutions than
NSGA-II. In the interval [30, 50], our algorithm UCEMOA
searches more noninferior solutions than NSGA-II. It can be
seen from Figure 8 that in the interval [0, 0.5], the algorithm
UCEMOA in this article obtains more noninferior solutions
than NSGA-II. On the vertical axis, in the interval [0, 0.4], the
algorithm UCEMOA in this article searches for more and
uniformly distributed noninferior solutions than NSGA-II.
(erefore, the algorithmUCEMOAcan effectively search for the
Pareto optimal solution, not only for the convex Pareto optimal

solution interface problem, but also for the nonconvex Pareto
optimal solution interface problem.

Based on the above analysis, the effect of the collabo-
rative development model of new rural production and life
civilization construction proposed in this article is evaluated,
and the experimental results shown in Figure 11 are
obtained.

It can be seen from the above research that the
collaborative development model of new rural produc-
tion and living civilization construction has a certain
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Figure 8: Simulation results for problem 2. (a) (e running result of UCEMOA on problem 2. (b) (e running results of NSGA-II on
problem 2.
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Figure 9: Simulation results for problem 3. (a) (e running result of UCEMOA on problem 3. (b) (e running results of NSGA-II on
problem 3.
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effect, and has a certain role in promoting the collabo-
rative development of new rural production and living
civilization construction.

5. Conclusion

Scientific research is always carried out under certain pre-
conditions. (e study of rural revitalization and the con-
struction of rural civilization also has its own profound
motivation. From the perspective of rural revitalization, the
construction of rural-style civilization contains major the-
oretical problems faced by contemporary society, and the
construction of rural-style civilization from the perspective
of rural revitalization is a major academic issue worthy of in-
depth study. Moreover, the construction of rural civilization

from the perspective of rural revitalization is a major
practical problem faced by contemporary society. In addi-
tion, the problem of rural development is a worldwide
problem with universal significance. (erefore, being fa-
miliar with the research on the development of the country’s
rural society in foreign academic circles undoubtedly has
important comparison and reference value for the writing of
this article. (is article studies the coordinated development
of rural production and living civilization construction
combined with intelligent data processing algorithms, and
builds a model from the perspective of green transformation
and development. (e research shows that the collaborative
development model of new rural production and living
civilization construction has a certain effect, and has a
certain role in promoting the collaborative development of
new rural production and living civilization construction.
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