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In order to solve the problems that the productionmanagement of agricultural greenhouses consumes large human resources, low
management efficiency, and the limitations of environmental monitoring, a visualized smart agriculture based on ZigBee and
WiFi dual-protocol fusion Wireless Sensor Networks (WSNs) technology is proposed. A management system is proposed. *e
system takes STM32 as the main control core and builds a visual cloud computing platform based on the ESP8266WiFi module.
*e environmental parameters of the greenhouse are sent to the ZigBee terminal device through the serial port, and the user can
remotely monitor the environmental parameters of the greenhouse in real time through the computer and mobile client, and
control the working status of each actuator.*e test results show that: (Transmission Control Protocol/Internet Protocol, TCP/IP)
communication is not abnormal; under the control of the visual management system, when the system sends out control
commands, the response time of each output terminal is basically between 1 and 2 s. *e response of the output control unit has
high sensitivity. Affected by the network delay, the fourth group of test data is larger, and in the case of network delay, the response
sensitivity of each output terminal of the system decreases accordingly. Conclusion. *e system has high accuracy of data
collection, strong work reliability, can realize precise remote control, and has low cost, high stability, easy operation, and has
certain promotion value.

1. Introduction

Agriculture is the basic industry of the national economy,
providing basic material guarantees for people’s lives, in-
dustrial production, and social progress. Traditional agri-
culture is a manual agricultural labor method based on
human, animal power, hand tools, iron tools, etc. under
natural economic conditions. It is characterized by the use of
spontaneous and primitive allocation of labor and pro-
duction materials, with planting as the center, and the
combination of agriculture and animal husbandry. *e
regionalization of the agricultural economy is obvious, and
the development is unbalanced. After entering the industrial
society, traditional agriculture gradually transforms into
modern agriculture. Modern agriculture is a socialized ag-
riculture that applies modern technology and means of
production provided by modern industry and scientific
management methods [1]. Its characteristics are as follows.

*e agricultural production technology has changed from
experience to science, and agricultural science and tech-
nology such as breeding, cultivation, feeding, soil im-
provement, plant protection, and animal protection have
been rapidly improved and widely used. *e self-sufficiency
production in China has been replaced by the highly spe-
cialized and commercialized production. *e agricultural
production process is closely integrated with processing,
sales, and the manufacture and supply of production ma-
terials, resulting in the integration of agriculture and in-
dustry, economic mathematics methods, electronic
computers, and networks. Modern science technology is
more and more widely used in modern agricultural macro-
management and micro-management, and management
methods have been significantly improved.

Modern agricultural production includes the cultivation
of agricultural product seedlings, field management, pro-
cessing of agricultural and livestock products, preservation,
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circulation, and market sales. *is industrial chain model
combines the production, processing, and sales of agricul-
tural products to form a mechanism of sharing benefits and
risks, and expand the external scale of agricultural pro-
duction and farmers’ operations. It is conducive to con-
necting small-scale farmers’ operations with large markets at
home and abroad, and is conducive to the use of advanced
agricultural technologies and materials and equipment to
improve agricultural productivity and economic efficiency,
and is conducive to improving the level of specialization,
commercialization, and modernization of China’s agricul-
ture. Modern agriculture has given birth to the agricultural
economic management. Its goal is to scientifically plan and
guide the country’s agricultural production. *rough ef-
fective management of the agricultural product processing
industry chain, the production and circulation costs of
agricultural and sideline products can be reduced, so that the
agricultural and sideline products produced by farmers can
realize their value and use value as much as possible, so that
the rural labor force can participate in sharing the value-
added of agricultural and sideline products in the logistics
process, thereby improving the overall efficiency of the
agricultural production [2, 3]. In modern agricultural eco-
nomic management, agricultural product information,
market information, and circulation information are the
basis for the implementation of management measures such
as agricultural production status analysis, industrial plan-
ning and guidance policy formulation, agricultural pro-
duction structure optimization, and agricultural economic
system formulation. *e nervous system in the industrial
chain, the level of information processing, and utilization
have a very important impact on the operation and man-
agement of the modern agricultural economy.

2. Literature Review

Prasad et al. developed an intelligent greenhouse manage-
ment system. *e system was based on wireless sensor
networks, which can detect the humidity, temperature,
photosynthetic radiation, and other parameters in the
greenhouse in real time. *e system improved the man-
agement efficiency of crops and saved a lot of manpower and
material resources [4]. Meng et al. is committed to designing
and researching a crop growth monitoring system with
strong reliability and high stability. *e system was based on
a wireless sensor network, with a variety of sensors as ac-
quisition nodes, and red pepper as the experimental object to
collect its growth environment parameters. *e collected
data was transmitted through the ZigBee network, which
was convenient for farmers to inquire about the growth
status of red peppers on agricultural sites [5]. In order to
solve the problem of frost in greenhouses in winter, Sharma
et al. personnel launched a greenhouse temperature control
system. Frost could bring great harm to crops and inhibit the
healthy growth of crops [6]. *e system was guided by the
wireless sensing technology, and terminal sensors were
arranged in the agricultural field, and the collected infor-
mation was sent to the server through the aggregation node.
*e remote server system compared the received on-site

environmental information with the expert database to
control the on-site boiler heating, thus effectively solving the
problem of frost on the foliage of crops. Liu used multiple
ZigBee terminal nodes and a ZigBee coordinator to build a
wireless sensor network (WSNs) and set up an environ-
mental parameter information collection system, so as to
realize the intelligent sensing function of environmental
parameters [7]. And based on WSNs technology, a cost-
effective ginseng cultivation system was developed, which
realized real-time collection of ginseng growth environment
parameters, and formulated an effective plan to ensure the
healthy growth of ginseng. Based on the modeling tech-
nology, Husseinet al. built a smart agriculture platform. And
based on the experimental results of the platform, he pro-
posed that the development of smart agriculture must be
inseparable from the construction of models. And relying on
the model basis, the future development goals of smart
agriculture were planned, and the importance of the model
in the development of smart agriculture was given full play
[8]. Taking CC2530 chip as the main control core, a
greenhouse control system based on wireless Mesh network
was proposed by Xiao and Li. *e system used ZigBee as the
terminal control node, and sent the collected environmental
parameter information of the greenhouse to the human-
–computer interaction interface for users to view. *rough
the user’s remote control, multiple sets of low-voltage relays
were driven to control shading curtains, thermal insulation
films, water pumps, fans, and other equipment to work [9].
Shao et al. studied the effects of air temperature and hu-
midity, light intensity, CO2 concentration, and other envi-
ronmental parameters on the growth process of
strawberries, and deeply studied various problems en-
countered in the growth process of strawberries through the
analysis. With PLC as the main controller, a monitoring
platform was built through WinCC, and a set of strawberry
growth environment monitoring and control system was
built by using ProfiNet communication mode, so that the
users could query the historical curve of strawberry growth
environment parameters, which ensured the healthy growth
of strawberries and provided a theoretical basis and practical
experience for the development of modernized agriculture
[10].

*e traditional extensive artificial greenhouse manage-
ment technology not only consumes huge manpower and
material resources, but also requires farmers to spend a lot of
time to ventilate, light, fertilize, and irrigate the greenhouse.
And the efficiency is not high. *erefore, it is necessary to
design a visual, intelligent, and digital modern smart agri-
cultural management system. *e “*irteenth Five-Year
Plan” clearly includes smart agriculture into it, and the
development goal of agriculture is still to further advance
towards modernization. Under the great wave of “Internet
+” proposed by Premier Li Keqiang, network agriculture has
shown a good development trend [11]. Under the devel-
opment trend of such agricultural modernization, wireless
sensing, automatic control, wireless network, and other
technologies are organically combined with agriculture in
the system, aiming tomake breakthroughs in the agricultural
production.

2 Mobile Information Systems
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3. Research Methods

3.1. Overall System Scheme. In the running state, the system
collects environmental parameters such as temperature and
humidity, light value, CO2 concentration, and soilmoisture in
the greenhouse through ZigBee nodes. *e environmental
parameters are uploaded to the cloud computing platform
through wireless network transparent transmission. *e
master controller controls the output state of each actuator
through the algorithm comparison and the set value com-
parison. In addition, users can alsomonitor all environmental
parameters of greenhouse in real time in the cloud platform
management system through computer and mobile phone
client, and remotely control the working status of each ac-
tuators (controlling greenhouse ventilation, lighting, irriga-
tion, andheatpreservation) [12].Whennetwork failureoccurs
in the system, each actuator canbe controlled inmanualmode
to meet the multi-mode intelligent management of green-
house. *e overall design of the system is shown in Figure 1.

3.2.  e Hardware Design of the System. *e system collects
all environmental parameters in the greenhouse through
wireless sensor nodes, and sends the collected data to the
ZigBee-WiFi gateway through ZigBee protocol. ZigBee
cannot be directly integrated with the external network, so
WiFi technology must be used as the transfer, and WiFi
becomes the bridge of protocol conversion.

By converting the protocol gateway, data between ZigBee
and WiFi can be transmitted and applied. At the same time,
the cloud computing technology is used to establish data
storage and access private clouds, which can support
computers and mobile phone clients to view all the envi-
ronmental parameters online in real time, so that the users
can accurately manage greenhouses. Its hardware structure
is shown in Figure 2.

3.2.1. Terminal Node Baseplate Design. *e terminal
equipment node mainly realizes the collection of environ-
mental data of greenhouse, the control of equipment status,
and the wireless transmission of data information. *e
control circuit consists of power supply module, debugging
and downloading circuit, data acquisition circuit, and relay.

(1) Power supply circuit: *e terminal node control chip
is CC2530 with rated working voltage of 3.3 V, but
the STM32 master controller, all data acquisition
modules and relays need 5V power supply, so 5V
power input is adopted, and 3.3V voltage is output
for CC2530 through ASM-1117 voltage regulator
chip.

(2) Relay circuit: Relay is simple to control and easy to
use, so the state of terminal node equipment is
mainly controlled by relay. *e relay control input
pin is directly connected with the STM32 pin, and
the output pin is connected with the terminal device.
And the device state can be controlled by controlling
the pin level of the MAIN controller of STM32.

3.2.2. ZigBee Module Design. ZigBee technology is popular
among users for its low power consumption and wireless
transmission. *e main control chip is CC2530 chip. *e
CC2530 features a powerful low-power, enhanced 8051 core
with a built-in analog/digital converter that supports up to
12 bits of ENOB (valid data) and can meet the design re-
quirements by writing data to memory via DMA. ZigBee
network is mainly composed of star, tree, and mesh
structure. Among them, the mesh structure connects all
ZigBee terminal nodes, as shown in Figure 3. *e mesh
topology has short delay and strong reliability, so the system
is designed as a mesh wireless network [13].
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3.2.3. ZigBee-Wifi Dual-Protocol Fusion Communication.
*e ZigBee-wifi wireless gateway takes CC2530 and
ESP8266 as the core chips, and the ZigBee-WiFi dual-
protocol fusion is realized by codes. *e gateway structure is
shown in Figure 4.

Gateway structure ZigBee main control chip is CC2530
with IEEE802. 15. 4 standard, with a high working sensitivity
and a strong anti-interference ability. *eWiFi module chip
is ESP8266, which integrates 802.11n radio frequency
mechanism to provide the possibility of network coverage,
and the integrated chip improves the processing speed. *e
ESP8266 provides a serial port for connecting to the ZigBee
module and embedded TCP/IP protocol for information
exchange with the ZigBee network.

In the wireless visualized intelligent agriculture man-
agement system, the hierarchical structure is used to build
ZigBee network protocol. ZigBee network protocol includes
physical layer (PHY), media access control layer (MAC),
network layer (NWK), and application support layer (APS)
structure.*e bottom layer is composed of the physical layer
and the media access control layer, which meets
IEEE802.15.4 standard protocol and can be directly con-
nected with the RF transceiver [14]. *e network layer is
concerned with the establishment and maintenance of the
entire network. Its main function is to establish the network
and select the information transmission path. Meanwhile, it
is responsible for the security of the entire network. *e
application layer mainly includes application object, device
object (ZDO), and application support sub-layer (APS),
which conforms to the definition of ZigBee protocol. APS is
responsible for receiving data sent by the network layer,
while ZDO is responsible for network management and
provides interface functions between the application layer
and the network layer.*e ZigBee protocol stack structure is
shown in Figure 5.

*e entire ZigBee protocol stack structure is complex.
And each layer has a huge amount of code, which cannot be
achieved only by personal efforts. In this design, ZigBee
protocol stack Z-Stack is downloaded from the official
website of TI company, and the system is designed by re-
ferring to the actual development cases. *e program
compilation environment of ZigBee chip CC2530 is IAR.
IAR compilation environment can simulate various 51
kernel environments, with highly optimized, online
debugging and other functions, which greatly saves
debugging time. Z-stack is loaded into IAR, and the program
can be written. After the program is compiled without error,
it can be written into CC2530 chip through the emulator.

*enetwork protocol layer ofwireless gateway realizes the
mutual integration of ZigBee and WiFi protocols. *e ter-
minal node follows IEEE802.15.4 protocol, and the envi-
ronmental parameters of greenhouse are sent to ZigBee
coordinator. Firstly, ZigBee physical layer receives and parses
data packets layer by layer, then interprets various environ-
mental parameters of greenhouse by gateway application
layer, encapsulates WiFi protocol packet data, and trans-
parently transmits it to the cloud computingplatform through
network. At the same time, users can monitor greenhouse
environmental parameters through the cloud computing
platform and issue control instructions, which are sent to the
ZigBee coordinatormodule through theUARTserial port and
sent to the specified terminal nodemodule through ZigBee to
control the execution of greenhouse terminal equipment.*e
wireless gateway is mainly responsible for the data trans-
mission between the wireless node and the client and the two-
way data transmission of the cloud platform. *e gateway
programming is mainly based on STM32 master controller,
theprogramming language isC language, and the compilation
and debugging environment is Keil5. *e system gateway
program logic is shown in Figure 6.
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*e wireless visualized intelligent agriculture manage-
ment system is initialized after being powered on. At the
same time, the serial port interrupts the monitoring ZigBee
module. If the data is monitored, it will be parsed. After the
analysis is completed, the data will be sent [15]. Data
transmission is mainly as follows. First, serial port 1 receives
the data collected by ZigBee terminal node, and the data is
sent to the intelligent cloud platform by serial port 3. Second,
the ESP8266WiFi module of serial port 3 receives the control
instructions issued by the intelligent cloud platform, gen-
erates the control instructions for agricultural field equip-
ment of ZigBee terminal node, and transmits them to ZigBee
terminal node through serial port 1.

After the wireless visualization smart agriculture system
is powered on, network configuration is required. At
present, there are two common WiFi network configuration
methods, one is Air Link, and the other is Soft AP. In the
system, Air Link is used to configure the network. Figure 7
shows the WiFi access configuration. *e Air Link protocol
consists of the initialization of the protocol header, the
assignment of other protocol bits, serial port write opera-
tions, and protocol confirmation checking.

3.3. ZigBee Software Design. When designing ZigBee soft-
ware, each node terminal of the smart agricultural man-
agement system meets the specification requirements to
ensure the formation of a network between different devices.
*e user can change the specification according to the
specific design. *e specification ID number of the protocol
stack is set to 0 before each ZigBee node joins the network.

In order to ensure that the environmental parameters
collected by each node of ZigBee are sent stably, the
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distributed addressing method is adopted to ensure that
there is a unique address allocation without confusion [16].
Assuming that themaximum number of sub-devices that the
parent device can have is Fm, the maximum number of
routing sub-devices is Bm, and the maximum network depth
is Sm, then the number of sub-segment addresses that can be
allocated by the parent device is:

When Bm � 1, there is the following Formula (1).

Cskip(d) � 1 + Fm · (Sm − d − 1). (1)

When Bm≠ 1, there is the following Formula (2).

Cskip (d) �
1 + Fm − Bm − Fm · (Bm)

(Sm− d−1)
􏼐 􏼑

(1 − Bm)
. (2)

*e child node is the short address allocation of the nth
child router of the parent device, namely, Formulas (3) and
(4) below.

Achild � Aparent +(n − 1) · Cskip(d) + 1, n � 1, (3)

Achild � Aparen +(n − 1) · Cskip(d), n> 1. (4)

*e short address assignment of the nth child terminal of
the parent device, that is, Formula (5) below.

Achild � Aparent + Bm · Cskip(d) + n. (5)

Fm— *e maximum number of child devices that a
parent device can have;

Bm— *e maximum number of routing sub-devices;
Sm— *e maximum depth of network;

Cskip (d)— *e number of sub-segment addresses that
can be allocated by the parent device; n— *e number of
sub-routers;

Achild—*e child node assigns the short address to the
child router of the parent device.

When sending data to the ZigBee terminal device of the
smart agriculturalmanagement system, theAF_DataRequest(
) function is usually called, and the data packet is sent to a
target device of type afAddrType_t (defined in ZComDef.h).

3.4. Design of WiFi Cloud Computing Platform. WiFi
(Wireless Fidelity), also known as wireless fidelity tech-
nology, is similar to Bluetooth technology. It is widely used

indoors and is limited by distance. At present, the official
WiFi standards are divided into IEEE802.11a, IEEE802.11b,
etc., and the frequency bands used are around 2.4GHz and
5GHz.*is technology has obvious advantages and is widely
favored by the users.

In order to connect terminal devices such as smart-
phones to the cloud, a cloud computing platform is
designed. *e system cloud computing platform provides
device networking based on the ESP8266 WiFi module,
and transplants the GAgent program to the WiFi module
to provide a medium for devices to access the cloud
computing platform to ensure the normal data for-
warding. *e projects and data nodes contained in the
greenhouse are created in the developer center and virtual
devices are added, and then the APP is installed to bind
the virtual device. After the APP communicates with the
virtual device, the APP can query the value of each en-
vironmental parameter in real time and control the output
status of each node of ZigBee. With the advancement of
the “Internet +” wave, the system development mode has
undergone qualitative changes. Traditionally, the devel-
opment of IoT projects needs to be based on building
servers. In order to meet the needs of developers, the
concept of cloud servers has emerged. For example,
Alibaba Cloud, Baidu Cloud, T-Link Cloud, Gizwits
Cloud, etc., their models are similar, they are all external
services, with these clouds, developers can solve project
needs according to cloud servers, which largely solves
customer needs, and provides a broad practice platform
for developers. Different cloud platforms have inconsis-
tent development functions. Alibaba Cloud focuses on
data analysis, Baidu Cloud focuses on big data storage,
and Gizwits is committed to IoTdevelopment. On the one
hand, for this system, Gizwits fit the theme; on the other
hand, in terms of overall performance, Gizwits platform is
free to use, and can integrate and develop various in-
teractive interfaces such as WeChat applet, computer
client, and mobile APP with powerful functions, so this
system uses Gizwits as the Greenhouse development cloud
platform. *e sensing data collection layer of the Gizwits
platform framework mainly includes various environ-
mental monitoring sensors to complete the collection of
agricultural field environmental information. *e trans-
mission control layer is mainly responsible for sending the
greenhouse environmental parameters collected by the
terminal sensors to the cloud computing platform. *e
transmission control layer uses the ESP8266 WiFi module
as the medium and is based on the TCP/IP communi-
cation protocol to realize the wireless transmission of the
environmental parameters of the greenhouse to the cloud
computing platform, and realize the storage, analysis, and
statistics of the environmental parameters of the green-
house through the Gizwits cloud platform. In addition,
the transmission control layer also needs to transmit the
remote control instructions of the Gizwits cloud server to
realize the remote control of the water pump, exhaust fan,
shading curtain, etc. *e user access layer realizes the
remote control function of the above-mentioned green-
house field equipment through intelligent devices such as

Air Link mode

Air Link mode

Reset

Gizwits Set Mode

Figure 7: WiFi network access configuration method.
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computer client and mobile APP. *e main framework of
Gizwits platform is shown in Figure 8.

In the smart agricultural management system, an ex-
tension type is designed to realize transparent transmission
of fixed-length data points to solve the problem of large data
volume. *e system uses extended data points to realize the
data transmission between the STM32 main controller and
the mobile phone APP. *e data sent and received by the
main controller is output to the serial port, and the working
status and environmental parameters of each node of ZigBee
are displayed on the TFT liquid crystal.

A product named “Data Transparent Transmission” is
created in the personal project of Gizwits official website.
After the data point is created, in the independent MCU
solution under MCU development, another platform is
selected to download the MCU engineering package. After
the engineering package is downloaded, the system will use
the Gizwits serial port protocol porting. After the porting is
successful, the project name is changed to “IOT_Pass-
through.”*e required driver files are added in the project to
be applied in the LCD liquid crystal screen, and the path of
the driver files are added after the addition is completed [17].

3.5. Design of the Upper Computer Monitoring Platform.
*e host computer monitoring platform of the wireless
visualized smart agricultural management system mainly
realizes two functions: real-time query of environmental
parameters of greenhouses and remote control of agricul-
tural field terminal equipment [18]. In this system, the
computer monitoring software uses MFC as the develop-
ment environment, Visual Studio 2015 as the debugging
platform, and performs programming through C++. *e
computer hardware configuration requirements are Win-
dows7. *e development process of the host computer
platform based on MFC is shown in Figure 9.

Before the development of the host computer, the en-
gineering preparation is required first. *e engineering
preparation includes the addition of header files and library
files. In the wireless visualized smart agriculture manage-
ment system, both header files and library files are designed
and developed according to system functions. Part of the
information is shown in Table 1.

All header files and library files in the table need to be
copied to the host computer project directory, and the above
header files must be included in the corresponding.cpp or.h
files of theMFC project.*e library file CyAPI.lib needs to be
added to the additional dependencies of the project. Because
the development computer is Win7 64-bit operating system,
the corresponding 64-bit library file is selected for this design.
After all the preparations are ready, the layout of the controls
can be carried out. *e layout of the system controls mainly
includes the appearance and position design of the control
buttons and display ports. *e program is written by C++,
and the code can be tested when the compilation is correct.
When the test result achieves the expected goal, the exe
executable software of the entire project is generated.

*e upper computer monitoring platform of this system
has complete functions, mainly including the password login
interface, the system main control interface, the real-time
change display interface of environmental parameters, the
threshold setting interface, and the weather forecast ac-
quisition interface.

4. Analysis of Results

4.1. System Network Test. In order to verify the stability of
the network operation of the wireless visualized smart ag-
ricultural management system, the system communication
function needs to be tested before the system is officially put
into greenhouse applications. *e debugging method is:
open the network debugging assistant, select the test

Wit cloud server 

ESP8266WiFi Module

STM32 master controller

Computer client Mobile APP
Local area network Local area network

Wan

Serial port 

Figure 8: Gizwits platform framework.
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Figure 9: *e development flow chart of the host computer.
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the communication method between the host computer and
agricultural field equipment), set the remote host address as
192.168.43.221, and set the remote host port as 8080. *e
TCP/IP test command is sent through the monitoring in-
terface of the upper computer, and the network debugging
assistant receives the command sent by the upper computer
normally, indicating that the communication is successful.
*e test results show that there is no abnormality in TCP/IP
communication, and the system network can operate
normally.

4.2. Environmental Quantity Test. In order to verify the
reliability of the environmental quantity detection function
of the smart agricultural management system, a number of
greenhouses were selected for testing in June 2019 in a city,
and the test content was the environmental parameters of
each day in the greenhouse. A set of measuring equipment
was placed every 10m in the greenhouse, the environmental
parameters were recorded every 1 h, and the average value
was taken [19]. Figures 10 and 11 are the average change
curves of greenhouse environmental parameters in June
2019.

*e climate type of this area is subtropical monsoon
climate, and the climate is changeable. According to the
meteorological data of the Bureau of Meteorology, the re-
gion has less sunshine hours from February to April, and
more sunshine hours from July to September. In addition,
the annual average temperature is between 16.2 and 19.9°C,
with a maximum of 40.4°C in July. Figure 10 shows that the
light in the greenhouse maintains a high value, close to
100lex. As the night falls, the light value shows a downward
trend. At the same time, the temperature fluctuates between
20 and 35°C. When the illumination increases, the indoor
temperature shows an upward trend; when the illumination
value decreases, the indoor temperature decreases [20].

*e air humidity in this area is relatively high, which is
maintained at 67% to 84% all year round. Affected by the
rainy season, the “southern wind days” often referred to by
locals will appear in March and April, when the relative
humidity of the environment will be close to 100%. *e
average annual rainfall in this area is about 1300–2000mm,
and the average annual rainfall days is about 180 days, which
is one of the areas with more rainfall in my country. *e
seasons of rainfall are concentrated in spring and summer.
*e rainfall in spring and summer is not much different. In
some years, the rainfall in spring will be more than that in
summer. Figure 11 shows that the average humidity value of
the air in the greenhouse fluctuates between 55% and 62% in
one day in June, and the soil humidity changes to a certain
extent, which is basically maintained between 45% and 50%.

When the air humidity value rises, the soil humidity value
increases; when the air humidity value decreases, the soil
humidity value decreases. Since the process of soil absorbing
air moisture is relatively slow, this follow-up characteristic
presents a certain delay effect.

4.3.  e Functional Stability Test of the Visualization System.
In order to verify the stability of the wireless visual smart
agricultural management system, the working stability of
each ZigBee node and the response sensitivity of each output
terminal, the working performance of each smart terminal
was tested through the APP visualized interface. *e system

Table 1: Documents related to the host computer.

Upper computer file Filename Path
*e header file CyAPI.h, cyioctl.h C\Cypress\Cypress suite \inc
*e library files CyAPI.lib (64-bit system) C\Cypress\Cypress suite \lib\X64
*e library files CyAPI.lib (32-bit system) C\Cypress\Cypress suite \lib\X86
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test parameters are set as follows. *e upper limit of soil
moisture is 55%, the upper limit of atmospheric temperature
is 30°C, and the lower limit of illuminance is 20lex.

*rough the operation of the intelligent device visual
cloud computing platform, the execution status of each
output end of the system is tested, and the test response time
of each ZigBee node is obtained by sorting out the data, as
shown in Tables 2 to 5.

It can be seen from the analysis of the test parameters
that under the control of the visualized management system,
when the system sends control instructions, the response
time of each output terminal is basically between 1 and 2 s,
and the response of each output control unit has high
sensitivity in general. Affected by the network delay, the test
data of the fourth group is large. Under the condition of the
network delay, the response sensitivity of each output ter-
minal of the system decreases accordingly.

5. Conclusions

A wireless visualized smart agricultural management system
based on WSNs is developed, and it is designed through
hardware platform, software process implementation, Zig-
Bee-WiFi dual-protocol fusion communication, and cloud
computing platform construction. *e system realizes the
environmental quantity detection of the greenhouse, the
intelligent control of each node of ZigBee, and the intelligent
decision-making of each output terminal, and the visual
display of the environmental quantity parameters. It also
realizes the visualization of the environmental quantity of
the greenhouse and avoids the blindness of traditional ag-
ricultural activities effectively. *e realization of ZigBee
intelligent terminal control effectively saves a lot of man-
power andmaterial resources.*e establishment of theWiFi
cloud computing platform is connected with the intelligent
equipment to realize the intelligent online control of the
greenhouse. *e test results show that the system has stable
working performance, high response sensitivity, easy op-
eration, and high degree of visualization. It realizes the
wireless, visualization, and intelligence of greenhouses,
which has a broad application prospect.
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In the development of education, each new technology applied to the teaching process provides a new dimension of development
in line with human needs. In national education, intelligent network teaching plays a role in promoting education informatization,
education reform, and the smooth implementation of new curriculum standards, and the quality of education technology is an
essential part of the quality structure of teachers and helps to optimize teaching and training innovative talents. Genetic algorithms
play an important role in the design of intelligent network teaching systems, so the application of genetic algorithms is of great
importance to the development of national education in China. �e purpose of the design is to cultivate children’s interest and
enthusiasm in computer technology from an early age and to form a preliminary understanding of computer technology. In recent
years, with the popularity of computers and smart phones, the wave of information technology has accelerated in China. Early
childhood IT teaching should be combined with the characteristics of the subject and the special understanding characteristics of
the elementary school student group, to help students develop their abilities through technological innovation. �is thesis starts
from the characteristics of multimedia technology. Combined with the process of teaching design, several thoughts are given on
how the teaching design based on multimedia technology can be more scienti�c and reasonable, hoping to be helpful to
the pedagogues.

1. Introduction

In the information age, the daily use of computer technology
has become extremely widespread, and computer science
and technology, as a discipline that keeps pace with the
times, has strong practical application characteristics. �e
education for young children must give full play to the
subjective initiative, combining the frontier knowledge of
the discipline and the mainstream market for teaching.
Algorithm design and analysis (hereinafter referred to as
algorithm) are considered core in the �eld of modern
computer science, which teaches various solutions to
practical problems in computer applications and the basic
principles, methods, and techniques of various algorithms,
emphasizing programming skills, reasonable data organi-
zation, and clear and e�cient algorithms, which are

comprehensive, theoretical, and practical and are easier to
achieve in the teaching process to keep up with the times. It
is easier to combine the cutting-edge knowledge of disci-
plines and mainstream market.

Kindergarten education work has a special demand for
multimedia technology. As young children do not have
enough accumulated knowledge, they often need to display
teaching resources in a graphic and animated way, which
requires the digital processing of traditional teaching re-
sources. Database technology is the best solution to store
di�erent �le types of teaching resources. �e uni�ed storage
of teaching resources enables the uni�ed management of
teaching resources and the sharing of teaching resource data
among teachers, which greatly improves the circulation of
data resources. �e application of database technology to
kindergarten teaching can maximize the e�ciency of
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teachers’ access to teaching resources, optimize the teaching
mode, help in adapting to the learning needs of kinder-
garten-aged students, and improve teaching efficiency.

1.1. Overview of Innovation Consciousness. Innovation
consciousness is the ideology and spirit of courageous
pioneering and continuous exploration that people show in
the process of pursuing new things cognitively according to
their needs. In the innovation activity, innovation con-
sciousness is the basis of innovation activity; moreover, it is
where the power of innovation activity lies [1]. In the present
era, innovation consciousness is elevated to a kind of spirit,
i.e., innovation spirit, which guides the subject in the pursuit
of new things; is a kind of positive, courageous exploration,
not resting on the status quo; and is a kind of innovation for
the self, which is the development of human self-awareness.
Innovative consciousness and innovative ability are like “two
wheels of a car and two wings of a bird”, which determine the
development process of innovation. (e basic content of
innovation consciousness: innovation motivation is the
internal motivation of the subject in innovation activities [2].
It is the highest level of motivation of the subject in the
innovation process, and it is the root of accomplishing the
innovation goal.

Creative interest is a prerequisite for people to develop
creative and innovative consciousness in engaging in cre-
ative activities, and people have to make an intrinsic con-
vergent choice of the goals achieved by innovation.
(erefore, when cultivating innovative interest in young
students, it is important to stimulate and protect students’
curiosity and desire for knowledge, while strengthening their
knowledge structure, as well as their correct outlook on life,
high moral values, and sense of social responsibility. Cre-
ative thinking is the top priority when developing students’
sense of innovation [3]. Innovative thinking is the thinking
process of abandoning traditional stereotypical thinking,
daring to question authority and original methods, and
using a new way of thinking to develop original and novel
solutions to problems through research and reasoning.

1.2. Instructional Design. Instructional design, also known
as instructional systems design, aims to facilitate learning by
systematically arranging instructional processes and re-
sources to create a variety of effective instructional systems.
However, due to different life and research backgrounds and
life experiences, researchers involved in this discipline often
interpret instructional design from different perspectives, so
the meanings of instructional design are not all the same,
and many different understandings have been generated, as
shown in Figure 1.

(rough the comparative analysis of published works
and articles on instructional design at home and abroad [4],
it can be found that researchers have different perspectives
and focuses on the definition of the concept of instructional
design, which can be roughly divided into the following
three aspects: firstly, the process theory, the meaning of
which is that instructional design is the planning and
elaboration of the whole teaching process, emphasizing the

description of the teaching process rather than other aspects
of instructional design. Among them, China’s education
scholar Professor Umeena believes that instructional design
is the process of identifying teaching problems, designing
teaching objectives, formulating teaching programs to solve
teaching problems, trying out the programs, evaluating the
trial results, and continuously improving the original pro-
grams according to the trial results [5]. Secondly, the method
theory, which focuses on the purpose and meaning of in-
structional design, believes that instructional design is a
systematic approach to study the teaching system, teaching
process, and teaching plan, aiming at optimizing the
teaching process, and various activities are aimed at getting
the most suitable methods and these most suitable methods
can enhance students’ knowledge and ability. Finally, there is
the technology theory, which emphasizes the need to define
the meaning by tapping into the essence of instructional
design, a modern teaching technique that aims to enhance
the planning and rationalization of teaching and learning
activities. (rough the comparative analysis of these defi-
nitions, this study concludes that instructional design is a
process of specific planning of teaching objectives, teaching
methods, teaching process, and teaching evaluation based on
theories of teaching and learning based on a systematic
approach according to the training objectives, which is not
only theoretical but also extremely practical and applied.

1.3. Research on Genetic Algorithm-Based Classification
Algorithm. Genetic algorithms are search algorithms based
on natural selection and population inheritance mechanisms
that simulate the reproduction, hybridization, and mutation
phenomena involved in natural selection and natural in-
heritance. When a problem is solved using a genetic algo-
rithm, each possible solution to the problem is encoded as a
“colored body”, i.e., an individual, if the individuals form a
population. Genetic algorithm is a method to search for
optimal solutions by simulating the biological evolution of
nature, as shown in Figure 2. It was first proposed by John
Hollander of the University of Michigan and is usually used
to solve optimization and search problems. Genetic algo-
rithms belong to one of a large class of evolutionary algo-
rithms, and similar algorithms include particle swarm
algorithms, artificial fish swarm algorithms, and differential
evolution algorithms. Similar to other evolutionary algo-
rithms, genetic algorithms encode the problem into different
individuals, transforming the original problem and forming
a population of many individuals. (ere are many ways of
encoding, such as binary encoding, real encoding, Gray code
encoding, and symbolic encoding. After determining the
individual coding, we also need to design different adap-
tation value functions according to different problems and
measure the advantages and disadvantages of different in-
dividuals by calculating the adaptation value of each indi-
vidual. After determining the individual coding method and
the adaptation value function, the basic operation flow of the
genetic algorithm and the related introduction are as follows.
(1) Initialization: initialize the population. (2) Individual
evaluation: calculate the fitness value of individuals in the
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population based on the fitness value function. (3) Selection
operation: the selection operator is used to act on the
population. (e selection operator mimics the principles of
survival of the fittest and survival of the fittest in nature’s
biological evolution and can be used to determine which
individuals in the population will be retained for the next
generation or to determine which individuals will undergo
crossover and mutation operations. (e design of selection
operators is based on individual fitness values and is
commonly used in roulette wheel algorithms, fitness scaling
methods, and local selection methods.

2. State of the Art

2.1. AlgorithmVisualization Teaching Design. (e algorithm
visualization basic element development library is located at
the bottom of the AI algorithm visualization design archi-
tecture [6]. (e basic element development library is mainly
a collection of functions with high reusability, which mainly
designs functions for some basic visualization elements that
are used frequently and designs API call interfaces for the
intermediate processing layer to call. In the algorithm
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visualization design, specification 1 requires the use of
simple, common, and easy-to-understand basic graphical
elements for the design of algorithm visualization. (e al-
gorithm visualization basic element development library is
based on this guideline for some common basic graphical
elements for function design package and visualization
development library internal design as shown in Figure 3.

(e library of basic elements for algorithmic visualiza-
tion consists of three modules: Visual Object module, Visual
Effects module, and Visual Events module, as shown in
Figure 4. (e Visual Object module focuses on the design of
some common visualization elements, such as lines, circles,
rectangles, rings, text, and other basic visualization elements.
(e Visual Effects module contains the design of some basic
visual change effects, such as moving, connecting, high-
lighting, setting text, deleting, etc. (e Visual Events module
mainly deals with the effects of basic visual elements lis-
tening to the addition and deletion of events.

2.2. Research on Teachers’ Instructional Design. Relevant
foreign studies have divided instructional design into five
levels [7]. Each of these levels includes goal setting, infor-
mation sources, and standards. (e annual design and se-
mester-level design are done by the state and schools, and
the unit design, week design, and classroom-level instruc-
tional design are done by teachers themselves as shown in
Figure 5.

In instructional design, teachers have a dual identity as
instructional designers on the one hand and pedagogical
practitioners on the other [8]. While the primary role of the
teacher is that of an instructional designer, it cannot be
ignored that the teacher is also a pedagogical practitioner
and an expert in the subject matter of teaching. (is study
focused on the design of teachers’ unit educational activity
levels and the design of specific educational activity levels.

Because of these multiple roles, teachers’ instructional
design activities have the following characteristics: com-
pared with the instructional design of full-time instructional
designers, teachers’ instructional design activities have
higher relevance and flexibility. Teachers have a stronger
sense of efficacy in instructional design than full-time in-
structional designers. Teachers’ understanding of instruc-
tional design is more practical and comprehensive than that
of full-time instructional designers.

2.3. Problems in Early Childhood Literature Education
Activities. (e main function of early childhood literature
education should be to focus on the cultivation of young
children’s aesthetics, but research has found that many
kindergarten literature education has some problems.
According to Jimbo [9], “the main value of literary works
depends on the literary charm of the works, which is the
carrier to derive the functions of moral education and in-
tellectual education, but kindergarten literature education
for young children is biased towards moral education and
intellectual education, ignoring the value of aesthetic edu-
cation and neglecting to let young children feel the beauty of
the works . . .” (e value of aesthetic education is as follows.

1. Aesthetic education can expand students’ intellectual
horizons and develop their intelligence and creative spirit. 2.
It has the educational function of purifying the mind, cul-
tivating sentiment, and improving moral character. 3. It can
promote the development of students’ physical fitness and
has the value of improving the health and artistry of physical
beauty. 4. It helps students to establish the viewpoint of labor
and the formation of skills and has the value of technical
aesthetics. She believes that knowledge education and moral
education in literature education are indispensable, but the
essential function of literature education is not education
[10]. In Ren Jimin’s “Current Misconceptions in Early
Childhood Literature Appreciation Education,” it is argued
that current early childhood literature education has not
received sufficient attention, and it is believed that the main
misconceptions in kindergarten literature education include
ignoring the subject position of young children’s appreci-
ation, belittling the cultivation of young children’s aesthetic
perception, ignoring the cultivation of young children’s
aesthetic emotions, and not helping young children to es-
tablish a correct aesthetic attitude. (ere is a belief that
kindergarten literature education focuses on knowledge and
moral education but does not highlight literature emotional
education and aesthetic education [11].

3. Methodology

3.1. Research Framework Based on GE-ELM Algorithm

3.1.1. GE-ELM Algorithm Framework. In GE-ELM, we first
need to encode the random parameters in the ELM to
optimize it using the evolutionary framework of the GA
algorithm [12]. For an ELM network with N hidden layer
nodes, we encode the random parameters in this way as
follows:

oi � t + εi, (1)

where mouth is the individual in the GA algorithm, and %
and play are the corresponding random parameters of the
ELM with an initial range of [−1, 1].

(e smaller the training error of the network and the
smaller the network weight parametrization, the better the
generalization ability of the network. We ranked the dif-
ferent individuals by their numerical parametric size and
selected the subset of networks with smaller network weight
parameters for integration, as in Figure 6.

It was suggested that using a simple averaging method
for integration rather than taking different weights for each
integrated individual has the advantage of avoiding the
overfitting problem [13]. (erefore, in GE-ELM, we simply
average the predictions of each selected ELM network to
obtain the final experimental results. In solving the classi-
fication problem, the category with the highest number of
votes is selected as the category to which the sample belongs.
For example, when using the ith ELM network to predict a
sample, the samples all have a vector v with the same di-
mension and number of classes. If the ith ELM network
predicts that the sample belongs to the k-th category, the k-th
element of the vector vi is set to 1; otherwise, it is set to
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O. After all the ELM networks have predicted a sample, the
corresponding decision vector V for that sample is

Ve � 􏽘
M

i�1
Vi. (2)

3.1.2. 8ree-Tier Architecture. (e three-tier/multitier
distributed computing architecture has undoubtedly
become the dominant model for today’s enterprise ap-
plications [14]. Any software system can be divided into
three layers at the application logic level, from top to
bottom: representation layer or user interface layer (UIL),
business logic layer (BLL), and data access layer (DAL), as
shown in Figure 7.

(1) (e representation layer provides the (UI) of the
application [15]. (e main function is to receive
and return user requests on the client side and
only display the data processing results, not the
specific data processing. (e representation layer
of most applications is constructed from forms,
and the representation layer is the only part of the
application that is visible to the user. (e repre-
sentation layer consists of a series of page forms,
each of which contains a variety of fields for
collecting user input and displaying output from
the lower layers.

(2) (e BLL is in the middle of the DAL and the UIL,
also called the middle layer, and is where the user’s
business requests at the representation layer are
handled and the requested data operations are sent to
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the data access layer. It must protect the integrity of
the data in the application by implementing business
rules. If the DAL is the building block, the logic layer
is the construction of those blocks.

(3) (e DAL is the layer that operates on the raw data
(database or text files).(is layer involves a variety of
database access technologies and has one main
function. One is to pass the raw data from the da-
tabase to the BLL, specifically to provide data services
for the business logic layer and the representation
layer; the other is to parse the operation requests
from the business logic layer and convert them into
specific data operation commands to pass to the
database to complete the execution of query, insert,
modify, store, delete, and other operations on the
raw data.

3.2. System Database Design. (e personalized teaching
PCAI platform system needs to store basic static information
of teachers and students, as well as information related to the
operation of the workflow process [16]. (e main database
tables in the system include teacher information table,
student information table, learning activity data table,
learning resource data table, role definition data table, and
member definition data table. (e specific design is as
follows.

(1) Teacher information data table: it mainly stores the
basic information of the teachers in the process of
online personalized teaching, and students will know

the teachers through these data.(e specific design is
shown in Table 1.

(2) Student information data table: it is mainly to store
the information data of the student participants in
the process of personalized teaching on the Internet,
through which the basic information of students can
be obtained. (e specific design is shown in Table 2.

(3) Learning activity data table: it records the basic
information and dynamic information of learning
activities related to the network personalized
teaching, including the participants, interactive in-
formation content, personalized teaching resources
content, and other fields. (e specific design is
shown in Table 3.

(4) Learning resources data table: it records the learning
contents assigned to different students, the specific
learning contents are built in XML format docu-
ments, and the records in the learning resources data
table indicate the participant objects assigned to the
different contents. (e specific data table structure is
shown in Table 4.

3.3.Designof theAdaptationAlgorithm. (e prototype of the
adaptive web-based teaching system (shown in Figure 8) can
be divided into three layers: concept layer, relation layer, and
user view layer.

(e conceptual layer is the physical layer used to store
“ideas” [17]. (e act of learning is the perception of ideas,
which may contain very simple concepts, or they may be
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Classroom teaching design

Weekly teaching design

Unit teaching design

Semester Teaching Design

Annual Teaching Design

Figure 5: (e level of foreign teaching design.
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compound ideas by organizing and applying multiple ideas.
(e relational layer is defined as the causal relationship in a
Bayesian network. (e preconditions of the idea are used to
define who is the parent node, and the content of the
conditional probability table is also the joint probability
distribution of each random variable in the Bayesian net-
work. In this context, units of knowledge and compound
ideas seem conceptually similar, but the difference is one of
“need”; e.g., for elementary school students, addition, sub-
traction, multiplication, and division would be separated
into four ideas, but for secondary school students, these four

ideas might be combined into a unit of knowledge called a
quadratic operation. Appropriate choices can make the
generic learning paths simpler, and from a Bayesian network
perspective, a simpler network structure is more efficient in
terms of computational processing. (e relational layer is
used to describe the relationship between concepts. (e
desired concept or composite concept is extracted from the
concept layer and defined as a knowledge unit by adding a
layer to produce a common learning path. In the user view
layer, the generic learning paths generated in the second
layer are compared with the learner’s user profile file, and
then adaptive learning paths are generated for different
learners [18].

3.4. Teaching Aid System Foreground. (1) Competition
counseling: the administrator can not only release the
competition news of related software competitions around
the world but also release the competition-related coun-
seling resources for students to download. (e competition
tutoring module also includes the release of information
about related club activities. (2) Java platform: upload
teaching materials of Java-related courses, such as Java
course, JSP course, and JavaEE course, for students to learn
online. (3) Database platform: upload the materials of da-
tabase direction courses, where the database is usually SQL
server course or Oracle course teaching resources for stu-
dents to learn online [19]. (4) Online question: after students
successfully log in to the teaching support system, they can
select the designated instructor and ask questions they
encounter in the learning process. After the instructor logs
into the system, he/she can see the questions sent by students
to him/her and answer them online. Net platform and
database courses are uploaded in the format of SWF files
which cannot be downloaded or copied. At the same time,
the system has a search function, so students can search for
the resources they need according to their needs. (e
frontend user case diagram is shown in Figure 9. (5)
Learning forum: the most important feature of the teaching
aid system is the interaction between teachers and students
and peers. (erefore, in the learning forums, the moderators
of each forum are full-time instructors. (e foreground of
the learning forum includes user login management, user
registration management, post management, and other
functions.

3.5.ClassicalMeasurementAnalysis. Performance analysis is
an analysis of the mean score and score dispersion of an
exam. (e mean score is the most commonly used con-
centration measure. (e arithmetic mean is the most
commonly used and is usually expressed as a.

a �
a1 + a2 + · · · + an

n
, (3)

where a1, a2, . . ., all denote the scores of n students in a
particular test and a is the arithmetic mean of the test. (e
variance and standard deviation are the most used, and the
larger the standard deviation, the greater the dispersion of
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Table 1: Teacher information data sheet.

(e serial number (e field names (e field type (e length of the field (e name of the field
1 ID int 8 Teacher ID no.
2 Name nChar 10 (e name
3 Birthday Date time 8 Birthday
4 Sex nChar 4 Gender
5 Profession nChar 50 Professional
6 Level nChar 10 Job title
7 Educational nChar 10 Level of education

Table 2: Student information data sheet.

(e serial number (e field names (e field type (e length of the field (e name of the field
1 ID int 8 Student ID no.
2 Name nChar 10 (e name
3 Birthday Date time 8 Birthday
4 Sex nChar 4 Gender
5 Profession nChar 50 Professional
6 InSchool Date time 8 Admission date

8 Mobile Information Systems



the scores. If there are n students with scores a1, a2, . . ., all, a
is their mean score, and S2 represents the variance, then

S
2

�
1
n

􏽘

n

i+1
a1 − a( 􏼁

2
. (4)

(e standard deviation obtained by squaring the vari-
ance is

S �

�����������

1
n

􏽘

n

i+1
a1 − a( 􏼁

2

􏽶
􏽴

. (5)

In addition to the analysis of test scores, it also includes
the analysis of the difficulty of the whole test thesis or test
questions. Difficulty analysis: the difficulty of a test question
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Adaptive learning path

User View layer

User Profile file

User view

XML

Figure 8: Schematic diagram of adaptive network teaching system prototype.

Table 3: Learning activity data sheet.

Serial number Field name Field type Field length Remarks
1 ID int 8 Learning activity ID
2 Attends ID nChar 100 Participant number
3 Messages int 8 Interaction information ID
4 Teach resource int 8 Personalized teaching resources ID
5 Time node Date time 8 Time nodes

Table 4: Learning resources data sheet.

Serial number Field name Field type Field length Remarks
1 ID int 8 Learning resource ID
2 Level int 8 Resource level
3 Profession nClar 16 Areas of expertise
4 Attendes ID int 8 Participant ID
5 Update time Date time 8 Update time
6 File ID int 8 Study material index
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is an indicator of how easy it is for candidates to answer the
question.(e difficulty value of the test question is expressed
by the examinee’s loss rate of the test question. (e higher
the loss rate, the greater the difficulty. (e commonly used
method to determine the difficulty of test questions is to use
the following formula:

di � 1 −
pi

mi

. (6)

4. Result Analysis and Discussion

4.1. Experimental Results Analysis of MVSC Algorithm and
Comparison Algorithm. In this subsection, we give the
performance of different single-view and multiview algo-
rithms on the above four data, and in Table 5 we give the
relevant experimental results based on the foot evaluation
criteria, including the mean and standard deviation. By
analyzing the correlation results in Table 5, we can draw the
following conclusions.

In the SVM-based single-view algorithm, the experi-
mental results of SVM AU, which uses all viewpoint data as
the training set, are more accurate in all four datasets than
the SVM algorithm (SVM TYPE x), which is trained using
only one viewpoint data information. (e training dataset of
SVM ALL contains richer information than that of a single
perspective data, which indicates that the classification ac-
curacy of the model can be improved by using richer in-
formation. When comparing SVM AU with the multiview
algorithm, also using all viewpoint data, we found that the
multiview algorithm can obtain better experimental results,
which also indicates that effective fusion of viewpoint fea-
tures can further improve the model performance. For
example, in the Nus.wIDE.OBJEcT dataset, the best result
achieved by the single-view algorithm is 0.187± 0.018, while
the lowest experimental result among all multiview learning

algorithms is 0.190± 0.019, which is slightly higher than that
achieved by the single-view SVM AU algorithm, while
MVSC achieves the highest experimental precision of
0.309± 0.019 in this dataset. Experimental precision of
0.309± 0.008 is much higher than the experimental results
obtained with the SVM All algorithm.

4.2. Systematic Teaching Effect Analysis. (e early childhood
thinking education system provides a set of software based
on modern digital technology and inductive touch tech-
nology for the teaching of young children’s innovative ed-
ucation, integrating a variety of teaching elements of
teaching interaction, experience, entertainment, and edu-
cation. Teaching materials are placed in the experience table
mode, and children participate in games through touch and
induction, fully mobilizing their learning interest and ini-
tiative in contact with physical teaching tools and cognitive
animation images. It has a significant pedagogical and ed-
ucational effect on children’s perception, observation ability,
memory level, imagination, numerical comparison, classi-
fication, matching, sorting, judgment, reasoning, etc., as well
as the formation of concepts of foot power, shape, number,
color, plane and three-dimension, space, and correspon-
dence, which encourage children to observe and experience
the world independently, positively, and happily in multiple
levels. In summary, this system has many positive effects for
both young children and their parents, as shown in
Figure 10.

(1) (e early childhood thinking education system can
stimulate the desire of young children to explore
actively. (e games in the early childhood thinking
education system are some images that are very
suitable for kindergarten-age children, such as
common fruits and bright colors, which meet the age
characteristics of kindergarten children aged 3–6 and
are very stimulating to young children’s senses. (e
computer system, on the other hand, is composed of
a number of games, which are the most important
way for children under 6 years old to receive in-
formation, and these games are played with chil-
dren’s favorite anime images as the main characters,
which fully stimulate children’s desire and behavior
of active exploration and positive thinking while
mobilizing their multiple senses and create a relaxed
and pleasant mood and atmosphere for the activity
process of children.

(2) (e Early Childhood(inking Education System can
increase children’s methods of inquiry. (e goal of
early childhood education is for children to master
the concept of simple numbers; learn to add and
subtract within 10 operations; master geometric
figures, bodies, time, space, and other knowledge;
develop calculation and projection skills; and de-
velop mathematical thinking. (e main starting
point of the game is the concepts of shape, number,
plane and three dimensions, space, and correspon-
dence, which coincides with the development goals
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Java Platform
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Platform

Net Platform

Learning 
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Figure 9: Frontend user example diagram.
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of kindergarten science. In the form of games, it can
be divided into tabletop games, computer games, and
touchpad games, so that children have to use dif-
ferent ways in order to complete the game, so in the
activity, children can get more and more ways to
explore the problem.

(3) (e early childhood thinking education system can
enhance children’s sense of accomplishment in
problem solving.(e various games in the system are
divided into three levels, different levels are adapted
to different developmental levels of children, and the
cloud storage included in the system can analyze and
archive each operation of children. (is happens so
that instructors and parents can more clearly un-
derstand the development trend of children and
choose the level of difficulty to adapt to, in order for
children to be able, after a certain amount of
thinking, to solve problems and get the sense of
accomplishment of exploring the world and solving
their doubts.

4.3. Teaching Strategies on Developing a Sense of Innovation

4.3.1. Treat the Results of Students’ 8inking Well. In the
daily teaching process, the teacher’s attitude will largely
affect the students’ emotions after their innovation [20]. It
just does not accurately represent reality, and knowledge can
be a summary and generalization of daily experience, which
does not mean that knowledge is the truth. Knowledge is not

static, but it changes with the progress of society. If teachers
are not willing to listen to students’ different opinions and
suggestions, then this behavior will greatly frustrate stu-
dents’ motivation to think independently and inhibit the
development of creative thinking. When a teacher is faced
with a student’s wrong question, he or she should analyze the
reasonableness of such thinking and not simply dismiss it or
even punish the student.

4.3.2. Strengthen 8inking Training and Stimulate
Innovation. (e specific meaning of trying to find different
ways of thinking is that there are open questions that do not
have fixed answers, so that we can think in many different
directions in response to the question. In order to achieve
the goal of developing innovative thinking, one can try to
train students to think about the problem from different
levels and not always be limited by the inherent patterns of
thinking. (e goal of innovative thinking will also even-
tually agree at some level with the rest of the inherent
thinking, but its main manifestations are oppositional [20].
Conducting open-ended teaching can lead children to
overcome their inherent thinking patterns, look at prob-
lems from different perspectives, think and analyze from
both sides of things, and thus get different views. (is way
of teaching is conducive to promoting the development of
children’s innovative thinking, allowing children to further
sublimate their understanding of knowledge, enhancing
students’ enjoyment of learning and fostering innovative
thinking.

Create a situation
to create a lively

atmosphere
Achievement of 

teaching objectives
Engaging young

children's attention

Cultivating young 
children's interest in 

learning

Improving the motivation 
of young children

Figure 10: Program for the development of young children’s sense of innovation.

Table 5: Experimental results of MVSC algorithm and comparison algorithm.

Methods NUS-WIDE Scene MSRC-v1 Digit
SVM (Type1) 0.161± 0.016 0.830± 0.018 0.786± 0.026 0.964± 0.023
SVM (Type2) 0.152± 0.018 0.743± 0.015 0.774± 0.022 0.764± 0.021
SVM (Type3) 0.144± 0.020 0.665± 0.017 0.794± 0.021 0.958± 0.023
SVM (Type4) 0.153± 0.019 0.581± 0.019 0.798± 0.019 0.798± 0.026
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4.4. Exploring the Design of Algorithm Visualization Devel-
opment Library. In the process of designing the data
structure visualization library, a comprehensive consider-
ation of the problem should be made, in which JVDSCL is
mainly an extension of the original data structure class based
on the Java collection library, and at the same time, the
corresponding more complex data structure is added in the
process: the most common is the tree diagram. In JVDSCL
process, the visual data structure is constructed to realize the
visualization of the data structure, and this visual data
structure is also based on the operation of the original data
structure class in the Java collection library, in addition to
adding some visual properties and providing the visuali-
zation interface. Each data structure has multiple display
modes, which requires developers to choose organically, and
in JVDSCL, there are multiple layout methods for each data
structure to lay out.

In addition, in the layout design, the key issue about the
visualization of data structures is the layout of graphics,
which has a very close relationship with the researchers’
understanding of the effect of data structures and algo-
rithms. (e most important in JVDSCL is the linear layout
method and the graph layout method, and the imple-
mentation of the algorithm is different for each different
layout. (e basic algorithm framework of the linear layout
method is to obtain the number of elements of data and to
calculate the size of the layout based on the displayed size
and the number of data elements.

5. Conclusion

Computermultimedia technology in early childhood teaching
is welcomed and favored by teachers, which is a new trend of
early childhood teaching reform. (e scientific and effective
use of computer multimedia technology can help stimulate
children’s interest in learning and mobilize their enthusiasm
for participation; help improve children’s understanding and
enrich their knowledge reserves; and help cultivate children’s
comprehensive ability and promote their all-round devel-
opment. (erefore, the effective application of computer
multimedia technology in the teaching of early childhood
teachers has become a necessity. In order to give full play to
the advantages of computer multimedia technology, teachers
should start from the following three aspects. Firstly, use
computer multimedia technology to create a situation to
quickly focus the attention of young children; secondly, make
full use of computer multimedia technology to do high-
quality courseware to play the role of half the effort; and
finally, use the combination of computer multimedia tech-
nology and traditional technology to have a good effect on the
strengths and weaknesses of the common role.

In conclusion, multimedia technology for kindergarten
teaching is a new teaching tool highlighted in the curriculum
reform, which is very attractive and infectious to young
children and can effectively promote the cognitive and
emotional development of young children. Further, kin-
dergarten teachers in teaching practice should strive to
develop, explore, and study how to use multimedia tech-
nology appropriately.

Data Availability

(e labeled dataset used to support the findings of this study
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Under digital technology, the vigorous development of online education has also encountered challenges of di�erent degrees, such
as the high dropout rate of learners, the low completion rate of courses, and the loss of users. Learning engagement has not yet
formed an e�ective assessment system. Based on an exploration of the core of learning activity engagement, this research evaluates
the state of learning activity engagement utilizing learners’ adaptive adjustment processes of information exchange activities and a
random trees model. A combined classi�er is a random tree. Random trees are a combined classi�er. Its main idea is to build
multiple relatively independent decision tree classi�ers based on two random processes, and then obtain the �nal prediction
results by voting all decision trees.  e traditional random trees model is improved by weighted calculation and aggregation
calculation. After experimental analysis, it can be found that the highest can reach more than 80%, which proves that the
improvement of the weighted value has a good re�ection on the random trees model, and the accuracy rate is increased by 65.2%
after the weighted improvement. Overall, the performance of the improved random trees model is improved by 67.3%.

1. Introduction

Based on the gradual transformation of IT and the con-
tinuous application of mega data processing technology in
the �eld of education, more and more online learning
platforms have been applied in practical teaching [1].  e
online instructional platform has a variety of instructional
resources, and a variety of learning support service tools and
supports the development of a variety of instructional
modes, which can meet the various teaching and learning
needs of teaching stakeholders [2]. Online learning provides
on-the-job personnel with the opportunity to further study
and improve the quality of the labor force. It is of great
signi�cance to solve the current situation of a large labor
force but low ability quality in China [3]. Compared with the
traditional instructional form, online learning is a new
learning mode developed under the network environment.
With the help of the abundant and shared instructional

resources on the network, it breaks through the limitation of
time and place of traditional teaching, and provides a virtual
and interactive learning environment for teachers and
students, students and students [4]. With the continuous
innovation of IT in the �eld of education, traditional edu-
cation methods can no longer meet the learning needs of
learners [5]. In recent years, the gradual transformation of
educational informatization has changed people’s learning
methods, learning thinking, and learning cognition. Online
learning has been widely recognized by all sectors of society
and has become an indispensable learning method in our
study and life.

 roughout the current Internet + teaching practice, an
e�ective assessment system has not been formed, especially
the integration of assessment indicators and front-line
teaching scenarios is not enough [6, 7]. erefore, there is an
urgent need to design a new assessment method for the
teaching scene of IT, and adopt an index system with both
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reliability and validity to consider the learning state [8].
*ese learning activities are often unconscious and scattered,
and the underlying rules and underlying structures between
behaviors are not significant, but they can better reflect the
subtle and complex logical relationship in learning than
explicit learning activities and can reflect the truest thinking
and learning situation of students, which is difficult for
teachers or other assessment mechanisms to capture [9].
Select the characteristic dimension of learning activity
analysis, and build a corresponding index system for
learning activity characteristics and behavior indicators
through online learning activity performance and the
implementation process of key behavior analysis technol-
ogies, to discover and measure learners’ engagement, mo-
tivation, and interaction [10]. *erefore, it is necessary to
supervise the learning process of learners, predict the
learning development trend of learners in time, take ap-
propriate intervention measures for different learning ef-
fects, and give learners targeted help, guidance, or
encouragement so that learners can constantly correct the
learning route in the learning process.

*e random trees algorithm is an excellent classification
algorithm, which belongs to a typical combination classifier
algorithm. It was first put forward by Professor Leo Breiman,
an academician of the American Academy of Sciences in
2001. *e basic classifier model of the random trees model is
the classification regression tree model. In order to make the
decision tree model in the random trees model different, two
“random” processes are adopted in the process of building
the random trees model [11] learning activity analysis is
more and more widely used in education [12]. *e tradi-
tional education data is single and one-sided, and cannot
objectively present all the learning activities of learners. *e
online instructional platform comprehensively records the
learning results data, learning methods, platform usage
characteristics, and other learning activities of learners. *e
comprehensiveness of the online instructional platform data
It is extremely important to analyze the learning activity of
learners [13]. From the perspective of learner development
and instructional mode reform, the research on learning
activity analysis can guide teachers to provide personalized
guidance to learners, bring new ideas to educational re-
searchers to optimize instructional mode, and also bring new
enlightenment to the construction of personalized learning
and adaptive system [14]. However, there are still some
shortcomings in the above research, so this study puts
forward some innovations on this basis:

① In view of the shortcomings of the random trees
algorithm, For example, there is no very reasonable
method to specify the size of random trees when the
decision tree is generated. Too large or too small a
model will affect the final decision result of the
model. *is study proposes a random trees model
composed of weighted decision trees. According to
the different generalization abilities of a single de-
cision tree, the decision weight of the decision tree in
the process is calculated to improve the overall
prediction accuracy of the model.

② Model optimization of random trees. By analyzing a
single classifier in random trees, their similarity is
calculated. *rough the clustering method, the
classifiers with large differences are extracted and
integrated to make more fair and effective decisions.
*e results of various measurement methods are
analyzed through experiments, and some further
improvement schemes are put forward.

2. Related Work

Ferreira et al. proposed the concept identification of weak
learning algorithms and strong learning algorithms, and
their equivalence problem, that is, whether it is possible to
upgrade weak learning algorithms to strong learning algo-
rithms [15]. Wang et al. believe that parallel development on
the spark platform has several very important benefits: first,
the spark has a unified API, so it is very easy to develop
applications; Second, the spark can perform different op-
erations on the same data, and these different operations can
be combined to obtain higher efficiency;*ird, spark usually
operates in memory and has high efficiency [16]. Patil and
Deore put forward a circular data analysis model, which
includes seven parts: data collection, storage, data cleaning,
integration, data analysis, data presentation and visualiza-
tion, and corresponding behaviors. He summarized the
sources of data into two platforms, namely a learning system
and a learning management system [17]. Tafesse and Wien
used the clustering method in the data mining method to
perform cluster analysis on the learner behavior data in 612
courses to extract the learner behavior characteristics [18].
*e research of Min and Kim shows that the online learning
assessment system is the key and core of online learning, so it
is urgent to build a reasonable and perfect online learning
assessment system and make a fair assessment through the
collection and analysis of learners’ learning activity [19].
Rajabalee et al. put forward the theory of “granular learning
activity”, which is used to discover the granular learning
activity pattern of learners’ learning interaction with an
intelligent tutoring system, manage the uncertainty of
learning activity, and cluster the N-gram model into a hi-
erarchical structure by using rough set-based map particles,
which can be used to predict learners’ learning activity in
intelligent tutoring system [20]. Koehler and Meech believe
that the current domestic research on the relationship be-
tween teacher support, learning burnout, and learning
motivation is relatively in-depth. *e findings indicate that
teacher support is adversely connected to students’ levels of
learning fatigue, and that professional assistance from in-
structors can increase students’ learning in an online
learning environment. *e level of interaction and per-
spective is turned to research on teacher support strategies,
but the majority of them are aimed at early childhood and
young children, and there is relatively little research on the
relationship between teacher support and learning activity
engagement in the online learning environment [21]. *is
research results show that the overall goal of data mining is
to find hidden useful information from complex data sets
and use this useful information to create greater value. *e
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task of data mining is to automatically or semi-automatically
extract previously unknown interesting patterns from a large
amount of data, such as data records, exception records, and
dependencies [22]. Willans et al. proposed a technology
similar to Boosting, Bagging. Breiman emphasizes that the
stability of the learning algorithm in integration has a great
influence on the final result. For unstable algorithms, such as
neural networks and decision trees, it can improve the ac-
curacy of prediction. But it has no obvious effect on the
stable learning algorithm, and sometimes even reduces the
prediction accuracy [23]. Cahn and Anna believe that
random trees are a nonlinear combination classifier. It uses
random sampling with replacement to extract training
samples and feature sets. After training, many weak clas-
sifiers are obtained, and a large number of weak classifiers
(decision trees) are combined into random *e forest
classifier, obtains the final prediction result by means of [24].
Hooshyar and Yang sorted out three indicators affecting
academic achievement: academic factors, demographic
factors, and cultural and social factors. *erefore, we
summarized the prediction indicators adopted from the
relevant research on actual data prediction [25]. Yang be-
lieves that the core and connotation include three aspects:
the object of learning analysis refers to the data generated by
teaching stakeholders in the process of teaching and
learning, and the focus of learning analytics is to analyze the
data by using correlation analysis methods. *e goal of
learning analytics is to discover learning rules, predict
learning effects, evaluate the learning process and optimize
teaching effects [26]. Green et al. based on the rough set
theory put forward an algorithm for attribute reduction
using discriminative function. Knowledge of key personality
characteristics, revealing the objective relationship between
personality characteristics and learning strategies, and re-
ducing the amount of data [27].

Based on the research of the above-related work, this
study determines the positive role of the random trees model
in the field of learner behavior investment assessment,
constructs a random trees model optimized by algorithm,
makes an in-depth analysis and research on the acquired and
collected data using big data algorithm analysis, makes more
effective use of data, and excavates the valuable knowledge
hidden behind the data, Find and find out the potential
problems in the assessment of learners’ behavior investment
that affect online learning.

3. Methodology

3.1.Construction of RandomForestModel. Learning refers to
the process of a series of activities produced by the learning
subject by obtaining a certain learning effect in the process of
life learning activity comes with learning. In traditional
learning, learning activity refers to the behavior that learners
interact with learners, teachers, and teaching resources in the
classroom environment. Such learning activities can only be
recorded through teacher observation, video storage, and
questionnaire. Behavioral science is a science that cooperates
in the fields of psychology, sociology, and economics. It
mainly studies human behavior or human aggregate

behavior by using the experimental and observationmethods of
natural science. Based on the mainstream psychological point of
view, learning activity can be divided into two kinds: explicit
learning activity and implicit learning activity. Explicit behaviors
are learning activities that can be directly observed, such as
reading, taking notes, etc., while implicit learning activities
cannot be directly observed behaviors, such as thinking,
awareness, analytical ability, etc. Different educators have dif-
ferent emphases on understanding learning activities. Educa-
tional assessment has specific guiding and management
functions.

Educational assessment is not only a guide for teaching
management, teachers’ teaching content, methods and
learners’ learning, but also restricts and promotes learning.
Management function refers to the constraint effect and
ability of learners to achieve the ultimate goal by regulating,
controlling and standardizing learners’ behavior. Learning
activities refer to the sum of a series of behaviors that
learners perform according to their individual learning
needs when logging on to the online platform.*erefore, the
learning activities may include logging into the learning
platform, accessing a certain resource or module, replying to
others, etc. Each learning activity forms a learning activity
flow. Considering each learning activity as a system, it in-
cludes activity subject, activity object, activity operation,
activity environment and activity result. *e duration of
each learning activity and the time interval for entering the
next learning activity will vary according to different per-
sonal habits and motives. *e analysis of a single online
learning activity is shown in Figure 1.

At this time, for the convenience of statistics, the du-
ration of a single learning activity is recorded as H, and the
start time and end time are recorded as h1, h2 respectively;
the time interval between two consecutive learning activities
is recorded as T′, the end time of the previous activity and
the start time of the next one *ey are recorded as h1′, h2′
respectively. *erefore, the duration of a single learning
activity H, the time interval of two consecutive learning
activities H′, the average learning duration h, and the av-
erage interval of learning activities h′ are as follows:

H � h1 − h2,

H′ � h1 − h2,

h �
􏽐

n
i�1 Hi

n
,

h′ �
􏽐

n
i�1 Hi

n
.

(1)

From the research on the composition of online learning
activity system and the existing online learning activity
assessment index system, it can be seen that although the
establishment of the existing online learning activity as-
sessment index system has been deeply studied in theory,
these theories can not better serve the specific online
learning activity analysis and assessment objectives. *e
following Table 1 shows the relevant indicators of learning
activity level.
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 erefore, based on the existing online learning activity
model, combined with speci�c online learning activity
analysis and assessment indicators, this study formulates
online learning activity models for di�erent analysis and
assessment objectives, as shown in Figure 2.

 e whole online learning activity model includes four
layers.  e learning activity description is used to clearly
describe various speci�c online learning activities.  e third
layer is the online learning activity classi�cation system.
Di�erent from the previous hierarchical classi�cation
models, the wood model is a parallel classi�cation model
that analyzes and evaluates the learning activity. Each type of
learning activity includes both lower-level online learning
activities, It also includes a high-level online learning activity
model. Each type of online learning activity serves a speci�c
online learning activity analysis and assessment goal. e top
level is the goal of online learning activity analysis and
assessment. In terms of teaching, the viewpoint of the
constructivism model is that learning is not a process of
passively accepting knowledge, but that learners selectively
construct new knowledge or things acquired into their own
knowledge system according to their own cognitive struc-
ture. Teachers’ duty is no longer simply to impart knowledge
to learners, but to guide them to acquire learning experi-
ences.  erefore, constructive learning theory has shifted
from an objectivist knowledge dissemination model to an
active learner model.

Each behavior activity is a systematic process in which
the behavior subject interacts with the behavior object,
operates, and produces some results in a certain learning
place and time [28]. Similar to the online learning activity
description model, the online learning activity classi�cation
should also be guided by the analysis and assessment goal.
Although the hierarchical classi�cation system based on the
level of information processing can better re�ect the changes
in learners’ cognitive level when implementing learning
activity, it can not directly serve the analysis and assessment.

3.2. Application of Stochastic Senli Model in Assessment.
 e random trees model is used for data prediction. All
decision trees make predictions and determine the �nal
prediction result of the model along the way. However, there

are still some problems in practical application, such as the
classi�cation of small data sets and low dimensional data sets
may not get good results. Because in the process of repeated
random selection, there are few examples to choose from,
which will produce a large number of repeated choices,
which may make the most e�ective choice unable to show
advantages. Figure 3 shows the basic construction of the
random trees model.

Random trees are a combined classi�ers composed of
multiple meta-classi�ers, each of which is relatively inde-
pendent.  e process of model result prediction is that each
meta-classi�er predicts the result separately and gives the
statistical results of all decision trees. Process, for the
combined classi�er h1(x), h2(x), . . . , hk(x){ }, there is an
input vector x, and the model work�ow is shown in Figure 4.

When the input data is, each meta-classi�er predicts the
results relatively independently. After obtaining the pre-
diction results of all meta classi�ers, the random trees model
obtains the overall prediction results of the model through
predetermined rules. Generally, for the classi�cation
problem, the prediction result given by the meta-classi�er is
a speci�ed classi�cation result, and the random trees make
statistics on all the classi�cation results, giving the one with
the largest number as the �nal prediction result; For the
regression problem, random trees is generally the �nal
prediction result by calculating the average of the prediction
results given by all meta-classi�cations.

3.3. Partial Optimization of AlgorithmUsing Stochastic Forest
Model. Since in the process of building the random trees
model, the construction of the decision tree and the OOB
estimation of the decision tree can be completed serially.
While the construction of the random trees model is
completed, each decision tree obtains a corresponding OOB
assessment value, so as to allocate the weight of the cor-
responding decision tree. For the decision tree h(x), its
weighted value is de�ned as poob, which is expressed as:

POOB � α ×
S+
S
. (2)

Among them, S+ is the data assessment of the decision
tree using OOB data, and the correct number of samples for

Start time h1 Start time h2

...

......

Learning 
activity stream

H1 H2 Hn

H′1 H′2 H′n

Figure 1: Time interval analysis of online learning activities.
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assessment, S is the total number of samples participating in
the OOB assessment of the decision tree, and α is the pa-
rameter adjustment coefficient. Since the random trees
model h1(x), h2(x), . . . , hk(x)􏼈 􏼉 obtains the OOB assess-
ment accuracy p1, p2, . . . , pk􏼈 􏼉 of each decision tree in the
actual calculation, the assessment result of the final model
can be expressed as:

max c|ci � 􏽘

i�1

k

POOBjI hj(x) � Ii􏼐 􏼑, li ∈ C, j � 1, 2, 3, . . . , k},
⎧⎨

⎩

(3)

where C is the set of all category labels, Ii is the C category
label in the set i, and I(h(x) � Ii) represents the explicit
function. When the assessment result of the decision tree
h(x) is category label Ii, the explicit function is equal to 1,
otherwise it is equal to 0. pj is the weighted value of the j th
decision tree in the process, ci is the weighted result obtained
by the i th class label, and the final assessment result of the
model is the one with the largest total weighted value ob-
tained by each class label.

Since there are many variables, when measuring the
correlation between variables, it is necessary to quote the
correlation coefficient as the basis for judging the linear
correlation between two variables. *e correlation coeffi-
cient is one of the important indicators to judge the cor-
relation degree between variables. Let variables x, y count
data sets x x1, x2, . . . , xk􏼈 􏼉, y y1, y2, . . . , yk􏼈 􏼉 respectively,
then the correlation coefficient x, y between variables r can
be expressed as

r �
􏽐

k
i�1 xi − x( 􏼁 yi − y( 􏼁

������������������������

􏽐
k
i�1 xi − x( 􏼁

2
􏽐

k
i�1 yi − y( 􏼁

2
􏽱 . (4)

In the above formula, x, y is the average value of the
statistical data of the variable x, y, respectively. It should be
noted that the value of the correlation coefficient is dis-
tributed in the range of - 1 to +1, i.e. |r|≤ 1. When r> 0, it
means that the two variables are positively correlated. On the
contrary, when r< 0, it means that the two variables show a
negative correlation. When the variable correlation coeffi-
cient is |r| � 1, it means that the two variables show absolute
correlation.When r � 0, it means that there is no correlation
between the two variables. As k increases, the results of the
correlation coefficient r will be more accurate.

Generally, the relationship between two decision trees is
analyzed, and the classification result of Pk is represented by
hk(x), which is generally expressed as

hk(x) � Pk �
1, hk(x) � Y,

0, hk(x)≠Y.
􏼨 (5)

*e relationship between the results of two decision trees
hi, hj classification samples k can be expressed as

Pi,k,j �

P
a
i,k,j, Pi � 1, Pj � 1,

P
b
i,k,j, Pi � 1, Pj � 0,

P
c
i,k,j, Pi � 0, Pj � 1,

P
d
i,k,j, Pi � 0, Pj � 1,

⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

(6)

Table 1: Relevant indicators of learning activity level.

Hierarchy Name Describe
1 Operational behavior layer Actions related to online learning activity
2 Cognitive collaborative behavior layer Learning cognition and communication between individuals
3 Problem-solving layer Problem-solving, planning

Learning Outcomes 
Assessment

Platform usage behaviorLearning Outcomes 
AssessmentLearning behavior

Online Platform Usage 
Analysis

Collaborative Learning 
Analytics

Learner Behavioural Engagement Description

Figure 2: Goal-oriented online learning activity model.
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where a represents the number of samples that hi, hj can
correctly classify in the whole data set as follows:

a � 􏽘
N

k�1
I P

a
i,k,j􏼐 􏼑. (7)

Clustering is dividing the set into several subsets
according to the similarity between samples, and the samples
in each subset have a high degree of internal similarity. Our
purpose is to reveal the relationship between classification
trees through clustering, so as to select more targeted clas-
sification tree individuals more effectively. AsN increases, the
results of the number of samples that can be correctly clas-
sified in the whole data set a will be more accurate.

4. Results, Analysis, and Discussion

Based on the above research, this study proposes the
application of learner behavioral engagement assessment

based on the random trees model, in order to verify that
the random trees model has an actual effect on the as-
sessment of learner behavioral engagement. *erefore, in
order to verify the scientificity, accuracy and feasibility of
the improved random trees model, this study will make
an experimental analysis from five important parameter
dimensions: the assessment accuracy of different decision
trees, the assessment accuracy of different characteristic
decision trees, the comparison of running time on dif-
ferent data sets, the performance improvement of the
improved random trees model and the correlation
strength, and analyze the applicability of the improved
random trees model to the assessment of learners’ be-
havior engagement. *ree data sample sets a, B, and C are
set as experimental samples for the assessment accuracy
of different decision trees, the assessment accuracy of
decision trees with different characteristics, and the
comparison of running time on different data sets. *e

Training dataset D
Feature set T

Bagging algorithm 
for data division

Subdataset D1
Subdataset T1

Subdataset Dm
Subdataset Tm...Subdataset D2

Subdataset T2

Decision 
Tree 1

Decision 
Tree m...Decision 

Tree 2

Compositional Models of Random Forest Models

Figure 3: Basic construction diagram of the random trees model.
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Meta Classifier
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Evaluation 
results
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Evaluation 
results
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Evaluation 
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Statistics of 
evaluation 

results

... ...

Final result

Figure 4: *e basic workflow of the random trees model.
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data diagram of the analysis method is shown in Fig-
ures 5, 6, and 7 below.

*e above figure clearly reflects the overall trend of the
assessment results on different decision trees and decision
trees with different characteristics. You can basically figure it

out. As a result, by focusing on the feature vector in the
assessment of learner behavioral input, you can grasp the
subject. *e maximum in the figure above can reach more
than 80%, demonstrating that the improvement of the
weighted value is a good embodiment of the random trees
model, and the accuracy is enhanced by 65.2 percent after
the weighted improvement. To differentiate the differences,
the volatility of three separate melodic data sets is within a
suitable range because the three data sets largely follow the
same trend in the range of 1–3. However, after 3, samples a,
B, and C show significant changes, which is due to the
different number of interference items in different sets. For
the relationship between the number of interference items,
C> a> b, which is also directly reflected in the fluctuation
range in the range of 3–4. However, with the increase in
sample size, the three tend to the same trend under the
action of aggregation. It can be seen that the embedding of
the aggregation algorithm is of great help to the calculation
improvement of the random trees model. *e random
number sample sets Q1 andQ2 are set below as experimental
samples for the improvement of the performance of the
improved random trees model and the strength of the
correlation. *e specific experimental analysis diagrams are
shown in Figures 8 and 9.
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Figure 5: Assessment accuracy analysis of different decision trees.
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Figure 6: Assessment accuracy analysis of decision trees with
different features.
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Figure 7: Analysis of running time comparisons on different
datasets.
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Figure 8: Analysis of the performance improvement of the im-
proved random trees model.
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Figure 9: Analysis of correlation strength.
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It can be seen from the above figure that the per-
formance of the improved random trees model is sig-
nificantly improved, which is well reflected in the overall
assessment. In the range of 1–5, the performance im-
provement is slow. *is is due to the small initial samples
and the insufficient number of decision trees, which
cannot achieve the overall operation effect. After accu-
mulating enough data, the performance will increase
rapidly, which is well reflected in 5–7. Overall, the
performance of the improved random trees model is
improved by 67.3%. For the analysis of the correlation
strength, this study mainly studies the correlation be-
tween the samples, because the stronger the correlation,
the higher the correlation ratio between each other. For
assessment, the correlation is well expressed. *is means
that the accuracy of the assessment is guaranteed.
*erefore, this is extremely important. In the experi-
ment, the calculation of the model is basically stable, and
the proportion of correlation is basically maintained
above 1.2, which also means that the model has good
control over the correlation.

5. Conclusions

Based on the study of learning activity analysis and learning
theory, this study puts forward the overall framework of
online learning activity analysis, and on this basis, analyzes
the elements of online learning activity analysis, studies the
key technologies in the analysis, realizes the scene appli-
cation of online learning activity analysis, and draws a
conclusion. Online learning breaks the limitations of time
and place but also separates learners and teachers. It is
difficult for teachers to observe learners’ learning process
and learning activity as intuitively as traditional teaching, so
as to timely discover the problems encountered by learners
difficult and give prompt guidance. Due to its excellent
performance in reducing generalization error of classifica-
tion systems and simplifying classifier design, the random
trees algorithm has become a research hotspot of common
concern to researchers in many fields and technicians in
application fields. As a combination classifier, the random
trees model gives the final prediction results by all decision
trees in the data prediction stage. For the learner, the analysis
results directly present the learners knowledge mastery level
report and the learning state of the process, so as to realize
the level diagnosis of the learner and determine whether he
can enter the next stage of learning. *rough the experi-
mental analysis, it can be found that the maximum can reach
more than 80%, which proves that the improvement of the
weighted value is a good embodiment of the random trees
model, and the accuracy is improved by 65.2%. Overall, the
performance of the improved random trees model is im-
proved by 67.3%.
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With the rapid development of the new manufacturing industry, 3D printing technology continues to make new technological
breakthroughs, and new works emerge in the manufacturing, medical, construction, military, and other application �elds.
However, for ceramic materials, there are still many problems to be solved in 3D printing. In this study, a dual-scale lightweight
interactive model based on lofted surface and periodic parameter curve embedding is proposed for ceramic 3D printing. Users can
model and manufacture lofted surfaces with small-scale geometric textures. For the two closed curves entered by the user, the
intermediate section sampling points are generated by interpolation between them, and the shape of the current surface is adjusted
under ceramic 3D printing manufacturing constraints such as no support and path non-interference. complete large-scale surface
modeling based on lofted surfaces. �en the straight line path between the sampling points is replaced by a periodic curve path,
and the small-scale geometric texture modeling is completed by adjusting the period and amplitude of the curve function. Finally,
each section sampling point is spirally connected layer by layer and directly generats a single continuous printing path and
manufacture. �e experimental results show that the tool provides users with su�cient modeling space and high e�ciency of
model generation and e�ectively generates G-code �les with textured lofted surfaces that can directly print ceramic 3D. It can also
avoid the collision between printer nozzles and printing models and can be directly used in 3D printing and manufacturing based
on clay materials.

1. Introduction

3D printing (also known as material added manufacturing)
technology appeared in the mid-1990s. With the rapid de-
velopment of various science and technology, 3D printing
technology has also improved. In the �elds of manufacturing,
medical, construction, and military applications, new tech-
nological breakthroughs and new products have emerged [1].
Experts in many �elds generally believe that 3D printing
technology will profoundly change the future society and will
be the development direction of manufacturing informati-
zation and intelligence in the future. At the same time, some
industrial product manufacturing enterprises and traditional
handicraft workshops are gradually losing competitiveness
and meeting the bottleneck of development due to the in-
�uenceof industrialmanufacturingandprocessing technology

on product form [2].�rough the analysis of some innovative
application cases of 3D printing technology at home and
abroad, the author summarizes several development trends of
product forms based on 3D printing technology in the future,
combines the Internet business thinking and product cus-
tomization trend, and concludes that some industrial
manufacturing enterprises and handicraft workshops are in
the bottleneck. �e conclusion of customized products based
on3Dprinting technology shouldbeactivelydeveloped,which
can provide ideas and references for the development of
enterprises.

Predecessors have done somework on the �ow analysis of
the single screw extrusion process, but most of them are re-
alized by commercial numerical calculation software, such as
�uent and POLYFLOW. In essence, such software realizes the
calculationandanalysis by solving thedi�erential equations to
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obtain the solution of the Navier Stokes equation. When
solving the fluid with complex rheological characteristics, the
calculation process is complex and easy to diverge. LBM is
used to replace the traditional finite element method to an-
alyze the flow of ceramic slurry in the screw groove, which
ensures the stability of the numerical simulation process.

2. State of the Art

2.1.,eDevelopment of 3D Printing Technology. 3D printing
technology is a rapid stereo-forming technology based on a
digital model [3]. It is a technology that makes printing
materials layer by layer and then forms solid shapes through
data processing. Unlike the traditional manufacturing
process for material reduction, 3D printing technology is
formed by adding and forming layer by layer. +is is also
known as additive manufacturing. Since the first commercial
3D printer was published in the 1980s, 3D printing has been
developing rapidly in the fields of printing materials,
printing forming principle, and application [4].

Ceramic material is one of the three solid materials with
excellent characteristics such as high hardness, high strength,
high-temperature resistance, low density, good chemical
stability, and corrosion resistance. 3D printing materials
include photosensitive resin composite, polymer powder,
paraffin powder, ceramic powder, fuse line, FDM ceramic,
wood plastic composite, and FDM support material.

+e principle of a 3D printer is similar to that of ordinary
printers in daily life. However, ordinary printers use paper
ink as raw materials in the two-dimensional plane to print.
While the raw materials used by 3D printers are metal,
plastic, ceramics, fibers, and other materials as printing
materials. +rough the calculation and analysis of digital
models, the data is imported into 3D printers.+e printer will
stack the raw materials layer by layer according to the path
completed by calculation, and finally form a three-dimen-
sional solid shape after continuous stacking one layer by one.

printed by hot melt deposition technology is solidified
by cooling, and the shape printed by liquid deposition
technology is cured by drying. SLS is formed and solidified
by laser heating, ultraviolet irradiation, adhesive bonding,
etc. Under the control of data calculation, the laser beam
fused the single layer of the powder with precise coordinates,
and then sintered selectively to form the solid shape. +e
photo-curing molding (SLA) uses UV light to precisely ir-
radiate the photosensitive resin to make the photosensitive
resin solidify. It can be cured by moving vertically to the
second layer for irradiation curing, and then forming a solid
shape after the irradiation curing layer by layer. And the
layer solid manufacturing (lom> uses a computer-con-
trolled laser to cut the thin film, paper, and other sheet
materials accurately and form the solid shape by layer
bonding between each layer [6].

With the continuous development of science and tech-
nology, the application field of 3D printing technology is also
expanding. It is not only the processing of simple parts but
also has many applications in the fields of national defense
science and technology, aerospace, medicine, housing con-
struction, automobile, electronics, food, clothing, etc. In

2014, ten 3D printing buildings appeared in Shanghai. In
2016, the first space in orbit 3D printer was developed by the
Chinese Academy of Sciences. In 2019, the spinal cord
scaffold which imitated the structure of the central nervous
system was successfully made by 3D printing technology [7].

2.1.1. It Can Be Applied in Many Fields. When using 3D
printing services to process products, we can obtain very fast
speed. +erefore, 3D printing technology has received great
attention in all walks of life, which has promoted the rapid
development of this technology and has been widely used in
consumer electronics, automobiles, aerospace, medical
treatment, military industry, geographic information, art
design, and other fields. At the same time, 3D printing can
also be combined with metal castings and extended to many
industrial fields.

2.1.2. Be Able to Concretize Conscious Products. In terms of
the development trend of academic ideas, 3D printing
services have not been widely used. Technology is developing
from the past shape manufacturing to the integration of
material organization structure and shape structure design
and manufacturing. R&D personnel are trying to realize
controllable manufacturing from micro-organization to
macrostructure, so they can make conscious products more
specific so that people can quickly understand them.

2.1.3. Shorten the Development Cycle of New Products.
+e use of a 3D printing service can quickly turn the design
drawings into real models, so as to intuitively analyze and
understand the deficiencies in the design structure. +ere-
fore, it plays a positive role in promoting product innovation
and shortening the development cycle of new products.

When obtaining products through 3D printing services,
there is no need to prepare anymolds, cutting tools, or tooling
fixtures. 3D printing equipment can directly accept product
design data and quickly manufacture samples, molds, and
prototypes ofnewproducts.+erefore, the 3Dprinting service
not only has a wide range of application fields but also can
greatly shorten the development cycle of new products.

2.2. ,e Historical Development of 3D Printing Technology.
In 1883, chuck hill, an American scientist, invented the
technology of photo-curing 3D printing.

In 1886 chuck Hill established a 3D systems company,
and launched the first commercial 3D printer, which pro-
moted 3D printing technology.

Scott Crum and Lisa Crum jointly invented the melt
deposition forming technology (FDM) in 1888 and estab-
lished STRATASYS company to promote related business.

In 1995, the United States took the lead in developing 3D
printers [8].

In 2005, the first 3D printer, spectrum 2510, developed
by the z-crop company in the United States, was successfully
developed to print high-definition and multi-color shapes.

In 2011, the world’s first 3D printing aircraft was suc-
cessfully developed [9].
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Scottish scientists used 3D printing technology to create
the �rst human liver tissue in 2012.

In 2018, human beings �rst printed biological organs in
space using biological 3D printing technology.

Since the early 1990s, the research on additive
manufacturing technology has been launched with the sup-
port of government funds from Tsinghua University, Central
ChinaUniversity of Science andTechnology, and theResearch
Institute of West Jiaotong University. Shaanxi Hengtong
Intelligent Machine Co., Ltd. (Xi’an Jiaotong University),
Shanghai Liantai Technology Co., Ltd.: light curing rapid
prototyping (SLA),WuhanBinhu electromechanicalCo., Ltd.
(Huazhong University of Science and Technology), Beijing
Longyuan automatic molding system Co., Ltd.: powder laser
sintering rapid prototyping (SLS), Tsinghua University: melt
deposition rapidprototyping (FDM),NorthwestUniversity of
Technology Beijing University of Aeronautics and Astro-
nautics: laser cladding equipment (lens)HuazhongUniversity
of science and technology, South China University of Tech-
nology, Nanjing University of Aeronautics and Astronautics:
metal powder laser melting (SLM) after 2011, the number of
enterprises engaged in SLA, SLM, FDM, DLP, lens, and other
processes has increased year by year. At present, the domestic
additivemanufacturing systemcanmeet theproductionneeds
of conventional materials and processes. In 2019, the national
output value of 3Dprintingwas 10billion yuan, and in the�rst
three quarters of 2020, the national output valuewas 10 billion
yuan. In 2019, Aikang medical and platinum were listed; In
2020, Maipumedical will be listed. In general, compared with
the development history of foreign companies for more than
30 years, domestic 3D printing equipment started late. Al-
though rapid progress has been made in a short time, it needs
to be further improved in terms of equipment operation
stability and product quality. It is still a distance from the goal
of domestic substitution for import and agency to self-sale.
However, with the continuous expansion of downstream
application �elds, domestic manufacturers are expected to
achieve breakthroughs in subdivided �elds.

2.3. 3D Printing Technology for Ceramic Product Forming.
As a new rapid prototyping technology, 3D printing tech-
nology constructs the digital model in space in the direction
of layer-by-layer printing.With the rapid development of 3D
printing technology, there are also a lot of printable ma-
terials. �e common materials are resin, metal, rubber,
cement, paper, ceramics, etc., as chemically stable materials
that have been used in 3D printing for a long time. Unlike
the traditional ceramic manufacturing process, the tradi-
tional ceramic products are mostly formed by the rela-
tionship between humans and mud. �is way often needs to
have. 3D ceramic printing is designed by using a computer
model scheme, and then the model is processed by slicing
software, which becomes a kind of data that can be rec-
ognized by the printer, and �nally imported into the printer
for printing and presentation. Such a series of treatments
change the relationship between man and mud into the
relationship between man and number. Now, 3D printing
technology can be used in ceramic molding, mainly

including 3D printing of liquid deposition ceramic and
ceramic powder printing. Indirect molding is to select the
3D printing technology of photosensitive resin, 3D printing
technology of hot melt plastic, printing technology of paper
material, etc., to turn the gypsum mold and then use the
mold to assist in the molding of ceramic [10].

With the development of 3D printing technology and its
wide application in various �elds, 3D printing for ceramic
materials has attracted more and more researchers’ atten-
tion. Ceramics have low density, high-temperature resis-
tance and corrosion resistance, high mechanical strength
and hardness, and good chemical stability. It is suitable for
aerospace, biomedical, chemical, electronic, and mechanical
�elds. Compared with traditional ceramic manufacturing
technology, 3D printing-based ceramic manufacturing ef-
�ciency is high and the process is simple, especially in the
generation of complex geometric structures or high preci-
sion models. Many materials can be used in the 3D printing
of ceramics, such as concrete, engineering ceramics, and
bioceramics. However, clay materials are widely used in
buildings and infrastructure. Figure 1 shows the ceramic
viscosity under di�erent dispersant conditions. When dif-
ferent dispersants are used and the proportions of dispersants
are di�erent, ceramic materials can exhibit signi�cantly
di�erent viscosities. �is expands the application scope and
�eld of clay materials to a certain extent.

Figures 2 and 3 show the e�ects of milling time and
dispersant content on the viscosity of the ceramic slurry,
respectively. Analysis of these performance maps shows that
the ceramic materials required for 3D printing are not only
easy to obtain but also can obtain di�erent properties under
di�erent conditions, which is a good 3D printing material.
�e e�ect of ball milling time on the viscosity of the ceramic
slurry is given in Figure 2. With the increase in time, the
components of the ceramic slurry are more dispersed and
the viscosity decreases with time. When a certain time
threshold is reached, the viscosity increases due to the
repolymerization of the slurry components.

Ceramic clay materials are cheap and easy to obtain.
Nowadays, the desktop-level 3D printer is becoming more
and more popular. Users can easily take materials from the
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Figure 1: Viscosity of ceramics with di�erent dispersants.

Mobile Information Systems 3



local area and make their own ceramic models to meet the
needs of individuals. As a green and reusable printing
material, unlike the thermoplastic materials used in general
3D printing processes, such as fused deposition modeling
(FDM), ceramic clay materials will remain relatively soft
throughout the printing process, and will not solidify rapidly
after deposition [11]. If there is a free space for the moving
nozzle between di�erent printing areas, the formed part and
nozzle will be deformed or damaged due to the adhesion of
clay. �erefore, the design of ceramic material printing path
requires that the model must be completed by a single
continuous printing path. Because the removal of ceramic
3D printing support structure will cause some damage to the
surface of the model, so the optimization of the model to the
structure without support printing can improve the printing
quality. In this study, the extrusion 3D printing technology
based on ceramic material is adopted. When the height
di�erence of the same layer in the z-axis direction exceeds
the length of the printer nozzle, the printer nozzle will collide
with the model being printed, which will cause the model to
fail to print. �erefore, the corresponding printing con-
straints should be considered in modeling to avoid this
situation. �e rapid development of 3D printing technology

makes it possible for users to customize their models.
However, users usually need to create models with the help
of professional CAD modeling software, and then generate
paths based on existing slicing software. Modeling is very
complex for ordinary users, and it can not guarantee the
model without the support and no interference in the
printing process, and can not meet the single continuity of
generating print path. Based on Lofting technology and
periodic parameter curve embedding, this study proposes a
two-scale interactive modeling and manufacturing method
for 3D printing of ceramics. In the modeling process, the
model is supported and the printing process is automatically
corrected without reconstruction of the discrete grid ex-
pression of the model [12]. After the model type is con-
�rmed, a single continuous printing path is generated and
the G-code �le directly used for printing is output. �e
double-scale modeling proposed in this study (see Figure 4)
is to generate lofting surface by user input control curve to
realize large-scale geometry, and realize small-scale geo-
metric texture based on periodic parameter curve. Manu-
facturing constraints are guaranteed by an automatic local
correction in interactive design lofting surface. �e exper-
imental results show that the interactive modeling and
manufacturing tool proposed in this study has simple op-
eration and high G-code �le generation e�ciency; Com-
pared with the existing slicing software, the tool supports
model support free printing, meets the unique printing path,
single continuity, and collision-free constraints of ceramic
3D printing, and improves the printing quality of physical
model [13].

3. Methodology

3.1. Application of LBM in Herschel Bulkley Fluid. �e raw
materials for preparing ceramic slurry include pentaery-
thritol triacrylate and benzene couple as organic solvents.
After mixing, lead lanthanum zirconate titanate powder
(PLZT) is evenly added. At the same time, high-speed
stirring helps the powder dissolve rapidly, and �nally, a
standby slurry with a solid content of 68.6% is obtained.
After the slurry is prepared, its viscosity needs to be tested to
obtain its rheological equation to prepare for subsequent
numerical simulation analysis. Here, it is planned to use a
rotary viscometer (model: rheolab MC1) to measure the
viscosity of the mixed �uid. �e results show that the slurry
shows obvious non-Newtonian characteristics of shear
thinning. According to the �tting results of MATLAB
software, the rheological equation of the slurry tends to the
type of Herschel Bulkley �uid.

�e schematic diagram of the 3D printing ceramic
forming process is shown in Figure 5. �e alumina ceramic
slurry is printed and formed by ceramic 3D printing
technology. After that, the light-cured alumina ceramic
slurry with the optimal dispersant and alumina slurry
powder was printed layer by layer by a self-developed DLP
type ceramic 3D printer.

LBM describes the motion process of �uid particles by
solving the equation of equilibrium, which is a speci�c
evolution equation
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Figure 2: �e e�ect of ball milling time on the viscosity of ceramic
materials.
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Figure 3: E�ect of dispersant content on the viscosity of ceramic
materials.
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fi r + eiδt, t + δt( ) � −
1
τ
fi(r, t) − f

eq
i (r, t)[ ], (1)

where τ-�e relaxation time and velocity vector EI can be
obtained by:

(0, 0), i � 0,

c cos
i − 1
2

π, sin
i − 1
2

π( ), i � 1, 2, 3, 4,

�
2

√
c cos

2i − 9
4

π, sin
2i − 9
4

π( ), i � 5, 6, 7, 8.
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

(2)

�e lattice speed c depends on the step size of the grid δX
and time step δt. �e speci�c relationship is C� δx/δt。.
Generally, both are taken as 1, and C is also 1. �e equi-
librium equation is mainly a�ected by density ρ. �e speci�c
relationship between the in�uence of velocity u is as follows:

feqi � ωiρ 1 +
ei · u
c2s

+
ei · u( )2

2c4s
−
u2

2c2s
[ ]. (3)

According to the formula, we can see that due to the
in�uence of the �uid equilibrium state, when the density of

the �uid is greater, the speed of the �uid motion is slower;
when the speed is greater, thedensity of the�uidwill decrease.
For the D2Q9model, the sound velocity CS� c/3, and weight
parameter ω, the speci�c form of I is shown in the formula

ωi �

4
9
, i � 0,

1
9
, i � 1, 2, 3, 4,

1
36
, i � 5, 6, 7, 8.




(4)

According to the distribution function, the macro ex-
pressions of velocity, density, and pressure are, respectively,

ρ �∑
i

feqi ,

ρu �∑
i

eif
eq
i ,

P � ρc2s .

(5)

According to the isotropic constraints, we can get the
following:
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∑
i

feqi eixeiy � ρuxuy + Pδxy

� ρuxuy +
1
3
ρδxy,

(6)

where δXY is the croceck function. Based on Chapman
Enskog, the distribution function and momentum tensor
can be extended to:

fi ≈ f
eq
i + εf(1)i + ε2f(2)i ,

∏
xy

≈∏
(0)

xy

+∏
(1)

xy

.
(7)

By solving the primary moment of velocity, the mo-
mentum tensor of equilibrium state π XY (0) and the
momentum tensor of non-equilibrium state π XY are
solved.

(1) It can be calculated by the following formula

∏
(0)

xy

∑
i

eixeiyf
eq
i � Pδxy + ρuxuy,∏

(1)

xy

∑
i

eixeiy 1 −
1
2τ

( )f(1)i .

(8)

For non-Newtonian �uids such as Herschel Bulkley
�uid, the formula for the strain rate tensor sxy is as
follows:

Sxy � −
1

2ρτe2s
∑
i

eixeiyf
(1)
i . (9)

�e relationship between dynamic viscosity relaxation
time τ and density ρ is:

μ � ρ]

�
(2τ − 1)ρ

6
.

(10)

3.2. Flow Simulation in the Extrusion Process of Slurry Direct
Writing. Path planning is a basic problem in 3D printing. At
present, there has been a lot of work on this problem. �e
commonly used path planning algorithms include zig-zag
scanning algorithm, contour parallel line algorithm, space-
�lling curve algorithm, and so on. Due to the angle between
themodel surface and the printing direction in the process of
3D printing, the zig-zag scanning algorithm is easy to
produce under�ll or over�ll errors, which will a�ect the
printing accuracy.�e contour parallel line algorithm avoids
the problem of printing accuracy by calculating a series of
equidistant lines parallel to the contour. However, when the
shape is complex, there will be too many empty strokes
between parallel contour lines. �e space-�lling curve has
attracted more attention because of its continuity, such as
the continuous Fermat curve �lling algorithm.

�e two-scale modeling tool proposed in this study
carries out large-scale parametric design through lofting and
obtains the basic geometry of the object It can reduce the
amount of surface data and ensure the continuity of the
surface.

Take section Y-Z as the analysis surface. According to the
actual rotation, it can be seen that the speed should only be
set on the upper surface and the speed direction is parallel to
the Z axis. �e speed in the remaining three directions is set
to 0. According to Table 1, the width and depth of the screw
groove are all 4mm, and the lattice number is 120 in nu-
merical simulation× 120, the speed of screw n� 45 r/min. As
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Figure 5: Schematic diagram of the process of 3D printing ceramic molding.
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LBM is a dimensionless method, dimension conversion is
needed when the actual simulation analysis is carried out.
Here, Reynolds number Re is used as the criterion number,
and then the conversion process can be realized by com-
bining similar criteria. +e streamlined diagram can be
obtained by numerical analysis. +e upper side of the cross-
section flow area is the inner wall of the outer cylinder of the
screw, and the left and right sides are respectively two wall
surfaces of the screw groove, and the lower side corresponds
to the outer wall of the screw rod core. +e center of the flow
field is near (2mm, 2.7mm). From the position, it is closer to
the inner wall of the outer cylinder of the screw rod, and
there is bidirectional flow in the depth direction of the screw
groove. +e whole flow is carried out in circulation. +ere is
no obvious flow in the lower left and right corners. In the
later optimization of the structure, the angle between the
screw edge and the rod core can be increased rather than the
current vertical welding.

+e distribution of velocity component V in different
directions is given respectively. +e comparison is made
when the depth of different screw grooves and width of the
slot is taken. Combining the two figures, it can be found
that the velocity component V is basically 0 in the middle
of the channel. As it approaches the edge of the screw, the
speed changes gradually. Due to the different depth of the
spiral groove, the velocity component V is also signifi-
cantly different. +e maximum value of V appears in the
center of the flow field and is smaller when it is close to the
boundary.

+e distribution of velocity component u in different
directions is given, respectively. +e comparison is made
between the different depths of the screw groove and the
width of the slot. Combining the two graphs, it can be found
that the velocity component u is close to 0 near the wall of
the screw edge. When the velocity is gradually away, the
velocity changes gradually, and the corresponding velocity is
different with different groove depths, +e closer the inner
wall of the outer cylinder of the screw, the greater the ve-
locity component U.

+e concept of slurry direct writing molding technology
was first proposed by Cesarano et al. +is technology carries
out the pre-design of graphics through computer-aided
manufacturing, and the computer controls the movement of
the slurry conveying device installed on the z-axis on theX-Y
platform to obtain the required graphics. After the first layer
is formed, the z-axis rises to an appropriate height, and the
structure of the first layer is formed on the basis of the first
layer. +rough repeated superposition and the addition of
materials, a fine three-dimensional structure is finally ob-
tained. Slurry direct writing technology appeared earlier and
began to be called robocasting. It was not included in the
category of 3D printing until recent years. +erefore, it is
called a new 3D printing technology.

In the traditional slurry direct writing process, the ex-
trusion part adopts the needle barrel structure, which re-
alizes the extrusionmovement in the form of pump pressure.
In addition to this extrusion method, screw extrusion, as an
effective transportation extrusion method, is widely used in
food processing, polymer materials, and mechanical fields. It
is proposed to use screw extrusion to replace the common
needle barrel structure.

As an effective transportation extrusion method, screw
extrusion is widely used in food processing, polymer ma-
terials, and mechanical fields. Domain screw extrusion is
plastic. It carries out solid transportation, compaction,
melting, shear mixing, and extrusion of a plastic through
external power transmission and heat transfer of external
heating elements. +e needle cylinder structure realizes
extrusion movement in the form of pump pressure.

Aiming at the 3D printing technology of slurry direct
writing ceramic, a screw structure instead of a needle barrel
extrusion structure is proposed [14]. +e formula of pho-
tosensitive resin paste is shown in Table 1. LBM is used to
replace the traditional finite element method. +e flow of
ceramic slurry in the screw groove is analyzed, which en-
sures the stability of the numerical simulation process. +e
following conclusions can be obtained: (1) It is found by
viscosity test and the ceramic slurry involved belongs to a
typical shear thinning non-Newtonian fluid. (2)+rough the
rational application of LBM, the numerical solution is
successfully obtained, which further widens the effective
application of LB in the field of engineering application; (3)
According to the obtained figure, the flow of ceramic slurry
in the cross-section presents the characteristics of circula-
tion, and the streamline diagram can be used to judge the
effective flow area of ceramic slurry in the screw groove, and
there is no obvious flow in the left and right lower corners of
the cross-section; (4) In order to enhance the flow of ceramic
slurry, the rotating speed can be appropriately increased and
the groove width of the screw can be widened [15].

After mapping the two closed contour curves Cupper
and Clower entered by the user to the z=H plane and z= 0
plane in the world coordinate system, calculate the leftmost
and rightmost endpoints of the two curves in the x-axis
direction, respectively, and align Cupper and Clower based
on the midpoint of the endpoint line. Please note that this
tool not only supports users to draw contours directly based
on spline curves but also supports users to load images with
curves. +e system will automatically extract continuous
pixels in the image and generate contour curves. +e large-
scale modeling process of this study is as follows: based on
the lofting technology, the interpolation operation is carried
out between Cupper and Clower to generate multiple in-
termediate sections [16], and then the control line is used to
adjust the current surface shape. For the model with support,
because removing the support after printing will damage the

Table 1: Formulation of photosensitive resin paste.

Reagent PEG ACMO PPTTA TPO HQ Findan orange G BYK
Mass fraction 30 28 37.99 1 1 0.01 2

Mobile Information Systems 7



surface of the model, in order to ensure support-free
printing, it is necessary to correct the model without support
to ensure that the model will not have an area with too large
inclination. At the same time, in order to avoid the collision
between the printer nozzle and the printing model, the
height di�erence between the highest point and the lowest
point of the model on the same printing layer shall not
exceed the length of the printer nozzle. See Table 2 for
printing parameters. (Algorithm 1)

3.3. Ceramic 3D Printing Manufacturing Constraints.
First, the suspension structure of the part is identi�ed and
segmented; then the three-dimensional model of the sus-
pension structure is transformed by spatial rotation; after-
ward, the rotating structure is sliced; and then the slicing
code is rotated reversely to the original position. Finally the
transformed code is coupled. �is method has the advan-
tages of low algorithm complexity, high integration, and
strong expansibility. It has universal applicability in the
�elds of biological 3D printing, light curing 3D printing, and
so on.

In this study, an extruded ceramic 3D printer based on
clay is used. In view of the particularity of clay materials,
three manufacturing constraints are mainly considered in
the modeling process (1) Support free constraint in the
ceramic 3D printing process. For the part of the model
whose inclination is greater than the threshold, if the support
structure is not added, it is easy to collapse in the printing
process [17]. �erefore, this study proposes a support-free
algorithm, which realizes support-free printing by locally
adjusting the inclination of the model, avoids the damage to
the model surface caused by removing the support, and
improves the printing quality of themodel. (2) Collision-free
constraint between printer nozzle and model. Ceramic 3D

printing requires that the maximum height di�erence of
each layer of the printing path in the z-axis direction should
not exceed the length of the printer nozzle, otherwise there
will be a collision between the printingmodel and the printer
nozzle, resulting in printing failure. In this study, the height
di�erence threshold is set in the horizontal control line
adjustment to ensure that the height di�erence of each layer
in the printing path is not greater than the length of the
printer nozzle [18]. (3) Single continuous print path con-
straint. Clay is a �uid material with strong viscosity. When
there is an empty stroke of moving the nozzle in the process
of model printing, the strong adhesion between the newly
extruded clay and the previously printed model will lead to
model deformation and even printing failure [19].

We carried out the inclination test experiment, with
inclination angles of 45°, 50°, and 55°, respectively. It can be
seen that when the layer thickness is 0.25mm, the physical
quality of the printed models under the three dip angles is
good. After measurement, the error between the actual
physical dip angles of the three models and the original
digital model is small and can be ignored. However, when
the layer thickness is 1.0mm, the upper half of the model has
obvious outward convex deformation under the inclination
of 50°, while the upper half of the model collapses under the
inclination of 55°, and the actual physical model under the
inclination of 45° is similar to the original digital model. To
sum up, 45° inclination can ensure the reliable printing of the
model, so this study takes 45° as the maximum safety angle
threshold of the model relative to the vertical direction, as
shown in Table 3.

3.4. Small ScaleModeling Based on Periodic Parameter Curve.
Lofting surface generation based on large-scale modeling
can only control the shape of the model microscopically, and

Table 2: Printing parameters.

Brightness Delaminating thickness Exposure inch same (s) Base layer monolayer exposure time (s) Light intensity
65 25 um 2 15 20
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Figure 6: 3D printing work�ow.
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can not generate a model with rich geometric details.
+erefore, this study controls the shape of the model by
embedding various periodic parameter curves in the current
surface parameter space. In this study, the directions of any
two corresponding points in Cupper and Clower and the
interpolation points between them are abstracted as y di-
rection, and the directions of points located in the same
section layer are abstracted as X direction. Select the periodic
parameter curve in the X direction and Y direction respec-
tively for embedding, that is, the connecting line between two
points in these two directions is replaced by the periodic
parameter curve. From left to right, the three models are
embedding triangular wave curve in X direction, embedding
triangular wave curve in Y direction, and embedding trian-
gular wave curve in two directions at the same time, and
multiplying the function values of the two directions. By
adjusting the period of the periodic parameter curve (the
number of sampling points in a period) and the amplitude of
the curve, rich and detailed geometric textures can be gen-
erated on the surface of the model in this study, the amplitude
direction is the normal direction of the surface [20].

For models with rich geometric details, the geometric
texture is usually used for modeling. Bhat et al. proposed a
sample-based geometric texture synthesis method, estab-
lished the corresponding relationship between the sample
model and the target model through training, and migrated
the sample geometric texture to the target model according
to the direction field given by the user.

Without considering small-scale modeling, embed-
ding periodic curves directly on Cupper and Clower, and

generating base note based on lofting, then adjusting the
vertical direction control line to further adjust the shape
of the model, the generated model can also present a
certain scale geometric texture feature. +e cupper and
follower of the model are petal curves with the shape of the
lower left corner. However, the texture generation based
on this method depends on the manual adjustment of
control lines, the more fine the texture adjustment is, the
more complex the texture adjustment is, and the con-
sistency of curve period and amplitude cannot be guar-
anteed. +e periodic curves embedded in the top and
bottom surfaces are the same as those. After large-scale
modeling, triangle wave functions with periods of 10 and 2
and amplitude of 2 are embedded in the transverse and
vertical directions respectively. It is obvious that the
resulting geometric texture is more abundant and detailed
than the large-scale modeling based on the sample
placement.

In this study, three periodic curves, sinusoidal func-
tion wave, triangle wave, and square wave are provided for
the user to choose. In this study, the sampling points on
the contour line of the periodic curve to be inserted are
discretely expressed as the value of independent variables.

A periodic function is a function whose value can be
repeated after a certain period on any independent variable.
For the function y� f (x), if there is a constant t that is not
zero, so that f (x+T)� f (x) is true when x takes every value
in the definition field, then the function y� f (x) is called a
periodic function, and the constant t that is not zero is called
the period of the function.

Input: Upper top surface contour curve cupper, lower bottom surface contour curve Clower, model height H
Output: G-code file that can be used for 3D printing of ceramics.
Step 1. Make equidistant sampling on Cupper and Clower to generate the same number of sampling point sets Cupper and Clower,
and establish one-to-one correspondence based on the drawing order
Step 2. Linear interpolation is made between Cupper and Clower to generate sampling points in the middle section
Step 3. Under the constraint of ceramic 3D printing manufacturing, adjust the control line and recalculate the coordinates of
sampling points on the current surface
Step 4. Select the periodic curve to be embedded into the horizontal and vertical directions in the current parameter space, and adjust
the curve period and amplitude to generate geometric texture
Step 5. +e sampling points on each section are connected layer by layer in a spiral way to generate a printing path
Step 6. Generate G-code files that can be used for 3D printing of ceramics (see Figure 6).

ALGORITHM 1: Two-scale lofting surface modeling algorithm.

Table 3: Analysis and comparison of advantages and disadvantages of 3D printing materials.

Material name Advantages Shortcomings

ABS
PLASTICS

(1) It has excellent mechanical properties and excellent pullout
strength (1) Printing a large area of products is easy to raise

(2) Easier to remove support (2) +e platform needs to be heated to
80°C≤ 120°C

PLA PLASTIC

(1) Biodegradable materials, environmental protection (1) It is not easy to remove support
(2) +e printing product has a high gloss (2) +e impact resistance is relatively low
(3) Good liquidity, printing is not easy to crack
(4) It is not easy to print a large area of products
(5) +e printing process has no odor
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4. Result Analysis and Discussion

Rapid and effective data processing can effectively improve
the accuracy and strength of formed parts and the
manufacturing efficiency of the equipment. (1) +e analysis
and processing technology of STL files in ASCII plain code
and binary format, and the realization of core functions by
Java programming language; (2) Based on STL file visuali-
zation, the topological relationship of common edges be-
tween two triangular patches, the support algorithm based on
the topological relationship of triangular patch coordinate
points and triangular patch meshing, and the advantages of
feature region method and discrete identification method are

combined to realize the generation of the support structure of
STL 3Dmodel from any perspective, And the time of support
generation is greatly shortened, as shown in Table 4.

+e algorithm is implemented by c++. +e operating
environment is 4 core intel core i5 CPU, 2.5GHz main
frequency, and 8GB memory. Using the ceramic 3D printer
cerambot plus print model, the printer has a shaping size of
180mm (width)× 190mm (deep).+e minimum thickness
is 0.25mm, the maximum layer thickness is 1.0mm, and the
line width is 3.0mm.+e length of the nozzle of the ceramic
3D printer used in this experiment is 30.0mm. +e 3D
printing technology of ceramic is based on the direct writing
technology of fluid slurry. +e technology makes the model
at room temperature. +is tool provides the user with an
interactive interface, which can directly set the actual
physical height of the model and the actual physical size
corresponding to the current canvas edge length. In the
process of 3D printing file generation, the sampling points
and interpolation points on the top, bottom, and middle
section layer are taken as the moving positions of printer
nozzles; +en calculate the moving speed and extrusion
amount of the printer nozzle at each position, and connect
all points in spiral way layer by layer to generate the final

Table 4: Data of different model.

Model name Area (cm2) Mass (g) Specific surface area (cm2/g) Results of the program
Lattice structure 332.72 10.32 32.24 Better
Cellular structure 312.33 19.68 15.87 General

Table 5: Formulation of ceramic slurry.

Material Content (wt. %) Content (vol. %)
Si1N4 powder 56.0 30.2
Yttium-aluminium-ganmen owder 6.2 2.3
Distilled water 24.9 42.8
Ethylene glycol 4.4 6.8
Dispersant (polyacrylic and carboxylic acid) 0.2 0.3
Ethanol 7.2 15.7
Lmsorganic binder 0.7 1.1
Deflocculant 0.4 0.8

Table 6: 3D printing method classification and comparison.

3D Printing technique Strategy Relative cost Production
time Advantages Disadvantages

Extrusion
Ceramic paste with
polymer binder and

plasticizer
Low—moderate Slow

Straightforward process.
Flexible in porous scaffolds or

dense structures
Limited resolution

Binder jetting Ceramic powder bed
and polymer binder Moderate -high Moderate/

fast

Great for larger, porous
ceramic structures. Requires

few sacrificial materials

Challenging for very
dense ceramics

Material jetting Ceramic-suspended
droplets on substrate Low—moderate Slow/

moderate
Beneficial for small models.
Creates smooth surfaces

Difficult for large
models

Ceramic powder bed
with laser High Fast Flexible in porous scaffolds or

dense structures

Distortion and
warping leading to

microcracks
Vat
photopolymerization

Ceramic dispersed in
photosensitive resin Moderate Moderate/

fast
Precise. Creates smooth

surfaces
Requires extensive
post-processing
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printing path and model G-code file, and the corresponding
physical printing results. In this study, the method of Zhong
and others is used in calculating the extrusion amount of
clay. In order to ensure the single continuity of the printing
path, for the model with a height difference in Z direction,
this study calculates and adjusts the extrusion amount of
ceramsite in real-time according to the distance change of Z
direction of the sampling point, realizes the printing path
with variable layer thickness, ensures the consistency of
material volume per unit height of the path, and eliminates
the step effect on the surface of the model Chen et al. In
modeling and printing thin-walled shell, in order to mini-
mize the step effect in the printing process, a modeling
printing method combining multi-axis 3D printing tech-
nology and variable thickness surface slice technology is
proposed. +e work also generates a printing path with
variable layer thickness, but it needs to be realized by multi-
axis 3D printing technology. In this study, three groups of
curves are drawn for the experiment. +e results of sintering
are printed according to the model. For the model generated
by large-scale modeling based on lofting and the model with
the texture generated based on the small-scale modeling, the
printing time of the latter is 10–20 s longer than that of the
former. Tables 5 and 6 analyze and compare the advantages
and disadvantages of 3D printing materials to facilitate the
selection of printing materials. +e model and other models
with texture are consistent in size and sampling point
number.

5. Conclusion

In this study, a two-scale user interactive modeling and
manufacturing tool based on Lofting surface is proposed
for 3D printing of ceramics. +e user can model and
manufacture lofting surfaces with small-scale geometric
textures. +e print file can ensure a single continuous and
unsupported print path, and avoid the collision between
the printer nozzle and the print model. +e experimental
results show that the tool has high freedom and high ef-
ficiency, and the generated print file can be directly used in
the ceramic model manufacturing of a 3D printer based on
ceramic clay.

However, the method does not consider the influence of
gravity in the modeling process. When the amplitude of the
periodic function is too large, the drooping of the print path
and even the collapse of the model may occur, which results
in the difference between the physical model actually printed
and the digital model presented in modeling. In addition,
because the model with inclination exceeding the threshold
can be optimized without support, it is impossible to model
and manufacture the model with a larger inclination angle,
and also can not model and manufacture the model with the
height difference in Z direction greater than the length of
printer nozzle. Finally, the volume of the ceramic 3D
printing clay model will shrink by 10%–20% after sintering
at high temperature. Hence, it can be explored in the future if
the actual physical manufacturing results of the model can
be predicted and the compensation optimization can be
carried out in the future.
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For English courses, the interaction between teachers and students in the classroom teaching process has a crucial impact on the
improvement of classroom teaching e�ects, and through real-time supervision of students’ classroom learning status, students’
learning dynamics and learning e�ects can be grasped in time. For this reason, this paper proposes a learning state semisupervised
learning method and real-time state monitoring system based on a clustering algorithm and a self-training SVM classi�cation
algorithm. At the same time, combined with the reform of English classroom teaching, the teaching e�ect can be improved to the
greatest extent through the supervision of students’ learning state. �e experimental results show that monitoring the primary
school English classroom teaching quality subject and providing skill training can help the primary school English classroom
teaching quality subject predict the possible situation in the monitoring and prepare in advance in terms of thinking and skill
teaching. Schools can urge primary school English classroom teaching quality monitoring subjects to have basic monitoring
knowledge literacy, monitoring ability literacy, and monitoring moral literacy through primary school English classroom teaching
quality monitoring knowledge training, skill training, and moral training. On the basis, the main body of primary school English
classroom teaching quality monitoring can give full play to the role of the main body of monitoring when it organizes and
implements monitoring. It is proved that real-time supervision of students’ status can e�ectively improve the e�ect of English
classroom teaching.

1. Introduction

As China’s education continues to deepen, the new curric-
ulum adapts to the new needs of the traditional curriculum
and curriculum. As part of the revision of the new curriculum,
it is possible to gradually establish the important role of
students in the curriculum by gradually changing the pre-
sentation standards of the curriculum. Education is thus
motivating and encouraging students to learn [1]. Let the
students’ learning process in class and after class change into a
knowledge exploration process in which students constantly
ask questions and teachers help students solve problems. At
the same time, select appropriate teaching methods for dif-
ferent course learning contents, so as to make students’
learning activities richer and personalized. In this process, the
real-time supervision of students’ learning state is directly
related to the improvement of classroom teaching e�ect, and

it is also an important content of classroom management [2].
�e classroom management under the new curriculum re-
form is to let teachers use modern educational ideas to
continuously optimize the content and result system of
classroom teaching, maximize the enthusiasm and initiative
of students in classroom learning, give full play to the role of
classroom teaching time, and complete the objectives and
tasks of classroom teaching more e�ciently and with higher
quality [3]. �erefore, the key and main purpose of classroom
management is to gradually improve the quality, e�ect, and
e�ciency of teachers’ classroom teaching. Classroom teaching
without classroom management is impossible. Classroom
management must supervise students’ learning state in real
time and master students’ learning state in time. �erefore,
this paper focuses on how to better improve the e�ect of
English classroom teaching by combining semisupervised
learning method and real-time state detection system [4].
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2. Literature Review

Dharmawati believes that the definition of “teaching quality”
is influenced by the concept of education and can be divided
into static concept and dynamic concept. Some scholars
define this concept as static and define teaching quality as the
sum of all characteristics that can be used to distinguish
whether it meets the specified “target.” It is owned by both
the teaching process and the teaching effect [5]. Phoeun and
Sengsri believe that the definition of this concept reflects its
dynamics and that teaching quality is the overall structure of
talent training specifications, an inexhaustible development
system, a general effect of school education and teaching
management, and a dynamic generation process of con-
tinuous development [6]. Kurdi and Archambault believe
that since this study will expand to “primary school English
classroom teaching quality” on the basis of “teaching
quality,” the definition of this concept by previous scholars is
conducive to increasing the reliability of the concept of
primary school English classroom teaching quality moni-
toring sorted out by the author [7].

Alsahli believes that, due to the lack of research on
English teaching quality monitoring in primary school, no
completely relevant research results have been found.
However, the author believes that English teaching quality
monitoring in college and English classroom teaching
quality monitoring in primary school have disciplinary
commonality, so he tries to seek reference from the re-
search results of English teaching quality monitoring in
colleges and universities [8]. Ekstedt et al. believe that
English, as an important part of college education, has
received great attention in recent years. Some scholars have
proposed to build a people-oriented teaching process
quality monitoring system by establishing a college English
teaching resource monitoring system and a teaching
process monitoring system. It is proposed that the estab-
lishment of a scientific student quality evaluation system
and the realization of teaching evaluation activities must be
multiangle, the teachers’ teaching evaluation consciousness
and theoretical level must be improved, and the members
of the evaluation team should carefully design the form of
praise teaching activities [9]. Saienko and Chugai call for
the establishment of a good English language college
management system by establishing a quality English
language program based on good English, good English
teaching, and teaching English, that is, quality assurance,
good English language inspections record work perfor-
mance, rewards, and penalties. *ese strategies and pro-
cedures for improving English language proficiency
management in colleges are important in this study for
developing strategies to improve English language arts
management to be good in elementary schools [10].

Jitjumnong and Suksakulchai believe that total quality
management is an important theoretical basis for teaching
quality monitoring. It is a way to manage long-term success
based on performance, total participation, customer satis-
faction, and benefits for all members of the organization and
people. It was started by General Electric of the United

States, and other industrialized nations have entered a new
phase in the development of efficient management systems,
including the implementation of sound management sys-
tems and improvements of their own qualities and char-
acteristics [11]. Payant and Bell believe that total quality
management refers to a quality management method for an
organization to continuously improve product quality,
mobilize all personnel to comprehensively use modern
scientific management technology to conduct the whole
process and comprehensive and systematic management of
various factors affecting quality, and finally ensure that the
products provided satisfy consumers [12]. Pan believes that
emphasizing the overall situation and systematic viewpoint
is a prominent feature of the total quality management
system, which requires that the product quality should not
only satisfy users, but also be conducive to the overall de-
velopment of society [13].

3. Semisupervised Learning Algorithm

3.1. Semisupervised Learning and Clustering Algorithm.
Semisupervised learning algorithm combines the learning
concepts of supervised algorithm and unsupervised algo-
rithm, as shown in Figure 1. Generally processed data sets
are as follows:

X � x1, y1( 􏼁, x2, y2( 􏼁, . . . , xl, yl( 􏼁, xl+1, . . . , xn􏼈 􏼉,

xi ∈ R
D

, yi ∈ 1, 2, . . . , c{ }.
(1)

It includes the first i labeled samples and the last n− l
unlabeled samples. Its purpose is to label unlabeled samples
by finding reliable internal structure information in labeled
samples and then train a better classifier or regression system
through the expanded labeled sample training set. *e
learning process is shown in Figure 2.

In the traditional classification algorithm, the classifi-
cation process mainly follows the labeled information of
training samples to establish the classification model, while
the semisupervised classification algorithm pays more at-
tention to the global structure implied in a large number of
unlabeled samples to optimize the classifier. Previously,
unlabeled samples were difficult to introduce into learning
algorithms (such as feedforward neural network) until
someone explained the value of unlabeled samples and
integrated semisupervised algorithm into classification al-
gorithm to mine the structure information of the whole
sample from unlabeled samples and avoid the classification
model falling into local minimum. *en it is proved that
unlabeled samples can affect the performance of the classifier
in the classification process [14], as shown in Figure 3.

Self-training: as a semisupervised learning algorithm
with more research, this algorithm first uses a small number
of labeled samples to train the classifier, then uses the
classifier to predict the unlabeled samples, adds the high
confidence results to the training samples, and then re-
peatedly trains the classifier. In fact, the classifier uses its own
prediction results to improve itself. At present, it has been
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applied in natural language processing, word sense disam-
biguation, image recognition, and other fields.

3.2. Semisupervised Learning Algorithm Based on SVM.
Advantages of SVM algorithm are as follows:

(1) It can solve the classification and regression prob-
lems of high-dimensional features.

(2) *e final result of the model does not need to depend
on the entire sample, but only on the support vector.

(3) *ere are well-researched kernel techniques that can
be used to deal with linearly inseparable problems.

(4) *e sample size is moderately small and has a good
effect, with a little generalization ability and
robustness.

For the traditional SVM optimization problem, the
training set contains i samples:

xi, yi( 􏼁, i � 1, . . . , l, (2)

where xi ∈ Rn and the classification hyperplane constructed
by SVM is wx + b � 0.*rough transformation, the problem
can be transformed into an original optimization problem:

minw,b,ηC 􏽘
l

i�1
ηi +

1
2
‖w‖

2
,

s.t.yi w · xi − b( 􏼁 + ηi ≥ 1,

ηi ≥ 0, i � 1, . . . , l.

(3)

Add unmarked data at this time:

xj, j � l + 1, . . . , l + k. (4)

*e semisupervised SVM optimization problem can be
described as follows:

minw,b,η,ξ,zC 􏽘
l

i�1
ηi + 􏽘

l+k

j�l+1
min ξi, zj􏼐 􏼑⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦ +‖w‖,

s.t.yi w · xi − b( 􏼁 + ηi ≥ 1, ηi ≥ 0, i � 1, . . . , l;

w · xi − b + ξj ≥ 1, ξj ≥ 0, j � l + 1, ..., l + k;

− w · xi − b( 􏼁 + zj ≥ 1, zj ≥ 0.

(5)

*e second and third inequalities constrain the class of 1
and −1, respectively. *e objective function represents the
minimum value of computational error classification, and
the programming problem can be solved by integer
programming.

minw,b,η,ξ,zC 􏽘
l

i�1
ηi + 􏽘

l+k

j�l+1
min ξi, zj􏼐 􏼑⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦ +‖w‖,

s.t.yi w · xi − b( 􏼁 + ηi ≥ 1, ηi ≥ 0, i � 1, . . . , l;

w · xi − b + ξj + M 1 − dj􏼐 􏼑≥ 1, ξj ≥ 0, j � l + 1, . . . , l + k;

− w · xi − b( 􏼁 + zj + Mdj ≥ 1, zj ≥ 0; dj � 0, 1{ }.

(6)

*e problem with this method is that the amount of
calculation will increase rapidly with the increase of unla-
beled samples. *erefore, some researchers have trans-
formed the original nonlinear programming optimization
problem into iterative optimization problem through each
iteration of linear programming, but the effect is limited.

3.3. Semisupervised SVM Classification Algorithm Based on
Collaborative Training

3.3.1. Standard Cooperative Training Algorithm.
Specifically, the training set meets the following two con-
ditions: (1) Each attribute set contains enough information
to establish the structural model of the system; that is, each
attribute set can train a strong learner independently, and
the learner itself has high generalization ability; (2) when a
tag is given, each attribute set condition is independent of
another attribute set, which is often difficult to achieve in the
actual process [15]. *en, in the process of collaborative
training, each classifier screens several unlabeled samples
with high prediction confidence and adds them to another
tag set to provide update conditions for each other. *e
specific steps of the algorithm are shown in Figure 4.

Unlabeled sample Tag samples

Unsupervised 
learning 
algorithm

Semi-supervised 
learning 
algorithm

�ere are 
supervised 

learning 
algorithms

Figure 1: Schematic diagram of semisupervised learning
algorithm.

Tag samples Unlabeled 
sample �e test sample

A semi-supervised 
learning process

classifier

�e classification 
results

Figure 2: Process of semisupervised learning algorithm.
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*is algorithm has attracted the attention of many re-
searchers since it was proposed. However, in practical
problems, it is often difficult to directly obtain two fully
redundant views from the original data. In this algorithm,
unlabeled samples are classified by two different SVM
classifiers, and the samples with high classification reliability
are added to the labeled samples, so as to expand the labeled
sample size.

3.3.2. Semisupervised Support Vector Machine Classification
Algorithm. *e main purpose of the SVM classifier is to
prepare the low-dimensional data model to enter the high-
dimensional feature model according to some nonlinear
relationship and assume that it still can be divided into
separate models in the high-section space. *e distribution
problem is solved by the distribution of the small area and
then the high area [16]. *e topology of SVM is shown in
Figure 5. n is the input data dimension, K is the kernel
function, and n is the number of support vectors.

Given a dataset:

xi, yi|i � 1, 2, . . . , N􏼈 􏼉. (7)

xi ∈ Rd is the difference of the individual, yi ∈ +1, −1{ } is
the difference of the individual (data set), and N is the
magnitude of the training pattern. When dividing binary
classification problems linearly, the following model can be
used to define hyperplane f(x)� 0 to divide data:

f(x) � 􏽘
N

i�1
w · xi + b � 0, (8)

where w is the weight matrix and b is the bias factor, N is the
training sample size. *e following constraints are then used
to determine the location of the classification hyperplane:

yi w · xi + b( 􏼁≥ 1, i � 1, 2, . . . , N. (9)

*e positive relaxation variable ξi is defined to calculate
the distance between the boundary and the misclassification
vector xi, w is the weight matrix, and the b is the bias factor.
*en the optimal classification hyperplane can be obtained
through the following optimization problems:

min
1
2
‖w‖

2
+ C 􏽘

l

i�1
ξi, i � 1, 2, . . . , N,

s.t.
w · xi − b( 􏼁≥ 1 − ξi,

ξi ≥ 0.

⎧⎨

⎩

(10)

Here, C is the offense. By including the negative Lagrange
multiplier αi, the above model can be converted to a quadratic
optimization rule, which can be defined as follows:

max L(α) � 􏽘
N

i�1
αi −

1
2

􏽘

N

i,j�1
αiαjyiyjK xi, xj􏼐 􏼑,

s.t. 􏽘
N

i,j�1
αiyj � 0, 0≤ αi ≤C, i � 1, 2, . . . , N.

(11)

For linear classification problems,

K x · xi( 􏼁 � x · xi. (12)

Mark sample 
set 1

Learning the 
h1

High 
confidence 

sample

Mark sample 
set 2

Learning the 
h2

High 
confidence 

sample

Figure 4: Standard cooperative training algorithm.
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Y

Figure 5: Topology of SVM.

�ere are supervised 
classification algorithm 

classification bounds

Classification bounds 
for semi-supervised 
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Tag samples
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Figure 3: Effect of unlabeled samples.
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*e training sample with nonzero weight αi is called
support vector, so the decision function of SVM is defined as
follows:

f(x) � sign 􏽘
N

i�1
αiyiK x · xi( 􏼁 + b⎛⎝ ⎞⎠. (13)

*e advantage of using kernel function is that the kernel
function replaces the spatial internal multiplication of a
high-dimensional function, which drastically reduces the
number and complexity of calculations. Classical kernel
functions include linear kernel functions, polynomial kernel
functions, Gaussian radial basic kernel functions, and S-
shaped kernel functions. Each kernel function has its own
unique characteristics [17]. *e Gaussian radial root func-
tion (RBF) used in this form is widely used in parametric
computing due to its excellent effect and strength. RBF
format is as follows:

K x · xi( 􏼁 � exp −c x − xi

����
����
2

􏼒 􏼓, (14)

where

c �
1
2
σ2. (15)

σ is the width parameter in RBF. According to the
experience of previous researchers, the main content of
SVM design is to select the appropriate kernel function and
kernel parameters. However, some researchers believe that
the key factors affecting the performance of SVM compared
to the mode of action of the tablets are the nontablets and
the penalties C. *us then, it is necessary to select the model
that fits the specific model of SVM. Take advantage of SVM.
In this chapter, two different SVM classifiers are defined
using different values. It is able to calculate the constraints
of an SVM classifier by the genetic algorithm and deter-
mine the value of the measure according to the specified
parameters.

In the implementation of the algorithm, we must ensure
that h1 and h2 are two different classifiers; otherwise the
collaborative algorithm will be transformed into a self-
training algorithm, which will lead to the two classifiers
having the same misclassification result for the same sample,
and this result will deteriorate with the iteration, and the
subsequent classifier will be updated. *erefore, in this
paper, according to the characteristics of SVM, we adjust the
parameters of two SVM classifiers to obtain the difference
between classifiers. In h1, we use the default parameter value,
and in h2, we use genetic algorithm to optimize the pa-
rameter value. As mentioned above, the parameters in SVM
have a very important impact on the performance of the
learner, so we can think that we have selected two different
learners by selecting two different parameters.

For the classification reliability problem, it is intuitively
believed that if the two classifiers trained by L have the same
prediction results for the same unlabeled sample, the result
will have higher classification reliability. *erefore, this la-
beled result can be added to L to expand the training labeled
sample set [15].

4. Design of Real-Time Condition
Monitoring System

4.1. Platform Software. *e system developed is a real-time
condition monitoring system for track circuit. It is an ap-
plication based on C/S architecture. An important feature of
the application is that it can provide users with an easy-to-
use user environment. In addition, it requires developers to
write programs in a development environment with friendly
interface, easy operation, and easy understanding. Based on
the above considerations, C++ Builder 5.0 is selected. C++
Builder provides powerful database application develop-
ment functions and database auxiliary tools. *rough these
components, you can access large databases such as Oracle
and SQL server. Using these component tools, developers
can quickly and with high quality develop applications based
on C/S architecture. And there are more than twenty kinds
of components on the Internet component board of C++
Builder. Users can use them to create almost all common
Internet applications.

4.2. Overall System Architecture

4.2.1. Software Structure. *e overall software structure of
the system is shown in Figure 6.

As can be seen from Figure 6, the monitoring system
carries out real-time data communication with each board of
the lower computer through the serial bus. On the one hand,
it receives the real-time data transmitted by the lower
computer; on the other hand, the upper computer appli-
cation program can send instructions to the lower computer
to change the working state and mode of the lower com-
puter. At the same time, the real-time data information
collected by the upper computer application and the relevant
information of the application itself are stored in the da-
tabase server, and users can query, update, and delete this
information.

4.2.2. System Software Function Module Diagram. *e di-
vision of functional modules is an important part of system
design. Its key task is to divide a system into several sub-
systems according to the objective requirements of function
or logic. After the division, each subsystem can be inde-
pendent as far as possible and has universality in some
aspects, in order to expand and modify the system in the
future. Its functional modules are shown in Figure 7.

4.3. Design and Key Technology of Each Functional Module of
the System

4.3.1. Communication Module. *e communication mode
between the system and the lower computer acquisition
device is serial communication. Serial communication is that
data is transmitted bit by bit through a transmission line.*e
advantages of serial communication are long transmission
distance and strong anti-interference ability. Serial com-
munication can be divided into three transmission modes
according to the direction of data flow: simplex, half-duplex,
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and full duplex. Simplex data transmission is one-way. One
party is fixed as the sending end and the other is fixed as the
receiving end. Half-duplex communication uses a trans-
mission line, which can send and receive data but can not
send and receive data at the same time. At any time, only one
party can send data and the other party can receive data. *e
main function of the communication module is to set
various communication parameters of the serial port to
adjust the communication state. *ese parameters include
port number, baud rate, data bit, and checksum stop bit [18].

4.3.2. Password Management Module. Because the system
has strict requirements for operation, in order to prevent
improper operation caused by users who are not authorized
or have low access to some functions of the system, when
users use some functions of the system, they need to enter a
password, and the system will verify whether the user’s
permission is legal. *e system divides user passwords into
three levels. *ey are debugging password, maintenance
engineer password, and exit password. *e debug password
level is the highest and the exit password level is the lowest.
For example, threshold setting requires the highest level of
permission, while the lowest level of permission can be used
when exiting the system. *e password management
flowchart is shown in Figure 8.

4.3.3. Name Management Module. In order to enable users
to modify the display mode of the lower computer name in
the system according to different usage habits and in dif-
ferent environments, it is necessary to modify and manage
the lower computer name. *e flowchart of this module is
shown in Figure 9.

4.3.4. Database Management Module. Database manage-
ment module is a platform to realize these functions. Its
function is mainly divided into two parts: first, delete and
update the expired and worthless single machine/multi-
machine historical data information saved in the database;
second, when single machine/multimachine historical data
is played back, the required historical data information is
retrieved through the platform.*e flowchart of this module
is shown in Figure 10.

4.3.5. Single Machine, Multimachine Mode, Real-Time
Communication. When storing data files, in order to reduce
the capacity size of data files, the system uses data file
compression to save. In this way, the capacity of data files
saved in the local hard disk is very small and will not occupy
too much local hard disk space [19]. *e real-time com-
munication flowchart of single machine/multimachine
mode is shown in Figure 11.
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monitoring system Database server

Serial bus Storage

Retrieve

Figure 6: Overall software structure of the system.
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4.3.6. Single Machine, Multimachine Mode, and Historical
Data Playback. Since the single machine/multimachine
mode uses compression to save the historical data file when
saving real-time data, the contents of the file cannot be read
directly. *erefore, when selecting the historical data file for
playback, the system decompresses the selected data file to
generate a temporary file and restore it to the original
readable state, so that the system can read the contents of the
file for data playback. When the user selects the next history
file to open, or when the user exits the module, the tem-
porary file will be deleted [20]. *e flowchart of single
machine/multimachine mode historical data playback is
shown in Figure 12.

*e user selects the historical data to be played back in
two ways. In the standalone mode, the data content will be
displayed in the oscilloscope after successful selection. *e
historical data playback of multimachine mode is divided
into two parts. One is the historical data playback of the
overall status of multiple machines; the other is to select a
specific section to view the data of the section.

*rough the construction of quality culture, every em-
ployee of the school can understand the connotation of
quality and form a certain quality responsibility and quality
ethics, so that every person participating in quality moni-
toring can restrict their own quality behavior. *rough the
construction of quality culture, the quality foundation of
quality monitoring participants can be improved. *erefore,
first of all, the school should strengthen the construction of
“quality culture,” so as tomake the school environment form
an atmosphere of paying attention to quality and better
understand quality monitoring in the edification of this
atmosphere. On this basis, the school organizes and im-
plements the quality monitoring of primary school English
classroom teaching, which can be carried out in such an
atmosphere with better background support.*e next step is
to promote good governance in English elementary schools.
*e banner not only allows the display of banners and
posters, but also supports the administration of English
language education in elementary schools. All participants in
the effective management of English language instruction
will have a better understanding of this, reducing the neg-
ative understanding of the topics and objects of manage-
ment. English schools are good and develop a good
understanding of the environment [21]. *e word “control”
often makes people feel bad, so the objects of control are not
understood and felt high and lead to good management. In
order to avoid such a decision and make a better impact,
which is the real goal of “performancemanagement.”Within
the framework of the mission of “Quality Assurance in
Primary English,” the curriculum and materials of man-
agement formed a “United Front” to ensure the quality of
the original English.

*e content of overseeing English language proficiency
in elementary school should remain in the general curric-
ulum of elementary school English language teacher classes,
and key words that affect English proficiency in elementary
school should be gradually subdivided into elementary
school concepts. Good English language management: *e
concept of “whole process” of all formal management is
combined with the standards or stages of the process of
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Figure 9: Name management flowchart.
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teaching English in elementary school, as shown in Tables 1
and 2.

*e purpose of dismantling the monitoring content in
stages is to make the monitoring subject no longer feel the
classroom as a whole by feeling aimlessly in the information
collection link, and the elements settled in each stage are
more targeted. In addition, it should be explained that the
knowledge literacy, ability literacy, and moral literacy of
primary school English teachers can be subdivided. Here is
only a reference monitoring content framework. Formu-
lating the monitoring content throughout the “whole pro-
cess” of primary school English classroom can well improve
the monitoring content of primary school English classroom
and reduce the problems caused by incomplete monitoring
content [22].

By implementing a number of specialized trainings on
key concepts of performance management in English lan-
guage elementary schools, we will be able to eliminate the
risk of recognizing the importance of maintaining college
English proficiency and gain a full understanding of the
concept of care in our hearts. In addition, training skills to
monitor the good governance of the elementary school
English will help to predict the situation that will occur in the
management of good governance at elementary school
English and prepare their thoughts and skills in advance.
From the first English language school to a comprehensive
English language center for intellectual property, vocational
training, and ethics training, the school provides a com-
prehensive English language arts supervision program, to

excel in elementary school, promoting academic achieve-
ment and ethical supervision. By ensuring that the super-
visors have achieved these positive characteristics, a good
performance management class for the English primary
school can play a full role in management and adminis-
tration [23].

A single monitoring means will lead to the problems
found in themonitoring process which is not comprehensive
enough, so we need to choose the primary school English
classroom teaching quality monitoring means from multiple
perspectives to find problems from multiple perspectives to
make up for the shortcomings of each monitoring means.
*e convenience and efficiency of the “Internet +” model are
increasingly recognized by the society, so the “Inter-
net + primary school English classroom quality monitoring”
will produce “online” monitoring means, and the applica-
tion of this means can improve the efficiency of primary
school English classroom teaching quality monitoring and
will greatly improve the level of modern education and
teaching in schools. *erefore, schools need to look at the
cost of investment in “online” monitoring technology from a
long-term perspective and consider the development of
education in the future. In addition, the application of self-
evaluation monitoring means is relatively weak compared
with evaluation monitoring and mutual evaluation moni-
toring, and self-evaluation monitoring means can help
primary school English teachers form self-monitoring and
improve their awareness of ensuring quality. *erefore, it is
necessary to strengthen the use of self-evaluationmonitoring
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Table 1: Reference frame A of “whole process” monitoring content of English classroom teaching quality in primary school.

Warm up and lead
in Presentation Practice and

consolidation
Production and

homework

Primary school English
teachers

Knowledge literacy
Ability literacy
Truth literacy

Student

Degree of
participation
Degree of

concentration

Table 2: Reference frame B for “whole process” monitoring content of English classroom teaching quality in primary school.

Before reading/before
listening

While reading/while
listening

After reading/after
listening

Primary school English
teachers

Knowledge literacy
Ability literacy
Truth literacy

Student

Degree of
participation
Degree of

concentration
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means in primary school English classroom monitoring
quality monitoring.

5. Conclusion

“Quality Assurance of English Language Teaching” should
be changed to “Quality Assurance in English Language
Teaching and Strengthening the Effectiveness of English
Language Teaching.” Second, engage English elementary
school teachers in the development of assessment standards,
including the specific concept of teaching English in ele-
mentary school. It will improve the management content of
the first English language education, which reaches all levels
of the “whole process” of basic English. Specialized training
will be provided to elementary English classes to teach
classroom management skills to gain knowledge of class-
roommanagement. An organization will be set up to oversee
English language classes in elementary schools in order to
work with “responsible leaders.” Sixth, provide tools to
monitor the quality of English language instruction and
strengthen the use of “online” monitoring and self-assess-
ment. Specify the operational time of the link to monitor the
quality of basic English instruction and to conduct a strict
writing process for the link to be tested.

*e primary school English classroom teaching quality
monitoring link is mainly composed of classroom infor-
mation collection link, evaluation link, feedback link, and
regulation link. In order to ensure the quality of each
monitoring link and avoid the neglect of the monitoring
link, it is necessary to divide the labor of each link, and at
least two people participate in one link. In the information
collection link, because the monitoring content involves the
“whole process,” the number of monitoring subjects can be
appropriately increased as needed. Every subject partici-
pating in the information collection link should participate
in the evaluation link. Both written feedback and face-to-
face communication feedback in the feedback link should be
fed back to the teaching teacher. *e regulation link is es-
sentially the beginning of a new round of monitoring, which
requires the personnel who participated in the information
collection link and those who did not participate in the
previous round of monitoring to be responsible together, so
as to ensure that the teaching teachers implement the
feedback and consciously improve the teaching. In addition,
the monitoring link needs to make a strict and mature
written regulation on the specific requirements and taboos of
each link, so as to take this as the minimum behavior
standard for the monitoring subject to implement the
monitoring in each monitoring link and standardize the
monitoring behavior.

Schools can, through the primary school English
classroom teaching quality control knowledge training, skills
training, and moral training, promote primary school En-
glish classroom teaching quality monitoring where subject
has basic monitoring knowledge literacy, monitoring ability
literacy, monitoring moral quality, on the basis of the basic
quality of primary school English classroom teaching quality
monitoring subject in the organization and implementation
of monitoring to give full play to the role of the monitoring

main body. It proves that the real-time supervision of
students’ status can effectively improve the effect of English
classroom teaching.
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In order to improve the processing e�ect of English online teaching resources, this paper improves the e�ciency of resource
processing by building an intelligent cloud system. Aiming at the problem of insu�cient acquisition of traditional teaching
resources, this paper adopts the intelligent data acquisition method and proposes an English resource mining method based on
crawler technology. Moreover, in view of the di�culty of English semantic recognition, this paper proposes a method for
calculating weights of feature items weighted bymixed factors on the basis of traditional algorithms and constructs a systemmodel
based on the characteristics of online English teaching. In addition, in order to explore the system e�ect, the model proposed in
this paper is veri�ed by clustering experiments. �rough the experimental research, it can be seen that the English online teaching
resource processing system has a good e�ect in the processing of English teaching resources.

1. Introduction

At present, the pace of informatization construction in
colleges and universities is also accelerating. Moreover,
major colleges and universities have established their own
campus networks to realize the connection with the Internet,
which has laid a good hardware foundation for the devel-
opment of computer-assisted classroom English teaching,
distance English teaching, network English teaching, and
building a lifelong learning system.

According to the scienti�c citation analysis theory, the
interconnected data between documents contains rich and
useful information, and web structure mining mainly de-
rives information and knowledge from the web organiza-
tional structure and link relationships. Due to the
complexity of the structure, the common search engine only
regards the web as a collection of �at documents and ignores
its structure information. Mining the structure of pages and
web structure can be used to guide the classi�cation and
clustering of pages. Besides, hyperlinks, as an important
feature of hypertext documents, provide valuable infor-
mation for web information acquisition. Recently, web re-
trieval algorithms based on hyperlink analysis, such as

PageRank, have greatly improved the retrieval accuracy
compared with the word-based methods used by traditional
search engines. Generally speaking, hyperlinks in web
documents contain two kinds of information. First of all,
they provide users with navigation information for browsing
the web, just like the commonly used navigation bar is used
to guide visitors to jump between pages. Secondly, the
hyperlinks in the page are often the document author’s
recommendation for a certain document, and the recom-
mended target document often has similar content and is
recognized by the author. �e latter forms the basis of link
analysis. �at is, the importance of a certain document is
determined not by the content of the document but by the
number of times it is linked (or referenced) by other doc-
uments. In web retrieval, in addition to the number of links
by other documents, the quality of the linked source doc-
ument is also a reference factor for evaluating the quality of
the linked document. Documents linked or recommended
by high-quality documents tend to be more authoritative.
�is method of link analysis of web pages is called web
structure mining. Compared with the query result ranking
algorithm based on word frequency statistics used by tra-
ditional search engines, the advantage of the algorithm based
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on hyperlink analysis is that it provides an objective and less
cheating web resource evaluation method (some web doc-
uments are used to trick traditional search engines by adding
invisible strings). *erefore, link analysis algorithms are
currently used in the ranking of documents in search
engines.

Web log mining can automatically and quickly discover
the browsing patterns of network users, such as frequently
accessed paths, frequently accessed page groups, and user
clustering [1]. Based on the recognition of user browsing
patterns, one method is to manually improve the site
structure according to these patterns, so as to facilitate the
browsing of users. Another more effective and more auto-
mated method is to allow the site to dynamically adjust and
customize the site structure and page content automatically
according to the current user’s browsing mode and provide
personalized services according to the user’s behavioral
characteristics. Data preprocessing and log mining algo-
rithms are the key technologies in web log mining [2]. *e
result of data preprocessing as the input of mining algorithm
directly affects the quality of mining, and the selection and
improvement of mining algorithm are an important factor
to ensure the success of mining. *erefore, the research on
web log mining technology focuses on these two aspects [3].
Web usage mining techniques can generally be applied to
two fields: when used to analyze access logs of web servers,
adaptive websites can be designed using the service model
obtained frommining, and [4] when applied to a single user,
by analyzing user access history to discover useful user
access patterns. Because the data objects processed in web
usage mining are usually the user’s access history or the
server’s access log, the content represented by the data
objects cannot be known, so the results obtained are gen-
erally rough. However, because this method is relatively
mature and simpler to implement than content mining, it
has also been widely used in personalized systems [5].

In today’s era, a large amount of information is pouring
in, which has also caused a lot of inconvenience to people’s
lives. *e most troublesome thing for users is that they need
to slowly select the information that is useful to them from
the massive information; at the same time, for the dis-
seminators of information, they hope that the information
they publish or generate will be discovered by the vast
number of information acquirers, so that being able to stand
out has also become a difficult thing to do. acquirers [6].
Since then, it has become an important tool to solve these
problems brought by the Internet. *e recommendation
system needs to understand the user’s habits, and then the
channel to understand the user’s habits is to analyze the
user’s purchase, browsing, and other historical records to
obtain the user’s preferences, thereby proactively recom-
mending information to users that they are interested in or
need. *ere are two popular recommendation systems now:
one is to send web links to users by analyzing their pref-
erences [7]; the other is to directly recommend products to
users on an e-commerce platform. *is kind of recom-
mendation can also be called an e-commerce personalized
recommendation system. People are more inclined to per-
sonalized recommendation, because the personalized

recommendation system can greatly improve the service
efficiency and service quality of the website, and users will be
very efficient when browsing [8]. *erefore, personalized
customization can attract more users and enhance the
stickiness of existing users. But any kind of recommendation
system is composed of 3 parts, including the front page
displayed in front of the user, the background log, and the
recommendation algorithm. *e background logs and
recommendation algorithm users are invisible. *e front
page is directly facing the user and interacts with the user [9].
Background logs are used to record and store various his-
torical behaviors of users. *e recommendation algorithm
generates recommendation results by analyzing the user’s
historical behavior logs and then performing a series of
calculations. Finally, the recommendation result is returned
to the front page to display to the user [10].

Literature [11] proposed the learning theory in the era of
digital network learning. Relevance learning theory mainly
focuses on four questions and specifically answers the
questions: What is learning in the era of digital network
learning? Why learn? How to learn? Where do you learn
from? First of all, learning in the era of digital network
learning is a dynamic, open, and continuous process.
Learning is the process of connecting information sources or
knowledge nodes, that is, the connection of learning net-
works [12]. Secondly, the purpose of learning is to obtain
knowledge absorption and innovation by establishing or-
ganic connections between knowledge nodes; the core skill
of learning is to be able to discover or connect different
fields, viewpoints, and concepts. Again, both formal and
nonformal learning are ways of learning, but future learning
is closely linked to work activities, mainly achieved in
practical activities, personal networks, or task completion.
Finally, learning is based on technology-supported learning,
and knowledge is developed dynamically and diversely, so it
is more important to know where there are massive in-
formation resources than to have them [13].

Reference [14] defines the characteristics of learning with
chaos, complexity, continuity, cocreation, specialization of
connection, and stability of continuous expectation. Liter-
ature [15] mainly studies E-learning. In the process of de-
signing learning resources, the authors began to pay
attention to the development of relationalism theory and
discussed the connotation of relationalism, the connotation
of connected knowledge, and the relationship between
learning network and connected knowledge. Relationship is
discussed. Literature [16], on the basis of summarizing the
characteristics and development dilemmas of the business
English subject, proposes the principles of building a
business English subject system based on the perspective of
relational learning theory (i.e., the principles of overall
development, inclusiveness, integration and innovation, and
cultivating characteristics). *e conception of constructing a
business English subject system (i.e., the construction of a
multitheoretical system and the construction of an online
learning environment) is proposed. Literature [17], based on
the analysis of the problems existing in the current college
English autonomous learning of college students, discusses
the new characteristics of college English autonomous
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learning under the guidance of the relevant learning theory
and summarizes college students’ English autonomy in the
era of digital network learning. Based on the guidance of
constructivist learning theory and connectivity learning
theory, [18] constructed a ubiquitous learning resource
sharing platform for “three-duo” college English quality
courses of “multimodal resources, multiterminal access, and
multichannel interaction.” And in practice, it breaks through
the dilemma of lack of situational context in college English
language schools and effectively alleviates the contradiction
of insufficient college English learning resources.

*e main contribution of this paper is as follows: in the
process of English resource processing, the traditional al-
gorithm ignores semantic mining. *is paper considers the
appearance semantics and frequency of words from two
perspectives and proposes a mixed factor weighted feature
item weight calculation method to improve text similarity. It
can improve the accuracy of degree calculation and promote
the processing efficiency of English online teaching
resources.

From the above analysis, it can be seen that the current
processing of English online teaching resources is mostly
carried out through data mining at that time. By analyzing
the literature research on the simple structure of the net-
work, it can be found that the topology map has obvious
convergence, that is, web pages with similar themes con-
verge. Page theme groups, and this kind of grouping between
pages, is called a network community. *is makes the web
pages on the Internet naturally form various types of link
structures, each link structure is called a network commu-
nity, and its member pages are basically related to a certain
topic. *is feature of the online community makes it very
relevant to its internal topics and is easy to crawl. However,
there may be relatively few links due to thematic differences
between different online communities. *is will reduce the
crawling rate of the theme crawler, and the strategy of the
theme crawler to traverse the tunnel and crawl the web page
information efficiently has become one of the focuses of
crawler research in recent years.

*e main innovation of this paper is to process English
online teaching resources by improving the crawler tech-
nology. By analyzing the VSM web page classification al-
gorithm, the VSM web page classification algorithm is
improved from three aspects: feature extraction, eigenvalue
calculation, and class core vocabulary generation. In this
paper, considering the semantics of the appearance of words,
a method for calculating the weights of feature items
weighted by mixed factors is proposed, which improves the
accuracy of text similarity calculation.

*is paper combines intelligent cloud computing
technology to construct an English online resource pro-
cessing system to improve the efficiency of English online
resource processing and combines crawler technology to
conduct data mining to create resources suitable for En-
glish teaching and improve the effect of English online
teaching.

2. CloudComputing-BasedCrawlerTechnology

2.1. Key Technologies of �eme Crawler. *e description of
the crawling target by the topic crawler can be divided into
three types: based on the characteristics of the target web
page, based on the target data pattern, and based on the
domain concept.

*e objects crawled, stored, and indexed by crawlers
based on the characteristics of target web pages are generally
websites or web pages. According to themethod of obtaining
seed samples, it can be divided into the following:

(1) *e first is to predetermine the initial crawling seed
sample

(2) *e second is to predetermine web page categories
and seed samples corresponding to the categories

(3) *e third is to determine the crawling target samples
through user behavior, which is divided into
crawling samples that display annotations during
user browsing, and access patterns and related
samples obtained through user log mining.

*e crawler based on the target data pattern is aimed at
the data on the web page, and the crawled data generally
conforms to a certain pattern or can be transformed or
mapped into the target data pattern. Another way of de-
scription is to establish target domain ontology, which is
used to analyze the importance of different features in a topic
from a semantic perspective.

When calculating the PageRank value of a certain web
page, all backlinks should be considered. *e calculation
formula of the PageRank value of a certain page p is shown in
the following equation:

PR(p) � (1 − d) + d∗ 􏽘
v∈B(p)

PR(v)

Nv

. (1)

v represents the web page, P represents the page of the
website, and the crawler data mining can be carried out in
combination with the corresponding parameters. In the
above formula, Nv represents the number of forward links of
web page v; B(u) represents the set of web pages with links
directly pointing to page p; PR (p) represents the PageRank
value of page p; PR(v) means that web page v evenly dis-
tributes its PageRank value to its forward links; d is a
damping constant factor, usually 0.85. In reality, it is im-
possible for Internet users to randomly jump to completely
irrelevant pages when browsing Internet pages, and it is
impossible to completely follow the links in the current page.
*erefore, d actually represents the probability that the user
follows the web page link to browse without generating
random jumps. In order to ensure that the calculation results
are always converged, a damping coefficient d is added.
Although the PageRank algorithm considers both the ex-
istence of Sink web pages and the randomness of user access
behaviors, it still ignores the relevance of most user access
links and query topics and the purposeful factors in query.
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*e Hits algorithm calculates its Authority value and Hub
value for each page that has been visited and then uses this to
determine the order of link visits.*eAuthority andHub values
of page p areA [p] andH [P], respectively, and theAuthority and
Hub values are calculated according to the following formula:

A[p] � 􏽘
q:(q,p)∈E

H[q],

H[p] � 􏽘
q:(q,p)∈F

A[q].

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(2)

In the formula, E is the set of all pages pointing to page p,
and F is the set of pages pointed to by links in page p.

We utilize web page and topic relevance for fuzzy
scoring. *e relevance scores of extracted links are mainly

affected by three factors, namely, link text information, link
context information, and inheritance to parent nodes. *e
calculation of the correlation in the Shark-Search algorithm
uses VSM (vector space model) and takes a real number
between 0 and 1.*e score of a single link in the linked list is
calculated by the following formula:

Potentialscordurc � c∗ inheritedur +(1 − c)

∗ neighborhod(url)(c< 1).
(3)

When the parent node topic is related, the relevance
score inherited from the parent node inherited (child (url))
is calculated by the similarity between the topic q and the
parent node web page according to the following formula:

inherited child(urδ) �
δ∗sim(q, current(url)), sim(q, current(url))< 0, (δ < 1),

δ∗inherited(current(url)), otherwise.
􏼨􏼠 (4)

Among them, δ is the attenuation factor.
According to formula (5), the similarity between the

topic q and the link text information sim (q, anchor (context
(url))) can be obtained by simply calculating the similarity
score of the link text. *e score of the neighbor link
neighborhood (url) and the context and text content of the
link text are calculated as shown in formula (6).

anchor(context(url))

�
1, anchor(url)> 0,

sim(q, anchor(text)), otherwise,

⎧⎨

⎩

(5)

neighborhood(url)
� β∗ anchor(url) +(1 − β)

∗ anchor(context(url))(β< 1).

(6)

*e crawling depth d of the Shark-Search algorithm is
prespecified by the user. In one algorithm, the user needs to
preset 4 parameter values: d, c, δ, and β.

*e topic-related pages on the Internet have obvious
convergence; that is, web pages of the same type converge into
page groups. *ere is a structure called Web Community in
the network.*at is, web pages on the Internet naturally form
various link structures, and each link structure is called a
network community, and the member pages in it are roughly
related to a certain topic. *is feature of the online com-
munity makes it very relevant to its internal topics and is easy
to crawl. However, there may be relatively few links between
different online communities due to differences in topics.*e
network community and network tunnel existing on the
network are shown in Figure 1.

In the link relationship of each web page in Figure 1, we
can see that when the theme crawler completes crawling all
theme-related pages of an online community A, it enters the
theme-independent link path and then enters other online
communities B, because the linked pages are multiple. *e

topic is not related to the page, so it may be pruned on a
certain link path, so there is a possibility that the network
community B cannot be reached. *is reduces the crawling
rate of the theme crawler. A lot of topic-related resources are
left out. Another situation is that the link relationship be-
tween two online communities is one-way; that is, an online
community A contains a page that links to online com-
munity B, and online community B does not have a link to
online community A. Particularly, web pages of affiliation in
the network are a typical example of this situation. For
example, the lower-level department webpages of some
administrative departments have links to the higher-level
departments, and most of the upper-level departments will
not link to the huge lower-level department websites. In the
case of one-way links, according to the principle of branch
reduction of the crawling trajectory of the theme crawler, the
possibility of loss of web page information of lower-level
departments will increase. *e unrelated links between re-
lated pages are called “network tunnels.”

*e space vector model is an algebraic model of cor-
relation, applied to information filtering, information ex-
traction, indexing, and evaluation. In this model, the
document is regarded as a multidimensional vector space
formed by keywords, and the set of index words is usually
the phrases that appear at least once in the document. When
searching, the input search term is also converted into a
vector similar to the document. *is model assumes that the
degree of correlation between the document and the search
term can be obtained by comparing the cosine angle de-
viation between the document and the search term.

*e central idea of this model is that text information
basically contains some keywords to express or reveal the
content-independent attributes of the text, each indepen-
dent attribute can be regarded as a dimension of the concept
space, and these independent attributes are called text
feature items. Text can be represented as a collection of these
feature items, namely, D � t1, w1; t2, w2; · · · ; tn, wn􏼈 􏼉.
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Among them, ti is the feature word, and wi is the weight of
the feature word. In this way, the realization of the text
information representation is transformed into the repre-
sentation of the space vector. �e cosine similarity can be
used to measure the similarity between them. When cal-
culating the similarity between two target vectors, the larger
the cosine value, the higher the text similarity. �e cosine
similarity calculation formula is shown as follows:

sim Di,Dj( ) �
∑nk�1 wk,i × wk,j( )
��������
∑nk�1 w

2
k,i

√
×
��������
∑nk�1 w

2
k,j

√ . (7)

�rough the abovementioned vector space model, text
data is transformed into structured data that can be pro-
cessed by computers, and the similarity between two doc-
uments is transformed into the similarity between two
vectors. Usually, it is easier to calculate the cosine between
the included angle vectors than to directly calculate the
included angle. �e cosine of zero means that the search
term vector is perpendicular to the document vector; that is,
there is no match; that is, the document does not contain this
search term. However, VSM also has shortcomings. It
regards text as a set of feature items for similarity calculation,
which simpli�es the calculation and ignores some important
information.

Currently, the main weight calculation methods are as
follows:

(1) Square root function: wi(d) �
������
tfi(d)
√

(2) Logarithmic function: wi(d) � log(tfi(d) + 1)

(3) Boolean function: wi(d) �
1, tfi(d)≥ 1,
0, tfi(d) � 0,{

(4) TF-IDF function: wi(d) � ti(d)∗ log(N/ni).

2.2. Improvement of VSMWeb Page Classi�cation Algorithm.
Generally, general texts contain a large number of words, and
these words have di�erent e�ects on text classi�cation. If all
vocabulary is used for calculation, it will cause a large amount

of calculation. �e so-called feature extraction is to select
those items with a large degree of discrimination of the text as
the features of the text for classi�cation. �is can not only
reduce the amount of computation but also improve the e�ect
of classi�cation. �ere are many methods for text feature
extraction, and the commonly used are document frequency,
information gain, mutual information, CHI, expected cross
entropy, text evidence weight, odds ratio, feature selection
method based on word coverage, etc. In the literature, these
methods are compared. In this paper, the improved mutual
information feature extraction method proposed in the lit-
erature is selected. �e mutual information de�nitions of
terms and categories are shown in the following formula:

RMI T, Ci( ) � log
P T|Ci( )
P(T)[ ]

1
R(t)

. (8)

�e value of the correction factor is shown in the fol-
lowing formula:

R(i) �
N(i)
∑N(j)

. (9)

�e �rst 200 words with large mutual information be-
tween terms and categories are selected as text features.

�e position weight is set to σt and its value is shown in
the following formula:

σt �

0.8, ift in title,

0.6, ift in head of paragraph,

0.4, iftin end of paragraph.




(10)

St is the number of times the word appears in the
corresponding position, and the word weight calculation
formula with the position weight added is shown as follows:

weighti(d) � weighti(d)∗
∑ sti ∗ σti
∑ sti

. (11)
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web pages
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Theme related
web pages

Theme related
web pages Theme related

web pages

Theme related
web pages

Theme
unrelated web

pages

Theme
unrelated web

pages

Theme
unrelated web

pages

Torrent setWeb Community B

Figure 1: Web Community and network tunnel.
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Long words should have higher weight. In this way, after
taking the Chinese idea into account, we calculate the weight
of the vocabulary according to the following formula:

weighti(d) �
a

a + 1
weighti(d). (12)

In the formula, a represents the length of the vocabulary
ti.

�e total number of times the word ti appears in the text
d is Si, that is, the word frequency tf (ti, d), and the total
number of times the word tj appears in the text d is Sj, that is,
the word frequency tf (tj, d). �e cooccurrence frequency of
the word ti and the word tj is recorded as Sij (the count of
nonrepetition in the sentence), and it can be known that
Sij� Sji.

Pij �
Sij

Sii + Sjj − Sij

�
Sii

Si + Sj − Sij
.

(13)

Among them, Pij is the cooccurrence frequency of words
ti and tj. Furthermore, it can be seen that Pij� pjj, pii� 1.

Finally, in a text, we can get a cooccurrence probability
matrix between words in a word space, which is a symmetric
matrix with n rows and n columns, which represents the
number of text feature items.

Pn×n � pij[ ]. (14)

When using this matrix to modify the weight (ti, d), the
weight of the characteristic item ti is modi�ed as

wi(d) �∑
n

j�1
pij × wi(d). (15)

After processing in this way, words that often modify
other words or are modi�ed by other words have a high
probability of cooccurrence, and the weight of words with a
high probability of cooccurrence is strengthened. Words
with high cooccurrence probability are generally more
important words, re�ecting the theme of the text. Also, not
only the weight of the word but also the weight of the word it
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Figure 2: Crawler crossing tunnel algorithm based on dynamic adjustment theme.
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wants to associate should be strengthened. �e text features
obtained in this way can summarize the text content,
conform to people’s thinking habits, and re�ect the semantic
information of the text.

�e steps of the improved classi�cation algorithm in this
paper are as follows:

Step 1: the algorithm trains the core vocabulary
group. Since each text category is a speci�c �eld set
by people, the text of this category is a description of
the category. Concept words of this class will appear
repeatedly in the text of that class. For example,
words such as programs, viruses, and drivers appear
in computer texts higher than other categories. In the
subject crawler research of this paper, the search
information is mainly analyzed and extracted, and
the class core vocabulary group Class Words (Dj) �
w1, w2, . . . , wm{ } related to the search information is
generated.
Step 2: the algorithm classi�es the text Di and extracts
the core vocabulary Core Words
Di � w1, w2, . . . , wm{ }; then the in�uence of Core
Words Di on the text Di belonging to the core vo-
cabulary group of Dj is V(Di, Dj). �e calculation
formula is shown as follows:

V Di, Dj( ) �
∑ni�0,wi ∈ Di

weigh wi( ) +∑ni,j�,i ≠ j,wj,wj ∈ Di
weigh wi( ) × weigh wj( )

∑ni�0 weigh wi( ) +∑ni,j�,i≠ j weigh wi( ) × wij wj( )
. (16)

Among them, weight (w) is the weight of w, and this
paper uses the weight of the feature item weighted by
the mixed factor for calculation.
Step 3: the in�uence value obtained above is weighted
and combined with the cosine angle of the traditional
VSM, and the �nal score is obtained as follows:

SCORE Di,Dj( ) � α × V Di, Dj( ) + β × sim Di, Dj( ).
(17)

Among them, α, β is the weight, α + β � 1.
Next, we will apply this algorithm to the subject crawl

out of the tunnel algorithm.

2.3. �e Design of the Crawler Crossing Tunnel Algorithm
Based on Dynamically Adjusting �emes. �e traditional
idea of tunnel technology is a heuristic global optimal al-
gorithm. When a crawler using tunnel technology en-
counters an irrelevant web page, it does not stop
immediately but continues to exploreK steps forward on this
path, and the size of K is manually set. �is allows spiders to
jump from one Web Community to another, even though
there is no link between the two Web Communities. If the
distance between the twoWeb Communities is not large, it is
possible to improve the crawling rate of the web page.
However, this way of manually setting the K value is

in�exible, and resources are wasted in vain when the dis-
tance between Web Communities is slightly larger or larger.

�e idea of dynamically adjusting the crawler to pass
through the tunnel is as follows: when the topic crawler
enters the tunnel from a Web Community, the crawled
pages that are not related to the topic use the above
improved VSM text classi�cation algorithm to calculate
the topic similarity. After that, according to the similarity
of the text, according to the idea of “Better Parents Have
Better Children,” the genetic factors of the parents are
considered to judge the similarity of the theme. At the
same time, the number of steps K to be advanced is
dynamically judged according to the similarity predic-
tion value, so that the K value is �exibly set to cross the
tunnel. �is eliminates the defect that the �xed K value is
too large or too small. �is paper proposes a crawler
traversal tunnel algorithm based on dynamically
adjusting themes.

�e algorithm steps are as follows:

Step 1: according to the search topic, the algorithm
trains two sample sets of topic-related and topic-in-
dependent oªine training.
Step 2: the algorithm calculates the topic relevance s of
the seed URL, extracts the URL links of the seed
document D, and calculates the relevance s of the topic
of the document D corresponding to these URLs and

User
behavior log

database

Log analyzer

Original
database

Indexer
database

Collector

Controller

Indexer

Searcher

User
interfaceUser

WWW

Figure 5: �e architecture of the search engine for English
teaching resources.
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sets its parent Sparent� s, and the path K� 0 enters the
crawling queue Queue0.
Step 3: the algorithm sorts the URLs in Queue0
according to the size of the relevance s. If Queue0 is not
empty, the algorithm extracts the most relevant URL1
and judges its type according to the oªine training
sample set.
Step 4: if the document corresponding to the URL is a
subject-related document,

(1) the URL enters the Queue1 queue
(2) the algorithm extracts the URLs of this articleD and

“eliminates duplicates”
(3) the algorithm calculates the topic relevance s of the

extracted URLs one by one and sets its K� 0. If the
document corresponding to the URL is a topic-
irrelevant document, the algorithm determines
whether the K1 of the URL is less than Kmax. If it is
greater than Kmax and greater than the critical
relevance value scritical, the K value is cleared to 0,
and if it is less than the critical relevance value, the
URL is discarded.

If it is less than Kmax, the algorithm judges whether it is
greater than the minimum subject similarity smin. If it is
less than smin, the URL will be discarded; otherwise, the
size of its relevance s1 and the parent’s parent will be
determined �rst.
If the correlation value s1 is less than the parent’s
correlation value apparent, then according to “Better
Parents Have Better Children,” consider the genetic
factors of its parents. If the correlation value s1 is greater
than or equal to the parent correlation value apparent,
it is set to the correlation degree of s1. �e calculation
formula is shown in formulas (18) and (19).

s �

s1 + sparent
2

, K<Kmax, s1 < sparent( ),

s1, K<Kmax, s1 > � sparent( ),




(18)

K � Kparent + 1 K1 <Kmax( ), (19)

Step 5: the algorithm determines whether the crawling
queue Queue0 is empty. If it is not empty, the algorithm
goes to Step 3, and if it is empty, the algorithm ends.
�e algorithm �owchart is shown in Figure 2.

3. EnglishOnlineTeachingResourceProcessing
Model Based on Intelligent Cloud
Computing Technology

�is paper constructs a network English teaching resource
system model based on data fusion and data mining. �e
model is mainly divided into four parts: human-computer
interaction interface, data collection module, data pro-
cessing module, and data analysis module. �e model frame
is shown in Figure 3.

We set a resource to be the sample points to be
clustered, and the goal is to cluster the sample points into
three categories. For each point, the algorithm calculates
the center point that is closest to itself among all the center
points, which can be de�ned as the same cluster. After one
iteration, the center point of each cluster class is recal-
culated, and then the center point closest to itself is found
again for each point. In this way, the loop continues until
the cluster class of the two iterations before and after no
longer changes. �e algorithm process is shown in
Figure 4.

User
request

Personalized user
interface

adjustment

Personalized
recommendation

module

Personalized teaching
resource filtering

Personalized
retrieval
module

Teaching resource
management

Teaching
resource
library

Teaching
resource

User model
building
module

User
personality

characteristics

Feature
extraction

module

User
browsing
features

Personlized
search results

Personalized
recommendation

results

User interface

Figure 6: Retrieval model structure.
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�e block diagram of this system is shown in Figure 5,
which is mainly composed of key parts such as collector,
controller, original database of English teaching resources,
indexer, retriever, and user interface.

According to the user’s personalized interest charac-
teristics, the English teaching resources are �ltered to help
the user quickly and accurately retrieve and recommend the
English teaching resources he is interested in in the massive
network English teaching resource database system. �e
structure is shown in Figure 6.

�is system is mainly composed of four parts: user in-
terface part, search engine part, database part, and user
access mode personalized interface part (equivalent to four
agent systems).�e index user interface section incorporates
the relevant feedback principle. �e English teaching re-
source processing plan is shown in Figure 7.

�e search engine part fully combines the advantages of
professional search engines and metasearch engines and can
better meet the needs of users in terms of precision and
recall.
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�e schematic diagram of the complete personalized
English teaching resource recommendation system is shown
in Figure 8.

�rough the clustering method, the e�ect of the English
online teaching resource processing system based on in-
telligent cloud computing technology proposed in this paper
is evaluated, and the obtained clustering results are shown in
Figure 9.

From the above clustering results, the English online
teaching resource processing system based on intelligent
cloud computing technology proposed in this paper has a
good e�ect in English teaching resource processing and can
e�ectively improve the e�ciency of English online teaching.

4. Conclusion

While doing a good job in the construction of hardware
facilities, many colleges and universities have successively
invested a lot of human, material, and �nancial resources in
various ways to build a comprehensive English teaching
resource library. �ese English teaching resources are cur-
rently mainly integrated and centrally stored and managed
through the English teaching resource library and are
provided to teachers and students in the form of portal
websites. However, information from many aspects shows
that the e�ect of these English teaching resources in English
teaching practice is not ideal, and they have not fully played
their due role in terms of the depth and breadth of appli-
cation. �is paper combines intelligent cloud computing
technology to build an English online resource processing
system to improve the e�ciency of English online resource
processing and combines crawler technology to perform
data mining. From the clustering results, the English online
teaching resource processing system based on intelligent
cloud computing technology proposed in this paper has a
good e�ect in the processing of English teaching resources
and can e�ectively improve the e�ciency of English online
teaching.
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To enhance students’ English writing ability, English creative writing has become a common course o�ered by colleges and
universities. English reference is an indispensable tool for creative English writing. How to choose appropriate English references
is an important guarantee to complete good work. �erefore, this paper proposes a Deep Semantic Mining-based Recom-
mendation (DSMR) algorithm for English writing reference selection and recommendation to assist the completion of high-
quality English creative writing works. �e model can extract user features and document attributes more accurately by deeply
mining semantic information of literature content and user needs, so as to achieve more accurate recommendations. First, the
Bidirectional Encoder Representation from Transformers (BERT) pretraining model is adopted to process literature content and
user requirement documents. �rough in-depth mining of user characteristics and literature attributes, the problems of data
sparsity and cold start of items are e�ectively alleviated. �en, the forward long short-term memory (LSTM) network was used to
focus on the changes in user preferences over time, resulting in more accurate recommendations. �e experimental results show
that the use of heterogeneous information can signi�cantly improve the recommendation performance, and the additional use of
user attribute information can also improve the recommendation performance. Compared with other benchmark models, the
recommendation quality of this model is greatly improved.

1. Introduction

English creative writing is a common course o�ered by
colleges and universities. It uses English as a writing method
to express users’ thoughts and emotions. In the process of
writing, users need to read many excellent English works, so
it is important to choose appropriate English references.
How to meet the writing needs of di�erent users and provide
accurate and personalized references and recommendations
for each user in a large number of references is the key of this
paper.

�e amount of data is exploding, leading to information
overload and making it di�cult for users to �nd what they
are interested in. To improve user experience, the recom-
mendation system has been applied to music, �lm, ad-
vertising, and other recommended scenes [1, 2]. �e
Collaborative �ltering (CF) based recommendation system
is widely used because it can e�ectively capture user
preferences and is easy to implement in a variety of

scenarios without feature extraction in a content-based
recommendation system. However, CF-based recommen-
dations have problems of data sparsity and cold start [3]. To
solve these problems, a hybrid recommendation system is
put forward. It leverages multiple recommendation tech-
niques to overcome the limitations of a single recom-
mendation approach, exploring various types of supporting
information, such as item attributes, item reviews, and the
user’s social network.

At �rst, researchers tried to use comment text in topic
modeling [4], which achieved higher prediction accuracy
than the model using only score data. However, this ap-
proach only focuses on thematic clues and ignores semantic
content. Comments are usually expressed as word bags and
context information is ignored [5], thus limiting the further
improvement of prediction accuracy. In recent years, many
studies have begun to combine deep learning with review
text, and many excellent algorithms have been proposed.
�is results in a more accurate recommendation than the
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topic-based modeling approach. Literature [6] connects
multiple comments into a long document and uses Con-
volutional Neural Network (CNN) to learn useful features
from the comment text. However, document-based mod-
eling indiscriminately connects all comments to the same
document without distinguishing the different importance
of different comments, which is not conducive to extracting
effective features [7]. )erefore, researchers began to use
review-based modeling for each comment separately, and
finally aggregating the features of each comment into a
general feature. Literature [8] is based on review modeling
and uses attention mechanism to distinguish the importance
of different reviews, which achieves higher recommendation
accuracy than the model based on document modeling.

To sum up, we note the limitations of much of the
current work. (1) It is still a lot of models using CNN to
extract the characteristics of users and items in the review,
can capture the local characteristics, for a long sequence of
text feature extraction, it effectively to a certain extent, limits
the accuracy of recommendation. (2) Based on the comment
model, much of the work does not take into account the
changes in users’ interests and preferences over time [9], but
rather the same views from the past. (3) None of the ex-
cellent models mentioned above that use review text to
improve recommendation accuracy emphasizes the use of
article description documents as well as the use of review
text. Item description documents contain a comprehensive
introduction of item attributes, which plays an important
role in alleviating the cold start of items. (4) For training
data, existing methods do not consider the large difference in
the number of different points. )e scores of 4 and 5 are a
large proportion. )e training results are unfair to the data
with low scores, which is easy to cause overfitting and poor
robustness of the model.

For solving the problems, the article propose a recom-
mendation model based on deep semantic mining, and
design an English creative writing-assisted teaching system
based on this model. )is paper mainly completed the
following work.

(1) Use the pretrained BERT [10] model (Bert_ba-
se_uncase) to process the comment text instead of
CNN. It overcomes the weakness that CNN can only
extract local features, can more accurately capture
the semantic meaning of words in different contexts,
and measure the contribution of different comments
to user characteristics. In addition, the forward long
short term memory (LSTM) model was used to learn
the user’s interest transfer over time, which im-
proved the recommendation accuracy. Many models
have a Recurrent Neural Network (RNN) to process
data. But for our model, the semantic information
has been learned by BERT, and we only expect LSTM
to learn the change in user interest over time. Since
only existing comments can affect future comments,
future comments cannot affect existing comments,
and backward LSTM is not effective in the transfer of
learning interest and will only increase the com-
plexity of the model, so we do not adopt it.

(2) Introduce English literature description documents
and user demand description documents into the
model.)is can help us better describe the features of
English literature and improve the accuracy of
prediction. In addition, when new English literature
lacks comments, English literature description
documents can alleviate the problem of the cold start
of English literature.

(3) For the experimental data, we randomly sampled the
comment data of the five score values from 1 to 5 as
1 :1 :1 : 1 :1 to ensure that the data amount of each
score value is equal, so as to reduce the overfitting
combination and improve the robustness of the
model.

(4) Comparative experiments on datasets show that,
compared with other models, our recommendation
model DSMR based on deep semantic mining has
high prediction scoring accuracy and significantly
improved recommendation performance.

)emain objective of this research paper is to assist users
in creative writing in English by providing accurate and
personalized reference recommendations for each user
among a large number of references. To achieve that goal,
this paper mainly does the following work. First, we extract
the semantic information of literature content and user
requirements and extract user features and literature attri-
bute features more accurately. Second, we use BERT pre-
training model to process the document content and user
requirements, deep mining user features and document
attributes, and solve the problem of data sparsity and item
cold start. )ird, the forward LSTM is used to focus on the
changes of user preferences over time to make the recom-
mendations more accurate.

)is model has the following advantages.

(1) English literature description and user demand are
used as reference data for the recommendation
model to improve the recommendation quality.

(2) Equalize the comment data with different scores to
improve the robustness of the model.

)is paper mainly consists of five parts, including the
first introduction, the second state of the art, the third
methodology, the fourth experiment and analysis, and the
fifth conclusion.

2. State of the Art

In recent years, the success of deep learning in fields has
brought the recommendation community to notice this
powerful tool. Scholars began to explore the use of deep
learning methods to improve some of the weaknesses of the
current recommendation system, such as sparse data, cold
start, poor scalability, and other problems [11]. Data sparsity
refers to that under the condition of huge data volume and
sparse data, first of all, it is difficult to find the existence of
the nearest neighbour user set, and second, the cost of
computing the similarity is also high. At the same time,
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information is often lost, leading to the reduction of the
recommendation effect. A cold start is when a project first
appears, and there is absolutely no user review of it in detail,
so there is no way to predict ratings and recommendations
for the project. At the same time, the accuracy of new items is
poor because users have few comments when they appear.
)e reason for poor scalability is that as the number of users
and items in the recommendation system continues to in-
crease, the amount of computation of the collaborative
filtering recommendation algorithm will also increase,
leading to the gradual decline of system performance and
thus affecting user experience. In particular, the emergence
of CNN and RNN has achieved great success in many
Natural Language Processing (NLP) tasks. )erefore, people
began to try to use deep learning methods, such as Deep-
CoNN and D-ATTN [12], etc., to mine user preferences and
characteristics of products in review texts, so as to directly
apply them to predict scores. DeepCoNN consists of two
parallel neural networks based on CNN, learning the im-
plicit representation of users and objects respectively. By
connecting the two parts at the top of the network to learn
the interaction, the effectiveness of the comment text in
alleviating the sparse problem is proved.

)e key of the attention mechanism [13] is to learn a
weight to mark the degree of importance, which has been
widely used in natural language processing since it was
proposed. )e most advanced results have been achieved in
machine translation, reading comprehension, speech rec-
ognition, and other fields [14]. )erefore, the attention
mechanism attracted the attention of the recommendation
field and began to be used in review-based recommendation
algorithms [15]. Literature [16] uses attentional mechanisms
to learn the usefulness of different reviews, better model
users and items, predict item ratings, and generate expla-
nations. Different from the attention mechanism at
D-ATTN word level, the attention mechanism at the
comment level is adopted in literature [17]. Literature [18]
puts forward a new learning scheme based on Pointers,
which enables users to carry out deep text interactions with
objects and achieves good results.

)e development of NLP has greatly promoted the
application of review text in the field of recommendation.
)e pretraining language model [19] has developed rapidly
since it was proposed, producing many excellent methods,
such as features-based ELMo [20] and fine-tuning-based
Open AI GPT [21]. However, these language models are
one-way in nature, limiting the ability of pretrained rep-
resentation. )erefore, literature [22] proposed a bidirec-
tional pretraining model BERT, which uses an Encoder in
the transformer to read the whole text at one time, so that the
model can learn based on both sides of words, so as to grasp
the meaning of words expressed in sentences more accu-
rately. )erefore, BERT has a natural bidirectional and
strong generalization ability, which provides a good foun-
dation for downstream tasks.

Data preprocessing technology [23] is to process data
information in advance, so as to improve the accuracy of
data mining. For example, in keyword retrieval, data pre-
processing can sort the information resources in the

database to improve retrieval accuracy and efficiency. )e
technology generally goes through data review, data
screening, data sorting, etc., to achieve the effect of en-
hancing the efficiency of data information processing. )e
working principle of preprocessing technology generally
includes data cleaning, integration, transformation, reduc-
tion and other technical processing to improve the accuracy
of data retrieval in the later period. Data cleaning is carried
out by filling missing values, identifying outliers, and cor-
recting inconsistencies in data. Data integration needs to
consider many problems, such as redundancy. )e com-
monly used redundancy analysis methods include Pearson
product distance coefficient, Chi-square test, numerical
attribute covariance, and so on. Data transformation
transforms data into a form suitable for learning, including
data smoothing, aggregation, generalization, normalization,
etc. )e data reduction technique is used to obtain the re-
duced representation of the dataset, which greatly reduces
the size of the dataset from dimension to quantity while
approaching the integrity of the original data.

3. Methodology

3.1. Overall Framework of Auxiliary Teaching System.
Figure 1 is the overall structure of the English creative
writing assistant teaching system. )e system consists of the
bottom database module, the middle recommendation al-
gorithm module, and the top user demand module. )e
database stores literature characteristic data and user de-
mand data. Recommendation algorithm for English litera-
ture recommendation based on semantic mining. )e user
requirements module is used for front-end interaction. Its
running process is shown in Figure 2.

3.2. DSMR Model

3.2.1. Model Framework. Every User of English creative
writing will browse many English references and comment
on many English references, so we can use reviews as an
indication of user preference. But for the user, the de-
scription of the reference is just as important. Because users
only choose to browse the reference and see the comments
received by the reference if they are attracted by its de-
scription. In addition, for a new English reference, there is
little or no browsing and evaluation, and the reference
description provides rich information on literature attri-
butes, which helps to solve the problem of reference cold
start. Many models, when using text for modeling, only
make use of the comment text and do not pay attention to
the reference description document. We thought this would
lose some important information, so we added the reference
descriptions to the model to get more accurate predictions.

DSMR uses the BERT pretraining model to process text
data and distinguish the importance of different reviews,
thus helping us to more accurately predict a user’s rating of
an English reference. )e structure of the DSMR model is
shown in Figure 3. )e model is divided into two parallel
parts. One is the user module and the other is the docu-
mentation module. In the User module, enter description
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documents for all references reviewed for that user and all
comments received for each reference. In the literature
module, enter all comments received for this reference and a
description of this reference. Finally, the results of the two
modules are dotted to get the user’s prediction score of the
reference. Since the user module is similar to the literature
module in structure, this paper takes the user module as an
example to introduce our model in detail.

3.2.2. Implementation Details

(1) Encoder. For a user u, all English references he has
reviewed are represented by 􏽢Xpx(x � 1, 2, . . . , t). Pass 􏽢Xpx

into the Item_encoder module. )e specific structure of
Item_encoder is shown in the left box in Figure 4. Where ⊕
means the sum. In the Item_encoder module, the descrip-
tion document Dx of the document 􏽢Xpx and all comment
􏽢Rxy(y � 1, 2, . . . , w) received by document 􏽢Xpx are passed
into BERT. Our comparison model uses CNN for comment
text processing and can only establish short-distance de-
pendence on input sequences. However, self-attention in the
transformer can process variable length information se-
quences by dynamically generating weights of different
connections, which can realize parallelization and improve
training speed.

)e word vector representation of the reference de-
scription documentDx was obtained after BERTpretraining.
BERT (Bidirectional Encoder Representations from Trans-
formers) is a language representation model. Its main model
structure is a stack of transformer’s encoder. It is a 2-stage
framework for pretraining, and for fine-tuning on each
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specific task. 􏽢Dx is obtained by adding the vectors of each
word. )e implicit representation of each comment was
obtained after BERT pretraining. )e sum of the implicit
representations yields 􏽢Rx. )e literature embedding vector
􏽢Xpx is obtained by combining 􏽢Dx and 􏽢Rx. 􏽢Xpx describes the
characteristics of reference x. )e formula is as follows:

􏽢Dx � BERT Dx( 􏼁,

􏽢Rx � sum BERT Rx1, Rx2, · · · , Rxw( 􏼁( 􏼁,

􏽢Xpx � 􏽢Dx ⊙ 􏽢Rx,

(1)

where, ⊙ represents the splicing of two vectors.
For reference q, all comments received by it are repre-

sented by Rs (s� 1, 2, . . ., w). Comments are implicitly
expressed as 􏽢Rs after passing through BERTmodel, as shown
in rev_encoder on the right side of Figure 4.

(2) LSTM. We use word embedding to represent user ID as a
user embedding vector Pp(p � 1, 2, . . . , d), d is the total
number of users. Mapping Pp to the same space as the
literature embedding vector 􏽢Xpx for dot product operation,
the correlation degree αx between user p and literature x
features is obtained. )e higher the value of αx is, the higher
the correlation degree is, and the more interested users are in
the literature.

αx � Pp · 􏽢Xpx, x � 1, 2, · · · , t, (2)

αx(x � 1, 2, · · · , t) was normalized by Softmax, and the
normalized αx was multiplied by 􏽢Xpx to obtain the con-
tribution degree of each literature to user characteristics.
Finally, 􏽢Xpx is sent into LSTM to learn user interest transfer
over time, and the output vector 􏽢p of the user model is
obtained. Softmax is a normalized exponential function. It is
an extended application of the binary classification function
sigmoid to multi-classification, to present the results of
multi-classification in the form of probabilities.

􏽢p � LSTM softmax αx( 􏼁 · 􏽢Xpx􏼐 􏼑, x � 1, 2, · · · , t. (3)

Similarly, we represent the description document of
literature q as Dq, and map Dq to the same space with the
review embedding vector 􏽢Rs to obtain the output vector 􏽢q of
the literature model.

(3) Score Prediction. )e final prediction score 􏽢r is obtained
by the dot product of the user model’s output vector 􏽢p with
the literature model’s output vector 􏽢q.

􏽢r � 􏽢p · 􏽢q. (4)

(4) Model Learning. )e goal of DSMR model is actually to
improve the accuracy of score prediction, which is equiv-
alent to a regression problem. For regression problems, the
most commonly used objective function is the squared loss
function. In the training set sampleW, the predicted score of
user p for reference x is 􏽢rpx and the real score is rpx, so the
objective function can be expressed as:

L � 􏽘
p,x∈W

􏽢rpx − rpx􏼐 􏼑
2
. (5)

Our task is to minimize the target function. We choose
Adam optimization algorithm to optimize the objective
function because Adam uses momentum and adaptive
learning rate to accelerate the convergence speed, which is
suitable for problems with large data volume and only re-
quires a small amount of memory.

4. Result Analysis and Discussion

4.1. 3e Data Set. To better evaluate the model proposed in
this paper, a dataset containing interactive and user-assisted
information is necessary.)is paper collects 600 English novels
from the website as an experimental dataset, which includes
10,020 anonymous ratings (value range from 1 to 5) generated
by 6,020 users on about 600 English novels. )e user attribute
information includes age level, gender, grade and major.

In the process of processing the dataset, we consider that
although there are 5 scores ranging from 1 to 5, 5 and 4 still
account for the majority of the scores. Almost all the models
that have been proposed do not take this situation into
account. We don’t think this is fair to a score of 1 or 2. It
overfits the training results. In this way, the data of each
score value in the dataset are of equal amount, and the results
are more objective and the model is more robust. )e ex-
traction results are shown in Table 1.

4.2. Comparison Model. )e proposed DMSR is compared
with the recommended model in the following literature,
and the hyper-parameter settings of the comparison model
are the same as those in the original text, except as spe-
cifically indicated. Table 2 shows the comparison algorithm.

4.3. Experimental Settings. )e BERT pretraining model
used by us has an initial learning rate of 0.01 for Bert_ba-
se_uncase, Review-DSMR, and DSMR models trained by
Google, and then the NoamOpt optimizer is used for dy-
namic adjustment. )e loss rate is set to [0.05, 0.1, 0.3, 0.5],
the batch size is set to [3, 5, 8, 16, 32], and the number of
potential factors is set to [32, 64, 128, 256].

)e ratio of the training set, validation set, and test set
was 3 ∶1 ∶ 1. Each experiment was repeated 3 times and the
average performance value was taken.

Models were evaluated in two experimental scenarios:
(1) in the click-through rate (CTR) prediction, trained
models were used to predict each interaction in the test set,
followed by Precision, Recall, and F1 to evaluate the CTR
prediction. (2) in Top@K recommendation, the trained
model is used to select K items with the highest predicted
click probability for each user in the test set, and then select
Precision@K, Recall@K and F1@K to evaluate the recom-
mendation set, where K� 1, 2, 5, 10, 20, 50, 100.

4.4. Evaluation Indicators. In CTR prediction, AUC, Pre-
cision and compromise accuracy, and recall rate score (F1)
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are used as evaluation indexes. In Top@K recommendation,
Precision, Recall and compromised accuracy and Recall
score (F1) are used as evaluation indexes. AUC considers the
sorting quality of samples, which is closely related to the
sorting error. )eir calculation formula is as follows:

AUC �
􏽐x∈Urankx − (|U∗ (|U| + 1)/2)

|U|∗ |T|
,

Precison �
􏽐p∈P|R(p)∩N(p)|

􏽐p∈P|R(p)|
,

Recall �
􏽐p∈P|R(p)∩N(p)|

􏽐p∈P|N(p)|
,

F1 �
2∗Recall∗Precison
Recall + Precison

.

(6)

where, R(p) is the recommendation list made to users based
on their behaviours in the training set, and N(p) is the
behaviour list of users in the test set. Rank is the sample sort
position, and it starts at 1. |U| is positive sample number, |T|

is negative sample number. When |U|> |T|, 1≥AUC> 0.5. |
U|� |T|, AUC� 0.5. |U|< |T|, 0≤AUC< 0.5.

4.5. Results and Analysis. )is section describes the com-
parison results between the different models and the pro-
posed model (DMSR) in this paper. Table 3 and Figure 5
show the prediction results of CTR of the model.

As can be seen from Table 3 and Figure 5, the proposed
model has achieved good performance in all indicators of
CTR. Compared with the best-performing model literature
[25], the proposed model improved by 1.52% on AUC,
1.82% on Precision, and 1.88% on F1. Compared with the
reference [24], the proposed model improves 2.41% in AUC,
2.84% in Precision and 2.9% in F1. Compared with reference
[26], the proposed model improves 1.84% in AUC, 2.23% in

Precision, and 2.33% in F1. )e model in this paper achieves
better recommendation results mainly for the following
reasons.

(1) )e model proposed in this paper adopts BERT
pretraining model to process the document content
and user requirement documents. It digs into user
characteristics and document attributes, effectively
alleviates the problem of sparse data, and improves
the accuracy of recommendations.

Table 1: Dataset preprocessing results.

Score Comment number Number of English novels )e number of users
1 5000 40 200
2 5000 40 200
3 5000 40 200
4 5000 40 200
5 5000 40 200

Table 2: )e comparison algorithms.

Number Algorithm )eory Operation principle

1 Literature
[24] Matrix decomposition

)e rating matrix is used as input, the inner product of the low-rank matrix of users
and items is used to represent the rating, and the objective function is minimized by

the alternate least squares (ALS) technique

2 Literature
[25]

Probability matrix
decomposition

Only score data is used for collaborative filtering, and Gaussian distribution is
introduced to model the underlying factors of users and items

3 Literature
[26] Parallel neural network

An additional sharing layer on top of the two neural networks connects the two
parallel networks so that the learned user and project potential factors can

interactively predict ratings. )is model proves that the sparsity problem can be
effectively alleviated by using comment text

Table 3: AUC, precision and F1 results predicted by CTR.

Models AUC Precision F1
Literature [24] 0.8926 0.8137 0.8161
Literature [25] 0.9015 0.8239 0.8263
Literature [26] 0.8983 0.8198 0.8218
Proposed (DMSR) 0.9167 0.8421 0.8451

Literature [24]

Literature [25]

Literature [26]

Proposed (DMSR)

0.75 0.8 0.85 0.90.7

F1
Precision
AUC

Figure 5: Results of AUC, precision and F1.
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(2) )emodel uses forward LSTM to pay attention to the
changes in user preferences over time, thus gener-
ating more accurate recommendations.

Figures 6–8 show the accuracy rate, recall rate, and F1
line graph recommended by Top@K respectively. As you can
see from these figures, the proposed model also achieves
good performance on Precison@K, Recall@K, and F1@K.
When K� 10, reference [26] showed the best performance in
accuracy, and the proposed model improved by 7.09%
compared with it. Literature [25] has the best performance in
recall rate and F1. )e proposed model has a 2.68% im-
provement in recall rate and a 12.88% improvement in F1.
Compared with the reference [24], the proposed model
improved 18.63% in accuracy, 0.69% in recall rate, and
12.52% in F1.

In CTR prediction and top-K recommendation, the
proposed model achieved good performance in all indica-
tors. In the comparison model, reference [24] performed
well in CTR recommendation scenarios, but not in top-K
recommendation scenarios. )e proposed model does well
in both recommended scenarios. )is is because reference
[24], reference [25], reference [26,] and the proposed model
all combine rich heterogeneous information in English lit-
erature. However, reference [24], reference [25] and refer-
ence [26] only integrate the auxiliary information and its
relationship to the content of the literature. Only the pro-
posed model combines their respective auxiliary informa-
tion and its relationship at both the user end and the
literature end. )ere are two potential reasons for the
performance improvement of the proposed model in this
paper: the first reason is the use of more information
sources. )e second reason is the use of structured de-
scriptions to model heterogeneous information. )e pro-
posed model shows that it is feasible to fuse auxiliary
information of users on the user side and auxiliary infor-
mation of documents on the document side. )e use of
heterogeneous information can significantly improve the
recommendation performance, and the additional use of
user attribute information can also improve the recom-
mendation performance.

5. Conclusion

)ere are two problems in the traditional collaborative fil-
tering recommendation algorithm: cold start and person-
alized recommendation. )is paper conducts in-depth
research on these two problems and obtains the optimized
experimental results after the improved scheme through
relevant experiments. Based on the literature content and
user needs, this paper proposes a deep semantic mining
recommendation model DSMR, which can predict the score
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Figure 6: Accuracy in Top@K.
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Figure 7: Recall in Top@K.
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Figure 8: F1 in Top@K.
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more accurately. It uses BERTpretraining model to learn the
accurate semantics of words in context information. LSTM
is also used to learn the internal relationship between
contents, explore the change of user preferences over time,
and introduce literature content documents to alleviate the
problem of cold start. Experimental results show that the
improved algorithm in this paper can optimize the cold start
and personalized recommendation problems of the rec-
ommendation algorithm, so as to improve the data pro-
cessing ability in the big data environment and give users a
better user experience.

For future studies, we will focus on the recommended
interpretability issues. )e interpretability of recommen-
dation is also an important aspect to improve the effect of
recommendation. Persuasive and appropriate reasons for
recommendation will improve the trust of users. How to use
review text to generate recommendation reasons is a
promising research direction in the future.
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)e labeled dataset used to support the findings of this study
are available from the author upon request.
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 e prediction and analysis of student achievement aim to realize personalized guidance for students and improve student
achievement and teacher’s teaching achievement. Student achievement is a�ected by many factors such as family environment,
learning conditions, and individual performance. Traditional prediction methods often ignore that di�erent factors have di�erent
e�ects on the same student’s score, and di�erent students have di�erent e�ects on the same factor, so the model constructed
cannot realize personalized analysis and guidance for students.  erefore, this paper proposes a prediction model based on the
analytic hierarchy process and genetic algorithm. Firstly, according to the relationship among di�erent levels, the analytic
hierarchy process (AHP) model is established.  en, a k-means clustering algorithm is used to process the experimental data.
Secondly, in order to get rid of the negative impact of the randomness of the initial threshold and weight on model prediction
accuracy, which leads to the prediction result falling into a local minimum, a genetic algorithm is proposed to �nd the optimal
initial threshold and weight of model �rst. Finally, a prediction model based on the BP neural network is established to predict
students’ scores, which proves that the prediction e�ect is good.  e experiment was conducted with English major students in a
university as the research object. Experimental results show that compared with traditional data mining methods, the proposed
method has better prediction accuracy.

1. Introduction

Education is the foundation of a nation and the foundation
of a strong nation. With the rapid development of Internet
technology, it becomes more convenient and fast to collect
education-related data.  e analysis, mining, and applica-
tion of education big data are an important demand and
inevitable trend [1]. Student achievement prediction, also
known as student academic achievement prediction, refers
to the use of students’ relevant information to predict their
future academic performance. It includes course scores,
comprehensive scores at the end of the semester, and
whether there is a risk of dropping out. With the help of
student achievement prediction technology, teachers can
have a clear insight into students’ learning status and quality,
carry out di�erentiated teaching based on this, meet

students’ personalized learning needs, and truly achieve the
goal of “promoting learning through evaluation.”  e pre-
diction technology of students’ scores is also helpful for
colleges and universities to carry out academic early
warning, especially to establish dynamic early warning
mechanism according to the real-time prediction results of
students’ scores, so as to timely �nd the students who may
not be able to �nish their studies normally, guide them out of
trouble, and successfully achieve the goal of talent training.
 erefore, no matter from the perspective of improving
teaching e�ect or strengthening student management, stu-
dent achievement prediction technology has important re-
search value and practical signi�cance [2].

In recent years, the prediction of student achievement
has been widely concerned by scholars at home and abroad,
and a series of fruitful research work studies has emerged.
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Most of the early studies focused on pedagogy and psy-
chology, trying to explore the key factors affecting students’
academic performance, such as personality composition,
learning motivation, family environment, etc. [3]. +is kind
of research is mainly based on the self-assessment reports
provided by some students, which has great defects in
sample size and timeliness, and the conclusions are also
susceptible to the influence of the subjective consciousness
of the interviewed individuals. In some studies, students’
performance information in the learning process is used to
predict students’ final grades [4], such as attendance,
homework completion, and stage test scores. Because there
is a strong correlation between the performance information
of the course learning process and the final score, the ob-
tained model can often achieve better predictive perfor-
mance [5]. However, such research can be carried out after
the course is carried out for some time, so it is impossible to
predict students’ learning performance at the initial stage of
the course, leading to a certain lag in the predicted results.

At present, the prediction and analysis of student
achievement and the research on the key influencing factors
have attracted the attention of scholars at home and abroad.
In terms of student performance prediction, literature [6]
selected several typical learning behavior characteristics
from many behavioral characteristics of MOOC learners.
And use the selected characteristics to predict whether
learners can successfully complete the learning task and
obtain the certificate to find out the potential serious
learners. Literature [7] selects 8 important attributes by
calculating the information gain rate of each attribute
characteristic from 18 attributes that affect students’ per-
formance, and uses the selected 8 important attributes to
construct a decision tree to predict students’ performance. In
terms of themining of influencing factors of students’ scores,
literature [8] conducted a study on the scores of 300 students
in an Indian university and found that students’ scores were
greatly affected by such factors as home address, annual
family income, mother’s education, living habits, and stu-
dents’ historical scores. Literature [9] proposed that stu-
dents’ sociodemographic characteristics (such as race,
gender, and economic status) and academic characteristics
(such as school type and school performance) are closely
related to their academic performance. Although the above
work has made a good performance, but there are still two
problems. (1) Only considers the current work has the
characteristics of the selected influence on student
achievement and ignores the influence of the selected fea-
tures. (2)+e current work assumes that the key factor to the
influence degree of all the students is the same, ignoring the
students’ individual differences. In fact, different factors
have different effects on the same student’s score, and dif-
ferent students have different effects on the same factor.

Educational data mining aims to discover the internal
connections and rules hidden in massive educational data
and provide some help for students’ learning, teachers’
teaching, and the management of education managers [10].
Student achievement prediction can help teachers timely
and effectively intervene and guide students’ learning pro-
cess, such as identifying students at risk so as to provide

timely intervention measures. In addition, it can also be used
in the online evaluation, cognitive diagnosis, student portrait
construction, and recommendation system, which has im-
portant research significance and application value.

With the rise of data mining technology, a large
number of data mining methods have been applied to the
study of student achievement prediction. Existing research
methods can be divided into two categories: one is to
regard prediction problems as regression or classification
problems. Data mining models such as linear regression
[11], decision tree [12], support vector machine [13], deep
neural network [14], and Bayesian network [15] are used in
the literature [16]. On the other hand, the student pre-
diction problem is likened to the user evaluation problem
in the recommendation system, and the technology in the
recommendation field is borrowed to solve the problem,
including collaborative filtering, matrix factorization (MF)
[17], and other methods. Compared with regression-based
methods, recommendation-based methods are more
widely used because of their higher prediction accuracy
and interpretability.

However, recommendation-based approaches tend to
perform poorly in the absence of historical data. Because this
kind of method mainly relies on the historical record of
students’ scores to mine the similarity of courses, and then
predicts the results. +erefore, when the number of history
courses is small, additional information must be used to help
accurately depict the similarity between courses. +ese
background information are usually miscellaneous, have
high requirements for data sources, and have limited mining
of knowledge information. So far, there is no research that
relies on knowledge information to predict students’ per-
formance. In view of this, this paper proposes a student
achievement prediction model based on the analytic hier-
archy Process and genetic algorithm.

+e innovations and contributions of this paper are
listed as follows:

(1) According to the relationship among different levels,
the analytic hierarchy process model is established,
and then the k-means clustering algorithm is used to
process the experimental data

(2) Genetic algorithm is proposed to find the optimal
initial threshold and weight of the model first

(3) A prediction model based on the BP neural network
is established to predict students’ scores

+is paper consists of five main parts: the first part is the
introduction, the second part is state of the art, the third part
is a methodology, the fourth part is result analysis and
discussion, and the fifth part is the conclusion.

2. State of the Art

Taking English major students in a university as the re-
search object, this paper conducts a questionnaire survey
on their academic performance. +e design of the ques-
tionnaire was carried out in accordance with the principles
of clear theme, reasonable structure, easy to understand,
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appropriate control of the length of the questionnaire,
convenient data verification, sorting, and statistics.

A questionnaire survey is conducted on the influencing
factors of English major students’ scores, which is divided
into three levels, namely, individual, school, and family. +e
corresponding specific influencing factors are set in each
layer with different numbers. +e questions set in this
questionnaire are mainly as follows

+e influencing factors at the individual layer mainly
include gender, class acceptance, taking notes or not,
course interest, the length of study after class, and own
health status
+e influencing factors at the school layer mainly in-
clude the academic atmosphere of the school, teaching
mode of teachers, faculty, and equipment resource
sharing
+e influencing factors of the family layer mainly in-
clude the education level of parents, family environ-
ment relationship, and family economic level

+e questionnaire is mainly investigated from three
aspects, each of which contains specific factors affecting
English major students’ scores. +ere are 13 question factors
in total. A total of 202 questionnaires were collected for this
survey, and 18 invalid papers were screened out after sta-
tistics and collation of the data in the later stage. Finally, 184
pieces of data could be used as data sources for this survey.
Reliability and validity tests of the questionnaire data
showed good performance.

3. Methodology

3.1. Establishment of the Hierarchy of Influencing Factors of
English Major Scores. +e influencing factors of English
major scores can be divided into three levels: target layer A,
criterion layer Bi, and subcriterion layer Cy. +e target layer
is the influencing factor of English major students’ per-
formance. +e criterion layer is divided into three factors,
namely, the influence factors of individual, school, and
family on English major students’ performance. +e three
criteria layers are decomposed into more subcriteria layers,
for example, the individual layer considers gender, class
acceptance, taking notes or not in class, interest in English,
etc. +e school layer considers the teaching mode of
teachers, the academic atmosphere of the school, equipment
resource sharing, and the faculty. At the family layer, the
education level of parents, family economic level, and family
environment relationship (see Table 1).

+e factors in the criterion layer have an effect on the
factors of the upper layer, and all the factors in the sub-
criterion layer have an effect on the target layer, but for the
upper layer, only the factors belonging to the upper layer
have an effect, but each factor in the subcriterion layer is
independent of each other and does not affect each other.

3.2. Consistency Test and Hierarchical Single Ordering of
Judgment Matrix. +rough the analysis of English major
student performance influence factors, namely, the five

criteria layer individual, class, school, family, and society,
and the corresponding criterion layer of the factor
analysis, respectively, established principles of the target
layer, layer of criterion of the judgment matrix, by using
mathematical software Matlab to calculate the maximum
eigenvalue and eigenvector of a judgment matrix. +e
feature vectors are normalized, and finally, the consis-
tency test is done.

(1) Judgment matrix A-Bx:

A − Bx �

1 3 4 6 5

1
4

1
3

1 4 2

1
6

1
5

1
4

1
1
2

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

. (1)

+e maximum eigenvalue of the matrix λ Max� 5.1984,
and its corresponding eigenvector is M1 � (0.8388, 0.2332,
0.0856)T.

+e corresponding weight can be obtained by the nor-
malization of M1:

MA � (0.4769, 0.1326, 0.0487)T.
Consistency test: the indicators of consistency test are as

follows:

CX1 �
λmax − t

t − 1
�
0.1984

4
� 0.0496, t � 5. (2)

+e average consistency index is

RX1 � 1.12,

CR1 �
CX1

RX1
�
0.0496
1.12

� 0.0443< 0.1.

(3)

Table 1: Hierarchy table of factors influencing English major
students’ scores.

Target layer A Criterion layer
Bx

Subcriteria layer Cy

An influencing
factor of English
majors’
achievement

B1 individual
factors

C1 gender
C2 class acceptance
C3 take notes or not
C4 own health status
C5 course interest

C6 length of study after class

B2 school factors

C7 academic atmosphere of
the school

C8 teaching mode of
teachers
C9 faculty

C10 equipment resource
sharing

B3 family factors

C11 education level of
parents

C12 family environment
relationship

C13 family economic level
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If the consistency ratio CR1< 0.1, the matrix A-Bx passes
the consistency test. It shows that the matrix A-Bx is rea-
sonably constructed without secondary construction.

According to the normalized weight MA, it can be seen
that the eigenvalue 0.0487 is the smallest; that is, family
factors have the least influence on the scores of English
majors. +e characteristic value of 0.4769 is the largest; that
is, personal factors have the greatest influence on the scores
of English majors.

(2) Judgment matrix B1-Cy:

B1 − Cy �

1
1
3

1
6

1
5

1
7

1
5

1
4

3 1
1
2

1
3

1
5

1
3

1
3

6 2 1
1
2

1
3

1
1
4

5 3 2 1
1
2

1 1

7 5 3 2 1
1
3

1

5 3 1 1 3 1 2

∣

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

(4)

It can be concluded from the above matrix that when λ
Max� 7.6323, M2 � (0.0692, 0.1356, 0.2595, 0.3829, 0.5017,
0.5683)T.

After normalization, the resulting vector is as follows:
MB1

� (0.0294, 0.0576, 0.1103, 0.1627, 0.2132, 0.2416)T;
then, the consistency test index is obtained.

CX2 �
λmax − t

t − 1
�
0.6323

6
� 0.1054, t � 7,

RX2 � 1.36,

CR2 �
CX2

RX2
�
0.1054
1.36

� 0.0775< 0.1.

(5)

If the consistency ratio CR2< 0.1, the matrix B1-Cy passes
the consistency test, indicating that the matrix B1-Cy is
reasonably constructed and no secondary construction is
required.

According to the normalized weight MB1, it can be seen
that the eigenvalue 0.0294 is the smallest; that is, gender
factors have the least influence on the scores of English
majors. +e characteristic value of 0.2416 is the largest; that
is, the length of study after class has the greatest impact on
the scores of English majors. +e second factor is course
interest with a weight of 0.2132, and their health status also
plays an important role in English major students’
performance.

(3) Judgment matrix B2-Cy:

B2 − Cy �

1 3 4 6 6 6 7

1
4

1 1 3 2 2 2

1
6

1
2

1
2

1 1 1 1

1
7

1
3

1
2

1
2

1 1 1

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

. (6)

It can be concluded from the above matrix that when λ
Max� 7.1067, M3 � (−0.8703, −0.2807, −0.1357, −0.1159)T.

After normalization, the resulting vector is
MB2 � (0.4387, 0.1415, 0.0684, 0.0584)T.

+en, the consistency test index is obtained as follows:

CX3 �
λmax − t

t − 1
�
0.1067

6
� 0.0178, t � 7,

RX3 � 1.36,

CR3 �
CX3

RX3
�
0.0178
1.36

� 0.0131< 0.1.

(7)

If the consistency ratio CR3< 0.1, the matrix B2-Cy passes
the consistency test. It shows that the structure of matrix B2-
Cy is reasonable and no secondary structure is needed.

According to the aforementioned normalized weight
MB2, it can be known that 0.0584< 0.0684< 0.1415< 0.4387.

+erefore, it can be seen that the academic atmosphere of
the school has the greatest weight, followed by the teaching
mode of the teacher, followed by the faculty, and the
equipment and resources of the school have the lowest
impact on the scores of English majors.

(4) Judgment matrix B3-Cy:

B3 − Cy �

1 2 3

1
3

1 2

1
2

2 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (8)

From the above matrix, it can be concluded that when λ
Max� 3.0889, M4 � (0.8500, 0.4287, 0.3061)T.

After normalization, the resulting vector is
MB3 � (0.5363, 0.2705, 0.1931)T. +en, the consistency test
index is obtained as follows:

CX4 �
λmax − t

t − 1
�
0.0889

2
� 0.0445, t � 3. (9)

+e average consistency index is

RX4 � 0.58,

CR4 �
CI4
RI4

�
0.0445
0.58

� 0.0767< 0.1
(10)
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If the consistency ratio CR4< 0.1, the matrix B3-CY
passes the consistency test. It shows that the structure of
matrix B3-CY is reasonable and no secondary structure is
needed.

According to the normalized weight MB3 above, the
eigenvalue is 0.1931< 0.2705< 0.5363.

It can be seen that at the family layer, parents’ edu-
cational level has the highest impact on the scores of
English major schools, followed by family environment
relationship, while family economic level has a low impact
on the scores of English major academic schools. +ere-
fore, parents’ educational level is also particularly im-
portant, which has a greater impact on students’ academic
performance.

Because the weight ranking of a single layer is relatively
simple, it is not possible to comprehensively analyze the
influencing factors of college students’ higher mathematics
academic performance. +erefore, it is necessary to intui-
tively understand the influence of various factors on English
major students’ performance through hierarchical overall
ranking.

3.3. Hierarchical Total Ranking and Its Consistency Test.
+e pair comparison matrix is constructed, and the maxi-
mum eigenvalue and corresponding eigenvector of the
matrix are obtained by Matlab. +e eigenvector is nor-
malized, and then the weightM is obtained.MA is the weight
of the criteria layer to the target layer, that is, the influence
factors of English major students’ scores.MB is the weight of
the subcriteria layer to its corresponding criteria layer.MC is
the weight of all subcriteria layers to the target layer. +e
synthetic weight of all factors at all levels to the scores of
English majors was calculated, and the total ranking of all
levels was carried out. +e CR value of each matrix is less
than 0.1, and the consistency test is passed. Table 2 shows the
results of composite weight after the hierarchical total
ordering.

It is found that the weight value of the length of study
after the class is the highest. +e weight value of the aca-
demic atmosphere of the school in the school layer is the
highest. +e weight value of parents’ education level is the
highest at the family layer.

3.4. BP Neural Network Algorithm. Due to the uncertainty
of subjective factors, this paper only considers the influence
of objective factors when building the prediction model. To
effectively predict the real school English professional level
of academic performance, according to the theory of the BP
neural network model, select five parameters to build a
neural network algorithm model, namely: spare time
learning time p, curriculum interest, school academic at-
mosphere q, a teacher teaching model w, and parents
education level x, as shown in Figure 1. In Figure 1, there
are 5 input nodes in the model input layer, which are the 5
parameters selected above to participate in model
prediction.

3.5. Data Cluster Analysis. According to the original data
samples, the data of each dimension has its own change
interval and unit; that is, the data of each dimension are
data of different attributes. +erefore, in order to improve
data quality and accuracy, it is very important to define data
in the same interval and minimize the impact of data
repetition and redundancy on model calculation while
maintaining the original data relationship unchanged
during model training. +e methods of data clustering are
divided into hard clustering and flexible partitioning. In
this section, the k-means clustering algorithm in the hard
clustering method is selected to preprocess experimental
sample data. +e original data set I with t objects was
divided into K clusters to minimize the distance between
each data point and the cluster center. In other words, the
cluster analysis was completed and the overall redundancy

Table 2: Composite weight table of influencing factors of English major scores.

Target layer A Criterion layer Bx
Weight
MA

Subcriteria layer Cy
Weight
MB

Weight
MC

An influencing factor of English majors’
achievement

B1 individual
factors 0.4769

C1 gender 0.0294 0.0241
C2 class acceptance 0.0576 0.0476
C3 take notes or not 0.1103 0.1105
C4 own health status 0.1627 0.1065
C5 course interest 0.2132 0.1144

C6 length of study after class 0.2416 0.2012

B2 school factors 0.1326

C7 academic atmosphere of the
school 0.1549 0.0271

C8 teaching mode of teachers 0.1415 0.0162
C9 faculty 0.0684 0.012

C10 equipment resource sharing 0.0584 0.0471

B3 family factors 0.0487

C11 education level of parents 0.5363 0.0143
C12 family environment

relationship 0.2705 0.013

C13 family economic level 0.1931 0.0121
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was reduced.  e steps of this method to analyze indoor
environmental data are as follows:

Step 1: initialize the K cluster center:

w(1)1 , w(1)2 , . . . , wk. (11)

Step 2: allocate t data to the cluster set with the least
square Euclidean distance from the cluster center, that
is, complete the nearest neighbor cluster center.  e
classi�cation principles are as follows:

S(n)x � iu: iu − w
(n)
x

�����
�����
2
≤ iu − w

(n)
y

�����
�����
2
∀y,

1≤y≤ z.





 (12)

Step 3: calculate the new sample center of the cluster set
assigned to the node, as shown below.

w

x

p

a

q

1

2

11

Model

...

Input 1
Teacher 
teaching 

mode

Input 2
Education 

level of 
parents

Input 3
Length of 
study a�er 

class

Input 4
Course 
interest

Input 5
School 

academic 
atmosphere

Input layer Hidden layer Output layer

Figure 1: Schematic diagram of the BP neural network model.

Figure 2: Schematic diagram of K-means clustering algorithm.

ElbowY

K

Figure 3: Schematic diagram of Elbow algorithm.

6 Mobile Information Systems



w(n+1)y �
1
S(n)x

∣∣∣∣∣
∣∣∣∣∣
∑ iy ∈ S

(n)
x iy. (13)

Step 4: run steps 2 and 3 iteratively alternately until the
clustering center does not change or reaches a certain
number of iterations, as shown in Figure 2.

In the face of a large number of experimental data, it is
di¡cult to determine the number of clustering K. In this
paper, the Elbowmethod in theK value evaluation algorithm
is used to determine it.

In the K-means clustering algorithm, the optimization
objective is as follows:

Y c(1), c(2), . . . , c(w), μ1, μ2, · · · , μk( ) �
1
w
∑
w

1
i(x) − μc(w)
�����

�����( ). (14)

where c(x) is the corresponding subscript of the cluster
center closest to i(x). μk is the clustering center.  e opti-
mization objective Y is the sum of the distance from each
sample to the cluster center and also represents the clus-
tering error.  e smaller the Y value is, the smaller the
clustering error is, and the better the clustering e�ect is.

When the K value is di�erent, the Y value is also dif-
ferent. According to the idea of the elbow algorithm, the
classi�cation e�ect is the best when the value of K is the
in¢ection point of the optimization objective function curve,
see Figure 3.

In summary, the k-means algorithm was used to cluster
the initial samples, the Y-cost function was used to evaluate
the clustering e�ect, and the optimalK value was determined
by the Elbow algorithm.  e results show that there is an
in¢ection point when K� 5,928; that is, there are 5,928
clustering centers.

3.6. Data Standardization Processing. After clustering, each
variable is more dependent on its own speci�c unit property
and change interval. In order to avoid this situation, after
data clustering, this section conducts standardized data
processing. at is, the clustering data is processed again, the
weight of the same attribute is assigned, and mapped to the
same change interval (0, 1). In this way, the data set quality
can be improved again, which is more conducive to mod-
eling, training, and analysis of data in the later period.

Data preprocessing

Initial coding of population by
BP neural network

Determine fitness value

Collect data

Selection, crossover and
mutation operations

Calculate the fitness value
again

Whether constraints are
met

Set initial weights and
thresholds randomly

Obtain the optimal weight and
threshold

calculation error

Determination of network
topology

Weight threshold update

Whether constraints are met

Get the prediction results

N Y
N
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rit
hm
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tim
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io
n
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 n

eu
ra

l n
et

w
or

k

Start

End
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End

Figure 4: Flow chart of genetic algorithm optimizing BP neural network.
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3.7. BP Neural Network Model Training and Prediction
Analysis. In order to solve the problems caused by the
defects of the BP neural network mentioned above, this
paper considers a genetic algorithm to directly use the
�tness function as search information. e search process is
not constrained by the continuity of a function and has
good global search ability, which can overcome the
problem that the BP neural network easily falls into the
local minimum and �nd the optimal value of the BP neural
network quickly and accurately.  erefore, the genetic
algorithm is adopted to optimize the BP neural network
�rst and strive to improve the accuracy of the prediction
model, so as to realize an accurate grasp of the scores of
English majors.  e optimization process is shown in
Figure 4.

Taking the initial threshold and weight of the BP neural
network as the initial population, the MATLAB GA toolbox
is used to optimize it. Parameter settings of the genetic
algorithm optimization model are shown in Table 3.

4. Result Analysis and Discussion

Some factors in the above analytic hierarchy process
modeling are obtained by calculating the synthetic weight
of all factors at all levels to the scores of English majors in a
certain university and making a total ranking of all levels.
 e empirical analysis data came from the results of four
mock exams scores and the �nal exam score of English
majors in this university, with a sample size of 669 and a
data dimension of 669 × 5.  e source of students in the
school is medium level in the province, and the college
entrance examination scores have been relatively stable for
many years.  e data are real and reliable and have strong
representativeness. Table 4 provides an overview of the raw
data. It can be clearly seen from Table 4 that the mean value
of X1 is 273, and the mean value of the other three mock
exams and the �nal exam is about 350.  e median of the
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Figure 5: Boxplot of the original variable.
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Figure 6: Comparison of prediction errors of various models.

Table 3: Parameter table of genetic algorithm improving BP neural network model.

Parameter category Parameter value preset
1 Individual length of genetic algorithm Lenchrom� 10
2 Number of genetic evolution Maxgen� 90
3 Population size Sizepop� 15
4 Crossover rate Pcross� 0.5
5 Variation rate pmutation� 0.1
6 Maximum number of iterations of neural network net.trainParam.epochs� 90
7 Training and learning rate of neural network net.trainParam.lr� 0.2
8 Allowable error range of neural network net.trainParam.goal� 0.0005

Table 4: Raw data overview.

Basic data information Mock exam 1 scores Mock exam 2 scores Mock exam 3 scores Mock exam 4 scores Final scores
 e minimum 59 215 159.8 87.5 106
 e quantile 328 306 307.5 321 313
 e median 373 345.5 342.5 366.5 351.5
 e mean 273 348.5 348.4 368 353.4
On the quantile 416.5 384 348.5 412 393
 e maximum 550 528.5 535.5 575 522.5
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�ve variables is around 360, their maximum value is
around 540, and their variance is stable around 75. Fur-
thermore, it was observed from the boxplot (see Figure 5)
that the range of predicted variables and the �nal exam
score data were basically the same, as well as the variance,
so there was no need to standardize the variables during
modeling.

Figure 6 shows the prediction results of 10 sample scores
randomly selected from English majors in a university in
[18], [19], [20], and the proposed model.

 e smaller the average relative error is, the higher the
accuracy of the model is and the better the prediction
performance is. As can be seen from Table 5, among the four
prediction models, the average relative error of the model in
this paper is the smallest, which is 6.51%. is shows that the
prediction results of the model are more consistent with the
real value.  us, the model in this paper can eliminate re-
dundancy between data.  e main reason is that genetic
algorithm automatic parameter optimization can make
support vector machines have better performance, so the
prediction result is better.

 is section also explores the in¢uence of iteration times
on the prediction accuracy of the model. As shown in
Figure 7, the training accuracy of the algorithm in this paper
tends to be stable after about 10 cycles of iteration, and the
model begins to converge.

5. Conclusion

Student achievement prediction is a research hotspot in
the �eld of educational data mining in recent years and is
also one of the important objectives of learning analytics.
In view of the problem that the in¢uence degree of dif-
ferent factors on the same student’s score is not considered
in the current relevant research, and the in¢uence degree
of di�erent students by the same factor is also di�erent,
this paper proposes a student’s score prediction model
based on AHP and genetic algorithm. Firstly, a ques-
tionnaire survey was conducted on the factors in¢uencing
English major students’ scores. According to the rela-
tionship between di�erent levels, an analytic hierarchy
process model was established, and then the k-means
clustering algorithm was used to process the experimental
data. Finally, BP neural network algorithm improved by
the genetic algorithm is used to predict students’ grades,
and more accurate and reliable prediction data are ob-
tained.  e prediction results of English majors in a
university proved to be e�ective. Experimental results
show that compared with traditional data mining methods,
the proposed method has better prediction accuracy.  e
prediction accuracy of the model needs to be further
improved. Because there are many subjective and objective
factors a�ecting students’ scores, it is necessary to carefully
screen and extract levels, so as to predict students’ scores
more accurately.
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In order to improve the e�ect of English teaching, this article analyzes the MOOC teaching system, constructs an evaluation
mechanism combined with the LS-SEN intelligent system, and obtains an intelligent English MOOC teaching e�ect evaluation
system. According to the actual needs of English MOOC teaching e�ect evaluation, this article proposes an integrated method LS-
Ensem algorithm for continuous modeling from the perspective of gradient descent. At the same time, this article uses the
commonly used variance function as the loss function, combined with repeated iterations to improve the running accuracy of the
algorithm. In addition, this article constructs an intelligent system structure based on the actual needs of English MOOC teaching.
According to the experimental research, the teaching e�ect evaluation mechanism of English MOOC combined with the LS-SEM
intelligent system can play an important role in English MOOC teaching.

1. Introduction

College English teaching urgently needs to enrich the types
of courses and improve the quality of teaching, so as to meet
the diverse English learning needs of learners, and this
demand is particularly prominent due to the impact of
MOOCs on traditional classrooms. �e themes of MOOCs
involve various disciplines, and the language of instruction is
mainly English, which can fully meet the diverse needs of
learners in terms of professional English, academic English,
and general education English. In addition, the MOOC is
based on a systematic fragmented learning method and
modular short videos, which not only facilitates learners to
learn by topic, but also facilitates them to use fragmented
time to split and watch. �is will attract many students to
choose to “skip classes” and go to “Amoy (mo) classes.” At
this time, college English teachers will lose their position of
knowledge authority to a large extent, and it will be di�cult
for students to accept traditional teaching methods, which
will lead to the danger of student loss in the classroom.

MOOCs can test the e�ect of college English teaching to
a certain extent, and language barriers (i.e., English pro�-
ciency) are one of themain reasons that hinder learners from

completing MOOCs, which will inevitably exacerbate stu-
dents’ understanding of the content and teaching of tradi-
tional college English courses. Dissatisfaction with quality, to
a large extent, “divides” the traditional relationship of
domination and dependence between teachers and students,
awakening students’ subjectivity. Faced with the impact of
MOOCs on traditional college English teaching, colleges and
universities should take advantage of MOOCs and explore a
hybrid teaching model that integrates MOOCs and class-
room teaching through the collaborative innovation of
online MOOC education and traditional face-to-face
teaching, so as to realize the structure of college English
courses upgrade and improve the quality of teaching.

Teacher training, training and maturity, and other re-
lated teacher development issues are one of the key factors to
realize the transformation of college English follow-up
curriculum and the improvement of teaching quality.
MOOCs have brought about many changes in college En-
glish education concepts, teaching concepts, teaching
methods, and teaching content. While challenging the
original teaching concepts and knowledge structure of
college English teachers, it also breeds opportunities. Pro-
fessional international MOOC courses improve their own
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ESP and EAP levels, and then open more high-quality
school-based college English follow-up courses to better
meet learners’ personalized English learning needs. Teachers
can learn about English teaching methods by learning. *e
MOOC courses, especially the modern educational tech-
nologyMOOC courses, can improve the teaching design and
development ability in the information technology
environment.

In order to analyze the teaching effect of English
MOOCs, this article combines the LS-SEN intelligent system
to construct an evaluation mechanism and obtains an in-
telligent English MOOC teaching effect evaluation system,
which provides a theoretical reference for the subsequent
improvement of the teaching effect of English MOOCs.

2. Related Work

In recent years, there have been related research studies on
microteaching in the context of MOOCs, such as “how to
realize the mutual penetration of English microteaching
and MOOCs in colleges and universities.” *e research
shows that MOOC teaching provides resources and ma-
terials for microteaching; MOOC teaching provides tech-
nical support for microteaching [1]. Microteaching in the
context of MOOCs can help teachers to further understand
and improve their classroom teaching skills, and promote
their professional development. With the development of
online learning, Xuetong has gradually become a common
learning channel in colleges and universities. Teachers can
share excellent resources to Xuetong for students to watch
and learn [2]. With the help of the Xuetong platform, the
effect and problems of English micro-introduction skill
training are studied. With the continuous deepening and
development of basic education curriculum reform,
teachers pay more attention to the effectiveness of class-
room teaching [3]. At the beginning of classroom teaching,
classroom introduction is related to the success or failure of
a class. At the same time, introduction skills are one of the
top ten skills in microteaching [4]. Correct and ingenious
introduction can prepare for the next teaching and help
students to obtain good learning effect. However, the re-
search on the development of teachers’ teaching ability is
the core part of the research on teachers’ professional
development. *e practical knowledge of English teachers
is generally relatively lacking, and the teaching ability of
teachers needs to be improved urgently [4]. As one of the
compulsory courses for teachers’ vocational skills training
in higher normal colleges and universities, microteaching
just provides a broad practical platform for English
teachers, making it possible for normal students to focus on
solving a specific teaching behavior or conduct it under
controlled conditions [5]. *rough English micro-intro-
duction skills training, teachers can further understand
microteaching, which will also be a process for teachers to
continuously learn, improve teaching skills, and constantly
improve themselves [6].

*e system provides a wealth of English learning re-
sources. *rough videos, students are guided to learn En-
glish language knowledge and have a good understanding of

their own English language skills for training [7]. *e self-
learning system can be divided into course selection and self-
study. Students can choose their own learning content,
including writing, reading, and listening, according to their
own interests and real learning needs. Students can choose
flexibly to achieve individuality chemical learning [8]. In the
self-learning system, students can design their own English
learning progress and do not need to study according to the
progress of traditional English teaching, so that students
with different learning abilities and different learning
foundations can be satisfied. Students can choose their weak
points of knowledge to strengthen training, further con-
solidate classroom knowledge, and check and fill gaps [9].

*eMOOC education platform is an online learning and
education platform for teachers and students [10]. *e
teaching management system can play a navigational role,
guide students to complete the staged learning and then
conduct testing, and guide students in the selection of
learning content. *e supervision function of the teaching
management system can better guide and restrict students,
mobilize students’ enthusiasm for autonomous learning, and
encourage students to actively participate in the autonomous
learning of the MOOC platform [11]. Teachers can use the
teaching management system to grasp the online time of
students, whether they complete the knowledge test on time,
whether they have read the educational resources in the
educational platform, etc. [12].

*e evaluation feedback system in the MOOC educa-
tion platform is to better supervise, regulate, and encourage
students’ self-learning awareness and behavior [13]. *e
evaluation feedback system will also provide feedback on
the students’ learning process, such as students’ online
learning time reports and students’ learning process re-
ports on the MOOC platform, which can help teachers
better grasp the students’ learning process [14]. *e system
also has a pass detection module. After students complete
the learning of a certain skill, the system will pop up a pass
test to assess students’ English skills online [15]. *ere are
many overall analyses, but the design of empirical research
on MOOC teaching and learning, especially the overall
analysis of the quality of MOOC teaching, is still extremely
lacking, and there is no recognized quality evaluation index
system, and even the evaluation standards are in the the-
oretical level [16].

3. LS-Ensem Algorithm

When traditional algorithms process teaching information,
the information processing process is complex, which leads
to poor system performance. In the iterative process, the LS-
Ensem algorithm no longer selects complex approximation
functions, but selects submodels with relaxed conditions and
sets a suitable*is method can effectively reduce the amount
of calculation and the possibility of noise, so this article
chooses the LS-Ensem algorithm as the core algorithm of the
system.

*e partial linear square (PLS) method is a common
modeling method, which has been widely used due to its
simplicity and speed. However, the PLS method is a linear
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algorithm, and most of the actual objects have a certain
nonlinearity more or less, which causes the models obtained
by the PLS algorithm to often have inaccurate predictions.
*e following will select the PLS algorithm as the modeling
method and explain how to use the AdaBoost.Rmmethod to
improve its prediction accuracy. Because the traditional
PILS algorithm does not consider the distribution infor-
mation in the modeling process. If we want AdaBoost.Rm to
be able to call it, it must be improved to model both the
sample and the sample distribution.

*e traditional PLS algorithm decomposes the sample
set S into an input matrix X � [x1, . . . , xm]′ and an output
vector Y � [y1, . . . , ym]′. Among them, (xi, yi), i � 1, . . . , m

is a sample point in S. W ∈ Rp×r in the resulting model is a
weight matrix consisting of weight vectors. However,
P ∈ Rp×r and C ∈ R1×r are the loading matrices of X and y,
respectively. b ∈ Rp×1 is the parameter vector of the model.

*e PLS algorithm itself does not consider the distri-
bution information on the sample set during the execution
process. In order to use the AdaBoost.Rm method to im-
prove its accuracy, it must be improved. *erefore, the
following work is to improve the PLS so that the distribution
information on the sample set is also considered in the
calculation process without loss of generality. We assume
that the distributions D(i), i � 1, . . . , m on the sample set S
are all in the form of reduced fractions, that is,
D(i) � (Dni/Ddi). Among them, S and Ddi are relatively
prime positive integers. *e least commonmultiple Dd of all
denominators Dd1, . . . , Ddm􏼈 􏼉 is calculated. *e sample
points in S are replicated so that the number of sample
points (xi, yi) is (Dd × (Dni/Ddi)), and the extended
sample set 􏽥S � (x1, y1)1, . . . , (x1, y1)Dd×(Dn1/Dd1), . . . ,􏽮

(xm, ym), . . . , (xm, ym)Dd×(Dnm/Ddm)} is obtained. A simple
calculation shows that there are Dd 􏽐

m
i�1(Dni/Ddi) � Dd

sample points in the extended sample set 􏽥S. And, for each
sample point (xi, yi), i � 1, . . . , m, the ratio of its number in
the extended sample set 􏽥S to the total number of samples in 􏽥S

is exactly equal to D(i). *at is to say, the extended sample
set 􏽥S not only contains the same sample points as the sample
set 􏽥S, but also implies the distribution information on the
sample set S.

Now, the extended sample set 􏽥S is decomposed into an
input matrix 􏽥X and an output vector 􏽥Y, and then, the
traditional PLS algorithm is invoked. First, the weight vector
is calculated, and the input matrix 􏽥X and output vector 􏽥Y are
brought into the PLS algorithm:

􏽥w �
􏽥X′􏽥y

(􏽥y/􏽥y)

�
D(1) × y1x1′ + · · · + D(m) × ymxm

′

D(1) × y
2
1 + · · · + D(m) × y

2
m

�
X′(D · y)

y′(D · y)
.

(1)

*e symbol in the formula represents the dot product
of the vector. *e weight vector 􏽥w obtained in formula (1)

is normalized and recorded as 􏽥w � ( 􏽥w1, . . . , 􏽥wp)′. We set
t � X􏽥w � [t1, . . . , tm]′ and then calculate the fractional
factor 􏽥t:

􏽥t � 􏽥X􏽥w �

Dd ×
Dn1

Dd1

x1

⋮

x1

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

⋮

Dd ×
Dnm

Ddm

xm

⋮

xm

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
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􏽥w1, . . . , 􏽥wp􏼐 􏼑′ �

Dd ×
Dn1

Dd1

t1

⋮

t1

⎧⎪⎪⎪⎪⎪⎪⎨
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⋮

Dd ×
Dnm

Ddm

tm

⋮
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.

(2)

Next, the load factor 􏽥c of 􏽥y is calculated as

􏽥c �
􏽥y′􏽥t

(􏽥t′􏽥t)

�
Dd × Dn1/Dd1( 􏼁y1t1 + · · · + Dd × Dnm/Ddm( 􏼁ymtm

Dd × Dn1/Dd1( 􏼁t
2
1 + · · · + Dd × Dnm/Ddm( 􏼁t

2
n

�
y′(D · t)

(t′(D · t))
.

(3)

In the same way, the load factor of 􏽥x can be obtained as
follows:

􏽥p �
X′(D · t)

(t′(D · t))
. (4)

For the final output model of the PL algorithm, the
parameter matrix b is only related to the weight vector W
and the load factors P and C.

*e following continuous steady-state system modeling
problem is considered. If it is assumed that data x ∈ X ⊂ Rp

is randomly selected according to an unknown but fixed
probability distribution D, a corresponding real number
g ∈ R is assigned to each data x, so that (x, g) satisfies an
unknown functional relationship y � F∗(x) ∈ [− B, B]. A
sample set S � (x1, y1), . . . , (xm, ym)􏼈 􏼉 is given, and the goal
is to select a model 􏽢F ∈ F in a given model set F, so that the
specified loss function L(g, F(x)) is the smallest relative to
the probability distribution D on the entire set X value, that
is,

􏽢F � argmin
F∈F

Ey,xL(y, F(x)). (5)

*e variance function is one of the most commonly used
loss functions. In the following discussion, the variance
function will be adopted as the loss function, that is
L(y, F(x)) � (1/2)(y − F(x))2. *e goal then becomes to
find a model F: X⟶R that minimizes the following
(generalization) error:
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erD(F) � Ey,x

1
2
(y − F(x))

2
􏼔 􏼕. (6)

In order to solve the problem of minimizing the loss
function in formula (5), the model function F can be
regarded as the parameter of the loss function L(g, F(x)).
*e gradient descent method in numerical optimization is
borrowed to perform a gradient descent search in the
model set to find the model function
􏽢F(x) � FT(x) � 􏽐

T
t�0 ft(x) that minimizes the loss func-

tion L(y, F(x)). Here, f0(x) is the initialization function, T
is the number of search iterations, and ft(x)􏼈 􏼉

T
1 is the

sequence of incremental functions obtained using the
gradient descent algorithm. Among them,
ft(x)�

Δ
− ρtgt(x) is the incremental function obtained by

the t-th search, and gt(x) � [zϕ(F(x))/zF(x)] F(x)�Ft− 1(x) �

[zEy[L(y, F(x))|x]/zF(x)]F(x)�Ft− 1(x) represents the gra-
dient direction of the loss function. We set
ϕ(F) � Ey,xL(y, F(x)) � Ex[Ey(L(y, F(x)))|x] and
ϕ(F(x)) � Ey[L(y, F(x))|x], and then, we have

gt(x) � [zϕ(F(x))/zF(x)]F(x)�Ft− 1(x)

� zEy[L(y, F(x))|x]/zF(x)􏽨 􏽩
F(x)�Ft− 1(x)

.
(7)

If sufficient regularity is assumed, the differential and integral
operators in formula (7) can be interchanged, and we can get

gt(x) � Ey

zL(y, F(x))

zF(x)
|x􏼢 􏼣

F(x)�Ft− 1(x)

. (8)

Moreover, ρt represents the best step size
ρt � argminρEy,xL(y, Ft− 1(x) − ρgt(x)) for searching along
the negative gradient direction, and among them, there is
Ft− 1(x) � 􏽐

t− 1
i�0fi(x).

Since the true functional relationship ∗ and probability
distribution D are unknown, it is actually impossible to
directly use equation (8) to solve 􏽢gt(xi). However, the
gradient descent direction at each sample point can be es-
timated from the sample set:

− 􏽢gt xi( 􏼁 � −
zL yi, F xi( 􏼁( 􏼁

zF xi( 􏼁
􏼢 􏼣

F(x)�Ft− 1(x)

. (9)

*ey must be generalized over the entire domain. By
solving, we get

αt � argmin
α,β

􏽘

m

1
− 􏽢gt xi( 􏼁 − βh xi; a( 􏼁􏼂 􏼃

2
. (10)

*e (fitting) error of the real-valued function F on the
sample set S � (x1, y1), . . . , (xm, ym)􏼈 􏼉 is defined as

e􏽢rS(F) �
1
2

􏽘

m

i�1
yi − F xi( 􏼁( 􏼁

2
. (11)

*en, the gradient descent direction on the sample point
represented by formula (9) becomes

− 􏽥gt xi( 􏼁 � −
zL yi, F xi( 􏼁( 􏼁

zF xi( 􏼁
􏼢 􏼣

F(x)�Ft− 1(x)

� yi − Ft− 1 xi( 􏼁

(12)

A new variable is introduced to represent the degree of
association between any submodel hi(x) in the model set H,
and the negative gradient 􏽥yi􏼈 􏼉

m

1 . λt is defined as follows:

λt �
􏽐

m
i�1 ht xi( 􏼁􏽥yi

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

��������
􏽐

m
i�1 􏽥y

2
i􏼐 􏼑

􏽱
·

�����������
􏽐

m
i�1 h

2
t xi( 􏼁􏼐 􏼑

􏽱 . (13)

*erefore, according to Cauchy’s inequality, we can
know λt ∈ [0, 1]. If 􏽥yi, i � 1, 2, . . . , m is seen as a vector with
m components, ht(xi), i � 1, 2, . . . , m is seen as another
vector with m components. *en, when there is λt � 1, it
means that the directions of these two vectors are completely
consistent or completely opposite, that is, the submodel h(x)
is completely correlated with. However, when there is λt � 0,
it means that the directions of these two vectors are com-
pletely perpendicular; that is to say, there is absolutely no
relationship between the submodel h(x) and y.

A parameter λ0 ∈ [0, 1] is set in the LS-Ensem algorithm
and λ0 is used to ensure that each selected submodel has a
certain relationship with the gradient descent direction.
Obviously, the minimum degree of correlation between the
submodels and the direction of gradient descent is deter-
mined by the chosen parameter λ0.

At the same time, the optimal search step ρt is referred to
as the iteration coefficient ρt in the future, which becomes

ρt � argmin
ρ

􏽘

m

i�1
􏽥yi − ρhi xi( 􏼁( 􏼁

2
. (14)

*e solution of formula (14) is actually a linear opti-
mization problem, and the analytical solution of this
problem can be obtained according to the optimization
method:

ρt �
􏽐

m
i�1 ht xi( 􏼁􏽥yi

􏽐
m
i�1 h

2
t xi( 􏼁

. (15)

*en, there is

Ft(x) � Ft− 1(x) + ρtht(x). (16)

*ere are still certain requirements for the selection of
submodels in the LS-Ensem algorithm; that is, λt ≥ λ0 needs
to be satisfied.

*e convergence of the LS-Ensem algorithm is analyzed.
It can be proved that the LS-Ensem algorithm has the fol-
lowing properties in the iterative process: the fitting error of
the sample decreases monotonically with the increase in the
number of iterations.

Theorem 1. In the iterative process of the LS-Ensem algo-
rithm, if there is λ0 > 0, the following relation holds:
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λt ≥ λ0,∀t. (17)

0en, the fitting error of the sample order e􏽢rS(Ft) de-
creases at the rate of λ2t .

Proof. According to the definition of (11) and formula (16),
there is

e􏽢rS(F) �
1
2

􏽘

m

i�1
yi − F xi( 􏼁( 􏼁

2

�
1
2

􏽘

m

i�1
yi − Ft− 1 xi( 􏼁 − ρtht xi( 􏼁( 􏼁

2

� e􏽢rS Ft− 1( 􏼁 −
2ρt

2
􏽘

m

i�1
ht xi( 􏼁􏽥yi + 2􏽘

m

i�1
h
2
t xi( 􏼁.

(18)

According to formula (15), the expression of ρt is
substituted into the above formula and referring to the
definition of (11), we can get

e􏽢rS Ft( 􏼁 � e􏽢rS Ft− 1( 􏼁 −
1
2

􏽐
m
i�1ht xi( 􏼁􏽥yi( 􏼁

2

􏽐
m
i�1 h

2
t xi( 􏼁

� 1 −
􏽐

m
i�1 ht xi( 􏼁􏽥yi( 􏼁

2

􏽐
m
i�1 􏽥y2

i( 􏼁 􏽐
m
i�1 h

2
t xi( 􏼁􏼐 􏼑

⎡⎢⎣ ⎤⎥⎦e􏽢rS Ft− 1( 􏼁

� 1 − λ2t􏼐 􏼑e􏽢rS Ft− 1( 􏼁.

(19)

According to Cauchy’s inequality, we can know that
λ2t � (􏽐

m
i�1 ht(xi)􏽥yi/(􏽐

m
i�1 􏽥y2

i )(􏽐
m
i�1 h2

t (xi)))≤ 1, and the al-
gorithm requires that the child obtained in each round of
iteration satisfies λt ≥ λ0 > 0, so there is

e􏽢rS Ft( 􏼁 � 1 − λ2t􏼐 􏼑e􏽢rS Ft− 1( 􏼁< e􏽢rS Ft− 1( 􏼁. (20)

It can be seen from *eorem 1 that, under the given
conditions, the fitting error on the samples in the LS-Ensem
algorithm decreases with the increase in the number of it-
erations. According to this property, it can be further proved
that the fitting error of the LS-Ensem algorithm to the
sample can be arbitrarily small after a finite number of
iterations. □

Theorem 2. We set the sample (x, g) to satisfy some un-
known bounded function relation y � F∗(x) ∈ [− B, B]. If
there is λ0 > 0 so that formula (17) holds, for any given positive
real number ∈, the fitting error of the corresponding LS-Ensem
algorithm on FT does not exceed e after several iterations.
Among them, λmin ≥ λ0 > 0 is the infimum of λt, t � 1, 2, . . . , T

obtained in the iterative process:

T �
ln 2 ∈/mΒ2􏼐 􏼑

ln 1 − λ2min􏼐 􏼑

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥
. (21)

Proof. Since there is F0(x) � y � (1/m) 􏽐
m
i�1 yi, there is

e􏽢rS F0( 􏼁 �
1
2

y1 − y( 􏼁
2

+ y2 − y( 􏼁
2

+ · · · + ym − y( 􏼁
2

􏽨 􏽩

�
1
2

y
2
1 + · · · + y

2
m + my

2
− 2 y1 + · · · + ym( 􏼁y􏽨 􏽩

�
1
2

y
2
1 + · · · + y

2
m − my

2
􏽨 􏽩

≤
1
2

y
2
1 + · · · + y

2
m􏼐 􏼑≤

m

2
B
2
.

(22)

Since there is λt ≥ λ0 in each iteration, there must be an
infimum λmin that satisfies λmin ≥ λ0 > 0. According to
*eorem 1, after t iterations, there is [17]

e􏽢rS Ft( 􏼁< e􏽢rS F0( 􏼁 · 1 − λ2min􏼐 􏼑
t

≤
m

2
B
2

· 1 − λ2min􏼐 􏼑
t
.

(23)

If T is chosen such that there is (m/2)B2 · (1 − λ2min)T ≤ ∈,
there must be e􏽢rS(Ft)≤∈. By taking the logarithm of both
sides of (m/2)B2 · (1 − λ2min)T ≤ ∈, we can get

T ln 1 − λ2min􏼐 􏼑
T
≤ ln

2 ∈
mB

2􏼠 􏼡. (24)

Since there is 1> λmin > 0, that is, (1 − λ2min)< 0, there is

T≥
ln 2 ∈/mΒ2􏼐 􏼑

ln 1 − λ2min􏼐 􏼑
. (25)

*eorem 2 shows that under the given conditions, the
LS-Ensem algorithm is convergent. It can be further proved
that although the LS-Ensem algorithm minimizes the fitting
error e􏽢rS(F) for a given sample as the objective function, it
still has good generalization performance. *at is to say,
when the number of samples and the number of iterations
meet certain requirements, the model F obtained by the
algorithm will make the generalization error erD(FT) de-
fined in (6) arbitrarily small over the entire input space. □

Theorem 3. If it is assumed that all data x ∈ X ⊂ Rn in the
input space are randomly selected according to an unknown
but fixed probability distribution D, each data x corresponds
to a real number y ∈R, which satisfies an unknown functional
relationship y � F∗(x) ∈ [− B, B]. 0e optimal search step
size obtained in each iteration satisfies p≤C. 0en, for V6
∈(0,1) and Ve> 0, when the number of samples satisfies

m � mL(∈, δ)≥
C1K

4

∈2
ln

4
δ

􏼒 􏼓

+
C1K

4
q

∈2
C2K

6

∈2
􏼦 􏼧 ln

C3eK
7

C2K
6/∈2􏽬 􏽭

∈2
⎛⎝ ⎞⎠.

(26)

0e model FT obtained after
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T �
ln ∈ /mΒ2􏼐 􏼑

ln 1 − λ2min􏼐 􏼑

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥
. (27)

Iterations satisfy erD(FT)< ∈ with a probability not less
than 1 − δ in the entire input space.

Proof. ∈ and δ are given so that the sample set S contains
m � mL(∈, δ) samples. First, according to *eorem 1, after
T � ln(∈ /mΒ2)/ln(1 − λ2min)􏽬 􏽭 iterations, the fitting error
on the sample set is called e􏽢rS(FT)<∈/2.

*e sample and model FT will be normalized below.
Since the value range of h ∈H is [− 1, 1] and there is ρt ≤C, we
can get [18]

FT(x)
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌≤ y + 􏽘
T

t�1
ρt

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌
≤ |C|T +|y|. (28)

y ∈ [− B, B] is in the sample, so we set

K � max((|C|T +|y|) + B). (29)

K normalizes the sample and model FT to get
yi
′ � (1/2K)y + (1/2), FT

′ � (1/2K)FT + (1/2). *en, there is

erD FT
′( 􏼁 � E y′ − FT

′(x)􏼒 􏼓
2

�
1

4K
2 erD FT( 􏼁

e􏽢rS FT
′( 􏼁 �

1
4K

2 e􏽢rS FT( 􏼁.

(30)

*e model set to which the model FT belongs is rep-
resented by F, and the function set to which the processed
function FT

′ belongs is represented by F′ [19].
*en, there is

P
m ∃FT ∈ F: erD FT( 􏼁 − e􏽢rS FT( 􏼁

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌≥
∈
2

􏼚 􏼛

� P
m ∃FF
′ ∈ F′: erD FT

′( 􏼁 − e􏽢rS FT
′( 􏼁

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌≥
∈
8K

2􏼨 􏼩

≤ 4N1
∈

27K2, F′, 2m􏼠 􏼡exp −
m∈2

211K4􏼠 􏼡

≤ 4N2
∈

27K2, F′, 2m􏼠 􏼡exp −
m∈2

211K4􏼠 􏼡

≤ 4N2
∈

28K3, H, 2m􏼒 􏼓
K6216/∈2⌈ ⌉

· exp −
m∈2

211K4􏼠 􏼡

≤ 4
em4k1K

3

∈ q
􏼠 􏼡

q C2K6/∈2⌈ ⌉

· exp −
m∈2

k2K
4􏼠 􏼡.

(31)

Among them, Pm represents the joint distribution of m
independent random samples. If we want to make the above
formula less than δ, that is,

4
em4k1K

3

∈ q
􏼠 􏼡

q C2K6/∈2⌈ ⌉

· exp −
m∈2

k2K
4􏼠 􏼡< δ. (32)

*en, there should be

q
C
2
K

6

∈2
􏼦 􏼧 ln

em4k1K
3

∈ q
􏼠 􏼡 − −

m∈2

k2K
4􏼠 􏼡< ln

δ
4

􏼠 􏼡. (33)

*e value of mL that makes inequality (33) true is found
below. We set b � q C2K6/∈2􏼆 􏼇, A � mL, and
B � (∈2/2k2K

4b). *e above A and B are substituted into x
and y to get, respectively:

mL∈
2

2k2K
4
b
≥ ln mL( 􏼁 + ln

∈2

2k2K
4
b

􏼠 􏼡

+ 1≥ ln mL( 􏼁 + ln
∈2

2k2K
4
b

􏼠 􏼡.

(34)

Furthermore, there are

mL∈
2

2k2K
4 ≥ b · ln

∈2mL

2k2K
4
b

􏼠 􏼡. (35)

If the following inequality holds, there is

mL∈
2

2k2K
4 ≥ ln

4
δ

􏼒 􏼓 + b ln
4k12k2eK

7
b

∈3q
􏼠 􏼡. (36)

Inequalities (35) and (36) are added together to get

mL∈
2

2k2K
4 ≥ ln

4
δ

􏼒 􏼓 + b ln
∈2mL

2k2K
4
b

×
4k12k2eK

7
b

∈3q
􏼠 􏼡

� − ln
4
δ

􏼒 􏼓 + q
C
2
K

6

∈2
􏼦 􏼧 ln

emL4k1K
3

∈ q
􏼠 􏼡.

(37)

*is is inequality (33). C1 � 2k, C3 � 4k12k2 is
substituted into inequality (36) to get

mL ≥
C1K

4

∈2
ln

4
δ

􏼒 􏼓 +
C1K

4
q

∈2
C
2
K

6

∈2
􏼦 􏼧 ln

C3eK
7

C
2
K

6/∈2􏽬 􏽭

∈3
⎛⎝ ⎞⎠.

(38)

*is is inequality (26). *erefore, when inequality (26)
holds, there is

P
m ∃FT ∈ F: erD FT( 􏼁 − e􏽢rS FT( 􏼁

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌<
∈
2

􏼚 􏼛≥ 1 − δ. (39)

Among them, there is T � ln(∈ /mB2)/ln(1 − λ2min)􏽬 􏽭.

At the same time, because of e􏽢rS(FT)≤ (∈ /2), there is
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P
m ∃FT ∈ F: erD FT( 􏼁

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌<∈􏽮 􏽯≥ 1 − δ. (40)

□

4. Teaching Effect Evaluation Mechanism of
English MOOC Combined with LS-SEM
Intelligent System

Based on the research results of the blended teaching model
at home and abroad, the model in this study is divided into
three stages (as shown in Figure 1): preparation, activity, and
evaluation.

*is article proposes a new teaching method, also
known as the inverted classroom. It refers to disrupting
the conventional teaching order, putting the course
content after class, allowing students to learn or complete
in advance according to the teaching task, and the teacher
answering questions in the classroom. *e flipped class-
room breaks through the traditional teaching mode and
allows students to learn independently through the online
teaching platform. For example, before class, teachers can
publish a video of class introduction on the online
teaching platform, and teachers and students should
discuss and analyze the questions raised by the video
content, so as to promote real-time communication be-
tween teachers and students. *e teaching process of the
combination of flipped classroom and MOOC is shown in
Figure 2:

*e general introduction of the English MOOC design is
shown in Figure 3. (1) Teaching method: online self-learning

(microvideo, PPT, audio, and other electronic network
resources) + classroom teaching (problem-based classroom
discussions, reports, summaries, etc.). (2) Teaching objectives:
to learn language skills through a combination of autonomy
and practice, and to improve students’ comprehensive English
application ability. (3) Teaching content: based on the
“Comprehensive Course of College English in the New
Century,” a college English MOOC teaching course with eight
thematic units has been independently developed and
designed. (4) Class schedule: a total of 40 class hours, including
2 class hours for course introduction (detailed introduction to
the course, teaching calendar, teaching plan, classroom group
discussion methods, and video viewing content, offline Q&A,
etc.) and 32 class hours for unit theme teaching (4 class hours
per unit), and 6 class hours for final review (the problems in
this semester are sorted out, summarized, and the key points
and difficulties are summarized). (5) Assessment method:
online test + usual performance+final test.

Blended learning curriculum design can be divided into
three stages: front-end analysis, activity and resource design,
and teaching evaluation design. *e flipped classroom
teaching mode emphasizes the replanning of preclass, in-
class, and after-class links and the subversion of traditional
knowledge transfer and knowledge internalization. Based on
this, this study designed the basic framework of the MOOC-
based flipped classroom teaching model, as shown in
Figure 4.

*is article proposes a relatively simplified and fast
online course production and presentation process. As
shown in Figure 5, first, the user uploads the courseware

Input Output
Inquiry-type teaching

community (The Community of
Inquiry)

Lead,Listen Synchronous
learning

Speak,
Communicate

Activate
reading

Asynchronous
learning

Write Self-
examination

Mixed teaching
evaluation

Mixed teaching
activities

Mixed
teaching
feedback

Usage of Mooc
teaching resources

Content analysis

Learning situation
analysis

Environmental
analysis

Mixed
teaching

preparation

Figure 1: *e blended English listening and speaking teaching model combining traditional classrooms and MOOCs.

Mobile Information Systems 7



made to the server through the web-side platform, and the
system automatically extracts the courseware into a picture
set by calling a third-party service. After that, users can use
mobile devices.

*is article divides the “Qing MOOC” system into five
functional modules: course management module, user

management module, course playback module, course
comment and evaluation module, and course production
module. As shown in Figure 6, the course management
module and the course production module are mainly for
the user to complete the whole supply process of the course,
including the uploading, saving and conversion of

Learning design
Knowledge learning plan

Students could
learn the
materials

provided by the
teacher

Teachers give student teaching
plans

Students
could select
the course of

MOOCs

Students could
summarize

various
questions

Students could
discuss with the
teachers through

the student
network

Interactive teaching between
teachers and students in the

class

Teachers solve problems with
targeted ways

Students discuss with each
other in small groups

Homework is usually
completed and submitted online

Figure 2: *e intelligent teaching mode combining MOOC and flipped classroom.

Online
learning

Classroom
interaction

Online test

Self-
examination and

evaluation Self-
examination

and evaluation
ability

Cooperation,
Problem solving,

Language
application,and

Critical
thinking

Independent
learning ability

Get
information
and teaching

Collaborative
learning,self-
organization

and evolution

Online test,and
output

verification

Self-
examination

and evaluation,
hyper-cycle

feedback

Self-organization
evolution stage

Ability
training

Teaching stage
of Mooc

System
mode

Unordered

ordered

Figure 3: *e strategy of self-organizing evolution of English MOOC system.
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courseware, course making, publishing, editing, deleting and
classifying, and other steps.

*e overall function realization process of the system is
roughly shown in Figure 7.

*e platform is deployed based on the Tomcat6 web
server, which effectively reduces the overall deployment cost
and supports load balancing technology.*e platform needs
to publish a large number of courses and at the same time

Register the Mooc course
Create a discussion group

Publish home work
Participate in inter active q & A

Resource integration
Recording micro video

Key points,On-time combing
Create situations and problems

Observe classroom activities
Arrange classroom home work

Show the research results
Participate in interactive

discussion
Complete the classroom
home work assessment

Register for MOOCs
Watch the teaching video

Participate in discussion activities

Teacher,
Learner,

Learning content,
Academic environment

Communication and
interaction

Instructional objectives,
Teaching program,
Content of courses,

Frontal analysis

Online activity design Classroom activity design Multiple evaluation
design

Teacher
activities

Student
activities

Content of courses
Teaching media means

Quality of teaching
Teaching efficiency

Discuss the group
participation;

Participation in classroom
activities;

School assignment;
Unit test;

Online course test;
School-based final

examination

Figure 4: Framework of flipped classroom teaching mode based on MOOC.

Web platform
Create courseware Courseware upload

User

Create a course

Mobile terminal
equipment

Atlas

Atlas

Courseware

The third party
server

Recording,
Annotation,Atlas

Recording,
Annotation

Course display

Figure 5: System course production and presentation process design.
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needs to support a large number of students to watch, and it
is decided that the platform uses Flex4 and Red5 video server

technology to play video files. *e architecture of the
platform is shown in Figure 8.

On the basis of the above research, this article combines
the LS-SEM intelligent system to evaluate the effect of the
English MOOC teaching constructed in this article and
counts the teaching effect of the English MOOC teaching
system in this paper, and obtains the evaluation results
shown in Table 1 and Figure 9.
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cource
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Client application
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Course
production

module
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Annotate

Publish

Course review and
evaluation module

Course playing module

User management
module

Course
management

module

Interactive evaluation of
teachers and students

Course scoring and evaluation

Alas dynamically play

Synchronous annotation
reproduction

User authentication

Personnel information
management

Courseware upload edit
and delete

Courseware
conversion atlas

Classification of courses

Moocs
cource
system

Client application

Web platform

Course
nproduction

module

SouSS nd re

Annotat

Publish

Course review and
evaluation module

eCourse playing module

User management
module

Course
management

module

A

Sy

User

Pers

Cour

C
con

Clas

Figure 6: System functional module design diagram.
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Web Front-End
Browser

Objective-C

HTML CSS
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Resource module

Middleware group

koa frame

Data storage
server

Data storage
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OSSMongoDB

Figure 7: Schematic diagram of system data flow.
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Internet
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Upload and delete the
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«artifact»
Jsp,classdocument

«artifact»
.flv video document

Http Http

Dispose

Dispose

SOPA
RTMP

Mina,Jetty,Spring

Figure 8: Architecture diagram of the MOOC platform combined
with the LS-SEM intelligent system.
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From Figure 9, we can draw the evaluation results of the
LS-SEM intelligent system on the English MOOC teaching
constructed in this article. A total of 54 sets of simulation

experiments were carried out. It can be seen from the data in
the figure that the minimum evaluation score is not less than
78 points. From the perspective of traditional spinning
methods, the LS-SEM intelligent system has a high im-
provement in the teaching effect of English MOOCs and has
certain practicality.

*e above research shows that the English MOOC
teaching effect evaluation mechanism combined with the
LS-SEM intelligent system can play an important role in
English MOOC teaching.

5. Conclusion

College English follow-up courses refer to content-based
college English courses offered to students by colleges and
universities after completing the teaching of the basic stage
of college English, including ESP courses, subject English
courses, and general education courses in college English. In
recent years, the academic circles have carried out a lot of
thinking and discussion on the curriculum setting and
course orientation of college English follow-up courses, and
the analysis of relevant learners’ needs has also confirmed
the necessity of carrying out follow-up course teaching in the
college English stage. In order to analyze the teaching effect
of English MOOC, this article constructs an evaluation
mechanism based on the LS-SEN intelligent system and
obtains an intelligent MOOC system. *e experimental
research results show that the EnglishMOOC teaching effect
evaluation mechanism combined with the LS-SEM intelli-
gent system can play an important role in English MOOC
teaching.
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Table 1:*e evaluation results of the LS-SEM intelligent system on
the English MOOC teaching constructed in this article.

Num Evaluate
1 82.85
2 78.42
3 83.99
4 88.16
5 85.96
6 81.69
7 83.31
8 81.98
9 87.63
10 78.86
11 83.73
12 82.33
13 82.66
14 86.07
15 84.78
16 80.15
17 79.16
18 82.31
19 82.17
20 83.75
21 81.90
22 84.90
23 83.97
24 81.85
25 84.92
26 87.94
27 87.44
28 84.25
29 79.42
30 82.20
31 85.84
32 88.56
33 85.57
34 80.81
35 86.20
36 84.72
37 83.30
38 87.91
39 82.09
40 79.04
41 80.41
42 78.47
43 84.29
44 87.05
45 78.80
46 85.91
47 80.79
48 85.47
49 82.55
50 81.70
51 82.00
52 85.44
53 79.65
54 85.45

40 43 4613 16 19 22 25 28 31 34 3710 49 524 71
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Figure 9: Statistical diagram of test results.
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Talent is an indispensable and important factor for the development and growth of an enterprise. ­erefore, human resources
have become an important resource of enterprises, and performance appraisal in human resource management has also become
one of the important contents of modern enterprise management. Without a set of scienti�c and standardized performance
appraisal systems, it will make it di�cult for the daily human resource performance management of enterprises to achieve the
expected goals. ­is study analyzes the actual needs, business processes, and existing problems of an enterprise in performance
management and uses the multiobjective decision-making mathematical model to obtain an optimization plan for human
resources performance assessment. Finally, a digital management system for enterprise performance appraisal is designed. ­e
main work of this study is as follows: (1) based on the work characteristics of a certain enterprise, the key indicators of enterprise
performance evaluation are analyzed; (2) a multiobjective decision-making mathematical model is constructed for the opti-
mization of human resources performance evaluation; (3) the Hungarian algorithm is used to solve the construction ­e
mathematical model of multiobjective decision-making can obtain the optimal work arrangement. ­is study combines per-
formance appraisal with practical work and uses the proposed multiobjective decision-making mathematical model to obtain the
optimization results of human resources, guide practical work, and improve the e�ciency of enterprise operation.

1. Introduction

At present, the competition for human resources is becoming
more and more �erce, and the most important thing for
enterprises to win in the competition for talents is to build a
teamwith both ability and political integrity. In an enterprise,
senior managers are responsible for decision-making, middle
managers are responsible for implementation, and ordinary
employees are responsible for implementation, which de-
termines whether the strategic goals of the enterprise can be
achieved.­e key to personnel team building is to strengthen
performance appraisal management. In order to implement
corporate goals and ensure the realization of corporate
business goals, many companies are promoting performance
appraisal systems. ­rough regular performance evaluation,
we can timely understand the ability and evaluation of each

personnel to ensure the realization of enterprise management
goals. At present, the main global performance management
methods are key performance indicator (KPI) and balanced
scorecard (BSC).­e key performance indicator method is to
decompose the strategic objectives of the organization to
generate operational objectives and promote the realization
of enterprise objectives through the completion of perfor-
mance indicators. ­is method points out that the design of
key performance indicators should be matched with cor-
porate goals. BSC is to transform the goals of the enterprise
into a comprehensive set of performance indicators, as a
monitoring tool for the operation of the enterprise. Foreign
research on performance appraisal is earlier and has been
widely practiced in enterprises. However, due to the di�erent
management concepts in di�erent regions, there are also
di�erences in speci�c practices. Performance evaluation in
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European and American countries focuses on the evaluation
of individual behavior and qualifications. In recent years, the
assessment of qualifications has also been widely used in the
performance appraisal of organizations. Most scholars
summarize performance management into eight aspects: the
first is the proficiency in specific work.

References [1, 2] argue that performance is not a result,
but it is a behavior. It includes goal-related behavior under
the individual’s control. Whether these behaviors are
cognitive, driven, spiritual, or interpersonal is deter-
mined. Reference [3] expresses their view of performance
behavior by distinguishing “behavior,” performance,” and
“result.” ,ey see behavior as what people do when they
work. Performance is behavior with measurable elements.
,ese behaviors have a positive or negative effect on
individual or organizational effectiveness. Outcomes are
the states of people or things that change as a result of
performance, thereby benefiting or hindering the
achievement of organizational goals. Reference [4] states
that behavior is a part of any definition of performance,
just as results or outcomes that can theoretically be linked
to behavior. Simply defining performance as either an
action or an outcome is not comprehensive enough.
Perspectives of performance as outcomes and processes
each have their advantages and disadvantages. Compared
with the performance appraisal of enterprises in western
developed countries, the performance appraisal of en-
terprises in my country started relatively late, and it is still
in its infancy. Although my country’s enterprise perfor-
mance appraisal system and methods have been contin-
uously improved in recent years, with the deepening of
economic and political system reforms, more and more
problems have been exposed in my country’s enterprise
performance appraisal. ,e problems that are mainly
reflected in are as follows: (1) the assessment system is
difficult to implement. First, there is a gap with the actual
requirements. ,e grass-roots assessment management
system either copied the assessment system of the higher
level or made simple modifications and did not refine and
quantify it according to its own reality, which is easy to
deviate from reality. Second, the assessment criteria were
not refined and quantified, which affected the objectivity
and fairness of the assessment. ,e third is that the re-
sponsibilities of different positions in the grass-roots units
are different, the daily management and management
work are difficult to quantify, and the assessment results
cannot completely and truly reflect the performance of the
unit and individual. (2),ere are flaws in the performance
appraisal process. First, it does not pay attention to the
performance appraisal management in daily work. ,e
second is the poor combination of performance appraisal
management and inspection guidance. After the assess-
ment, the underlying reasons behind the assessment re-
sults were not analyzed, and the grass-roots units were not
promptly helped to improve measures and strengthen
management. ,e third is that the performance appraisal
method emphasizes the form rather than the actual effect.
,e assessment is mainly based on written materials. If the
written materials are confirmed, then it is considered that

the work has been carried out or carried out well. Con-
versely, if the written materials cannot be verified, then it
will be deemed that the work has not been carried out or
that the work has not been carried out well. (3) ,e in-
centive function of the assessment has not been brought
into full play. First, the demonstration effect of the as-
sessment is not obvious. Second, there is not enough
attention to the further application of the assessment
results.

To sum up, in order to truly reflect the scientificity and
rationality of performance appraisal settings, it is necessary
to put people first, optimize the appraisal system, and design
a digital performance appraisal management system. ,e
information platform is used to enhance the transparency of
assessment, the entire assessment process is standardized,
and supervision is strengthened. ,is study analyzes the
actual needs, business processes, and problems of an en-
terprise’s current performance management and uses the
multiobjective decision-making mathematical model to
obtain an optimization plan for human resource perfor-
mance assessment. Finally, a digital management system for
enterprise performance assessment is designed. ,e main
work of this study is as follows: (1) based on the work
characteristics of an enterprise, a performance appraisal
system is designed to lay a solid foundation for the optimal
management of human resources; (2) a multiobjective de-
cision-making mathematical model is constructed for the
optimal design of human resources performance appraisal;
(3) performance appraisal is combined with actual work,
using the proposed multiobjective decision-making
mathematical model to get the results of human resource
optimization, so as to guide practical work and improve
enterprise operation efficiency.

2. Human Resource Performance Appraisal-
Related Theories

2.1. Overall Structure of Performance Appraisal Digital
Management Platform. ,e performance appraisal system is
a part of the human resource management platform. Usu-
ally, the human resource management platform adopts a B/S
structure. ,e client does not need to be installed, and the
user layer, application service layer, and data service layer are
reasonably distributed. Database servers and application
servers are centrally deployed within the enterprise. At
present, the human resource management system can not
only achieve high performance, easy expansion, easy inte-
gration, high reliability, high security, etc., but also general
enterprise organizational structure management, user
management, user group management, role management,
fine-grained authority control, workflow management, etc.
,e human resource management system has high perfor-
mance and high reliability, so that the enterprise project
team can focus on the realization of the business function of
the project itself, thereby reducing development investment
and resource consumption in software stability, ease of use,
scalability, security, etc. ,e system architecture of the
human resource management platform is shown in Figure 1.
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2.2. Performance Appraisal Process. ,e performance ap-
praisal process is shown in Figure 2. ,e performance
evaluation system has completed the monitoring and ad-
justment of performance evaluation information through
three stages: preplanning, in-process control, and postevent

management. Since the overall business process of mana-
gerial performance evaluation and employee performance
evaluation is basically the same, differences in individual
business scenarios, the management performance evaluation
system process, and the employee performance evaluation
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system process are combined into an overall system func-
tional process.

3. Construction and Solution of the
Multiobjective Decision-Making
Mathematical Model

3.1. Model Construction. Enterprise human resources per-
formance appraisal is not simply based on the number of
completed tasks to increase performance, but it belongs to
the situation of multiobjective decision-making. ,e tradi-
tional task assignment research is to arrange N people to
completeN tasks, and each task has one and only one person
to complete. It is known that the efficiency of the jth job done
by the ith person is Pij, where i, j� 1, 2,. . .,N, and finding the
optimal assignment makes the overall work efficiency the
highest. However, in actual work, it is often limited by many
conditions, such as working time, work effect, and work risk.
,erefore, the use of multiobjective decision-making can
achieve an optimal assignment in the case of considering
multiple factors. ,ere are two situations in the multi-
objective decision-making assignment problem, one is that
the number of people is more than the number of tasks, and
the other is that the number of tasks is more than the
number of people. ,e construction methods and calcula-
tion principles of these two models are the same. ,erefore,
this article describes the selection of any one of them.

Suppose that J people are arranged to complete I work,
where J> I, each person has one and only one work, but each
work can be done by one or more people.,ere are K targets
to be considered in the process of arranging. It is known that
under the kth target, the target attribute value of the jth job
when the ith person does it is Pkij, where j� 1,2,. . ., J; i� 1,2,
,. . ., I; k� 1,2,. . .,K. A mathematical model is constructed so
that each target can get the optimal assignment scheme:

maxFk � 􏽘
I

i�1
􏽘

J

j�1
p

k
ijhij, k � 1, 2, . . . , K, (1)

s.t

􏽘

J

j�1
hij � 1,

􏽘

J

j�1
􏽘

I

i�1
hij � J,

hij � 0, 1.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(2)

where hij � 1 means assigning the ith person to do the jth job;
otherwise, hij � 0. For the target whose value is larger, the
better, the maximum value of maxFk indicates that the
higher the quality of work, the higher the efficiency. For the
target whose value is smaller, the better, the minimum value
of maxFk indicates that the shorter the working time, the
higher the efficiency. ,rough the above example, we
transform the actual problem into a mathematical method;
that is, the number of people J is 4, the number of tasks I is 3,
and the number of goals K is 2, which are the time goal and
the work quality goal respectively.

3.2. Hungarian Algorithm for Model Solution. ,e above
problem is a typical assignment problem.,ere are twomain
methods to solve the assignment problem: one is the de-
terministic analytical algorithm Hungarian algorithm [5–7].
,e other is the heuristic intelligent algorithm, such as
genetic algorithm [8–10], simulated annealing algorithm
[11–13], ant colony algorithm [14–16], and particle swarm
algorithm [17–19]. ,e heuristic algorithm has the ad-
vantage of high speed for large-scale assignment prob-
lems, but it cannot guarantee the optimal solution, and
the algorithm is relatively complex, so it is not widely
used in engineering practice [20]. ,e Hungarian algo-
rithm [21] has the characteristics of simple steps and can
get the optimal solution without verification. ,e algo-
rithm is widely used to solve small- and medium-scale
assignment problems. ,e algorithm’s theoretical
foundation is that adding or deleting a constant from any
row or column of the benefit matrix has no effect on the
optimal allocation scheme. Figure 3 shows the algo-
rithm’s flow chart.

,e following uses a simple example to illustrate the
usage of the Hungarian algorithm. Suppose a company has
four tasks of T1, T2, T3, and T4, which need to be assigned to
four people P1, P2, P3, and P4 to complete. ,e remu-
neration they need to pay for completing the task is listed in
Table 1. ,e problem that needs to be solved is how to
allocate the task to minimize the total cost. ,e process of
solving using the Hungarian algorithm is as follows:

,e resulting payoff matrix is as follows:

3 8 2 10

9 7 5 3

1 5 4 3

4 5 7 9

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (3)

reduction of rows

reduction of columns

Assign tasks

overwrite zero elements

update matrix

End

Start

success

fail

Figure 3: Flowchart of the Hungarian algorithm.
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Step 1. Row Reduction. Find the smallest element of each
row, and subtract this smallest element from each row re-
spectively. ,e transformed matrix is as follows:

1 6 0 8

6 4 2 0

0 4 3 2

0 1 3 5

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (4)

Step2. Column Reduction. Find the smallest element of each
column and subtract this smallest element from each col-
umn respectively:

1 5 0 8

6 3 2 0

0 3 3 2

0 0 3 5

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (5)

After the above two-step transformation, each row and
column of the matrix have at least one zero element. ,e
third step is to assign tasks.

Step 3. Assigning Tasks. First, the independent zero elements
need to be determined. i starts from the first row or column.
If there is only one zero element in the row or column, then
mark the zero element with 1, indicating that the task is
assigned to the corresponding person. Each time when 1 is
marked, the other zero elements in the same column of the
zero element are marked as 2, indicating that this task can no
longer be done by others. ,is is repeated until all zero
elements in the coefficient matrix have been marked as 1 or
2. ,e resulting matrix is as follows:

1 5 0(1) 8

6 3 2 0(1)

0(1) 3 3 2

0(2) 0(1) 3 5

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (6)

Second, we assign tasks. ,e zero element marked 1 in
the coefficient matrix is exactly equal to 4, which means that
the optimal assignment scheme has been determined. At this
time, the position of 0 (1) is recorded as 1, the other positions
are recorded as 0, and then the optimal solution of the
problem is obtained. ,e optimal solution is as follows:

0 0 1 0

0 0 0 1

1 0 0 0

0 1 0 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (7)

As can be seen from the above matrix, task T1 is handed
over to P4, task T2 is handed over to P3, task T3 is handed
over to P1, and task T4 is handed over to P2.,e total reward
currently is as follows: 1 + 5+2 + 3�11.

3.3. Model Solution. ,e Hungarian method is used in this
research to tackle the above problem. ,e steps for solving
the problem are as follows:

(1) Complete the Benefit Matrix. Suppose Pijk is the jth
job under the kth objective, which is determined by
the ith person attribute value when an individual
comes to do it, where i ∈ [1, I], j ∈ [1, J], and
k ∈ [1, K]. ,e attribute value matrix Pk �(Pijk)IxJ
under the condition of target k is composed of
multiple attribute values. ,en, according to the
matrix Pk, the optimal fuzzy relation matrix is ob-
tained as Uk � (uijk)IxJ. Equation (2) represents the
larger the value, the better the target, and equation
(3) represents the smaller the value, the better the
target:

uij �
p

k
ij − pkmin

pkmax − pkmin
, (8)

u
k
ij �

pkmax − p
k
ij

pkmax − pkmin
, (9)

(i) where pkmax represents the maximum value of the
matrix Pk, and pkmin represents the minimum value
of the matrix Pk. According to the above formula, the
attribute value matrix Pk is transformed into the
fuzzy relation matrix Uk � (uij)IxJ. ,en, the weight
vector is determined mainly based on the target
weight vector given by experts.

(ii) In actual work, the leader will comprehensively
consider the importance of the task and make a
trade-off between the quality of the task and the time
required. For example, this task is relatively complex
and important. Obviously, the quality of the task will
play an important role, and the time required for the
task will be longer. ,en in combination with this
model, when assigning weight vectors, the quality of
the task completion must be larger than the time
required for the task. If the task is simple and un-
important, then obviously the opposite is done when
assigning weights. First, the target weight vector W �

(w1, w2, . . . , wK) is given by the group leader, and
then

uij � 􏽘
K

k�1
wku

k
ij, (10)

Table 1: Details of the fees paid.

Personnel\tasks T1 T2 T3 T4
P1 3 8 2 10
P2 9 7 5 3
P3 1 5 4 3
P4 4 5 7 9
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(i) where uij represents the relative membership degree
synthesized by each attribute value after considering
K targets comprehensively. In this way, (IxJ) uij is
combined into a multiobjective fuzzy relation syn-
thesis matrix as follows:

U �

u11 u12 . . . u1n

u21 u22 . . . u2n

. . . . . . . . . . . .

um1 um2 . . . umn

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

� uij􏼐 􏼑
I×J

. (11)

(i) uij represents the fuzzy comprehensive work effi-
ciency of the ith person doing the jth job. A larger
value indicates higher efficiency, so it assigns the
problem’s fuzzy benefit matrix to multiobjective
decision-making.

(ii) ,emethod of determining the fuzzy benefitmatrix of
workers is as follows: first, the attribute value of the ith
person doing the jth job is determined under the target
k. ,ese attribute values need to be based on the
evaluation of the professional ability and work quality
of the staff in the process of work in the past, and then
the comprehensive quality evaluation of the staff is
converted into a hundred-point system for work as-
sessment. ,e full score is 100 points. Second,
according to equations (2) and (3), the fuzzy relative
membership degree of the staff to complete the task
underacertaingoal canbecalculated.Finally, the target
weight vector W � (w1, w2) is given according to the
leader’s requirements for the task, and the multitarget
fuzzy relation matrix is obtained by equation (4).

(2) ,e Kuhn–Munkres algorithm solves multiobjective
assignment decisions. When the number of jobs is
less than the number of people, that is, J> I, it means
that each job can be done by multiple people, and it
also shows that the relationship between the number
of tasks and the number of people is a one-to-many
relationship. Assuming that each job is first assigned
to one person, then among the remaining J-I indi-
viduals, each person can also participate in any one of
the I jobs; that is, each job may be performed by at
most J-I individuals. ,erefore, it may be assumed
that there are other J-I virtual jobs that are completely
equivalent to each job, and the comprehensive
benefit value of each person doing these equivalent
jobs is the same.,erefore, there are I(J-I) jobs.,ere
are more jobs than people. ,is ensures that each
person is assigned one and only one job, and that at
most one persondoes each job. Suppose there are still
I(J-I+1)-J� (J-I) (I-1) employees whose overall effi-
ciency is 0 when they do any work. ,erefore, the
number of people currently is equal to the number of
jobs.,is further ensures that each job is done by one
and only one person, satisfying the requirements of
traditional assignment problems. ,erefore, the
multiobjective assignmentdecisionextensionbenefit
matrix can be constructed as follows:

E � βij􏼐 􏼑
(I(J−I+1))×(I(J−I+1))

�
U U · · · U

0 0 . . . 0
􏼢 􏼣. (12)

Row 1 in the above matrix has (J-I+1) U. ,e 0 in row 2
represents a zero matrix of I(J-I+1) row and I column. ,e
optimal solution to the traditional assignment problem cor-
responding to the extended benefit matrix E by the Hungarian
algorithm is N � (nij)KxK, where K � Ix(J-I+1). ,e solution of
the multiobjective assignment problem can be determined
according to the elements equal to 1 in the first J rows of
N�(nij)KxK.

4. Design of the Digital Management System for
Human Resource Performance Appraisal
Based on Multiobjective Decision-Making
Mathematical Model

4.1. Application of the Multiobjective Decision-Making
MathematicalModel in PerformanceAppraisal. In order to
optimize the enterprise human resources performance ap-
praisal, this section uses the multiobjective decision-making
model mentioned above for the actual task assignment
scenario of an enterprise. Suppose a company has four
workers involved in three tasks.,e number of personnel J is
4, and the number of tasks I is 3. ,e completion of the task
has two goals, namely, K� 2. ,e two goals are high-quality
task completion and short task time. ,en, the attribute
matrix of the person is determined. It is assumed that under
the kth goal, the full score of each secondary indicator is 100
points. A score between 100 and 90 is considered excellent. A
score between 90 and 80 is considered good. A score between
80 and 70 is a pass, a score between 70 and 60 is a basic pass,
and a score below 60 is a failure (Table 2).

,e original data are determined through the above
process. For the convenience of calculation, the staff attri-
bute value is obtained by rounding the staff performance
appraisal result. ,e attribute value matrix is as follows:

P1 �

80 75 90
80 85 90
90 85 75
75 85 95

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

P2 �

70 90 80
60 70 80
75 85 90
90 80 70

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.

(13)

Here, P1 is the quality matrix for completing the task and P2
is the time matrix required for the task. For the quality
matrix P1, the larger the target value, the better the quality
matrix P1 will be. Equation (2) is used to calculate its fuzzy
relationmatrix. For the timematrix P2, the smaller the target
value, the better the time matrix P2 will be. ,e calculated
results are as follows:
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U1 �

0.25 0.00 0.75
0.25 0.50 0.75
0.75 0.50 0.00
0.00 0.50 1.00

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

U2 �

0.29 0.86 0.57
0.00 0.29 0.57
0.43 0.71 1.00
0.86 0.57 0.29

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.

(14)

In this study, we take the quality of task completion as
the main goal and the time required for the task as the
secondary goal. If the superior leader gives the weight W �

(0.7, 0.3), then the result of the multiobjective fuzzy rela-
tionship synthesis matrix calculation is as follows:

U �

0.26 0.17 0.71

0.20 0.46 0.71

0.69 0.54 0.20

0.17 0.51 0.86

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (15)

,e extended work benefit matrix for multiobjective
assignment decision-making is constructed according to the
multiobjective fuzzy relation synthesis matrix as follows:

S �

0.26 0.17 0.71 0.26 0.17 0.71

0.20 0.46 0.71 0.20 0.46 0.71

0.69 0.54 0.20 0.69 0.54 0.20

0.17 0.51 0.86 0.17 0.51 0.86

0 0 0 0 0 0

0 0 0 0 0 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

S′ �

0.60 0.69 0.14 0.60 0.69 0.14

0.66 0.40 0.14 0.66 0.40 0.14

0.17 0.31 0.66 0.17 0.31 0.66

0.69 0.34 0 0.69 0.34 0

0.86 0.86 0.86 0.86 0.86 0.86

0.86 0.86 0.86 0.86 0.86 0.86

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

(16)

,e result obtained according to the Hungarian algo-
rithm is as follows:

N �

0 0 1 0 0 0
0 0 0 0 1 0
1 0 0 0 0 0
0 0 0 0 0 1
0 0 0 1 0 0
0 1 0 0 0 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (17)

From the above matrix N, the first person and the fourth
person do the third job, the second person does the second
job, and the third person does the first job. In accordance
with such a division of labor, work efficiency can be max-
imized while ensuring the completion of work objectives.

4.2. Performance Appraisal System Functional Architecture.
,e performance appraisal designed in this study can be
integrated into the large system of human resource man-
agement. ,e performance appraisal mainly interacts
through the portal website, to realize the centralized man-
agement of application data, and the data level mainly re-
alizes the analysis and processing of data through data
sharing and process control. Settingmodules such as module
management, interface setting, and other tools preserve
various parameters of the system. After the user logs in,
according to the identity authentication, it is determined
whether the user has the authority of this module through
the authority of the platform. If we have permission, then the
configuration information of the module from the database
can be read, and the corresponding module on the interface
can be displayed. ,e functional architecture of the per-
formance appraisal system is listed in Figure 4.

,e performance appraisal management system mainly
includes the following modules: (1) basic settings module
includes evaluation period, evaluation dimension, and
evaluation template. (2) KPI assessment module mainly
includes the KPI assessment approval relationship and KPI
assessment process function. (3) Evaluation relationship
module includes evaluation object grouping, evaluation
subject grouping, and evaluation relationship maintenance

Table 2: Quantitative table for employee performance appraisal.

First-level indicator Weight Second-level indicator Weight

Morality 0.15

Moral quality 0.2
Political literacy 0.2

Professional ethics 0.3
Solidarity 0.3

Ability 0.35

Total knowledge 0.2
Operational capacity 0.4
Learning ability 0.3
Coordination 0.1

Diligent 0.2 Attendance 0.3
Work attitude 0.7

Achievement 0.3

Job completion 0.3
Work quality 0.2

Results of the work 0.2
Work efficiency 0.3
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functions. Corresponding evaluation subjects and evaluation
weights can be set according to different evaluation di-
mensions, different evaluation forms, different evaluation
units, and different evaluation objects. (4) Evaluation
implementation module mainly includes anonymous ac-
count generation, grouping, and scoring functions. After the
performance administrator configures the evaluation group
and the evaluation relationship, the evaluation relationship
can be activated to enter the scoring state. At this time, the
system will automatically generate anonymous accounts in
groups. (5) Result calculation module can calculate the data
collected by the performance evaluation form to obtain data,
such as the number of test scores and the ranking within the
group, and calculate the evaluation status of the evaluation
objects by different evaluation subject groups according to
the evaluation method. (6) Report center module mainly
includes the functions of evaluation result statistics, query,
and analysis. It supports the analysis and statistics of the
evaluation results from different angles and provides
reporting functions such as the traceability of the original
evaluation results, the evaluation result table of each subject,
and the comprehensive analysis of the evaluation results.

5. Conclusion

It is of great significance to apply the quantitative results of
performance appraisal to actual work. Using scientific
mathematical models, the division of labor can be further
rationally optimized and the overall work efficiency can be
improved. Increased productivity is a win-win situation for
businesses as well as employees. Under normal circum-
stances, the number of tasks of a company is generally far
greater than the number of employees, and the increase in
the number of employees generally cannot keep up with the
increase in the number of tasks. In view of this situation, it is
very important for business leaders to arrange reasonable
arrangements for employees and tasks. ,is study uses a

multiobjective decision-making mathematical model to
optimize performance appraisal in human resource man-
agement. ,is optimization method is applied to the per-
formance appraisal digital management system. ,e
evaluation of the employees’ work in this study is entirely
based on the reform of the performance appraisal system
and the quantification of the appraisal results. However,
there is still a lot of room for improvement in the devel-
opment of human resource management. ,e reform of the
performance appraisal system has not been taken seriously,
and qualitative appraisal is still used as the evaluation result
of personnel.,is also makes it difficult to achieve the goal of
scientific management using information tools or intelligent
models.
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�e ability of college students has important index to evaluate the training quality of universities. Domestic scholars begin to cultivate
spirit and ability of students. With the rapid development of tourism industry and the continuous emergence of “tourism +” new
business forms, there is an urgent demand for professionals with outstanding innovation and entrepreneurship ability. China’s
education �eld urgently needs a system that can scienti�cally evaluate the teaching quality. �e purpose of this topic is to enrich the
theoretical methods of universities. Taking S University as the research sample, the relevant evaluation index system is set up, and, on
this basis, the evaluation model of network is established, providing relevant basis for evaluation and cultivation of universities.
According to certain evaluation indicators, this paper constructs the main framework of teaching quality evaluation in colleges and
universities. 7 representative universities in China are randomly selected, 6 of which are samples and 1 university is the research target,
MATLAB is used to calculate the scores of each index, the current situation of quality in a university is analyzed, and corresponding
improvements opinion is proposed. Based on the analysis of the current education in a university, it is found that, in the current
education, innovation and entrepreneurship knowledge and professional knowledge are taken into account, and the academic
achievements are remarkable, forming a preliminary education system, but it is also found that there are some problems of low
educational practicality, and corresponding suggestions for this problem are put forward. If the evaluation system is put into practical
application, it will improve the education level of cultivating innovative entrepreneurial talents in tourism major in universities.

1. Introduction

College students’ education is the need to realize the value of
life. College students should not only have theoretical
knowledge but also have talents in entrepreneurship. It is
helpful to help college students master entrepreneurial
methods and develop the psychology and will to overcome
di�culties and take risks.

Innovation and entrepreneurship in universities in-
dustries provide a huge entrepreneurial space for students.
Universities can e�ectively support the development of
entrepreneurial economy [1]. But, at present, entrepre-
neurship development at home and abroad has not been able
to meet its expectations. Not only is the entrepreneurship
rate in the tourism industry not good, but also the

development of education in the tourism management
major of universities is not conducive to entrepreneurship
and tourism development. �is requires colleges and uni-
versities to reform the major of tourism management, pay
more attention to the education of cultivating students'
entrepreneurial awareness, and teach students entrepre-
neurial skills and knowledge related to tourism. Improve the
innovation and entrepreneurship ability of students
majoring in tourism management, stimulate their willing-
ness to start their own businesses after graduation, and
encourage them to build a platform for their own businesses.
By improving the quality of education in universities, it can
reduce the employment pressure of college students and
expand the development space of college students and
tourism industry [2].
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,e talents are increasing day by day, which is also the
urgent need of China’s economic development. A scientific
and systematic evaluation method for tourism education has
not yet been formed. In order to solve this problem, this
study starts from the nature of education, analyzes the
impact of indicators, and adopts BP neural network cal-
culation method to try to establish a perfect evaluation
system of education for tourism majors in universities [3].

2. State of the Art

American Professor Tismon is known as a leader in edu-
cation. His research fields cover innovative curriculum
development, venture capital, venture financing, entrepre-
neurial management, and other aspects, and he takes
Parkson Business School as the promotion place. ,e results
have obvious characteristics: it is forward-looking in the
period of the transition between traditional industry and
new industry.,e systematic arrangement of the curriculum
system, entrepreneurs, business plans and resource supply,
venture financing and development speed reasonable ar-
rangement, the entrepreneurial ability of students; Use case
method to thinking enthusiasm to solve the problems;
Provide students with entrepreneurial practice opportunities
[4].

During the 90s, UNESCO held many meetings to discuss
higher education in the world and how to deal with a de-
velopment in the 21st century’s needs, and it was made clear
that the concept of “degree is not equal to work” and em-
phasized that graduates should no longer be purely job
seekers and become job creators, and it was put forward that
“entrepreneurship” as content of the university graduates
should be given. It is suggested that students’ entrepreneurial
skills are as important as initiative creativity [5].

After the 1990s, the perspective of entrepreneurship
education in the United States and Canada has changed from
the improvement of individual ability to the emphasis on
team, company, and industry, taking entrepreneurship as a
management style. Its role is no longer to establish new
enterprises, but large-scale enterprises also need this quality.
To cultivate students’ “attitude, knowledge and skills nec-
essary for self-employment” are clearly stated in the National
Education Policy published by India [6].

In this study, the retrieval function of CNKI was used to
select “journal” as literature source, set “innovation and
entrepreneurship” and “education” as key words, and select
only “core journal” and “CSSCI” as literature source, and 200
relevant literature works were retrieved. With “innovation
and entrepreneurship” and “education” as keywords and
“master and doctor” as literature sources, 13 related articles
were retrieved. ,is can be illustrated in Figure 1 [7].

From the research level, the education of vocational
college students and undergraduates is the main research
object of scholars. Scholars mainly focus on exploring
training mode and constructing system; for example,
Giancristofaro et al. established the undergraduate educa-
tion model by using the model of project exploration.
Giancristofaro et al. proposed and constructed an education
system of “one core, three platforms, and nine modules” [8].

,e evaluation of the study of curriculum system is very
limited. Samuel et al. proposed the “four-in-one” evaluation
system of education, which is the theoretical guidance. ,e
education model of “mentor + project + team” was proposed
by Samuel et al. and its effect remains to be discussed [9].

,e current development status of education in China
reflects that although it started late, it has not hindered the
rapid education in China. In the process of research, ex-
ploration fields have been expanded and exploration levels
deepened. In general, the research in China still needs to be
further integrated and be systematic, and the research in this
field needs to be constantly the actual situation in China.

ptInWarner et al.’s work, innovation education refers
to the positive influence of genetic and environmental,
using leading role of education; they exert the students’
cognition and practice of the subjective initiative and pay
attention to student’s main body to create consciousness,
as well as the cultivation of innovation spirit and in-
novation ability, and form the innovation personality to
adapt to the education of students’ individual develop-
ment [10]. Geisner et al. believe that the emergence of
innovative education is an education concept with the
rise of knowledge economy, which is based on creation
and aims to cultivate innovative spirit in students’
consciousness, ability, and personality [11]. Bejerholm
et al. believe that innovative education is an education
concept that emerges knowledge economy. It is an ed-
ucation model to shape innovative consciousness and
innovative ability through the means of modern uni-
versity [12]. Dillahunt-Aspillaga et al. from Zhenjiang
Institute of Education and Science understood entre-
preneurship education from its functional perspective
and believed that it could transform the new labor force
form from single to composite and from operation to
intelligence, which was an important measure for the
new generation of students to meet future challenges and
adapt to market demand [13]. Zivin et al. believe that the
cultivation of innovative talents should first start the
training objectives, so that the attention to education can
be reflected, and ensure that the personal and social value
of education can be brought into full play [14]. Wu et al.
focused on the main line and how to cultivate and who to
cultivate and opened up a maker education and teaching
mode of “integration of doing, learning, and teaching”
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[15]. Based on “Internet +” and secondary vocational
students' policies, this paper puts forward a set of tar-
geted talent training strategies.

3. Methodology

3.1. Introduction to Innovation Education and Entrepre-
neurship Education. Both the educator and the educated
need to have basic innovation spirit, innovation ability, and
innovation personality. ,rough the exploration of tradi-
tional education and the construction of applicable theories
and models, education should aim to tap people's creative
potential, carry forward people's subject spirit, and promote
the harmonious development of personality. Innovative
education that appears with the rise of knowledge economy
is based on creation and aims to cultivate innovative spirit in
students’ consciousness, ability, and personality [16]. In-
novative education is a kind of educational idea that comes
into being with information age and knowledge economy. It
is a kind of educational mode that realizes the shaping of
students’ innovative spirit, through the means of modern
university. Opposite to traditional acceptance education, it
insists on “creation orientation” and focuses on cultivating
students’ ability of secondary discovery and practice. It is a
unified form of idea and practice, which is the core of
modern education as well as the reflection and sublimation
of traditional educational idea model. At the same time, one
of the educational activities is education, which is educa-
tional practice innovation ability [17].

Entrepreneurship education refers to starting a career
and corresponding educational activities, emphasizing
teaching reform, and cultivating innovative ability and
entrepreneurial consciousness which aims at comprehensive
qualities such as spirit and knowledge. Entrepreneurship
education can promote the development of students’ career
ambition, enterprising spirit, pioneering spirit, innovative
spirit, and so on [18]. It is a new educational concept and
mode compared with employment education, which focuses
on cultivating students’ entrepreneurship and ability. To put
it simply, it is to let students have all kinds of qualities and
abilities needed in the process of entrepreneurship. In a
broad sense, the purpose of entrepreneurship education is to
stimulate students’ entrepreneurial consciousness. ,e
biggest goal is to shape potential successful entrepreneurs. In
a narrow sense, it is entrepreneurship training behavior to
cultivate the knowledge, quality, and skills needed for the
purpose of independent entrepreneurship [19]. It is to
cultivate people with entrepreneurial qualities. In the narrow
sense, it is behavior to transform students from job seekers to
entrepreneurs and provide students with comprehensive
abilities needed in the process of transformation. In the
broad sense, it is to improve the overall quality required by
students in the process of entrepreneurship through relevant
curriculum system. To become a pioneering person with
innovative spirit, entrepreneurial consciousness, risk-taking
spirit, stable mentality, and correct decision making; en-
trepreneurship education in the narrow sense is a kind of
vocational education, and the purpose is to establish en-
terprises. To sum up, more attention is paid to the process of

education. Entrepreneurship education in a narrow sense is
a kind of vocational education, whose purpose is to let
learners successfully establish enterprises [20].

3.2. Introduction to Artificial Neural Network. ANN is a
model system composed of a large number of processing
units (neurons). ,is system has strong independent and
nonlinear, nonlocal characteristics. It tries to design a new
machine with the information processing ability of the
human brain by simulating the processing and memory of
information by the neural network of the brain.

Artificial neural network takes neuron as the basic
processing unit. It is a nonlinear device, and its structure is
shown in Figure 2.

In the figure, the input signal is, xiwijθj. Is the external
input signal as the set S, and is. ,e transformation of the jth
neuron can be described as follows:

yj � f 􏽘 wijxi − θj + sj􏼐 􏼑. (1)

,e running process of the network is calculated as
follows:

net
(1)
ij � 􏽘

nt−1

nt−1

W
(1)
ij gO

(l−1)
ip , (2)

O
(1)
jp � f

(1)
net

(1)
jp􏼐 􏼑. (3)

,e error energy function of BP network is

Ep � 􏽘
n

i�1
ϕ ei,p􏼐 􏼑 �

1
2

􏽘

n

i�1
yi,p − 􏽢yi,p􏼐 􏼑

2
. (4)

,e data is normalized so that it is between 0 and 1 and
the expected output value is determined.

􏽢yj � f 􏽘
n

i�1
wijxi − θj

⎡⎣ ⎤⎦, (5)

􏽢zk � f 􏽘
n

i�1
wikyj − θk

⎡⎣ ⎤⎦, (6)

and the adjustment consensus is as follows:

Wjk+1 � Wjk + ηδkVj, (7)

Wij+1 � wij + ηδjXi. (8)

We have that

δk � Zk − 􏽢Zk􏼐 􏼑􏽢Zk 1 − 􏽢Zk􏼐 􏼑, (9)

δj � yj 1 − yj􏼐 􏼑 · 􏽘
L−1

k�0
δk · Wjk. (10)

,e learning and training of BP network is a process of
error back-propagation and correction. ,e total error E is
calculated. If, the learning stops; otherwise, go to equation
(3) recalculation. E≤ ε In practical network design, it will be
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slow, but if it is too large, the network will wobble. ηη a
momentum (0<< 1) can be added into equation (4), i.e αα

wjk+1 � wjk + ηδkyj + α · ΔWjk, (11)

Wij+1 � Wij + ηδjyi + α · ΔWij. (12)

,e BP algorithm process is an iterative algorithm
process; each round will adjust w again, so the iteration goes
on until the error meets the requirements.

It is a kind of multilayer feedforward type network,
which has very strong capability in nonlinear mapping. In
this model, each layer is with adjacent neurons, and the
neurons are at each layer. ,ese neurons are shown in
Figure 3.

In essence, the standard network learning algorithm
takes the sum of squares of network errors as the objective
function, and the gradient method uses the objective
function to realize the minimum algorithm. ,e most basic
principle is to propagate through the network, adjust the
minimum error, calculate the learning process, and transmit
the error back (as shown in Figure 3).

,e research framework of this article is shown in
Figure 4.

4. Result Analysis and Discussion

4.1. Construction of Evaluation Index System of Education.
Referring to the teaching work evaluation index system of
ordinary universities, the general content of the open
questionnaire is extracted, and the result indexes are selected
to reflect the scientific, comprehensive, accurate, and op-
erational principles of this research. ,en, 5 education
evaluation experts and school supervision experts are
interviewed. After listening to their preliminary opinions on
the tourism specialty in universities, their opinions are
adopted, and a quality evaluation system for education of
tourism specialty in universities is preliminarily formulated.
Different subsystems should be set up for teaching quality
evaluation of tourism education in universities as shown in
Figure 5.

,is study conducted a survey: Open questionnaires
were issued, indicators were initially screened, and
questionnaires were generated under the guidance of
experts. Rigorous statistical methods were used to analyze
questionnaire of tourism major in S University. In the next
step, 100 copies of the questionnaire were randomly
distributed in the university town where S University is
located, and 96 copies were effectively recovered with rate
of 96%. ,e valid questionnaire data were input into SPSS
to analyze them.

4.1.1. Reliability Analysis. From Table 1, according to the
reliability analysis, Cronbach’s alpha coefficient value can be
calculated from some tables to be higher than 0.8, indicating
that the developed questionnaire’s reliability index is ideal,
all indicators are consistent, and the questionnaire is reliable.

4.1.2. Validity Analysis. Generally speaking, the value of
sampling adequacy can reflect the adequacy of the ques-
tionnaire sample. Bartlett and KMD of this survey are shown
in table 2. ,erefore, KMD coefficient value of the ques-
tionnaire is 0.915 and the probability is 0.00< 0.01, indi-
cating that the questionnaire variables have many factors in
Table 2.

,e characteristics of education in tourism majors of
different levels are comprehensively analyzed by following

Initial network parameters

input training samples

Calculate hidden layer and
output layer

computing network error

Calculate reverse speed

Adjust connection weights

end study

If learningYES

NO

Figure 3: Neural network learning flow chart.

x1

x2

xN

yi
WijXi +θj

Figure 2: General description of a neuron.
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the principles of strategic goal-oriented, comprehensive and
complete, objective and scientific, dynamic and flexible, and
systematic and operational principles. According to the

students’ personality, their own characteristics, and other
factors, the index design and evaluation method are de-
termined. ,e method is shown in Table 3.

Input Core curriculum and 
21st century values

4C capabilityLearn to survive
Love life

Cherish life

Capability 
system

Standards and evaluation
Curriculum and teaching
Professional development
learning environment

Features Output

Feature Engineering
(Manual Extraction+Selection)

Classifier with
Shallow structure

Input Output

Feature Learning+ Classifier
(End-to-End Learning)

3S

lite
rac

y
Three life

education

Support 
system

Figure 4: Entrepreneurship system evaluation and research framework.
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Figure 5: Dimensions of teaching quality evaluation of tourism education in universities.

Table 1: Reliability analysis table.

Cronbach’s alpha Cronbach’s alpha based on standardized items No. of items
0.873 0.863 25
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4.2. Construction of BP Neural Network in the Quality
Evaluation Model of Education. ,ere are 45 evaluation
indicators about the quality of tourism education in S
University, so the number of nodes of input layer is 45.

Hidden Layer Node. ,e constructed BP is the basis of
hidden layer nodes. ,e time difference between input and
output layers will have a certain impact, and the charac-
teristics of sample data will also have a certain impact on the
absolute fault tolerance and generalization of the optimal
network (which will improve the test accuracy). ,e fol-
lowing formula is generally used to determine its impact:

q �
�����
n + m

√
+ a. (13)

Output Layer Node. ,e result of evaluation is the nodes. In
this case, the number of nodes is 1, which is the compre-
hensive score value of tourism major in S University.

It is relatively hidden neurons, and there is no relevant
theoretical basis at present as shown in Table 4.

Neural network is adapted to new data, the number of
hidden layer nodes is reduced, and the training speed is
improved.,erefore, on the premise of meeting the learning
accuracy, the “trial-and-error method” is adopted: if there
are too many training times within the specified training
times or convergence conditions are not met, the training
should be stopped. According to the evaluation system

mentioned above, the number of hidden layers is deter-
mined to be 8 as shown in Table 5.

,erefore, the selection can only be based on past ex-
perience, and the learning rate in this model is between 0.005
and 0.9. Finally, according to the learning results, the
learning rate is determined to be 0.04.

Based on the intelligence of each system, the output is the
tourism business innovation teaching quality evaluation result,
divided into outstanding, good, medium, pass, and fail.
,erefore, this is a three-layer BP layer. However, there is only
one output node in the output layer. ,e value range is {0, 1}.

4.3.ApplicationofBPNeuralNetwork inQualityEvaluationof
Education. ,e neural network toolbox (NNT) of Matlab 7.0
software is used formodeling in this paper.MatrixLaboratory,
short for MATLAB, is a set of scientific and engineering
computing software based onmatrix calculation developed by
MathWorks in the 1980s. It has numerical calculation, vi-
sualization, and programming functions. In addition, it can
also draw a variety of toolboxes to solve special scientific and
engineering calculation problems. ,e calculation function is
strong and the programming efficiency is high. MATLAB can
be used with neural network toolbox for neural network
system to provide analysis and design functions, can be di-
rectly called functions, images, and simulation tools and
simplify the weight training process, and is excellent software
for neural network training.

Table 2: Validity analysis.

Kaiser-Meyer-Olkin measure of sampling adequacy 0.915
Bartlett’s test of sphericity Bartlett’s test of sphericity 11015.038

Df 378
Sig 0.000

Table 3: Teaching quality evaluation system of university tourism education.

Evaluation system First level
index Secondary index ,ree-level index

Evaluation index system of
tourism education

University
link

Soft environment

Entrepreneurial community X1
,e degree of implementation of national policy X2
Number of entrepreneurship competitions held X3

Number of school-enterprise cooperations X4
Number of school-enterprise cooperation projects X5

Hardware support

Number of innovative and entrepreneurial institutions X6
Percentage of students starting a business after participating in

entrepreneurship education courses X7
Student coverage of entrepreneurship funds X8

,e service rate of infrastructure such as entrepreneurship park
to students is X9

Number of students received by entrepreneurship practice base
X10

Teaching link Curriculum design.
Teaching method

,e conversion rate of innovation achievements X11
Ratio of practical courses to theoretical courses X12

Participation rate of practical courses X13
Core curriculum ratio X14

Entrepreneurs X15
Degree of penetration of business management in the

curriculum X16
Cross-disciplinary curriculum opening rate X17
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Table 5: Convergence comparison.

Hidden layer element 3 4 5 6 7 8
Number of training times 31 10 15 6 10 5
Error 9.73051 4.00131 3.98314 2.35444 7.31142 2.0122
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Figure 6: Changes in accuracy of the algorithm under different iterations.
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Figure 7: Neural network training.

Table 4: Evaluation and grading standards.

Comprehensive evaluation 85–100 75–85 65–75 55–65 Less than 55
Grade Superior Good Middle Qualified Unqualified
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According to the above business travel innovation ed-
ucation teaching system, through data processing, a neural
network model is established for the evaluation index of the
scale.

According to the requirements of the standardization of
the index system, the collected sample data are standardized,
and the scoring data [0, 100] is converted into data between
[0, 1], which is convenient for neural network operation.,e
neural network toolbox in MATLAB takes three steps to
calculate:

(1) Initialization: set weights and initial values through
init function, using init () command format, and Net
is the return function, representing the initialized
neural network. ,e ini () function represents
weights and thresholds according to its arguments,
net.intfcn and net.initparam. For BP networks, the
value of net.intfcn is initwb as shown in Figure 6.

(2) Network training: since the function training is re-
alized, the network is trained as shown in Figure 7.

(3) Network simulation: the function Sim is imple-
mented according to the trained network for the
book data simulation training.

,e tested data is input into the trained BP model to
obtain it with the expected value. ,e error table is obtained
as shown in Table 6.

,e university data collected from performance of ed-
ucation was evaluated by using the BP trained and improved
above, and the output value of the comprehensive network
was 0.7261. ,is proves that education in universities is at a
medium level as shown in Table 7.

5. Conclusion

5.1. Result Analysis. ,e evaluation model of education
based on BP is established and optimized to evaluate tourism
specialty in S University.

Based on the survey results, status analysis, and quality
model evaluation results, this study found the following
achievements and deficiencies in the evaluation of education
and teaching quality of tourism major in S University.

5.1.1. Both Innovation and Entrepreneurship Knowledge and
Professional Knowledge. By analyzing the evaluation results
of indicators X4� 0.84, X5� 0.96, X14� 0.96, X34� 0.92,
and X36� 0.90, it can be seen that teachers in S University
have paid attention to encouraging students to start busi-
nesses in the field of tourism while teaching the courses of
tourism specialty, and students have gradually begun to
master relevant knowledge and use other disciplines and the
Internet research new tourism professional business model.
Besides teaching professional theoretical knowledge, it also
pays attention to practical teaching. Combining with the
characteristics of tourism specialty, it makes continuous
improvement from the aspects of discipline design, in-
ternship, and after-school experiments. ,rough continuous
efforts, the number of students attending special courses on
innovation and entrepreneurship is increasing and they are
satisfied with the teaching effect, which provides corre-
sponding guarantee for the continued promotion of edu-
cation. ,e school-enterprise cooperation has gradually
increased and deepened.

5.1.2. Outstanding Academic Achievements. According to
the evaluation indicators X24� 0.81, X33� 0.91, X37� 0.91,
and X38� 0.92, it can be seen that S University has made
great progress in academic research on tourism education,
and its research results are gradually increasing journals and
remarkable achievements in social practice. ,e proportion
of academic competitions in related fields is increasing, and
the social influence is increasing. By implementing the
corresponding reward mechanism for award-winning
teachers and students, we encourage more academic input
into the research of relevant fields.

5.1.3. A Preliminary System of Extracurricular Activities.
According to the evaluation indicators X1� 0.80, X3� 0.71,
and X15� 0.81, S University can regularly invite successful
entrepreneurs and managers in related professional fields to
participate in lectures, forums, training, and other activities
related to innovation and entrepreneurship held by the
university, which expands students’ horizons and provides a
primary channel for students to acquire knowledge in

Table 7: Output results of each indicator.

Indicators Results Indicators Results Indicators Results Indicators Results Indicators Results
X1 0.8 X11 0.72 X21 0.40 X31 0.20 X41 0.65
X2 0.61 X12 0.49 X22 0.60 X32 0.42 X42 0.87
X3 0.71 X13 0.96 X23 0.72 X33 0.91 X43 0.92
X4 0.84 X14 0.51 X24 0.81 X34 0.87 X44 0.67
X5 0.96 X15 0.81 X25 0.45 X35 0.62 X45 0.97
X6 0.81 X16 0.67 X26 0.62 X36 0.90

Table 6: Error detection table.

Test the sample C5 C6 C7
Expected output 0.68 0.75 0.72
Network output 0.6801 0.7123 0.7221
Error value 0.0001 0.0377 0.0021

8 Mobile Information Systems



related fields. Since the “entrepreneurial design competi-
tion” held by S University in 2004, the university has reg-
ularly provided corresponding information supply and
teacher guidance for the competition and set up rich bonuses
to encourage students to participate in it. On the other hand,
the number of participants in this entrepreneurship com-
petition has increased year by year. ,rough the simulated
entrepreneurship course, students have realized the process
of transforming knowledge into practical results and
deepened their understanding of entrepreneurship.

5.1.4. Lack of Experience in Innovation and Entrepreneurship
Teachers. ,e innovation and entrepreneurship teachers of
S University are in the middle of the school. As teachers,
they either have theoretical knowledge and lack manage-
ment experience or lack teaching experience, so they
cannot truly establish students’ entrepreneurial awareness
in the teaching process. Although S University has
established a corresponding entrepreneurship guidance
center and an entrepreneurship research center, the
teachers in this position are temporarily held by relevant
teachers or leaders of institutions. Teachers who impart
relevant entrepreneurship knowledge generally have other
teaching and scientific research tasks, which cannot
guarantee it. ,e quality of education classrooms and
scientific research results are under the condition that
meets the requirements of reality.

5.2. Improvement Opinions on Education

5.2.1. Establish an Excellent Team of Tourism Innovation and
Entrepreneurship Teachers. We need to establish an ex-
cellent team of teachers. Strong guidance ability is required.
We need to be familiar with China’s relevant policies,
master the process of it, understand the risks of it, and even
have certain experience in it, so as to guide and help
students.

5.2.2. Create a Good Education Environment. Practice has
proved that many students major in education environment
during their school education. For example, some univer-
sities use various practical teaching conditions to establish
corresponding travel agency college business departments to
improve students’ ability by operating practical projects. For
another example, actively participating in and holding
various innovation and entrepreneurship competitions at all
levels is also a good way. “Shandong Huang Yanpei occu-
pation education innovation and entrepreneurship
competition.”
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English is a global language. In the process of China’s internationalization, overcoming the di�culty of understanding English is
the only way to achieve cultural exchanges, economic exchanges, and even scienti�c and technological exchanges. Especially in the
context of globalization, translation between languages has become the focus of transnational communication. However, there are
still problems such as low accuracy and singularity in current machine translation. Aiming at the above problems, based on the
improved GLR algorithm (IGLR), this paper proposes a recognition method to solve the English translation problem. First, a
corpus is built, and the number of label words reaches tens of thousands. In this way, the automatic search function of the phrase is
realized. In addition, create an intelligent method for translation; and plan the intelligent recognition model with data collection,
processing, and output; extract characteristic parameters to realize intelligent translation. Conduct an experimental analysis on
the designed English translation method and record the experimental data. �rough the experiment, it can be seen that the
designed translation method can achieve accurate translation results and meet the actual needs.

1. Introduction

English is an international language. Although higher ed-
ucation has been there for many years, there is still a large
gap in high English pro�ciency. In view of the real needs of
our country, pro�ciency in English is particularly important.
In order to improve the level of speaking English in daily
communication, learning the pronunciation and the accu-
racy of speech should be further strengthened [1]. With the
improvement of China’s international status and the ac-
celeration of the internationalization process, the status of
Chinese has become increasingly important [2]. E�ectively
solving the “English-Chinese translation” problem and
developing English-Chinese machine translation technology
have a great social and economic value.

Machine translation is the use of computers to achieve
automatic translation, or an attempt to fully automate or
partially automate the translation process from one hu-
man language to another human language. Its core is the
translation process automation [3]. �e object of machine

translation research is the natural language used for
human communication, usually in the form of text. �e
tool used in machine translation is the computer, and its
processing is automated. To realize the translation of
natural language, machine translation must involve the
processing technology of natural language. Since English-
Chinese translation spans di�erent language families and
belongs to di�erent cultural backgrounds, in the process
of automatic translation, there are major technical
problems such as di�culty in understanding English
semantics, poor translation sorting technology, inability
to re¡ect di�erences in language habits, and face more
serious technical bottlenecks [4]. Traditional translation
algorithms generally use rule-based methods, feature
extraction, the Markov model, and so on and use cosine
similarity to measure the semantic similarity of transla-
tion. In practical use, there are often some problems, such
as inaccurate translation of ambiguity of English and
Chinese structures, inaccurate translation of long sen-
tences, and so on.
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We propose an improved GLR algorithm (IGLR) for
intelligent recognition of English translation using the
maximum generalized likelihood algorithm.,e paper has 5
sections. In Section 1, we introduce the research back-
ground. Section 2 studies the main methods and effects of
current machine translation and proposes the research
methods of this paper. Section 3 mainly introduces the
memory of the generalized maximum likelihood algorithm
and proposes an improved GLR algorithm. Section 4 mainly
uses the designed GLR algorithm to verify the effect of
machine translation. Section 5 mainly summarizes the work
of the full text and proposes an imagination for the next step.

,e innovation of this paper lies in the adoption of an
improved GLR algorithm for English translation. On the one
hand, the research presented in this paper has theoretical
significance for algorithm optimization research; on the
other hand, it can also provide reference for real machine
optimization and has practical significance.

2. State of the Art

Machine translation technology is one of the application
scenarios developed with artificial intelligence and has huge
market demand in practice [5]. It is necessary to classify and
organize vocabulary to improve translation quality and meet
user needs [6]. Reasonable use of professional vocabulary
can greatly improve the accuracy of translation [7].

,e University of Southern California, Stanford Uni-
versity, IBM Corporation, AT&T Corporation in the United
States, as well as universities in the United Kingdom, France,
Germany, Canada, Japan, and other countries and research
institutions have made outstanding contributions in the field
of machine translation research [8]. A typical machine
translation system is the translation system SYSTRAN,
which has provided commercial services since 1970. It
adopts the direct translation method and has multiple
language-to-language translation versions [9]. SYSTRAN is
a commercial machine translation system developed by
Toma after improving the machine translation system of
Georgetown University. ,e European Community has
introduced the SYSTRAN system since 1976. ,e English-
French translation system METEO of the TAUM research
group of the University of Montreal in Canada adopts a
conversion-based method, the European Community’s
multilingual system Eurotra, the French-Russian-French
system GETA of the University of Grenoble in France, and
the Saar University in Germany. ,e German-Russian-
English-French multilingual system SUSY, the German-
English system METAL of the University of Texas in the
United States, and the Japanese-English system ATLAS-I of
Fujitsu Corporation of Japan are all machine translation
systems based on conversion [10]. ,e Russian-French
system CETA of the University of Grenoble in France and
the German-English system METAL of the University of
Texas in the United States are based on the intermediate
language translation method, the English-French machine
translation system of IBM Corporation is based on the
statistical machine translation method, and the English-
Japanese experimental system of Kyoto University in Japan

is based on an example. A useful attempt has been made in
the method.,e PANGLOSS system jointly implemented by
New Mexico State University, the University of Southern
California, and Carnegie Mellon University is a multi-engine
Spanish-English machine translation system based on vo-
cabulary conversion [11]. In recent years, some American
research institutions such as Carnegie Mellon University
have reached a high level of research on Chinese-English and
English-Chinese machine translation.

Huang analyzed that the machine translation conforms to
the nature. ,e construction of an English-Chinese phrase
corpus for text translation. Emphasize the importance of the
corpus and explain the PTA model [10]. Due to the disad-
vantages of low translation accuracy, a HowNet-based lexical
semantic similarity and logarithmic linear model is designed,
and the corresponding bilingual corpus is stored, which
provides structured processing of language dependencies and
ensures that Chinese [11]. For the correspondence between
English and Chinese, calculating the input of HowNet op-
eration requires semantic similarity, which further improves
the accuracy of translation. ,e translation results obtained
by this method have high accuracy [12]. After summarizing
the above literature, it is found that the recognition of phrases
is an important part of recognition [13]. ,e intelligent
recognition of phrases satisfies the selection of samples [14]. It
can be found from the literature that one of the difficult
problems is structural ambiguity at present. A key technical
method to solve this problem is speech recognition algorithm.
,is paper studies it and proposes an identificationmethod as
shown in Figure 1 below. Based on the improved generalized
maximum likelihood ratio method, this paper proposes a new
type of machine translation algorithm, which is used to
construct about 740,000 English-Chinese labels. For vocab-
ulary, phrase search and phrase corpus, phrases can be
constructed through the central point of the phrase structure
and the part of speech recognition results can be obtained.
According to the linear list function of grammatical analysis,
the structural ambiguity of English and Chinese part of
speech recognition results can be corrected, and finally the
recognition content can be obtained.

3. Methodology

3.1. GLR Algorithm. ,e GLR is an extensive analysis al-
gorithm that uses techniques such as analysis chart struc-
tures and shared compression forests to achieve faster
speeds. Conflict phenomenon analysis in the analysis table is
commonly used in machine translation principles. ,e GLR
has three parts: the analysis state table, the grammar rules,
and the list of graph structures [15]. ,is algorithm is a
suitable choice because intelligent recognition of English
translations must be fast, efficient, and accurate. ,e flow
chart of GLR analysis is shown in Figure 2.

,e basic idea of the algorithm is as follows.
Given context-free grammar, parsing table, string to be

parsed, initialized graph stack� {}, and shared forest� {};
Main control program: for i� 0 to n, execute the word

analysis program PW(i), return to the shared forest, and
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then store all the tops of the graph stack into A according to
the FIFO.

(1) Take a state from A and set it as K
(2) Check the grid action with K as the row andW as the

column in the analysis table, and set it as X

(a) If x� “move in.” If other tops of the graph stack
have been pushed into the top of the secondary

stack, merge the same parts in the graph stack;
otherwise, at the current top of the graph stack at
K, push W and push j at the same time to
construct a shared forest.

(b) If x� “reduction”: if the left part of the h-th
production is y and the length of the right part is
m, remove 2m elements from the top of the
graph stack, then push y into the top of the graph
stack, and put In the transition table, take the top
of the graph stack as the row, and the state in the
grid with y as the column is pushed into the stack
and put into the set A to construct a shared
forest; return 1.

(c) If x� “success”, return to the shared forest.
(d) If x� “error”, return the error message and

return.
(e) If x� “move into j/reduce h. . .” conflict, then the

graph stack branches at the top of the stack, and
moves in and reduces according to 2.a and 2.b in
turn.

(f ) If x� “reduction h specification l. . .” conflict,
then the top branch of the graph stack, and the
reduction is performed according to 2.b in turn.

(3) Check and repeat the above steps until A is empty

Designing an efficient GLR English translation intelli-
gent recognition algorithm must have three analysis tech-
niques: analyzer preprocessing, shared compression forest,
and graph structure stack.

3.2. Analyzer Preprocessing. ,e preprocessing stage of the
algorithm-based intelligent recognition of English transla-
tion mainly includes English word segmentation, part of
speech tagging, and the establishment of analysis transfer
table.

,e construction of the English rule base has two
meanings. ,e rule-based syntactic analyzer needs a large
number of English grammar rules [16]. ,e quality of the
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Figure 1: Intelligent recognition method of English translation based on improved GLR algorithm.
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rule base construction directly affects the accuracy of the
syntactic analyzer and provides a foundation for the sub-
sequent construction of the probability rule base [16]. ,e
purpose of constructing the English rule base is to provide
support for the construction of the English tree base and to
provide great help for the subsequent research on semantic
analysis and dependency analysis. ,e English rule base is
constructed from two aspects: first, the English rule base is
constructed manually. It is constructed by English language
experts. ,e disadvantage of such a constructed rule base is
that it has limitations [17]. Second, the rules are extracted
and constructed by manual division and annotation pro-
cessing [18]. ,is paper adopts the method of constructing
the rule base of multilingual information technology and
constructs the English rule base through manual division,
annotation processing, bracket matching algorithm, etc.
Figure 3 shows the method flow of rule extraction, which is
mainly carried out from two aspects: conscious manual
tagging of the source corpus, grasping is tagging the word
segmentation and part of speech of the source corpus,
extracting the main structure, using parenthesis matching
detection, and finally realizing the automatic extraction of
rules; another method is to realize the automatic extraction
of rules with the help of the part of speech automatic tagging
system.

3.3. Shared Compression Forest. ,e shared compressed
forest consists of a set of edges that hold all phrases obtained
through bracket matching [19], where each edge contains the
following information:

(1) Component marking: used to mark phrase edges and
word edges.

(2) Component boundaries: to identify the starting and
ending positions of words or phrases in a sentence.

(3) Syntactic tag: to store the syntactic tag information of
the matched phrase.

(4) Compressed child node table: to save all the am-
biguous structure combination information of this
phrase component. Each structure combination is an
edge number path composed of edge numbers of all
sub-components to save space consumption.

(5) Best path mark: to save the pointer information of
the best structure combination path obtained by
disambiguation. Among them, 3, 4, and 5 only make
sense for the phrase edge.
With a compressed shared forest structure, it has the
following benefits:

(1) ,rough the compression of node information, a lot
of storage space is saved, and the retrieval speed of
phrase components is improved.

(2) Since all the structural ambiguities encountered in
the analysis process are stored in the compression
node, statistical disambiguation and pruning can be
easily performed, so as to select an optimal analysis
result.

Local ambiguity means that while parsing a sentence, the
grammatical symbolM of a non-terminal node is formed by
reduction, and the states of multiple paths appearing on the
left and right sides ofM in the parsing stack are the same, so
we use local compression technology to merge, In this way,
analyzing a sentence becomes the analysis of a path [20].

Figure 4 shows the processing flow of shared com-
pression, from which you can see that there are equal nodes
on the left and right sides of node A, so the two paths in the
above figure can be merged into the structure shown in the
following Figure 5. From Figure 4, we can find that if the
local ambiguity is not handled during syntactic analysis, it
will affect the time and space complexity. After merging the
paths, the two original paths become one, which greatly
saves the time complexity.

3.4. Graph Structure Stack. One of the core technologies
used by the algorithm-based parser is the graph structure
stack, which is a directed acyclic graph that includes two
types of nodes: one is a part of speech node and the other is a
state node, which is equivalent to the state in the DFA. Given
a rule T and an input string a, the state of the DFA is
constructed by these rules. ,is state node is a mutually
disjoint set, and its number is a+ 1. In the graph structure
stack, the state node constructs one state at a time. ,e first
state node is initialized as a 0 state node. When performing
analysis, all “reduce” actions are performed in the current
state, and the “closer” operation will create the next state
node [21].

We start to create a node in the stack column as 0, which
is represented as V0 state. Begin to analyze and read the next
character as a, and the table lookup action is “S1.” According
to the graph structure stack construction idea, we create the
next state node marked as V1, the state in the stack is 1, and
so on. ,e construction process of the graph structure stack
can be understood from the following illustration.

,e above three diagrams describe several instances that
are often encountered in the graph structure stack. ,e state
node is represented by a circle, the state is represented in the
circle, the symbol node is represented by a square, and the
symbol is represented in a square graph. When the syntactic
analyzer does not encounter a conflict, its processing is
shown in Figure 5; that is, the linear relationship continues
to analyze.When it encounters a conflict, the graph structure
stack is split into several stacks for analysis, and each path
executes actions as shown in Figure 5 above. Until they meet
the action state of the same node, they will be merged into a
stack to continue the analysis as shown in Figure 5 above.

3.5. Creating a Phrase Corpus. ,e role played by the corpus
used in the intelligent translation model is crucial. ,e main
functions of the corpus are to store data, mark short words,
standardize phrase functions, and improve automatic phrase
recognition algorithms, so that the timeliness and accuracy
of translation are more accurate [22]. ,e information flow
of the corpus can be seen in Figure 6. It mainly includes three
aspects: the content of corpus marking, the way of marking,
and the way of corpus application.
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,ere are more than 700,000 words, which meets the
actual needs. Figure 6 shows the structural composition of
the corpus.,e construction of the corpus is highly targeted.

3.6. Phrase Corpus. An important part of English phrase
translation is the recognition of speech. How to optimize the
recognition algorithm to improve the problem is very im-
portant. ,e segmentation processing is implemented to
determine the translation sentence and word part of speech.
Finally, the syntax is used to analyze the dependencies of the
phrases, and the creation of the sentence syntax tree is re-
alized [23]. Using quaternary cluster calculation to improve
the phrase context likelihood of the GLR algorithm [24]:

GE � VN, Vr, S, α( 􏼁. (1)

In the formula, S is start cluster, VN is the cycle symbol
cluster, VT is termination symbol cluster, and α is the phrase
action cluster. If P represents any action in α and exists in
VN, it can be derived by derivation as follows:

P⟶ θ, c, x, δ{ }. (2)

In the formula, θ, c, x, and δ represent the symbol on the
right side of the action, the constraint value, the symbol of
the center point, and the marking method, respectively.

,e quaternion cluster algorithm can solve the problems
of premature convergence, limited search space, and low
accuracy. ,erefore, this paper adopts this algorithm to
improve the GLR algorithm.

4. Result Analysis and Discussion

A proper evaluation is necessary to demonstrate the per-
formance of the IGLR method. ,e experimental evalua-
tion team consists of professional translators, three engines,
and professional raters. ,e part of speech analysis algo-
rithms of the three engines are the statistical algorithm,
dynamic memory algorithm, GLR algorithm, and en-
hancement algorithm. An improved GLR algorithm is
implemented.
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4.1. English Signal Processing. While finishing the model
building work, it is necessary to process the collected speech
signals, so as to obtain more accurate signals through
processing and reduce interference items, thus helping the
next step of translation. Figure 7 shows the processing of
English signals. After the speech input, we first extract the
features of the speech, then import the extracted features
into the model database, match the pattern with the corpus
in the model database, and finally output the recognition
results.

,e voice signal emphasis processing can be done by
digital filter and perfect the accent detection system. ,e
emphasis signal y(n) can be seen as follows:

y(n) � T[x(n)] � ax(n) + b. (3)

In this formula, x(n) presents the voice input signal. ,e
second step is to process the voice signal, and the field
interference method is to implement frame-by-frame pro-
cessing. In order to make the recognition step by step but
repeatedly higher, we use formula (4) to divide into the t
frames:

Z(n) �
1
t

y(n). (4)

After the frame-by-frame operation is implemented, the
speech signal is divided into small windows one by one and
can be expressed as follows:

W(n) � ω(n) × z(n). (5)

,e double-threshold comparison method is used to
monitor the end of the processed speech signal and the
starting point and end point are obtained from the test, so as
to process and store the data.

4.2. Extract FeatureParameters. First, we processed the data,
then the parameter features are searched, and the subsequent
calculation is finally performed. Figure 8 shows the algo-
rithm structure used for feature extraction.

To get a continuous map, the signal spectrum is cal-
culated by the discrete sampling value. Fast Fourier
Transform FFT is obtained and a speech signal is improved
to obtain the following formula:

X(K) � 􏽘
N−1

n�0
x[n]e

−j(2π/N)nk
, k � 0, 1, 2, . . . , N. (6)

In the formula, x[n] is the discrete sequence and X[K] is
the k-point reset sequence. Using FFT convert a discrete
speech sequence to a Mel frequency scale as follows:

Mel(f) � 2579lg 1 +
f

700
􏼠 􏼡, (7)

where Mel(f ) is the Mel frequency and f is the actual fre-
quency.,e discrete cosine transform DTC is carried out on
the filter output, and the feature parameter extraction result
P of the speech signal w(n) is obtained. ,e calculation
formula is

P � Z
N

n�1F(l)w(n)cos(πn(M + 0.5)). (8)

Once a spectrogram has been generated for a portion of
the speech signal, it must be emphasized and framed. Each
short-range analysis window can obtain spectral informa-
tion through fast Fourier transform, and then slope filtering
is used to obtain a two-dimensional MFCC map. Using the
above methods, features such as rhythm, speech rate, in-
tonation, and intonation can be extracted.

4.3. Experimental Results and Analysis. To fully verify the
validity of the intelligent recognition model for translation,
the model is tested for English translation proofreading
through experiments, and the data in the experiment process
are recorded to analyze the system performance. In the
experiment, there are 400 character proofreading vocabu-
lary, 500 short text proofreading number, and 25 kB/s word
recognition speed. By comparing the accuracy of results after
proofreading and before proofreading, it can reflect the
accuracy of English translation objectively and compre-
hensively by using comprehensive materials and diverse
vocabulary. Table 1 shows the accuracy of translation before
and after proofreading.

Table 1 shows the highest accuracy of the results before
proofreading is 75.1%. After using the intelligent recognition
module in the text, the accuracy is as high as 99.1% validity of
the model. Experimental results are given in Figure 9.
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From the figure, whether it is in accuracy, speed, or
update ability, the translation effect of IGLR is the best
among similar class.

Comprehensive evaluation results is shown in Figure 10,
the highest score of IGLR algorithm is 92.3 points, and the
lowest score based on the statistical is 76.8 points. In the final
test results, there is little difference between the dynamic
memory algorithm and the optimized GLR algorithm. ,e
main gap is centered on the score for update ability.

,e comparison experiment in this paper also adopts the
experiment of actual translation cases, and selects the sen-
tence “Xi’an Price Bureau limits the price of beef noodles”
for translation, and finally obtains the machine translation.
,e experimental comparison results of human translation
are shown in Table 2.

From Table 2, only the IGLR algorithm is the closest to
the human. With the two algorithms of statistics and dy-
namic memory, the IGLR translation algorithm designed

Table 1: English translation accuracy before and after proofreading.

Experimental number
Translation accuracy

Before proofreading (%) After proofreading (%)
1 58.2 99.1
2 72.4 98.6
3 67.5 98.4
4 72.1 99.1
5 75.1 98.5
Precision means value 69.06 98.74
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Figure 9: Evaluation results of translation algorithms.
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has been more accurate. ,e translation is more accurate,
and the accuracy can be more than 95%, reaching the level of
human translation. ,e improved GLR algorithm has faster
recognition, higher accuracy, and strong updating ability, so
it has strong applicability and application performance in
English translation.

5. Conclusion

To reduce the difficulty of structural ambiguity in translation
and overcoming the disadvantage overlap in the traditional
GLR algorithm, we propose an improved GLR algorithm for
translation.,e IGLR algorithm uses the phrase center point
and corrects the structural ambiguity between English-
Chinese in recognition. In this paper, various English essays
and practical translation cases are used to conduct experi-
ments on machine translation algorithms. ,e translation
method of the IGLR algorithm is simple and fast to calculate,
has lower difficulty, and has higher practicability.
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In recent years, e�ective recognition and accurate assessment of psychological stress have been the focus of research. Because of
the objectivity and authenticity of physiological signals, psychological stress recognition from physiological signals has become an
important research content in the �eld of psychological stress recognition. As an important physiological signal, electrocar-
diogram has been proved to contain reliable physiological response to psychological stress.  is paper designs a psychological
stress analysis algorithm based on particle swarm optimization (PSO).  e wavelet transform algorithm was used to �lter and
detect the ECG signal. RR interval was calculated from the detected Rwave to obtain the ECG signal. An improved particle swarm
optimization (PSO) algorithm was proposed, which introduced a particle swarm optimization model with contraction factor to
eliminate the speed limit and realize the detection of psychological stress. Experimental results show that the recognition rate of
the improved particle swarm optimization algorithm is signi�cantly higher than that of the traditional method, which shows the
e�ectiveness of the algorithm. On the one hand, the research of this paper has optimized the algorithm, which has theoretical
signi�cance; on the other hand, it can provide reference for the real psychological stress test, which has practical signi�cance.

1. Introduction

With the increasingly close integration of the Internet and
people’s production and life, people’s demand for virtual
scenes is increasing, and chronic psychological stress poses a
threat to the human health [1]. Because the external factors
we accept are too complex, the degree of psychological
pressure will be di�erent for each person. When we are
working or studying, a certain degree of psychological
pressure can improve the e�ciency of our work and study,
but if the psychological pressure is too high and if it is too
large or for too long, then this stress state will a�ect the
health of the human body and lead to some kind of psy-
chological or physiological disease. Modern medicine has
proved that psychological stress can weaken the body’s
immune system, leading to external factors causing diseases
in the body [2]. When people are under pressure, they will

have a series of physical and mental reactions. If the pressure
exceeds the range that people can bear, it will break the
physiological balance of the human body and cause the
nervous system of the human body to be in a disordered
state, showing a series of symptoms, such as: insomnia,
depression, endocrine disorders, cardiovascular disease [3].
Establishing an e�ective psychological stress assessment
system can help identify the psychological stress states and
then implement appropriate interventions.  ere are many
ways to assess psychological stress. Currently, a question-
naire method is commonly used to assess psychological
stress, but the assessment of this method is only a general
assessment and the results of the assessment are not accurate
enough. Nowadays, with the widespread popularity of a
series of wearable devices such as smart watches and smart
bracelets, it is more convenient to use physiological pa-
rameters to identify psychological pressure in daily life, and
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it is helpful to reasonably adjust people’s psychological
pressure, which can make people’s life easier. *e quality,
work efficiency, and learning efficiency are improved, and at
the same time, it can effectively mediate people’s mood, and
avoid various diseases caused by psychological pressure.

Due to the objectivity and authenticity of physiological
signals, psychological stress recognition from physiological
signals has become an important research content in the
field of psychological stress recognition and in physiological
signal psychological stress identification research, mainly
through the analysis of the collected psychological stress
physiological signals, extracting the characteristics that can
represent specific psychological stress, and establishing a
psychological stress identification model for psychological
stress identification. As an important physiological signal,
ECG signal has been proved to contain reliable physiological
response to psychological stress. At the same time, ECG
signal is an important research object in medicine, and its
signal processing technology has been relatively mature.

Based on this background, this paper proposes a psy-
chological stress analysis algorithm under the particle swarm
algorithm based on ECG signal acquisition. *e wavelet
transform algorithm is used to realize the filtering and
detection of ECG signals, so as to calculate the RR interval
through the detected R wave. In order to obtain the ECG
signal and extract the ECG characteristic parameters that
can characterize the degree of stress, an improved particle
swarm optimization algorithm is proposed. *e full text is
divided into 5 chapters. Chapter 1 introduces the research
background, research necessity, and chapter arrangement of
the thesis; Chapter 2 mainly introduces some main research
work on psychological stress detection at present, and in-
troduces the research methods of this paper; Chapter 3
mainly introduces the collection and identification of ECG
signals, and uses particle swarm algorithm to detect psy-
chological stress; Chapter 4 mainly uses the designed de-
tection algorithm to evaluate human psychological stress
and examine the effect of evaluation. Chapter 5 mainly
summarizes the work of the full text and proposes an
imagination for the next step.

*e purpose of this paper is to use the improved particle
swarm optimization algorithm to detect psychological stress.
On the one hand, the research of this paper has optimized
the algorithm, which has theoretical significance; on the
other hand, it can provide reference for the real psycho-
logical stress test, which has practical significance.

2. State of the Art

*e increasing pressure of human life has gradually attracted
people’s attention to the research on the identification al-
gorithm of psychological stress. Since the beginning of the
21st century, the use of physiological parameters to identify
psychological stress has become the focus of domestic and
foreign researchers. At present, there are many methods and
means for the identification and assessment of psychological
stress at home and abroad.

Professors Healey and Picard from MIT effectively
assessed the driver’s psychological state by collecting the

driver’s ECG signal, EMG psychological stress signal and
breathing signal, mainly recording the psychological stress
of drivers driving on a fixed road in downtown Boston and
physiological signals, and proved the feasibility of using
physiological signals to identify stress [4]. Setz et al. iden-
tified the characteristics of galvanic skin response through
psychological stress LDA and SVM algorithms, and the
recognition rate of LDA algorithm reached more than 80%.
Students at the University of Augsburg use games to induce
the psychological pressure of the human body. At the same
time, the collected EMG signals and breathing signals under
two different states of low pressure and high pressure are the
research objects, and finally judged by LDA and Fisher.
According to the analysis results, the average recognition
rate of psychological stress is over 85% [5]. Minh et al. of
Cameron University established a psychological stress
model with support vector machine as a classifier, and
proved through experiments that the support vector ma-
chine algorithm model is stable in identifying stress and has
a higher recognition rate [6]. Javier Hemandez et al. first
collected the physiological signals of call center employees,
and collected two kinds of physiological signals, stressful and
non-stressed, and then corrected the loss function of the
support vector machine to identify the difference between
stress and non-stress. Finally, different people are trained
and tested by this method to obtain higher classification
accuracy [7]. Hoover et al. used computer game characters to
induce the psychological stress of the testers, collected the
psychological stress under two different states of low work
stress and high work stress, and then detected the human
heart rate variability signal by using the sub-Gaussian fitting.
Compared with the method of psychological stress and
analysis, the experimental results show that the sub-
Gaussian fitting method has higher recognition accuracy
than the classical cumulative sum method [8]. Subahni AR
employs a racing game to induce stress, collects ECG signals
from six subjects, and extracts features of HRV in the time
and frequency domains for analysis. It has been verified that
HRV can predict psychological stress by detecting changes
in the autonomic nervous system [9]. Singh et al. quanti-
tatively analyzed the stress of the human body in the state of
fatigue, proposed a method for inducing stress based on
neural network, and performed statistical and time-fre-
quency domain analysis on it, taking the characteristics of
galvanic skin response as the research object. Finally, the
psychological stress is identified through the recurrent
neural network, and the average identification rate is 89.2%
[10]. Mohammadi et al. used discrete wavelet transform to
decompose the ECG signal into different frequency bands,
and then extracted the corresponding features for classifi-
cation using KNN and SVM classifiers, achieving an ac-
curacy of 86.75%.

Professor Hu Bin of Lanzhou University used EEG
signals to identify human stress, and chose K-nearest
neighbor classifier as the classification algorithm in the
system, and developed an online stress monitoring system
based on EEG signals [11]. Yuan Tian developed a CNN
model to detect the psychological pressure of college stu-
dents, and the model detection accuracy reached 98% [12].
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Zhao Wen from Lanzhou University studied the psycho-
logical stress of specific groups of EEG signals, taking the
mothers of seven mentally retarded children and the
mothers of four normal children of the same age as the
research objects, and using their EEG data as the data source
[13]. Among them, the EEG data of mothers of mentally
handicapped children was taken as stress data, and the EEG
data of mothers of normal children was taken as stress-free
data. First, the linear and nonlinear features extracted from
EEG signals were compared, and then, combined with the
evaluation scale PSQI and LZC complexity, alpha relative
power and other features, finally, the psychological stress
state was more effectively evaluated [14]. Professor Li Ting
from Yanshan University led her team to first collect 36 sets
of ECG signals, 18 sets of surface EMG signals, and 18 sets of
finger pulse wave signals from nine test subjects, and used
these signals as the raw data for identifying psychological
stress. *en, the DS evidence theory and the SVM algorithm
are combined to build a stress recognitionmodel, and finally,
the recognition of psychological stress is realized, which
proves the validity of the model in evaluating the psycho-
logical stress state [15]. Professor Li Ting led her team to
improve and study the algorithm for identifying individual
differences in psychological stress, using EMG signal as the
sample parameter for the study, and proposed an improved
support vector machine (SVM) for psychological stress
identification algorithm. In order to reduce the training
error, the loss function of the support vector machine is
improved by the method of clustering the samples, and the
clustered information is assigned to the loss function to
realize the recognition of psychological stress. It is shown
that the algorithm can effectively resolve the individual
differences in assessing the psychological stress [16].

To sum up, it can be seen from the domestic and foreign
research results that it is feasible to extract HRV features to
identify psychological stress. At present, most studies at

home and abroad identify psychological stress through a
variety of physiological signals, which can be applied in
practice to a certain extent, but the accuracy still needs to be
further improved, and there are relatively few studies on
stress model construction based on HRV. *is paper pro-
poses a psychological stress detection method based on
PARTICLE swarm optimization (PSO) for ECG signal ac-
quisition, and its basic framework is shown in Figure 1. ECG
signal is filtered by wavelet transform. At the same time, the
algorithm was used to detect the filtered ECG signal, locate
the Rwave, calculate the RR interval, and get the HRV signal.
*en, the improved particle swarm optimization algorithm
is used to identify psychological pressure, which can make
up for the shortcomings of previous literature research.

3. Methodology

3.1. ECGSignal. *e internal cardiac structure of the human
body includes four chambers: the left atrium, the right
atrium, the left ventricle, and the right ventricle, and the
power source is the heart. *e heart is dominated by car-
diomyocytes. Cardiomyocytes include special car-
diomyocytes and ordinary cardiomyocytes. *e function of
special cardiomyocytes can produce excitatory effects. *e
composition of ordinary cardiomyocytes is the ventricular
wall and the atrial wall. Its function is that it can act on the
contraction of the cardiac chambers. If a person is subjected
to some external stimuli, the human body will produce a
state of psychological tension or nerve excitation, and at this
time, it will be transmitted to the cardiomyocytes through
the nerves, and the cardiomyocytes will dominate the heart,
so that the diastolic and systolic functions of the heart will be
accelerated., the heartbeat speed will be accelerated, there-
fore, it can be seen that psychological stress is closely related
to ECG signal, and shows the regularity and stability of ECG
signal waveform [17]. *e waveform of the ECG signal is
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Figure 1: Psychological stress detection method under the particle swarm algorithm based on ECG signal acquisition.

Mobile Information Systems 3



mainly composed of five waveforms: Q, R, S, P, and T, and its
characteristic intervals are: RR interval, PR interphase, QRS
segment, ST segment, and QT interval. In the ECG wave-
form, if the lead mode is different, the ECG waveform will
also be different, and the most obvious feature is the QRS
complex. *erefore, doctors usually diagnose the patient’s
condition by the morphological characteristics of the ECG
signal. A typical ECG waveform is shown in Figure 2.

P wave: under normal circumstances, caused by the right
atrium and left atrium continuously, also known as myo-
cardial depolarization wave. *e highest amplitude of P
wave generally does not exceed 0.25mV, and the duration
generally does not exceed 0.12s.

QRS complex: represents the excitation state of the left
and right ventricles. *e QRS complex is the most char-
acteristic because the ventricular muscle is more developed
than the atrial muscle, and its duration represents the time
required for the ventricular muscle activation process.
Under normal conditions, it does not exceed 0.1S, and the R
wave amplitude ranges from 0.5 to 2mV.

T wave: the potential change generated when the ven-
tricular muscle is activated and recovered is the T wave, and
its amplitude range is 0.1–0.5mV, and its amplitude should
be 1/10 lower than that of the R wave.

RR interval: refers to the time between the Rwaves of two
QRS complexes. A cardiac cycle in the ECG is usually
represented by the RR interval, and the time of the RR
interval can also be used to calculate the size of the heart rate.

PR interval: refers to the part from the beginning of the P
wave to the beginning of the QRS complex. *e meaning of
this part is the time between atrial depolarization and
ventricular depolarization. *e time range is 0.12–0.20s.

ST segment: refers to the part from the end of the QRS
complex to the beginning of the Twave. *e meaning of this
part is the resting stage from ventricular depolarization to
ventricular repolarization. It shows a smooth straight line on
the waveform.

At present, the typical biomedical signal is the ECG
signal, which is mainly analyzed from four aspects: the
frequency spectrum of the signal, the amplitude of the signal,
the impedance of the human body, and the noise of the ECG
signal.

(1) *e frequency range of ECG signal is 0.05–100Hz,
which is a low-frequency signal, and its spectral
energy is mainly concentrated in 0.5–35Hz.

(2) *e amplitude of the signal is very weak, it is a weak
signal, its amplitude range is between 0.01 and 5mV,
and the typical value is usually 2mV.

(3) *e ECG signal has high impedance. Since the hu-
man body is the source of the ECG signal, and the
impedance of the human body is related to the
wetness and cleanliness of the skin on the body
surface, the impedance characteristics are relatively
complex. *e impedance value of the human body is
generally in the range of several thousand ohms to
tens of thousands between ohms.

(4) *e interference noise is strong. *e noise of the
ECG signal mainly includes: power frequency in-
terference, baseline drift, and EMG interference.
Among them, the power frequency interference in
my country is 50Hz, and these interferences will
affect the extracted HRV. It affects the recognition
rate of psychological stress, so it is also very im-
portant to remove the interference noise in the ECG
signal.

*e human nervous system mainly includes the central
nervous system (CNS) and the peripheral nervous system.
*e central nervous system not only affects most organs of
the human body, but its physiological process also affects the
psychological stress state of the human body. *e CNS
mainly regulates the psychological and physiological stim-
ulation of the human body. When it receives some external
stimulation, first, the hypothalamus is stimulated, and then
the pituitary gland is stimulated. *en, the autonomic
nervous system will perceive the stimulation, so that the
body’s limbs will be stimulated producing a corresponding
reaction. *e physical and psychological stress response
model is shown in Figure 3.

When the human body is stimulated by the outside
world, the body’s receptors will perceive the stimulation, and
then judge whether it feels pressure through the cerebral
cortex. Response; if the cerebral cortex does not perceive
pressure, then the human body will not have a stress
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Figure 2: Typical ECG waveform.
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response [18]. HRV can be used not only to measure the
human heart activity, but also to detect autonomic nervous
system activity, cardiovascular disease, etc. *erefore, by
measuring HRV, the stability and activity of the autonomic
nervous system can be assessed, as well as the psychological
stress state of the human body.

3.2. ECG Signal Feature Extraction. *e ECG signal is a
biological signal. According to the response characteristics
of ECG signal, the RR interval of ECG signal is generally
calculated after R wave is detected and HRV is obtained. *e
HRV is analyzed and characteristic parameters are extracted.
*e characteristic parameters were extracted by linear

analysis (time domain analysis and frequency domain
analysis) and nonlinear analysis.

3.2.1. Time-Domain Analysis. *e time domain features of
HRV are extracted according to statistical methods. *e
formula for calculating the mean value of the RR interval is

RR � 􏽘
N

i�1

RRi

N(1)
, (1)

where N represents the number of RR intervals, and RRi is
the ith RR interval. SDNN represents the overall standard
deviation, which acts on the autonomic nervous system of
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Figure 3: Model diagram of human psychological stress response.
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the human body and is used to reflect the psychological
stress of the human body. *e calculation formula is

SDNN �

���������������

1
N

􏽘

N

i�1
RRi − RR( 􏼁

2

􏽶
􏽴

. (2)

RMSSD represents the root mean square difference of
the RR intervals, is related to the vagus nerve, and measures
the magnitude of the heart rate to reflect stressful states. *e
calculation formula is

RMSSD �

��������������������

1
N − 1

􏽘

N

i�1
RRi+1 − RRi( 􏼁

2

􏽶
􏽴

. (3)

SDSD represents the standard deviation of all adjacent
RR interval differences, calculated as:

SDSD �

���������������������

1
N − 1

􏽘

N

i�1
ΔRRi − ΔRR( 􏼁

2

􏽶
􏽴

. (4)

Among them, ΔRRi represents the difference between
adjacent RR intervals; ΔRR is the average value of the dif-
ference between N consecutive two RR intervals.

3.2.2. Frequency-Domain Analysis. Since the autoregressive
(AR) model can not only overcome the shortcomings of
nonparametric estimation but also can well reflect the
smooth spectral curve of the peaks. *erefore, the frequency
domain analysis adopts the AR model analysis method. *e
model can be expressed as

x(n) � − 􏽘

p

k�1
akx(n − k) + u(n). (5)

*rough the z-transformation, the transfer function of
the system can be obtained as.

H(z) �
1

A(z)
�

1
1 + 􏽐

p

k�1 akz
− k

. (6)

*e power spectrum of the output sequence is

P(ω) � σ2 H e
jw

􏼐 􏼑
􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2

�
σ2w

1 + 􏽐
p

k− 1 ake−jkw
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
2. (7)

3.2.3. Nonlinear Analysis. According to the nonlinear
analysis methods for HRV researched in most literature, it
can be seen that there are few studies on human psycho-
logical stress recognition, and basically use nonlinear analysis
methods to study pathology. Nonlinear feature extraction of
HRV is done using Poincare scatterplot method to identify
stress states. Using the scatterplot method analysis, two main
parameters, SD1 and SD2, can be obtained, where SD1 re-
flects changes in HRV medium and very low-frequency
components, which are related to sympathetic nerve changes;

SD2 is a rapid change in HRV, which is related to vagal nerve
activity.

SD1 �

��������������������

1
N − 1

􏽘

N

i�1

RRi − RRi+1( 􏼁
2

2

􏽶
􏽴

. (8)

SD2 �

��������������������������

1
N − 1

􏽘

N

i�1

RRi − RRi+1 − 2RR( 􏼁
2

2

􏽶
􏽴

. (9)

3.3. Particle Swarm Optimization

3.3.1. Elementary Particle Swarm Optimization. Particle
swarm optimization (PSO) is a behavioral research method
which evolved from bird foraging behavior and is mainly
used to solve optimization problems. Its basic principle is
that in each problem to be optimized, one of its solutions is a
particle in the search space, and each particle corresponds to
a fitness value. *e fitness function model is an optimization
function model. In addition, the speed at which a particle
searches can determine its direction and distance. When the
direction and distance are determined, the direction and
distance of the particle can be searched continuously until
the optimal value is found [19]. It is found that particle
swarm optimization algorithm can deal with some problems
that traditional methods cannot deal with. Examples include
nondifferentiable node transfer functions or no gradient
information. *e basic algorithm flow is shown in Figure 4:

Assuming that the number of input features is D, and
there are m individuals in the population, the velocity of the
ith particle is V, and the position is expressed as Xi. At this
point, the position value of the particle is a solution to the
problem we need to solve. At the same time, first, the fitness
function model is established, then, the fitness value is
calculated, and finally, an optimal solution is obtained by
comparing the fitness value of each particle. Among them,
we call the best position experienced by the current ith
particle as Pbest, and by comparing all particles, the best
position Gbest of the entire population is obtained. When
the optimal solution of Pbest and Gbest is found, the next
generation of particles is obtained by calculating the fol-
lowing two formulas, and the calculation is repeated re-
peatedly until an optimal solution is obtained.

V
n+1
i � V

n
i + C1rand1( ) Pbseti − X

n
i( 􏼁

+ C2rand2( ) Gbseti − X
n
i( 􏼁.

(10)

X
n+1
i � X

n
i + V

n
i , (11)

where: c1 and c2 are learning factors; rand1 ( ) and rand2 ( )
are random vectors between 0 and 1; V is the velocity of the
ith particle to the nth particle; X is the ith particle *e
position of the particle to the nth particle.

3.3.2. Improved Particle Swarm Algorithm. In order to avoid
the elementary particle swarm optimization algorithm easy
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to fall into local optimal, there will be premature conver-
gence in the optimization process, resulting in a large error.
*erefore, the fundamental particle swarm optimization
algorithm will be improved. Among them, the empirical
information contained in the remaining particles and the
empirical information algorithm. C1 of the particles
themselves are represented by learning factors C1 and C2 in
the particle swarm optimization and C2 are particle tra-
jectories that show mutual information in the particle
swarm and the exchange. *erefore, once the value of
learning factor C1 is set at a higher level, the particles will
remain in a limited range and continue searching will be
more difficult converging to a local minimum. To solve this
problem, a particle swarm optimization model with
shrinkage factor is introduced. Under the action of con-
traction factor, not only the velocity boundary limit will
disappear, but also appropriate parameters can be selected
to ensure the bounded convergence of PSO. *erefore, in
order to improve the accuracy of analysis, this paper adopts
the improved particle swarm optimization algorithm for
analysis. *e velocity formula and contraction coefficient
formula are as follows:

V
n+1
i � φ V

n
i + C1rand1( ) Pbseti − X

n
i( 􏼁􏼂

+ C2rand2( ) Gbseti − X
n
i( 􏼁􏼃.

(12)

φ �
2

2 − C −
�������
C
2

− 4C
􏽰􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌

, C � C1 + C2 > 4. (13)

4. Result Analysis And Discussion

4.1. Stress-Induced Experimental Protocol Design.
According to the ECG acquisition circuit and the designed
program, the original ECG signal is obtained. On this basis,
the HRV signal is calculated. *en, in order to carry out the
follow-up research on psychological stress recognition al-
gorithm, an effective psychological stress induction scheme
must be designed. Firstly, stress-induced ECG signals were
collected by stress induction experiment, and then the
characteristic parameters of HRV signals were extracted.
Finally, the characteristic parameters are used to study the
mental stress recognition algorithm.

In the process of stress induction, one is to collect the
psychological stress signals generated in our actual life or
work. Another approach is to use experimental materials
and equipment to induce pressure and then collect a signal.
*e former is closer to reality andmore effective in analyzing
psychological stress. At present, there are many researchers
in the world to collect pressure signals in actual work and
life, but this method requires greater labor intensity, material
and financial resources, and requires experimental equip-
ment [20]. In contrast, the latter is more convenient and uses
laboratory equipment andmaterials to achieve psychological
stress induction, which not only has reliable data, but also
has less interference in the collection process, providing help
for the identification and research of psychological stress
[21]. In order to make the data collected more effective and
reliable, the selection of stress induction program is also
more important.

In this design, emergency induction is accomplished by
mental arithmetic task. Mental arithmetic tasks were used as
a laboratory method to induce stress in subjects. *e mental
arithmetic task significantly increased the subjects’ cortisol
production (effectively triggering stress). In order to evaluate
the high pressure and low pressure states more effectively, in
the emergency induction experiment, the calm state of the
subjects was regarded as the low state, and the part of the
mental arithmetic task was regarded as the high state. *e
specific implementation process is shown in Figure 5.

First, let the tester be in a calm state for 120s, and then
start to induce stress by using a mental arithmetic task. *e
task is to allow the tester to correctly mentally calculate the
subtraction of twenty-four-digit problems randomly
appearing on the computer within 10s, and repeat the
mental arithmetic 10 times. Finally, after the mental
arithmetic task is completed, the tester rests and returns to a
calm state. *e experimental scheme of mental arithmetic
task is shown in Table 1.
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Figure 4: Algorithm flow of basic particle swarm.
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Figure 5: Stress-induced experimental procedure.
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Figure 6: Low-voltage state and high-voltage state ECG signal waveform. (a) Low pressure. (b) High pressure.

Table 1: Experimental scheme of mental arithmetic task.

Experimental content Time/s Pressure state
Rest 120 Low pressure
Subtract random twenty-four digits 10 High pressure
Rest 120 Low pressure
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In order to ensure the objectivity and scientific nature of
the experiment, the subjects of this experiment were un-
dergraduate and graduate students (19–26 years old), who
did not have any mental or physical diseases and had clear
cognitive ability and mental arithmetic ability. ECG signals
of 30 graduate and undergraduate students were collected, a
total of 200 groups of ECG data were collected, and unstable
signals were removed. A total of 150 groups of effective data
were collected, including 80 groups of high pressure data
and 70 groups of low pressure data. 3 000 sample points
during the calm phase were used as low pressure and 3 000
sample points during pressure induction were used as high
pressure data. *e waveforms of ECG signals under low
pressure and high pressure are shown below.

From Figure 6 that the collected ECG signals in low-
voltage and high-voltage states contain interference, namely,
power frequency interference, baseline drift, and EMG in-
terference. In order to more clearly compare the RR intervals
under the two stress states from the waveform diagram, ECG
signal processing will be performed, the RR interval will be
calculated from the processed waveform diagram, the HRV
signal will be obtained, and the stress-related signals will be
extracted from the HRV characteristics. *erefore, the
collected pressure-containing ECG signal is filtered through
wavelet transform. Select the Symlets wavelet to decompose
the ECG signal with 8 layers of wavelet, and use the Wden
function and the Zeros function for filtering. *e electrical
signal is decomposed, and the number of decomposed layers
is 4 layers. *e waveforms of the filtered signal and the
R-wave detection signal are shown in Figure 7.

4.2. ECG Signal Feature Extraction and Analysis.
According to the feature extraction method in Section 3, the
obtained ECG signal is feature extracted, and some stress-
related feature data extracted by time domain, frequency
domain, and nonlinear analysis methods are shown in
Table 2.

Since the extracted HRV features are related to the
autonomic nerve activity of the human body and reflect the
degree of psychological stress, the significance of the stress-
related feature parameters is calculated and compared and
analyzed. After analysis, it is found that among the extracted
features, SDNN and HF show the most obvious difference
under different pressure levels. *e variation trend of SDNN
and HF with pressure is shown in Figure 8.

Studies have shown that SDNN, PNN50, and NN50 are
related to sympathetic nerve tone, and HF is related to
cardiac vagal nerve activity [22]. *erefore, the comparison
of features extracted from HRV can reflect the influence of
human body on autonomic nervous activity under stress.
SDNN and HF feature parameters appear obviously with the
increase of the stress level. *e significant changes showed
that the activity of the heart’s sympathetic and vagus nerves
also changed significantly. It can be seen that when pressure
increases, the function of the sympathetic nerve is inhibited,
and the function of the vagus nerve is reversed. *erefore,
the eigenvalue can effectively detect the pressure, and can be
better used in the pressure recognition algorithm. *is is

because the optimized algorithm is more sensitive to the
change of parameters and can reflect the change of nerves.

4.3. Analysis of Psychological Stress Recognition Results. In
the simulation experiment, 120 samples were selected as the
training set and 30 samples as the test set, that is, the training
set and test set are about 4 :1. Low pressure sample category
label set to 1, high pressure sample category label set to 2.
According to the above, BP neural network and PSO-BP
neural network algorithm can make more accurate analysis
according to the characteristics of ECG signal. *erefore,
this paper selects these two algorithms for comparison. In
the simulation experiment, the BP neural network algorithm
and the improved PSO-BP neural network algorithm
achieve the accuracy of psychological stress recognition, as
shown in the Figure 9.

From Figure 9, the accuracy of the improved PSO-BP
neural network test set is 93.33%, and the accuracy of the BP
neural network test set is 86.67%, and the accuracy of the BP

Table 2: Characteristic data under different pressure states.

Parameter Low pressure High pressure
RRmean 0.8713 0.7394
HRmean 68.8644 81.1435
RMSSD 28.60 35.12
PNN50 0.1711 0.2648
RRstd 0.1437 0.1639
HRstd 5.1 5.5
SDNN 48.8 50.1
SDSD 17.5 20.1
VLF 0.0761 0.0810
HF 0.8124 0.9201
LF 1.5899 1.0480
LF/HF 1.1321 1.0346
SD1 45.66 48.1
SD2 52.89 55.42
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Figure 7:Waveforms of filtered signal and R-wave detection signal.
(a) ECG signal filtering waveform. (b) R-wave detection waveform.
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network model optimized by the improved PSO model is
increased by 6.66%.

Figure 10 shows the average recognition rate of psy-
chological stress by the BP neural network tested 20 times
and the improved PSO-BP neural network. *e recognition
rate of HRV sample signals by the optimized neural network
is relatively high and stable, and the recognition rate of
psychological stress by the improved particle swarm opti-
mization BP neural network (PSO-BP) algorithm is over
90%. As can be seen from the figure, the average recognition
rate of BP neural network to psychological stress is 90.17%;
the average recognition rate of improved PSO-BP neural
network to stress is 94.83%; the average recognition rate of
improved PSO-BP neural network is improved up 4.66%.
*e experimental results show that the improved PSO-BP
algorithm can effectively improve the recognition rate of
psychological stress, and the recognition rate is 94.83%, and
the recognition rate of BP neural network is increased by
4.66% on average. *e algorithm can effectively identify the
psychological stress state, and provide a means for the in-
tervention of psychological stress state and mental health.
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Figure 9: BP neural network and improved PSO-BP neural network test set accuracy. (a) BP neural network. (b) Improved PSO-BP neural
network.
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5. Conclusion

At present, the assessment of psychological stress is mainly
carried out in two ways: questionnaires and physiological
parameters. *e method of questionnaire survey must allow
the testers to actively cooperate and have subjective
awareness, and the statistical data is often not reliable; and it
is more accurate to evaluate psychological stress through the
physiological parameter HRV. *is method uses the human
body’s stress response to evaluate stress. When the human
body is stimulated, the physiological balance of the body will
be broken, and the physiological parameters of the human
body will change at this time. *e method is intelligent,
accurate, and reliable. In order to improve the recognition
rate of psychological stress, an improved stress recognition
algorithm based on particle swarm optimization BP neural
network is proposed in this paper. On the basis of the basic
particle swarm (PSO) model, the algorithm introduces a
shrinkage factor. Under the action of the shrinkage factor,
the boundary limit of the velocity disappears. Appropriate
parameters are selected to ensure the bounded and con-
vergent characteristics of the PSO algorithm. *ere is op-
timization of BP Neural Networks. Use mental arithmetic
tasks to induce stress, collect ECG signals under high and
low pressure states, extract the characteristic values of heart
rate variability related to psychological stress, and compare
and analyze the characteristic data; establish a classification
model of psychological stress degree, through the improved
PSO model optimizes BP neural network to identify psy-
chological stress. *e results show that compared with the
BP neural network, the improved particle swarm optimi-
zation BP neural network algorithm has fast convergence
speed, small error, and high recognition rate. *e recog-
nition rate of this algorithm for psychological stress can
reach 94.83%, and the recognition effect is better than the
unoptimized BP neural network algorithm.
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In order to improve the real-time prevention and control e�ect of community security, this paper uses environmental monitoring
as the background to design a ZigBee-based wireless sensor network scheme.�e ZigBee nodes in the system are set as FFD nodes
and have the ability of coordinator and the nodes are not connected with other networks, and a network is formed through a
multinode system. Moreover, the proposed cluster routing protocol �rstly determines the orientation of the cluster and de-
termines the cluster head in the cluster according to the orientation information of the cluster so that the clusters in the network
can be evenly distributed. In addition, the system in this paper is mainly monitored through the Internet of �ings and data
processing through big data. �erefore, this paper mainly analyzes the data mining, data transmission, and monitoring e�ect of
the system, combined with the simulation software. Finally, through experiments, this paper veri�es that the Internet of �ings
real-time monitoring technology proposed in this paper has a good application e�ect in community security prevention
and control.

1. Introduction

Nowadays, informatization has become an important fea-
ture of modern society, and as the �rst resource, information
resources have their core competitive advantages. Infor-
mation management has penetrated into all �elds of social
development and directly a�ects all aspects of economic,
cultural, and social development. Moreover, the populari-
zation and application of informatization has its increasingly
prominent signi�cance and role. �e informationization of
the public security system is a powerful driving force for the
development and progress of public security work and team
building, an inevitable requirement for improving the level
of public security work, and the only way for public security
organs to reform police a�airs [1]. Facing the new era, new
situation, and new challenges, the information construction
of the public security system also has higher requirements.
�e national public security system has carried out infor-
matization construction led by the establishment of a “big
intelligence” system. With regard to the reform of the police

operation mechanism, local public security organs have
shown a trend of catching up with each other and have
promoted the construction of “information policing,” and
changing the traditional mode of public security combat
e�ectiveness generation to relying on science and technol-
ogy, especially high-tech technology with information
technology as the core. By integrating police resources,
reforming police processes, and innovating police models,
we can reduce police costs, maximize police e�ciency,
improve the technical content and e�ciency of public se-
curity work, improve the combat e�ectiveness of public
security forces, maintain social stability, combat crime, and
protect people’s lives and property [2]. �e role of modern
information technology in public security administration,
public security prevention and control, investigation and
solving, law enforcement supervision, and team manage-
ment is becoming increasingly important and prominent. As
an important institution to ensure public safety, public
security organs undertake the important task of defending
the people. As part of the tasks of public security organs,
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social security management plays a fundamental and im-
portant role. At present, the overall situation of social se-
curity is good, showing a stable and harmonious basic
situation, but we should also clearly realize that there are still
many problems in social security management, prevention
and control, and many challenges are faced [3].

(e Internet of (ings is mainly composed of the fol-
lowing technologies. (e first is radio frequency identifi-
cation technology. Radio frequency identification (RFID)
technology is a noncontact two-way communication using
radio frequency signals and their spatial coupling and
transmission characteristics to realize automatic identifi-
cation of stationary or moving objects and an identification
technology for data exchange [4]. A typical radio frequency
identification system is composed of readers, electronic tags,
and information processing systems. Its role is to identify
objects and obtain information. (e second is the wireless
sensor network.Wireless sensor network is a technology that
can detect changes in the surrounding environment. It is
combined with related technologies to automatically sense,
collect, and process various changes of data of the sensed
object in its coverage area so that remote observers can use
these data to judge the object’s operating status or envi-
ronmental changes, and further take corresponding actions,
or automatically adjust by system settings, and so on [5].(e
third is embedded technology. Embedded technology is a
technology that combines hardware and software to form an
embedded system. In the use of Internet of (ings tech-
nology, all objects must have the ability to receive, transmit,
and process information, so the development of embedded
technology is very important.(e fourth is nano- andmicro-
electromechanical systems. In order for all objects to have
networking and data processing capabilities, the miniatur-
ization and precision requirements of computing chips are
getting higher and higher. Nanotechnology is used to make
machine components more miniaturized, or to create new
structures and materials to cope with various harsh envi-
ronments. (e development of micro-electromechanical
technology achieves the accuracy of a series of processing
that receives natural sound, light, temperature, and other
signals and converts them into digital signals and then
transmits them to the controller to respond to a series of
processes [6]. (e fifth is distributed information manage-
ment technology. In an environment where things are
connected, each sensor node is a data source and processing
point and has operations, such as database access, identi-
fication, processing, communication, and response. (ere-
fore, it is necessary to use distributed information
management technology to manipulate these nodes. In this
environment, distributed database systems are often used to
manage these data nodes and connect them together in the
network [7].

(e core role of the Internet of (ings is to obtain in-
telligence information. Obtaining intelligence information
can be divided into three stages, namely, before the event,
during the event, and after the event [8]. (e Internet of
(ings system is an information system established on the
basis of the existing security system, social security video
system, intelligent transportation system, GPS, and other

systems. (rough this system, information before the oc-
currence of public security incidents can be effectively
collected so that public security organs and other depart-
ments can quickly and effectively make response plans to
avoid public security incidents. After a public security in-
cident occurs, the public security organs can use the Internet
of (ings to timely and accurately determine the time, lo-
cation, and surrounding environment of the public security
incident, such as the temperature, humidity, and light of the
incident, to facilitate the handling of public security inci-
dents [9]. After quelling the public security incident, the
public security organs further strengthened the monitoring
of the area through the Internet of (ings to prevent similar
public security incidents from recurring. At the same time,
the public security organs timely sent the handling results
and precautions of the public security incident to the res-
idents in the area through the Internet of (ings. It is
convenient for residents to understand the situation and
strengthen the awareness of public security prevention. As a
high technology, the Internet of(ings has an immeasurable
impact on social security [10]. For example, using the In-
ternet of (ings technology, public security organs and
guardians can easily grasp the whereabouts of children and
the elderly, which can reduce cases of women and children
being trafficked, and the disappearance of the elderly; the
public security organs can effectively monitor the society
through the Internet of (ings. It can enable public security
organs and national security agencies to obtain more
comprehensive and valuable intelligence information and
provide a basis for public security agencies and national
security agencies to make timely and accurate decisions [11];
apply the Internet of (ings technology to deal with mass
incidents. (erefore, we can grasp the nature, cause, time,
and development status of mass incidents in time and
provide us with a lot of valuable information to effectively
deal with mass incidents; use the Internet of (ings tech-
nology to prevent and control some key personnel, such as
“Falungong” Members; persons released after serving their
sentence, and so on, can detect the signs of the incident in
time and take precautions against it [12].

At present, although the public security organs have
extensively carried out informatization and technological
work and have a large number of public security police
information resources, the existing various information
systems are still at the application stage of business inquiry
and file management and most public security information
systems. It is to solve the problems of “being” and “nothing”
and is a basic data information system that serves the overall
situation. Although there have been revolutionary changes
to the traditional manual, manual, and paperwork modes,
public security information resources have not been used
more rationally, unable to create a higher social value. At the
same time, all aspects of public security work are multi-
faceted. For the grassroots public security teams that are
fighting at the forefront of social and community public
security prevention and control work, what is needed is
more practical, more targeted, and more creative in the
actual work, a more effective public security application
system. (e main motives for the occurrence of illegal and
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criminal acts that affect public security are financial and
anger and social “special groups,” including key populations,
key public security personnel, and social workers, are
committed to illegal and criminal behaviors in the com-
munity and undermine public security in the community.

(is article combines big data technology and Internet of
(ings technology to conduct community security pre-
vention and control research, builds a corresponding in-
telligent system, and conducts experimental verification on
the community security system to provide a reference for
subsequent community security prevention and control.

2. TheStructureof theInternetofThingsSystem

2.1. SystemSoftwareDesign. (e system takes environmental
monitoring as the background and designs a wireless sensor
network solution based on ZigBee. Figure 1 shows the effect
diagram of this scheme. Within the coverage of the coor-
dinator of the wireless sensor network, several terminal
nodes and routing nodes are arranged to implement wireless
communication and network management between nodes.

ZigBee is an emerging wireless transmission technology
based on the IE802.15.4 standard. It has the characteristics of
self-organization, low cost, low power consumption, low
complexity, and low transmission rate, and it works in an
unlicensed frequency band, which is easy to use and has the
advantages of ultra low cost. (e system uses the ZigBee
protocol stack to develop a set of wireless sensor networks
according to the actual monitoring requirements in the
laboratory. (e nodes in the network are transmitted
through the ZigBee protocol between nodes and between the
nodes and the coordinator.

(e environmentalmonitoring subsystemmainly includes
servers, coordinators, routing nodes, terminal nodes, and
various sensor devices.(emain role of the coordinator in the
network is to manage the network, gather data, provide the
interface to connect to the computer, and realize the estab-
lishment of the sensor network data and data transmission
channel.Multiple collectionnodes realize the collection of data
(temperature, smoke, harmful gas, etc.) in the laboratory under
the control of the coordinator and transmit the collected
variousdatadirectly to the coordinatoror through the router to
the coordinator to coordinate.(e device communicates with
the server through the serial port to transfer the collected data
(temperature, smoke, harmful gas, etc.).

2.1.1. Coordinator. (e coordinator is a communication
bridge between the control center and the terminal node. It
receives and processes the instructions sent by the control
center, and the coordinator communicates with the control
center through the serial port. It also needs to receive various
data information collected by terminal nodes and routing
nodes with the ZigBee wireless communication protocol and
send it to the control center. Its flowchart is shown in
Figure 2.

(e ZigBee node in the systemmust be an FFD node and
have the capability of a coordinator, and the node must not
be connected to other networks. At this time, this node can

build a network. Since a ZigBee wireless sensor network has
one and only one coordinator, when a node is already
connected to other networks, it can only be a child node of
this network. In the network coordination, it first initializes
the microcontroller CC2530, then initializes the protocol
stack, and turns on the interrupt.

In addition, the coordinator also needs to have the
function of building a network. (e flowchart of its self-
organizing network is shown in Figure 3.

In the ad hoc network process, it first determines
whether the node is an FFDnode to determine the network
coordinator and then performs channel scanning. After
finding a suitable channel, the coordinator will select a
network identifier PANID, and this network D must be
unique in the channel. At this point, the initialization of
the network is completed, and the next step is to wait for
other nodes to join.

Coordinator
�e server

Routing node

Figure 1: System network structure.
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Figure 2: Coordinator flowchart.
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2.1.2. Terminal Node. (e information of each terminal
node of this system is different. After the sensor detects the
data, the collected data will be transmitted to the terminal
node. In order to realize the data transmission in the system,
it is necessary to establish a network connection. (e ter-
minal node needs to send a request to establish a network
connection to the coordinator, and the coordinator will
determine whether to allow the node to join the network
according to the specific situation and then make a corre-
sponding response to the request and send it to the node.
After the node joins the network, it will establish a con-
nection with the coordinator and then transmit data. (e
specific steps are to first find the network coordinator and
send an association request command, then wait for the
coordinator to process, and send a data transmission
command to transmit data after the connection is estab-
lished. (e flowchart is shown in Figure 4.

As the terminal of the wireless sensor network, it first
scans and finds the coordinator or front-end routing node in
the network. If the beacon is not detected during the
scanning period, the node will scan again until the network
coordinator or front-end routing node is found. (en, the
node sends an association request command to it, and the
node also sends a data request command, waiting for the
front-end routing node or network coordinator to process it.
If it agrees to the node’s joining request, it will assign a short
address of 16 bits to the node. At this time, the node will send
the collected data to the coordinator.

2.1.3. Routing Node. As the relay node in the WSN moni-
toring system, the routing node is suitable for large area and
long distance. In a wireless sensor network, because the

range of nodes is too wide, the network coordinator may be
too far away from the terminal node to establish a con-
nection and cannot communicate. At this time, the routing
node can be used as a transit war to connect the coordinator
and the terminal node in communication. (erefore, the
system can expand the coverage of the wireless sensor
network by increasing the number of routing nodes.

When setting up the routing node, the program first
initializes the CC253O and protocol stack. After initializa-
tion, the system sends a signal to join the network, and the
front-end routing node or network coordinator will respond
to the node accordingly and will assign itself a network
address when agreeing to join the network request. After the
routing node joins the network, it starts to act as a transit
station and has the function of forwarding data. (e pro-
gram flowchart is shown in Figure 5.

2.2. Design and Implementation of SystemRouting Algorithm.
Some environmental monitoring locations in the system
may not be able to provide a stable power supply. At the
same time, in order to reduce the trouble caused by wiring,
the nodes will work under battery power. In order to realize
that the node can work uninterrupted for a long time, it is
necessary to reduce the energy consumption of the sensor
node. (e most widely used clustering algorithm in WSN is
the low-power adaptive LEACH routing algorithm, and
other clustering algorithms also use this as a benchmark.

Before describing the algorithm, first make some as-
sumptions about the wireless sensor network and sensor
nodes, as follows:

(1) (e wireless sensor network is a static network, and
all nodes in the system are static and will not move
after finishing the deployment

Initialization

Send join network signal

Is joining the network
successful

Enter the monitoring
status and collect data

in real time

Whether alarm
information is detected

Send alarm information
and audible and visual
alarm at the same time

Y
Y

N

N

Figure 4: Terminal node flowchart.

Initialization

Set panid, channel, etc

Start the network and allow
binding

Wait for the terminal node to join

Receive data and answer

Y

N

Terminal node joining the
network

Figure 3: Flowchart of ad hoc network.
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(2) (e sensors are randomly and evenly distributed in
the monitoring area

(3) (esensingnodesare isomorphic, andall sensornodes
in the network have the same initialization energy

(4) In order to know its location information, the
sensing node in the system can rely on GPS, posi-
tioning algorithm, and other methods to obtain
specific coordinates

(5) (e coverage area of each node is the same
(6) (e wireless channel is symmetrical

After determining the cluster head, the traditional
clustering protocol randomly classifies the sensor nodes in
the network, which leads to uneven network distribution
and excessive energy consumption. Based on the above
assumptions, the cluster routing protocol proposed in this
paper first determines the location of the cluster and then
establishes and determines the cluster head in the cluster
according to the location information of the cluster so that
the clusters in the network can be evenly distributed.

In practice, in the monitoring area A, in order to enable
the network to achieve seamless coverage η, the number K of
the first family to be selected can be determined as follows:

K �
ln(1 − η)

ln 1 − 3
�
3

√
/2M

2
􏼐 􏼑

⎡⎢⎣ ⎤⎥⎦. (1)

Here, r is the node transmission radius.
In the network, the number of effective nodes in the

cluster will gradually decrease as the energy of the nodes is
exhausted. (e relationship between the new seamless
network coverage ηmax and the number of effective nodes S is
as follows [13]:

ηmax �
S

N
􏼒 􏼓η. (2)

In this paper, the formation of clusters in wireless sensor
networks is realized by fuzzy C-means clustering (FCM)

algorithm. After the cluster is established, the system de-
termines the cluster heads and candidate cluster heads in the
cluster. When the energy of all cluster heads in a certain
cluster decreases to the threshold, the system starts the next
round of clustering. Its algorithm flowchart is shown in
Figure 6.

N sensor nodes in the wireless sensor network have their
corresponding coordinates, and the data convergence point
composes the coordinates of the N sensor nodes into a set
X Xj, j � 1, 2, . . . , N􏽮 􏽯. (e N sensor nodes in the set are
used as the N samples in the set. We set the center of each
cluster to Vi i � 1, 2, . . . , N{ }, and U(i, j) is the membership
function of the jth node to the ith cluster [14].

Fuzzy C-means clustering algorithm (FCM) is a fuzzy
objective function method.(e objective function J(U, V) is
defined as [15]

J(U, V) � 􏽘
c

i�1
􏽘

n

k�1
uik( 􏼁

m
dik( 􏼁

2
. (3)

Here, a is the membership matrix and satisfies the
following formula:

􏽘

c

i�1
μik � 1, 1≤ k≤ n, 0≤ μik ≤ 1( 􏼁. (4)

Here, the optimal range of m is [1.5, 2.5], and d is the
distance from the kth sample to the ith category, which is
defined as

d
2
ik � xk − vt

����
����
2
. (5)
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(erefore, we can adopt a new objective function to
make the necessary conditions for formula (3) to reach the
minimum value:

J U,c1, . . . , c2,λ1, . . . ,λn( 􏼁 � 􏽘
c

i�1
􏽘

n

j

u
m
ij d

2
ij + 􏽘

n

j�1
λj 􏽘

c

i�1
uij −1⎛⎝ ⎞⎠.

(6)

Here, λj(j � 1, . . . , n) is the Lagrangian multiplier of n
constraints of formula (3). (e derivation of all the input
parameters of the above formula is performed, and the
necessary conditions for formula (3) to be minimized are as
follows [16]:

ci �
􏽐

n
j�1 u

m
ij xj

􏽐
n
j�1 u

m
ij

, (7)

uij �
1

􏽐
c
k�1 dij/dkj􏼐 􏼑

2/(m− 1)
. (8)

After obtaining the cluster by the FCM algorithm, the
cluster head needs to be determined. (e node closest to the
center is the cluster center point. In order to select the
preselected cluster head of the ethnic group, the system first
calculates the Euclidean distance between the center point of
the cluster and all nodes in the cluster and then selects the
shortest Euclidean distance as the preselected cluster head.
After that, the system manages all preselected cluster heads
in the form of a queue, taking the head node in the queue as
the head of the cluster, and the cluster head is responsible for
collecting and fusing data collected by all nodes in the
cluster.

In the cluster, the cluster mainly processes a large
amount of data, and each processing of data consumes a
large amount of energy. In order to prevent the cluster head’s
energy consumption from causing node failure due to ex-
cessive energy consumption, we set a threshold β. When the
cluster head energy decreases to β, the cluster head will
notify the next node in the queue to become a new cluster
head, and this cluster head will become a normal node. (e
threshold β is set according to the energy of the node. At the
beginning, the values of β and Er are equal, and the value of β
decreases after each clustering [17].

β �

Er, start,

Er/3,Re> 0.01,

0.Er< 0.01.

⎧⎪⎪⎨

⎪⎪⎩
(9)

When the energy of all candidate cluster heads in the
queue is less than threshold β or the energy consumption is
complete, the network convergence point will recluster the
remaining nodes (excluding dead nodes and missing can-
didate nodes) so that the redivided clusters can obtain the
original difference and can also avoid the difference between
the previous candidate cluster head and the current can-
didate cluster head.

After the clustering is completed, the data transmission
in the network adopts the principle of cluster head

forwarding. (e cluster head far away from the base station
will select the nearest cluster head for data transmission
instead of directly communicating with the base station.
Each cluster head performs corresponding processing and
fusion of the data transmitted from other cluster heads and
then forwards it to the next cluster head node, all the way to
the convergence point where the data is transmitted. By
adopting the principle of cluster head forwarding, the data
transmission distance of nodes is shortened, and the energy
consumption of cluster head nodes is greatly reduced. In the
strategy proposed in this paper, there are multiple candidate
cluster head nodes in each cluster group, and they can be
elected cluster heads in turn. (is not only ensures the
stability of the cluster, but also maintains stability for a long
time after the data transmission route is established for the
first time.

3. Community Public Security Prevention and
Control System Based on Big Data and
Internet of Things

After the system is powered on, the system first initializes
and checks whether the system is powered on for the first
time. If it is powered on for the first time, the system calls the
system default parameters and records related information.
After the address is set, the program enters the loop state,
asking whether it needs to read card processing or other
corresponding processing. If it encounters a situation that
needs to be dealt with, the system will automatically deal
with the corresponding subroutine. If there is no need to
deal with the situation, the system will go to sleep. In the
dormant state, if there is information to be processed, the
system will be awakened quickly in a short period of time.
(e main program flowchart is shown in Figure 7.

When the main program detects the card reader iden-
tification bit, the system executes the card reader processing
subroutine. First, the system scans the card to read the
information in the card, and the data read by the reader is
finally transmitted to the computer. (e main program in
the computer judges the received data and judges whether it
is valid data. If it is valid data, the program automatically
reads the card number stored in the buffer and determines
whether the card is a valid card. (en, it queries the current
card status and the information in the card according to the
card number, compares and authenticates with various
information tables stored in the database, and then uses the
comparison information to execute the command to open
the door or refuse to open the door. (e flowchart is shown
in Figure 8.

In the access control system, the system judges the in-
formation in the ID card sent by the access controller. When
it is judged that the card holder’s card information is true
and has authority, the computer control management center
will send related control commands to the access controller.
(e access controller drives the access control module to
send a high level to the relay to turn on the device, and the
electronic door lock will automatically open at the same
time. When the cardholder is judged by the system as an
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illegal person or does not have this authority, the system
sends an alarm command to the access controller and
controls the alarm module to turn on the alarm and at the
same time records the alarm information. (e workflow is
shown in Figure 9.

(e security systemmainly consists of perimeter infrared
anti-overstepping monitoring at all levels of nodes in the
ZigBee wireless network, residential window sill monitoring,
intelligent antitheft doors and windows, and community
monitoring platforms. (is solution has the functions of
automatically sensing threats and active warnings, and it
cooperates with the community’s video surveillance system
and uses the rapid response of the owners, community

properties, and the police to reduce accident losses. As
shown in Figure 10, this security system uses multiple se-
curity lines of defense. (e system builds a multilayer
protection system around the entire community, building,
and family to truly realize all-weather intelligent security.

Based on the advantages of ZigBee technology in wireless
sensor networks, in this solution, the coordinator is the
gateway node of the entire ZigBee network and is the core
device of the entire system. (e coordinator unites various
routing nodes and terminal sensor nodes to form a mesh
network. (e coordinator is responsible for the establish-
ment of the entire network, address binding, sensor data
collection, and data transmission to the host computer
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Figure 7: Flowchart of the main program.
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through the serial port. In the end, the data is provided to the
community monitoring center for observation, and the
system promptly starts video surveillance, calls for civil air
defense, and other related processing. (e overall layout of
the security system is shown in Figure 11.

After constructing the above system, the performance of
the system is verified. (e system in this paper is mainly
monitored through the Internet of (ings and data pro-
cessing through big data. (erefore, this paper mainly

combines simulation software to analyze the data mining,
data transmission, and monitoring effects of the system, and
the results are shown in Table 1 and Figure 12.

From the above research, we can see that the community
security prevention and control system based on big data
Internet of (ings technology constructed in this paper has
good practical effects and has a certain effect on the security
management and stability maintenance of modern
communities.
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Table 1: Performance test of community security prevention and control system based on big data and Internet of (ings.

Number Data mining Data processing Monitoring effect
1 90.59 95.65 93.35
2 91.47 97.45 88.45
3 93.14 93.08 86.14
4 93.57 94.53 86.12
5 95.07 94.31 94.56
6 95.62 93.28 94.73
7 91.52 97.41 92.27
8 94.96 96.69 85.13
9 95.01 95.82 90.87
10 93.74 98.28 94.51
11 94.98 92.90 92.08
12 93.43 94.07 93.02
13 90.82 95.37 91.61
14 94.14 96.72 89.90
15 93.07 94.03 85.76
16 90.34 90.25 90.49
17 91.01 92.91 92.78
18 91.36 94.72 89.28
19 91.45 97.84 90.24
20 94.85 93.28 85.32
21 90.49 95.08 89.02
22 93.21 97.57 87.83
23 91.24 94.04 87.75
24 95.74 95.16 88.66
25 94.40 98.44 94.48
26 94.26 93.23 90.83
27 90.46 94.41 96.39
28 92.27 93.25 94.99
29 95.60 91.93 91.66
30 93.19 94.99 95.97

Community
monitoring center

Coordinator node

RS 232 serial port

Data analysis
and processing

Start video
surveillance

Call civil air
defense

ZigBee

Sensor node
detection

Sensor node

Figure 11: (e overall layout of the security system.
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4. Conclusion

(is article builds and implements a community public
security information analysis system to maximize data
collection and dynamic control of the crowd. Moreover, this
paper uses information elements, such as economic income,
activity trajectory, and peer information to classify the
personnel who meet specific conditions, dynamic man-
agement, high-risk early warning, and group judgment. In
addition, this paper guides the police force to be targeted,
intervene in advance, and act proactively, which is of sub-
stantial significance for reversing the situation where the
police force passively follows the case. (is article combines
the Internet of(ings technology and big data technology to
construct a community security prevention and control
system, monitors through the Internet of (ings, and
conducts data processing through big data. (e security
system mainly consists of perimeter infrared anti-over-
stepping monitoring at all levels of nodes in the ZigBee
wireless network, residential window sill monitoring, in-
telligent antitheft doors and windows, and community
monitoring platforms. After constructing the system, this
paper designs experiments to verify the performance of the
system. From the experimental analysis, we can see that the
community security prevention and control system based on
big data and Internet of (ings technology constructed in
this paper has good practical effects.
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With the increasingly close combination of the Internet and people’s production and life, the total amount of global data and
information also grows increasingly. In order to save users the time to �nd their favorite music among many music types, the
music recommendation service arises at the historic moment and is widely concerned by scholars. Traditional music recom-
mendation system based on the collaborative �ltering algorithm has low recommendation accuracy, poor real-time performance,
sparsity, system cold start, and so on. Moreover, the traditional music recommendation algorithm only simply uses user behavior
characteristics and does not make good use of user history for listening to audio characteristics. In view of the above question, this
section based on the attention mechanism of the deep neural network music recommendation algorithm, through the use of
improved MFCC audio data preprocessing, the extracted audio combined with the user’s own portrait features, through the AIN
RNN network recommended list, by learning user history listening to songs, improves the model-recommended accuracy.

1. Introduction

With the increasingly close combination of the Internet and
people’s production and life, the total amount of global data
and information has also grown increasingly. With the
continuous development of digital multimedia technology,
the music library has become more and more large, and the
music resources are becoming more and more rich. In order
to save users the time to �nd their favorite music in many
music, music recommendation services emerge at the his-
toric moment and are widely concerned by scholars. Music,
as a kind of multimedia information, not only its own data
volume is increasing but also the user demand is increasing,
which puts forward higher requirements for the research of
the music recommendation algorithm. In the music market,
with the continuous development and application of digital
multimedia technology, more and more music industries
have turned to online music services. People can use Spotify,
NetEase cloud music, Shrimp music, and other platforms. It
is convenient to obtain music resources through online
audition, online download, and other ways [1]. However, as
the music library becomes larger and larger and the music

resources increase, it takes a lot of time and energy for users
to �nd their favorite music. In the past, people could only
search for music through the keywords such as music name,
singer, and classi�cation, and the search results not only take
into account the di�erences of users but also would lead to
the long tail phenomenon of music.  e emergence and
application of the music recommendation system can ef-
fectively solve this problem.  e recommendation system
can predict the users’ behavior preferences according to the
user behavior information and music data characteristics
and actively push the music to the users that meets their
tastes [2]. Of course, the growing amount of music data and
user demand put forward higher requirements for the re-
search of music recommendation algorithm. On the one
hand, traditional recommendation methods such as cold
start in collaborative �ltering need to be solved, and the
original recommendation algorithm needs to be upgraded.
On the other hand, with the development of machine
learning and deep learning, the continuous emergence of
new computing technology helps to fully tap users’ potential
preferences and improve the performance of the recom-
mendation system.
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Based on this background, this paper based on the deep
neural network, from the analysis of users, music charac-
teristics, introduce attention mechanism, puts forward a
personalized music recommendation algorithm. It not only
can bring great convenience to music users but also each
music software provider want to achieve goals, so it has
important research significance and broad application
prospects. )e text is divided into 5 chapters. Chapter 1
introduces the research background and research necessity
and the main methods and effects of the music recom-
mendation at present; Chapter 3 models the music rec-
ommendation algorithm based on deep neural network and
introduces the attention mechanism to realize the accurate
recommendation of the algorithm. Chapter 4 mainly uses
the designed recommendation algorithm to recommend
music and evaluates the recommendation effect. Chapter 5
mainly summarizes the work of the full text and puts for-
ward the imagination of the next work.

)e long tail theory was put forward by Chris Anderson
of the United States. He concluded that the new business
model brought by the Internet is the long tail market.
According to the August 2 theory, only 20% of products can
become popular products, have good marketing, and be
known by others. As the Internet brings the characteristics of
product diversification, the remaining 80% of products can
also be known through the Internet platform. Although they
are niche products, the Internet provides a publicity channel
for them to have direct contact with the public, so as to
increase the market of niche products. A little makes a lot.
On the whole, niche products sometimes generate more
overall profits than popular products.

2. State of the Art

However, in the era of big data, the recommendation
methods for massive music data are facing new challenges
and opportunities. On the one hand, the processing of
massive data becomes complicated and needs personalized
user needs. )e original recommendation algorithm needs
to be upgraded accordingly; on the other hand, the problems
existing in the original recommendation algorithm also need
to be solved, such as the cold start problem of collaborative
filtering recommendation.

)e NetEase cloud divides music recommendation into
three parts: private FM, daily song recommendation, and
recommended song list. Private FM has low accuracy and
high diversity. Diversity and high energy bring freshness to
users. If you find a song you have never heard but especially
like, it will bring a sense of surprise and mobilize users’
positive emotions.

Due to low accuracy, it is likely that the new song will not
be liked by users, so set the “delete” and “next” buttons on
the playback interface of private FM to facilitate users to
switch songs. Daily song recommendation has high accuracy
and low diversity. )e high accuracy makes the 20 songs
recommended every day better meet users’ tastes, but there
is the problem of simplification of music types. )erefore,
playlists are set to provide users with the right to browse and
operate and make up for the disappointment of users caused

by simplification of tracks. In the accuracy and diversity of
the recommended song list, the recommended song list is
different from the other two personalized recommendation
functions. )e threshold of its accuracy and diversity is not
only determined by the algorithm but also determined by its
functional form. Firstly, the object-oriented function is di-
vided into two categories: one is the user and the other is the
UGC song list. )e system labels the song list and the user,
respectively, to improve the accuracy. Because the UGC song
list is created by many users, the UGC song list has diversity.
)e combination of the two ensures the coexistence of
accuracy and diversity.

With the powerful filtering and push function of the
recommendation system, we can well solve the problem of
poor search engine effect when users cannot clearly describe
the needs. )e recommendation system not only provides
convenience to consumers but also has an impact on the
decision of businesses. By analyzing user data, merchants
provide services that aremore in linewith user preferences. At
present, the recommendation system has been widely used in
the products of the Internet giants, including music push,
information retrieval, social networks, location services, and
news push [3]. Personalized music recommendation is a very
special field in the recommendation system. Burke proposed
inACMRecSys that there aremanykinds ofmusic.)e cost of
listening to a song is very low. A song only lasts for a few
minutes, and themusic ismostlyusedasbackgroundmusic, so
users do not need to pay full attention to themusic. Compared
with books andmovies, music has a high reuse rate, andmany
users will share their ownmusic. To sum up, themusic field is
very suitable forusing apersonalized recommendation system
for recommendation. In recent years, making music recom-
mendations according to user preferences has become an
integral part of online digital music services. For example, the
foreign Tidal Review, Apple Music, Pandora, etc. [4], Do-
mestic Douban FM, Kugou Music, Xiami Music, and others
integrated into theirownrecommendationalgorithms, greatly
improve the engagement of users to the product, expand the
product’s voice in this field, and help users save a lot of time
findingmusic. Spotifyhasaddedamusicdiscovery feature that
provides better recommendations, playlists, and music dis-
covery. Like the more foreign well-known music websites,
such as Last. )e FM recommends the songs of common
interest with the higher similarity between the users, which is
judged by the user’s listening list and collection list [5].
Pandora uses the basic characteristics of music, such as using
labels and singers, to calculate the similarity between songs.
Baccigalupo Claudio and Plaza Enric believe that the rec-
ommended results should be broader, so the more highly
recommended songs are integrated into playlists to recom-
mend to users, making users more satisfied with the rec-
ommended results [6].

A convolution matrix factorization model proposed by
Guan et al. and Van et al. analyzed the hidden features of
music and audio signals to solve the cold start problem of the
system and achieved good results [6]. Jearanaitanakij has
achieved good results by learning from user history pref-
erences to build models for recommendations. However,
because the model iterates the parameters in deep network
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training, the problem of parameter gradient disappearing or
explosion occurs [7]. Jia extracted and segmented the long
text features according to the language order, and the results
obtained from the LSTM recommendation model were 4.1%
higher than the RNN model [8]. Kowald et al. use the trust
relationship in social networks to propose a method to
determine the user influence degree and use the obtained
influence degree to define a new collaborative filtering
similarity index, giving greater weight to the users with
greater influence [9]. Magron and Fevotte proposed a fusion
model based on deep learning and collaborative filtering,
using improved automatic encoder and convolutional neural
network mining to climb the hidden features of music,
combining deep learning model and collaborative filtering
model, considering the music characteristics and user
preferences, supervising the collaborative filtering process,
and solving the scoring problem in the sparse matrix of
prediction accuracy which is not high [10]. Zhou and Zhou
proposed a simple effective convolutional neural network
(MCRN) to learn the audio content features of music, spe-
cifically converting audio into a “spectrummap” through the
Fourier transform. MCRN can effectively extract music
content features from the spectrum and experimentally
demonstrate thatMCRN outperforms othermodels inmusic
classification and recommendation accuracy [11]. Zhao et al.
use matrix decomposition technology to obtain long-term
features of users and songs, then natural language processing
technology to obtainmusical context features, and finally use
long and short memory network model to train the real
dataset, which gives good experimental features [12].

From the analysis of a large number of research literature
and results, we can see that, due to the various features of
audio signals and the long time scale, how to reasonably
allocate computing power to the important characteristics of

model learning users is also a problem to be solved. In recent
years, the attention mechanism has given a solution to the
above problems. )e attention machine mechanism has
evolved from human vision, and it was born to solve the high
complexity and long time of the neural network. Niyazov
andMikhailova integrated attention mechanism on the basis
of deep network DNN, and experiments showed that it has a
certain effect on improving the accuracy of recommendation
[13]. Scholar Zhang uses CNN networks based on attention
mechanism to predict the next step of user behavior. Zhang
et al. proposed a low accuracy and long music classification
model by adding the attention mechanism to improve the
accuracy of classification and proved that this model greatly
improves the accuracy of classification [14]. But as of June
2020, there are very few studies on music recommendation
areas introducing attention mechanisms. Aiming at the low
accuracy of independent recurrent neural network men-
tioned above and inspired by the application of attention
model, this paper proposes a music recommendation system
based on attention mechanism, as shown in Figure 1. By
integrating the attention mechanism, more attention can be
paid to the audio characteristics that affect users’ personal
preferences, so as to better learn from users’ music pref-
erences and improve the accuracy of recommendation.

Move on to the next type of music recommendat-
ion—special topics. PGC can be understood as a special
project done by professional editors to edit some relevant
songs together for “packaging” recommendation. With the
advent of the era of Web 2.0, this production right has been
delegated to ordinary users. Users can make any theme
according to their own interest and music calendar, that is,
the so-called UGC, user-generated content (strictly speaking,
the selected collectionmade by users is not comparable to the
theme made by PGC in terms of layout beauty and flexibility,
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Figure 1: An improved framework of deep neural network music recommendation algorithm based on the attention mechanism.
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but it is not the core value of this kind of products). Not only
the production right but also the popular recommended
position has gradually been transferred from PGC to high-
quality UGC. Now, this mode of using high-quality UGC as
PGC is very mainstream, and so is Internet music services.
Typical domestic cases that encourage UGC to do music
topics include the selected collection of https://xiami.com
and the song list of NetEase cloud music. It is worth men-
tioning that some of the music services still dominated by
PGC in China have made good achievements, such as the
arrest of more than ten years of operation, and still adhere to
high-quality independent music recommendation.

From PGC to UGC, music recommendation sources
have been greatly enriched, and under the effective design
mechanism, the quality of the displayed music content has
only increased. However, this process only enriches the
content source and still does not change the mechanism of
music recommendation. )e way for users to obtain in-
formation is still to search or browse popular content
(similar to song list). Next, let us take a look at the most
mainstream music recommendation mechanism.

By the way, if you think about it carefully, are the essence
of the several types of music product forms we have men-
tioned, from the original album, to the list, to the special topic,
and the radio station to be mentioned later, all of which are
song lists!)e core difference between different types of song
lists is only the correlation of songs for different reasons. A
concept album may consist of ten songs around a story, a
thememay consist of several representative works of a singer,
and so on. At present, the most thorough implementation of
the concept of song list in domesticmusic products isNetEase
cloud music. By using it, you can concretely understand the
view that “everything is song list” I put forward here.

3. Methodology

3.1. Music Recommendation Algorithm Based on the Neural
Network. Conventional machine learning techniques are
limited in processing natural data in their original form.
Model building for machine learning systems or pattern
recognition has long been very difficult and takes consider-
able time and effort to complete. Because the feature extractor
needs the assistance of professional knowledge to effectively
analyze the original data (such as pixels and audio signals of
the image and appropriate feature representation) for the
classification subsystem to classify and predict the input
original data [13]. Deep learning is one of the most popular
research fields today, and its proposal brings new opportu-
nities for machine learning. Unlike other machine learning,
deep learning methods have multiple learning methods,
which are divided into multiple representation levels, and
each learning method can be composed of simple but non-
linear modules, each converting the previous level into a
higher abstract level representation. With sufficient combi-
natorial transformations, the learning system can learn very
complex functions, just like simulating the perceptual process
of human brain neural networks on external stimuli [15].

In order to understand the importance of attention
mechanism, we must consider that neural network is

actually a function approximator. Its ability to approximate
different types of functions depends on its architecture. )e
typical implementation form of neural network is chain
operation composed of matrix multiplication and nonlin-
earity on elements, in which the input elements or eigen-
vectors will only interact with each other through addition.

For the classification task, higher-level representations
amplify aspects of distinguishing important features and
suppress unrelated changes. For example, the first layer of
deep learning learns only partial features, regardless of lo-
cation; the second layer begins to learn the correlation
between local features, and the third layer begins to combine
partial features according to the correlation to obtain partial
features on a larger scale. )erefore, deep learning has better
adaptability than other machine learning. More importantly,
these feature extraction models are not manually designed,
but are adjusted by neural networks through continuous
learning, which are effective for different data sources. In
terms of application, deep learning has made great progress
in intelligent recognition in the field of speech and image
and achieved good results, which has greatly promoted the
development of artificial intelligence and the leap of human
intelligence interaction technology. Deep learning is unique
in that it allows it to be composed of multiple processing
layers, each of which can be both a traditional neural net-
work layer or processing algorithms in other fields, so that
the computational model can not only extend but also learn
the representation of data with multilevel abstraction [16].

As shown in Figure 2, the recommendation system based
on deep learning mainly includes three layers. )e input
layer data can be explicit or implicit feedback data, such as
the user’s score, browsing or clicking behavior data, or the
user’s portrait and item content data, such as the user’s
preference, age, image, and audio content, and the data can
also be user- generated auxiliary data such as comments.)e
model layer can use other deep learning models such as deep
belief networks, convolutional neural networks, recurrent
neural networks, and autoencoders [17]. )e role of the
output layer is to generate a recommendation list of items for
users by using Softmax classification function, similarity
calculation, combined with the hidden representations of
users and items learned by the model [18]. In addition to the
research content to be covered, deep learning can be inte-
grated into any traditional recommendation system. In
content-based recommendation systems, collaborative fil-
tering and hybrid recommendation systems can also be
applied to recommendation systems based on social net-
works and situational awareness.

Suppose the number of input layer nodes is N, the
number of hidden layers is M, the output layer nodes are L,
and the order input vector is x, x� x1, x2, . . ., xN. )e output
vectors are y, y� y1, y2, . . ., yL. )e neural network is cal-
culated in the following form:

hi � ωji · xj + bi,

oj � fi βi · hi( 􏼁,

yl � vik · oi,

(1)
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where ωji(j � 1, 2, . . . , N, i � 1, 2, . . . , M) represents the
weights from the input layer to the hidden layer and bi

represents the bias of the ith neural node. fi represents the
activation function of the first neural node. fi represents the
coefficients of the activation function, and this parameter is
introduced to regulate the activation ability of neurons in the
hidden layer. vik represents the weights from the hidden
layer to the output layer, oi and bi are two intermediate
quantities, hi is the output value of the input layer to the
hidden layer input signal after calculation, and oi is the
output value of the neural node after the activation function
activation. )e sum of error (SSE) is defined as

SSE � 􏽘
k

i�1
y − y′( 􏼁

2
. (2)

)ere are three commonly used activation functions.
Choosing different activation functions will affect the
training and prediction of CNN network models. Compared
with sigmoid and tanh, ReLU is more widely used in deep
learning, which can not only converge quickly and improve
the training efficiency but also effectively alleviate the
problem of gradient disappearance. For the above reasons,
this paper finally chose the modified linear unit ReLU as the
activation function of the training model of the deep neural
network.

sigmoid(x) �
1

1 + e
−x,

tanh(x) �
e

x
− e

−x

e
x

+ e
−x,

ReLU(x) � max(0, x).

(3)

3.2. AttentionMechanism of Neural Networks. Note that the
mechanism calculates a mask for multiplying features. )is
seemingly innocuous expansion will have a significant im-
pact: suddenly, there is a lot more function space that can be
approximated by neural networks, making new use cases
possible. Why is that? Although I have no evidence, the
intuitive idea is that there is a theory that neural network is a
general function approximator, which can approximate any
function and achieve any accuracy.)e only limitation is the
limited number of hidden elements. In any practical setup,
this is not the case. We are limited by the number of hidden
units that can be used. Consider the following case: we want
to approximate the product of neural network inputs.
Feedforward neural network can only simulate multiplica-
tion by using (many) addition (and nonlinearity), so it needs
a lot of neural network foundation. If we introduce mul-
tiplicative interaction, it will become simple and compact.

)e birth of attention mechanism is to solve the prob-
lems of excessive neural network complexity and long time.
It is derived from the mechanism of human visual attention.
Human vision first browses the global image information,
from which the areas need to focus on attention, and second,
pay attention to this area, so as to obtain the detailed in-
formation of this area, while reducing the reading of useless
information and reducing the waste of resources [19]. )e
core goal of the attention mechanism is to select information
that is more critical to the current task objectives from large
amounts of information, so as to improve accuracy and
remove information redundancy to reduce algorithmic
complexity [20].

Figure 3 shows the weights of the Attention mechanism.
Understand each element in Source as a set of key value pairs
of key and Value. Given a data in the target, by calculating
the correlation or similarity of each data with each key, it

Input layer 
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Figure 2: A recommended system framework based on deep learning.
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obtains the weight coefficient of each key and then weighted
sums the Value and finally obtains the weight value of the
attention mechanism. )e weight represents the importance
of the information; the larger the weight, the more the focus
on its corresponding Value value, and the Value is its
corresponding information. So, essentially, the Attention
mechanism is a weighted sum of the Value values of the
elements in the Source, while the target and Key are used to
calculate the weight coefficient of the corresponding Value.
)at is, its essential idea can be rewritten into the following
formula:

Attention(Target, Source) � 􏽘

Lx

i�1
Similarity(Target,Key)∗Valuei,

(4)

where Lx represents the length of the source. Since the music
recommendation system needs to analyze the audio that
users listen to historical music and themusic audio hasmany
features and long timing, using the attention mechanism to
weigh the audio can reduce the complexity of the algorithm
and improve the accuracy of the algorithm.

3.3. ImprovedMusic RecommendationAlgorithm for the Deep
Neural Network Based on Attention Mechanism.
)ree-dimensional user portraits can bring subversive tra-
ditional big data aided decision-making solutions to tradi-
tional retail chains or enterprises, rather than making
decisions and judgments through various qualitative anal-
ysis results by upstream and downstream service providers
at all levels. In fact, it is also an impact and break on the value
chain of the existing retail chain industry.

Personalized music recommendation algorithm learns
users’ preferences through users’ behavior data and finally
predicts users’ favorite songs and pushes them to the system
users. )is purpose can be abstracted as a dichotomous
mathematical problem [21]. A hybrid recommendation al-
gorithm based on attention mechanism and independent
recurrent neural network by RNN (AINRNN) is improved
based on the deep learning neural network.

In the algorithm data preprocessing stage, the training
set is divided into two parts: user history listening to audio
and user portrait. User history listening audio is provided by
the user listening to music. )e user portrait is composed of
three parts: user age, user listening to song language, and
song type [22]. )e framework diagram of this algorithm is
shown in Figure 1. During the feature extraction phase, first,
the user history listening audio is extracted through the
improved MFCC (Mel Frequency Cepstral Coefficient),
HFC (high frequency content), HPCP (harmonic pitch class
profiles), and other audio feature extraction algorithms. At
the same time, the user portrait data is feature extracted,
subsequently combining the audio extraction features with
the user features and training through the AINRNN net-
work. Finally, the recommendation list is obtained through
the first layer (softmax). )is is the framework of this paper
based on an improved personalized hybrid recommendation
model of AINRNN. )e attention mechanism used repre-
sents the number of users listening to songs as the user’s
preferenceof songcharacteristics, so that themodel canbetter
learn the personalized weight of users’ music preferences.

)e user history listening records and user portrait in the
training set are taken as input to the model, and the output
recommendation list is the favorite song set of the model.
AINRNNrecommendationalgorithmbuilds adeep INDRNN
network by stacking the basic neural structure of INDRNN
layer by layer, while introducing attention mechanism and
changing the network input processing mode of residual
connection to full connection mode, giving a hybrid rec-
ommendation algorithm based on attention mechanism and
improved RNN. With the help of the ReLU unsaturated ac-
tivation function, over a time step, the model gradient can be
consistently mapping, while being directly propagated to
other layers. )e structure diagram and flow charts of the
algorithm model are shown in Figures 4 and 5.

Figure 5 shows a flowchart of the hybrid recommen-
dation algorithm based on attention mechanism and im-
proved AINRNN. It is divided into data preprocessing and
prediction stages. In the data preprocessing stage, the data is
extracted from the input list in order, the data is extracted
into music audio data and user portrait, the user history

Key1 Key2 Key3 Key4

Value1 Value2 Value3 Value4

Objective
Attention

mechanism
weights

Source

Figure 3: Attention mechanism.
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music audio features are extracted by scattering transfor-
mation, and the extracted audio features are taken as input to
the above algorithm. In the prediction stage, the above
extracted features are used through the attentionmechanism
and the improved AINRNN hybrid recommendation al-
gorithm, and finally, the list is generated and the data is
recorded, while judging whether the input list is completely
traversed. If so, display the results to the user from high to
low; otherwise, process the next data and repeat the above
steps until completion.

4. Result Analysis and Discussion

4.1. Experimental Dataset and Preprocessing. In the field of
deep learning vision, relevant enterprises and organizations
at home and abroad have opened many excellent benchmark
datasets such as MNIST, COCO, CIFAR, and Open Image.
Image Net, for different application scenarios, is commonly
used for researchers. )ese publicly available datasets play a
crucial role in promoting research and development in
related fields. However, unlike the large number of publicly
available images or texts, the field of music information
retrieval or recommendation has been lacking in large,
mature, complete, and easy-to-use benchmark datasets. )is
has to some extent limited the research and application of
models such as deep neural networks that usually require
large amounts of data training in this field. Some publicly
available music data sets are listed in Table 1.

From the above table, it can be seen that audio files may
be subject to strict copyright control by record companies,
and only some small data sets will distribute audio files. For
large data sets, such as audio sets and acoustic Brainz, audio
files are not directly provided, and important information
such as user records is not included. Only audio features are
included, or audio download links are provided. In all of the
above datasets, only the MSD dataset contains both the
audio and the required user record information. )e music
dataset used by the algorithm is Million Song Datasets or

MSD, the million music dataset. MSD is the first public
dataset in the field of music recommendation. It is a resource
integration platform, which brings together multiple au-
thoritative and well-known music community data,
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Figure 4: Model structure diagram of the AINRNN recommended
algorithm.
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Figure 5: Flow chart of the AINRNN algorithm.

Table 1: Currently commonly used publicly available music data sets.

Data set Sample number Audio frequency User
records

Ballroom 698 Have Not have
GTZAN 1000 Have Not have
ISMIR 2004 1458 Have Not have
MagnaTagAtune 25863 Have Not have
MSD 1000000 Interlinkage Have
Audioset 2084320 Interlinkage Not have
AcousticBrainz 252473 Not have Not have
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containing information on 1 million songs. )e simulation
comparison test mainly uses the audio feature set in the core
data set of MSD and the data provided by its subset Taste
Profile.

Since MSD has information about 1 million songs and a
total of 283GB, not screening will seriously slow down the
training speed of the model. First, to ensure that the model
calculation was valid, users with less than 100 historical
listening tracks were removed, with 359,687 songs and
82,310 users remaining.)en, using the mainstream ten-fold
cross-validation method, the filtered user data was evenly
divided into 10 copies, one as the test set, and the rest as the
training set. During the model training process, the over-
fitting parameter was set to 0.5, and the learning rate was set
to 0.0005. When the convergence range of the simulation
accuracy curve is stable, we will stop training and save the
model.

4.2. Feature Extraction of the Fused Residual Network and
Identification Algorithm of MRF Grayscale Information.
We use the designed algorithm to analyze the recommended
results of music and test the effect of the algorithm. Due to
the diversified evaluation indexes of the recommendation
algorithm, the user satisfaction, accuracy, and normalized
loss cumulative gain indexes are selected for simulation
verification. )e accuracy is defined as shown in the fol-
lowing equation. Taking the first k of the recommended list
calculated by the model, we can intuitively judge the pre-
diction results.

accuracy �
􏽐k(L(k)∩T(k))

􏽐kT(k)
. (5)

NDCG represents the ranking position score situation of
the high correlation degree of model output and input and is
an important indicator to evaluate and measure the per-
formance of music recommendation algorithm. )e NDCG
definition is as follows:

NDCG �
􏽐

p
i�1 reli/log2(i + 1)( 􏼁

􏽐
|rel|
i�1 2reli−1/log2(i + 1)􏼐 􏼑

. (6)

Here, reli represents the benefit of the i’th result in the
recommendation list, and |rel| represents the results ranked
in the optimal way.

User satisfaction index can make users intuitive to
evaluate the performance of the recommendation algo-
rithm. )is simulation uses a questionnaire survey to
obtain user satisfaction. )ere are 10 grades on the
questionnaire, and 10 is the highest score. To evaluate the
importance of the index by using the subjective em-
powerment method Liszt scale, the score was used as the
basis for the weight calculation, while the mean score was
used as the original relative influence coefficient. )irty
volunteers were investigated to experience three different
music recommendation algorithms based on LSTM,
INDRNN, and AINRNN. )e anonymous scores of volun-
teers were investigated by a questionnaire. )e weighted sum
was used as the satisfaction score. )e overall satisfaction

score of the algorithmwas the average value of the satisfaction
score of volunteers.

Figure 6 shows the influence ofMFCC and STonmultiple
algorithms for two different preprocessing methods of audio,
and themodel is trainedwith a 5-layerAINRNNnetwork.)e
results show thatwhen the accuracy stabilizes, i.e., the training
reaches 75 epochs, the ST of the simulation group is 19.7%
higher than theMFCC accuracy of the simulation group.)is
also verifies the conclusion that the algorithm gives in the data
preprocessing stage and that the scattering transformation can
compensate MFCC for losing audio features over 25ms
during feature extraction. At the same time, it also intuitively
proves that the audio features of more than 25ms are po-
tentially related to whether the user likes the song, and the
longer the features, the better the prediction effect.

Figure 7 compares the accuracy of the AINRNN algo-
rithm with the accurate INDRNN network algorithm and
the classical LSTM network algorithm. As can be seen from
Figure 7, the accuracy of the LSTM algorithm is always far
from the other two algorithms, with AIN RNN with an
accuracy of 67.8% and IND RNN with an accuracy of 61.8%.

Although, AINRNN and IND RNN in the figure above,
the NDCG index of AINRNN is 7.3% higher than INDRNN
in Figure 8. It shows that AINRNN can learn the potential
relationship between audio sequences well and solve the
problem of RNN and LSTM gradient explosion to some
extent, thus confirming that AINRNN algorithm has a good
performance on music recommendation. As k is worth in-
creasing, the accuracy trend of the three algorithms gradually
changes from rising to decreasing and finally approaches
zero. As can be seen from Figure 7, for the inflection point of
this function at k values of 8–10, it is appropriate to set the
recommendation list to 10 heads. Compared with the current
popular music portals such as QQ and NetEase cloud, the
mainstream online music recommends 15 songs every day.
Excluding a small number of recommended songs is not
determined by the recommendation algorithm, but by the
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business promotion model. )e number of remaining music
recommendations is similar to the simulation results in this
section.

Figure 9 represents the training time of the different
algorithms in the music recommendation systems. It can be
seen that the classical LSTM algorithm not only has a long
training time but also has the worst effect. )e training time
is the shortest, the AIND RNN state algorithm increased by
1.1 s compared with IND RNN, but combined with Figures 8
and 9, AINRNN NDCG index is 58.1%, 7.8% percentage
points higher than IND RNN, and the accuracy index is
also 6% higher. According to the model of mainstream
commercial music business, it is mainly divided into offline
calculation and online recommendation, with the frequency
of once a day. It is acceptable to sacrifice a small amount of

computing time to improve the accuracy of the algorithm
and NDCG index.

Figure 10 shows that the user satisfaction based on the
hybrid recommendation algorithm of attention mechanism
and improved RNN is also the highest. It can be shown that
the above improved algorithm can be better applied in the
field of music recommendation.

5. Conclusion

)e recommendation algorithm resets the user’s recent
behavior right high, so the system is easy to recommend a
large number of similar types of songs, reducing the user’s
aesthetic fatigue and excitement. It is suggested to add the
analysis of users’ use scenes into the algorithm and limit the

2 3 4 5 6 7 8 9 101
K

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

N
D

CG

AINRNN
IndNRNN
LSTM

Figure 8: )e effect of k values on NDCG indicators.

25 50 75 100 125 1500
Epoch

0

1

2

3

4

5

6

7

8

9

10

G
ra

di
en

t o
f e

ac
h 

ep
oc

h 
(s

)

AINRNN
IndNRNN
LSTM

Figure 9: Training time of the three algorithms.

0.3

0.35

0.4

0.45

0.5

0.55

0.6

D
eg

re
e o

f s
at

isi
ac

tio
n

10 15 20 255 30
K

AINRNN
IndNRNN
LSTM

Figure 10: User satisfaction.

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

A
cc

ur
ac

y

2 765 101 8 93 4
K

AINRNN
IndNRNN
LSTM

Figure 7: Precision of the three algorithms.

Mobile Information Systems 9



number and location of songs of the same type. For long tail
unpopular songs, due to the relatively small amount of data,
we should pay more attention to effect feedback. Deeply
mine data and enrich recommendation elements, such as
recommending music, albums, and singers that affect a
user’s favorite singer according to his/her creation/growth
background. With the increasingly close combination of the
Internet and people’s production and life, the total amount
of global data and information has also grown increasingly.
In order to save users the time to find their favorite music in
many music, the music recommendation service arises at the
historic moment and is widely concerned by scholars.
Traditional music recommendation system based on the
collaborative filtering algorithm has low recommendation
accuracy, poor real-time performance, sparsity, system cold
start, and so on.)is paper focuses on solving the problem of
low accuracy of the recommendation system and consid-
ering the cold start problem of the system. To solve the
problem of low accuracy of music recommendation algo-
rithm, a hybrid recommendation algorithm based on at-
tentionmechanism and improved AINRNN is proposed and
is implemented by a neural network composed of inde-
pendent recurrent neural network model and attention
mechanism. )e scattering transformation can be used to
extract the characteristics of the long-time signal, to data
preprocess the historical audio heard by the user and to
extract the effective features. )en, the model is trained
through the independent recurrent neural network with
mixed attention mechanism. )e attention mechanism can
solve the problem of long and difficult deep learning training
time, and finally, the recommendation list is obtained
through the softmax layer. )e results show that the algo-
rithm proposed in this paper can solve the problem of music
recommendation well and improve the highest accuracy of
the independent recurrent neural algorithm by 8.5% and
20.9% compared with the classic LSTM (long and short-term
memory network) music recommendation algorithm.
)erefore, the hybrid algorithm can indeed better improve
the recommendation accuracy, and we hope to conduct
more indepth experiments in future research.
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In recent years, with the continuous development of urbanisation, the proportion of interior design in public buildings has been
increasing year by year. At the same time, there is a tendency in many places for the interior spaces of public buildings to be
upscale and retro.�is indicates that people are paying more andmore attention to the spiritual aspect of their lives, in addition to
the materialistic pursuit of enjoyment. �e current phenomenon of overdecoration in society can lead to excessive luxury and
wastefulness. In these wasteful interiors, the beauty of the building itself is lost. In addition, this type of interior design is not only
expensive but also poses certain safety risks to some extent. In the modern society, public buildings are essential places for public
activities. To be speci�c, they are closely linked to public services and social management attributes. As a result, public buildings
usually play a decisive role in facilitating communication and cooperation between various persons. �us, the construction
requirements of public buildings are currently increasing and the structural shapes of buildings are becoming more complex. In
addition, the level of technology and the use of public buildings are becoming increasingly demanding. As a result, it is quite
important to examine how modern and emerging technologies can be applied to public building design in order to improve its
e�ectiveness. At the same time, with the continuous and rapid development of China’s economy and the promotion of the concept
of environmental protection, the greening of public buildings has become an object of concern and research. �ere are many
di�erent types of existing public buildings in China, and in the design process, the energy consumption of the building throughout
its life cycle and its impact on the surrounding environment are not fully considered, resulting in problems such as high energy
consumption and poor indoor comfort in the actual use of the building. However, the demolition and reconstruction of buildings
can lead to waste of resources and environmental pollution.�erefore, it is feasible and necessary to study the application of green
building technologies in the design of public buildings.�is study models the e�ectiveness of public building interior design based
on BIM technology from the perspective of integrated design as well as parametric design. �is model enables the interior design
of public buildings to become energy e�cient, emission reducing, and environmentally sustainable. After all, the integration of
architecture and interior design can reduce unnecessary decorative waste. In addition, this model can also respond to the
government’s e�orts to develop an ecological civilisation, creating a new way of living that is resource e�cient.

1. Introduction

�e construction industry is one of the pillars of China’s
national economy and also one of the oldest industries in the
country. �e construction decoration industry is an old but
new industry belonging to the construction industry, in-
cluding public building decoration and residential decora-
tion [1]. With the advancement of urbanisation, the building
decoration industry has been developing at a rapid pace. As a
result, the interior decoration of buildings becomes a system

project that can o�er a number of decorative materials and
products [2]. At the same time, they can be customised and
produced according to the needs and environmental re-
quirements of the user in order to create a perfect artistic
space [3]. It is a cross-regional, cross-sectoral, multi-prod-
uct, high-technology emerging industry. Interior decoration
provides people with a spatial environment that is easy to
use, comfortable and safe, and has perfect artistry [4]. To be
speci�c, it can greatly improve people’s various needs and
enhance their quality of life, thus satisfying their material

Hindawi
Mobile Information Systems
Volume 2022, Article ID 3851103, 8 pages
https://doi.org/10.1155/2022/3851103

mailto:2003043@cqust.edu.cn
https://orcid.org/0000-0002-9068-3778
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/3851103


and spiritual needs. It is more artistic and environmental
than traditional architecture and is characterised by its ap-
plicability, comfort, artistry, diversity, variability, and re-
newability [5]. (ere are many different types of public
buildings; however, office buildings are one of the most
numerous types of public buildings in cities. Large and im-
portant office buildings are essential symbols of the city and
have a significant impact on the urban form [6]. With the
rapid development of the tertiary sector and the knowledge
economy, more than 50% of the workforce in developed
Western countries is already employed in various forms of
office buildings [7]. (e quantity and quality of office
buildings have become a crucial measure of the social, po-
litical, economic, technological, and cultural development of a
city or region, as well as the degree of urbanisation.

In recent years, as the pace of urban planning and
construction has accelerated, the layout, design, and deco-
ration of public buildings have also faced higher require-
ments [8].(e image and tone of public buildings must be in
harmony with the overall outline of the city and the natural
environment. At present, the consumption of interior
decoration in public buildings in China accounts for a large
proportion and is on the rise, and the cost of interior
decoration in public buildings is enormous [9]. For instance,
Figure 1 shows that the interiors of some public buildings are
becoming very wasteful. Also, the construction waste during
the design phase becomes a severe issue [10]. Another major
problem facing architectural decoration is the loss of the
timelessness of the artistic value of architecture as a result of
the boom in popular culture. (is has led to the disap-
pearance of the truly valuable principles of the architectural
system, with financial gain taking over as the only criterion
for evaluation [11]. In today’s human-centred world, the
most essential issue in the design of architectural interiors is
also safety, with problems arising from changes to the
structure of houses during renovation or from the envi-
ronmental quality of materials [12]. As the concept of low
carbon and environmental protection continues to grow, the
environmental and safety aspects of interior decoration are
becoming increasingly essential. In recent years, as envi-
ronmental degradation and resource scarcity continue to
occur, all walks of life are focusing on the topic of low carbon
[13, 14]. (ere is a growing awareness that sustainable
development can only be achieved through low-carbon
production and low-carbon lifestyles. Also, in recent years,
the world has been focusing on green buildings, and the
same is true for the interior design of our public buildings,
which are so productive [15]. To be specific, it is important to
look not only at the environmental aspects of decorative
materials but also to fundamentally change people’s atti-
tudes. Only in this way, can we reduce the waste of social
resources and thus achieve a healthy development of interior
design.

After nearly 40 years of rapid development since reform
and opening up, China’s construction industry has achieved
world-renowned results [16]. Both the total number of
buildings and the construction techniques have developed
significantly. Public buildings, in particular, have been in-
creasing in recent years as important places of work and

activity [17]. (ese public buildings provide a great deal of
convenience for the production and living of urban dwellers,
and they also contribute significantly to the country’s social
and economic development. However, behind the economic
prosperity, there are many problems with public buildings,
such as huge energy consumption [18] and poor func-
tionality [19]. Specifically, although the total floor area of
many large public buildings is less than 3% of that of civil
buildings, the energy consumption of these buildings ac-
counts for more than 20% of the total energy consumption of
civil buildings [20]. (e rapid development of China’s
construction industry has brought with it huge energy
consumption, of which public buildings account for a large
proportion (Table 1). Public buildings, because of their
function and characteristics, have a relatively high energy
consumption. On the other hand, the pursuit of more and
more diversified building forms, the increasing demand for
intelligent and functional buildings, and the increasing
complexity of building construction techniques are be-
coming more and more important [21]. In this context,
traditional architectural design concepts are becoming in-
creasingly insignificant in the face of increasing building
forms and construction requirements.

Despite the many challenges facing the development of
public buildings, there are also many opportunities for the
construction industry due to the development of new
technologies and concepts. One great opportunity is the
support being given to the development of green buildings in
order to address the high energy consumption of the con-
struction industry [22]. Green buildings emphasise the need
to maximise environmental protection and reduce pollution
throughout the life cycle of a building, thus providing a
healthy, suitable, and efficient space for people to use. As can
be seen from the construction requirements and its design
philosophy, the green building design process requires an
ever-increasing amount of building information to be
processed [23]. Traditional design methods and processes
are no longer sufficient to meet the needs of green buildings.
However, the rapid development of information technology
has met this demand for green building design [24]. In
essence, green building is the implementation of a mindset
of architectural design. (is means that the current de-
structive way of life must be adapted to maintain a balance
with the fragile living environment. On the other hand,
architects must approach all design elements with a green
mindset and be innovative in their approach to new tech-
nical measures to bring architectural work into greater
harmony with the environment.

Information is now one of the three main elements of
social development, along with matter and energy [25]. (e
model is a way of representing information to enable people
to better understand, analyse, and transform things.(e core
concept of BIM technology is to integrate all kinds of in-
formation about a building into a model and to use the
model to represent all kinds of information about the
building [26]. BIM technology puts the information about
the building and its components in a central database and
digitises all the properties of the building and its compo-
nents. (is ensures that the building information is
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inherently uniform and computable and avoids the infor-
mation silos caused by the current two-dimensional dia-
grams. In addition, BIM technology uses parametric
modelling, which allows the building information contained
in the BIM model to be coordinated and computable [27].
(is building information will make it easier to analyse
energy efficiency and the environment in the design process
of green buildings.

BIM technology is based on computer technology and
three-dimensional digital technology, through the organic
integration of the advantages of modern computer tech-
nology tools and project engineering parameters. (e pro-
cess of establishing a BIM model is a process of editing and
collating information about the overall design of the project
[28]. (e establishment of a 3D simulation model has a
positive effect on the project from planning and design to the
construction process and postconstruction operation and
maintenance. To be specific, the model built using BIM
technology can contain specific information about the
project and its design parameters. A collaborative design
platform for all parties involved in a construction project,
therefore, allows BIM technology to be used throughout the
life cycle of a project, from design to operation and man-
agement [29]. Designers can apply the BIMmodel to provide
an intuitive and effective virtual reality experience for all
parties involved in the project planning phase, thus enabling
visualisation of the project design. In addition, the virtual
reality capabilities of the model allow engineers to under-
stand and grasp the parameters of the building system
during the design and construction phase [30]. As a result,
they are able to respond to possible situations in the most
effective manner. In addition, once the project is completed
and in use, the BIM model can be used to pinpoint the exact
location of the incident and the surrounding environment.
(is will provide a more convenient service for project
management and reduce the pressure on property
management.

(is study aims to provide a comprehensive under-
standing of the current interior design problems in public
buildings and to raise awareness of the importance of in-
terior design. In addition to this, this study investigates green
building design methods by applying theories and methods
related to BIM modelling, both in terms of the design

process and parametric design. By breaking down the in-
formation barriers in architectural design, the BIM-based
interior design effectiveness model for public buildings is
constructed, thus providing a theoretical basis for the further
development of information technology in construction
projects. (e design model is scientific, systematic, ad-
vanced, and operable and will play a role in expanding and
improving the theory of public building design in China.

2. Interior Design for Public Buildings

In China, the architectural design market is growing at an
average rate of around 15% per year. In such a large industry,
energy consumption accounts for around 40% of total en-
ergy consumption. Since the 20th century, environmental
degradation and resource scarcity have led to a focus on low-
carbon issues in all sectors.(ere is a growing awareness that
sustainable development can only be achieved through low-
carbon production patterns and lifestyles. As a result, the
design of public buildings must also consider the concept of
green.

2.1. Analysis of Current State of Interior Design for Public
Buildings. In the process of interior design and renovation
of public buildings, interior safety problems are constantly
arising due to the destruction of load-bearing structures by
private demolition, as shown in Figure 2. For example, some
buildings that could have withstood earthquakes of mag-
nitude 5 or 6 have had their load-bearing structures
destroyed by the renovation process, resulting in a signifi-
cant reduction in seismic resistance. (ere have been many
cases of people being injured by falling ceiling light fittings in
luxurious decorations. (e materials used in the decoration
contain a large number of toxic substances, which can harm
people and pollute the environment at the same time. In
addition, many building materials are highly flammable and
will burn quickly in the event of a fire, releasing high levels of
toxic and harmful gases.

2.2. Cost Analysis of Interior Design for Public Buildings.
If the interior design of a public building is not well thought
out, then it can result in a significant waste of resources. On

Table 1: Energy consumption of various types of buildings.

Coal for construction Electricity for residential use Electricity for public buildings Electricity for
private buildings

Energy consumption 25–30 kgce/(m2∗year) 15–25 kWh/(m2∗year) 150–2500 kWh/(m2∗year) 30–60 kWh/m2/
year

Figure 1: Overdecorated public buildings.
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the one hand, when buildings are redecorated for various
reasons, the reuse of original decorative materials becomes
very low. On the other hand, the waste caused by poor design
and low levels of construction can also be significant. In
addition, even if reproducible resources can be used, they are
consumed too quickly and can outstrip the rate of renewal.

(e cost of interior decoration in public buildings is
more than double the cost of the average civil construction,
while the life cycle is only 3–5 years. As a result, there is a lot
of unnecessary waste caused by repeated renovations. (ere
are even many facilities that have been kept in good con-
dition only to be removed and reinstalled because the style
has become obsolete. (is unnecessary waste is a burden on
the country and the planet. (e main components of the
renovation process are the construction and material costs
for civil alterations, plumbing, rewiring, and so on. Table 2
presents a cost analysis of the interior decoration of a public
building.

3. BIM Technology

Collaborative working can provide a platform for building
participants in the design process and support the imple-
mentation of an integrated design process. (e analysis of
public building standards shows that the design process
requires extensive building performance analysis in order
for buildings to meet green building standards. Parametric
modelling is essential to such an iterative performance
analysis process. Parametric modelling makes it easier and
more accurate to enter building information, which used to
take up most of the workload in the performance analysis
process.

3.1. Difference between BIM Design and Traditional Design.
In the traditional two-dimensional design process of con-
struction projects, different design disciplines generally
adopt the software tools corresponding to their own dis-
ciplines to complete the design content of their own dis-
ciplines. Each profession uses AutoCAD as a tool to draw 2D
drawings of the design content of the profession, and finally,
the design results of each profession are combined together
in the form of 2D drawings to form the final design results of
the project. (ere is no effective way to exchange infor-
mation between the various disciplines during the design
process. As a result, changes in design information between

disciplines cannot be effectively negotiated with other dis-
ciplines, and the impact of changes in one discipline on other
disciplines can be overlooked. In practice, the integrated
design software alone is far from being able to meet the
requirements of collaborative design for complete and timely
information transfer and sharing.

Both BIM-based public building interior design and
traditional 3D building design are capable of constructing
3D models of buildings, but there are still differences be-
tween the two (Table 3). (e BIM model is a parametric
information model, but the BIM model can be used to
automatically count the materials used in the model with the
support of the software and eventually produce a detailed list
of materials used. In this way, the BIM model provides
guidance on how to control the amount of materials used in
the later stages of the construction process. In addition, the
BIM model supports collision checking. Specifically, the
BIM software allows for collision checking of the model to
effectively reduce the impact of design errors on the con-
struction process prior to delivery of the design results. As
the BIM model is a parametric information model, there is a
logical correspondence between the BIMmodel and the final
2D construction drawings. (is means that when the in-
formation in the BIM model changes, the corresponding
information in the construction drawings will also change.

BIM-based collaborative design has many advantages
over traditional collaborative design methods. In the tra-
ditional design process, each design discipline works indi-
vidually to produce its own drawings. As a result, if there is a
conflict between the design elements, then each design dis-
cipline will propose changes to the conflicting issues through
a coordination meeting. However, coordination through
coordination meetings alone is not efficient and many con-
flicting issues require negotiation of multiple factors. During
the design phase of a project, the overall design of the project
is completed by the designer alone without the involvement of
the builder and owner.(is can lead to discrepancies between
the design and the owner’s or contractor’s requirements,
which increases the potential for design changes.

3.2. Design Staff Composition. In the traditional interior
design process, the design is usually carried out separately in
separate disciplines. For example, architects work alone on
the conceptual aspects of the design and structural engineers
on the structural design. (is method of working often
excludesmost of the key designers from the decision-making
process.(e result is that the design is required to start again
because it does not meet the standard requirements for the
interior design of public buildings. (is can have a serious
impact on the efficiency and quality of the design of the
building, as shown in Figure 3.

However, in the BIM-based interior design process for
public buildings, each process involves the involvement of
designers, engineers, and other professionals from the
various trades involved. (erefore, with an effective com-
munication mechanism, they can use their expertise to
inform the decisions of the overall coordinator. (e roles
and importance of the design participants are constantly

Interior designNatural disaster

Physical disaster

Chemical
disaster

Sudden disaster

Man-made
disaster

Potential
disaster

Figure 2: Indoor hazards in public buildings.
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being adjusted during the different design phases. To be
specific, Figure 4 illustrates the involvement of the key
players in the BIM-based interior design process for public
buildings.

3.3. BIM Collaborative Design. BIM-based collaborative
design requires the cooperation of designers from all dis-
ciplines. In order to achieve the ultimate goal of collaborative
design, the design process of each profession should follow a
certain workflow to ensure that the design tasks of each
profession are carried out in an orderly manner. Figure 5
shows the general workflow of BIM collaborative design.

In order to achieve collaborative design between disci-
plines, a BIM design information exchange platform needs
to be defined in the preparation phase of the project. At the
same time, all disciplines need to share their design content
on this platform. (e software and hardware required for
collaborative design are then determined and suitable 3D
design software is selected for the construction of the BIM
model. Each profession sets up its own project template
under its own familiar software interface and completes the
preparation of the project design. (e core of collaborative
design is the sharing of information between disciplines.
Specifically, different disciplines can share their design in-
formation on a common professional design platform. (is
allows designers to access the latest model information on

the shared platform at any time to meet different require-
ments in the design process.

Conceptual design works almost exclusively on the
knowledge and experience of the architect in conventional
design. If, after analysis, the construction objectives are not
met, then the scheme needs to come back and be changed
based on the feedback. After the scheme is finally formed, a
lot of time is spent on design deepening, as shown in
Figure 6. Nevertheless, in the BIM-based public building
design, the parametric design of BIM technology allows the
model solution formed after conceptual design to be au-
tomatically drawn in accordance with requirements and
drafting standards. (is approach saves the designer time in
drawing production and allows the designer to spend more
time and energy on the design of the scheme.

(e traditional design approach to building models
consists of a two-dimensional planar model made up of basic
geometric elements. As a result, the model contains only flat
information about the constituent elements. In contrast, the
building information model constructed by BIM technology
contains three-dimensional information parameters for all
components. (e BIM model, which consists of these basic
components with three-dimensional properties, stores a

Table 3: Difference between traditional 3D model and BIM model.

Traditional 3D model BIM model
Function Renderings and virtual reality Renderings, virtual reality, analysis, and management
Parametric model No Yes
Coordination efficiency Low High

Scheme design

Structural design

Electrical design

Performance
analysis

Does not meet
standard requirements

Figure 3: Process of traditional design approaches.

Climate information
around the building

Structural
professional

Facilities
professional

Environmental
simulation analysis

Building structural
analysis

Energy simulation
analysis

Design
information A

Design
information B

Design
information C

Collaborative
scheme development

Conceptual design
solution

Figure 4: Involvement of key players in BIM-based interior design
for public buildings.

Table 2: Cost analysis of the interior decoration of a public building.

Project name Unit Quantity of construction Price (yuan) Unit price (yuan) Total price (yuan)
Stone floor m2 214.5 2839.25 139242.21 158293.29
Ceiling m2 3829.4 6759.24 245283.44 267289.35
Stone wall m2 89.2 1208.79 92873.07 104589.71
Decorative line m 18273.9 18273.9 78928.19 99283.98
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large amount of design information in the form of pa-
rameters in the large database of the model. (is correlation
of the modified information in the BIM model provides the
basis for information sharing in collaborative design,
avoiding the potential for missing information in traditional
design methods and thus effectively improving the accuracy
of information transfer.

4. Conclusion

(e traditional process of interior design for public buildings
has become difficult to adapt to the requirements of modern
green building-related standards. It is therefore particularly
important to consider how new techniques and theories can
be used to improve the design of public buildings. (is study
focuses on this topic as follows:

First, this study analyses the necessity of applying BIM
technology in the interior design of public buildings. (e
feasibility of applying BIM technology to the interior design
of public buildings is investigated from a number of per-
spectives, including the characteristics of green buildings

and the advantages of BIM technology. Second, this study
investigates the application of BIM technology in green
building evaluation and analyses the various forms of in-
formation transfer methods, including direct call and in-
formation extraction. In addition, this study proposes a
BIM-based interior design effectiveness model for public
buildings. (e study also elaborates on the composition of
the team, the construction of the technical platform, and the
involvement of the designers in the different design phases.

However, given that BIM technology is still at an early
stage of development, there are still many aspects that need
further improvement. In this study, the following recom-
mendations are conducted. Although 3D simulation software
has advantages in the design process that 2D software does
not have, it cannot fully meet the current requirements of
designers for design work. In the subsequent software de-
velopment and upgrading process, it is necessary to launch a
version of the application that is more suitable for the current
situation of domestic design, so as to provide good technical
support for the popularisation of BIM technology. What is
more, the relevant departments should revise the software-

Start

Creating a BIM base model

Improve the base model

Check the final model

Generate construction
drawing

End

Create the structural model Create MEP model

Pipeline crossing

Figure 5: General workflow of BIM collaborative design.

Effectiveness impact

Low

High

Process

Traditional design process
BIM design process

Figure 6: Relationship between effectiveness impact and the design process.
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related specifications as soon as possible and develop a unified
standard suitable for China’s national conditions, so as to
establish a perfect industry system for the development of
BIM in China.
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As a new strength training method, running form control training has been widely used in foreign athletes’ strength training and
public rehabilitation. As a means of auxiliary strength training, running form strength has attracted wide attention in China. In
order to keep up with the latest international strength training theory and technology, the reaction force of people’s running style
on the ground was compared with the kinematics and dynamics of lower limbs and studied deeply. (e significantly reduced load
rate in the absence of running posture transformation is speculated to increase to the adaptation strategy of social body after
changing shoe conditions. After training, the load rate was deep than that of the control group, increasing that even though the
load rate could be reduced by the training method adapted to the ground hardness, the training effect with a clear goal was more
significant. (rough the comparison of lower limb joint kinematics and training effect, some flexor strength training methods can
be added, and the load intensity and quantity can be appropriately increased, so that the proportion of the strength level of the
extensor muscle of the lower limb joint can be coordinated, so as to better improve the coordination force level.

1. Introduction

As the most popular and common way of exercise, running
has attracted more and more people’s attention. However,
the impact load of 2 to 3 times body mass per touchdown
during running is considered to be a major risk factor for
overuse injury. (erefore, how to reduce the impact force
and the impact damage caused by running has always been a
hot issue in related fields. At present, the effect of sneakers to
reduce the impact of running is not obvious. Figure 1 shows
the anatomy of running form training. Running injury rates
have not changed significantly in the last 50 years despite
advances in sneaker cushioning technology. In life, if you
observe carefully, you will find that there are many people
who run on the sole of their feet, and the sound of landing is
relatively loud. In fact, the actual movement is in running,
with the empty foot landing to the middle foot first. (is is
an ankle and knee protection to prevent periostitis. Arm
swing is to maintain the balance and cohesion of the body
during running, so that the swing of the body is more and

more in line with the competition of human energy. When
you swing your arms, just remember not to expose your
elbow before and your hand after, and swing naturally with
your feet. (e AI team used traditional appearance analysis
knowledge to conduct preliminary research on human
motion, and found, found that wearing sneakers with strong
cushioning function cannot effectively change the impact
performance of human body when actively landing and
muscle activation degree of lower limb muscle group.
(erefore, researchers began to reexamine the issue in terms
of lower limb posture control during running landing. Many
factors can affect the occurrence of running injury, including
internal factors such as human anatomy, injury history,
biomechanics of lower limb movement, and neuromuscular
control in movement and external factors such as training
methods, running shoes, and running road surface. (e
running surface is considered to be one of the most im-
portant factors affecting running injuries. Regarding the
effects of different soils on kinematics, dynamics, neuro-
muscular control, and low-speed sports injuries, it seems
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adjust the kinematics through its own neuromuscular dis-
placement function, accept mutations, and adjust the lower
extremities to a similar degree impact. However, most
studies on biomechanical changes of running on different
road surfaces only focus on one aspect of kinematic dy-
namics and neuromuscular regulation. Further detailed 3D
biomechanical data and specific neuromuscular regulatory
mechanisms for such biomechanical adjustments are
lacking.

2. Literature Review

Cveticanin said that the impact load of several times body
mass per touchdown during running is considered a major
risk factor for overuse injuries. (erefore, how to reduce the
impact force and the impact damage caused by running has
always been a hot issue in related fields [1]. Yu et al. put
forward that, from an evolutionary point of view, many of
the forms that modern humans possess (such as narrow
pelvis and arches) evolved to adapt to bipedal running about
2 million years ago [2]. Kim and Duin put forward that the
incidence of running injuries among runners is as high as
40% to 50% per year. Among running injuries, the knee joint
is the most common site of injury, followed by ankle and
foot. Repeated overloading may lead to acute injury (such as
sprains, bone, and intra-knee disorders) or overwork injury
such as stress fracture of the second metatarsal [3]. Millour
et al. put forward that the kinematics research of different
ground running mainly focuses on gait cycle, stride length,
stride frequency, and hip, knee, and ankle joint angle
characteristics [4]. Kang et al. held that, before the designed
big data training, all subjects ran heel landing, and there was
no significant difference in impact peak between different
shoe conditions. However, wearing imitation bare foot shoes
significantly increased the maximum load rate (P< 0.05)

and decreased the time to reach the first and second peak
values as well as the total touchdown time (P< 0.05) [5]. Cai
et al. said that the effect of ground surface on running ki-
nematic characteristics showed that the maximum flexion
angle of knee joint remained unchanged under different
hardness of ground. However, with the increase of the
hardness of the ground, the hip joint flexion angle decreases,
the maximum hip joint flexion angle decreases, and the peak
value of hip joint closure angle increases [6]. Quak et al. said
that wearing sneakers with strong cushioning function
cannot effectively change the impact performance of the
human body and the muscle activation degree of lower limb
muscle groups when the human body actively lands [7].
Peracaula and Yu put forward that a large number of virtual

machines must be properly placed on physical nodes and the
constraints must be met. (e static allocation methods in-
clude polling scheduling, minimum connection scheduling,
first-adaptation, best-adaptation descending first-adapta-
tion, descending optimal adaptive scheduling, destination
address hash scheduling, and source address hash sched-
uling [8]. George and Mathew said that, from a very early
time, the whole process of running landing force is the
interaction and comprehensive effect of external forces such
as ground reaction force and internal forces such as lower
limb muscle force. (erefore, possible defects may exist in
improving triceps muscle strength through training alone
and hoping to adapt the Achilles tendon to the centrifugal
load or radial load caused by running quickly and repeatedly
[9]. Adarsh and Priya held that, when running on the hard
low surface (such as sandy lawn), the hip and knee flexion
angle and maximum flexion angle during the first touch-
down stage and the middle support stage were greater than
those on the hard surface (such as asphalt concrete). At the
same time, running on a hard surface significantly reduced
vertical acceleration compared to running on a hard surface,
possibly reducing the risk of shin injury [10].

3. Research Method

3.1. Building a HumanModel. A cautious attitude should be
kept when using simulation method to get the impact force
because the simulation method deduces the impact force
through the method of building human body model and
lacks the comparison with the actual situation. (e data
obtained in the laboratory can verify the accuracy of the
input model data and the accuracy and validity of the model
prediction results [11]. How similar the data obtained by
simulation is to the actual data and to what extent it can
represent the actual situation is a problem worth demon-
strating. (ere are few researches on this aspect in China. In
order to verify the accuracy and reliability of LifemMOD
simulation method based on infrared light spot capture
(motion) and 3D video shot by camera, the force curves
obtained by simulation of vertical movement of steps at
different heights are similar to those measured by force table
[12]. Preliminary research found that wearing sneakers with
strong cushioning function cannot effectively change the
impact performance of human body when actively landing
and muscle activation degree of lower limb, and the human
body is in constant energy consumption and is easy to show
fatigue, then if you can use your will to straighten your back,
so you want to improve the humpback condition which is
actually very simple. (e effective mass of the lower limbs
can be reduced by adjusting the angle of inclination at which
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Figure 1: Analysis of the role of running form training. Exploring how to reduce the impact force during running and the resulting impact
injury has always been a hot issue in related fields.
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the plantar makes contact with the ground (e.g., when the
foreball touches the ground), thereby reducing the risk of
impact injury. (e study found a lower incidence of impact
injuries when using the forepaw. In the follow-up study,
barefoot or minimalist shoe training was used to achieve the
forepaw touching the ground, so as to achieve the effect of
reducing the risk of lower limb impact injury. It is worth
thinking that bare foot is not the key to impact force, but the
change of running posture brought by it is the main reason
to affect impact force and lower limb biomechanics, which
obviously needs to be established on the basis of long-term
running posture change. For running on different surfaces,
the variation of kinematic variables may not be significant
due to the difference of individual running mechanisms, but
there are observable changes [13]. Figure 2 shows the re-
lationship between the force and the reaction force when
running on the new rubber-modified asphalt surface and the
moving surface of acrylic acid, and there is no significant
difference in the kinematic variables on different surfaces,
but there is an observable difference in the initial joint angle
peak and angular velocity.(e peak angle of ankle-knee joint
increased when running on the new rubber-modified asphalt
surface and acrylic surface, which was speculated to be
related to the different mechanisms of individual runners’
adaptation to different surfaces. In the future, further studies
on large samples of different surfaces or stricter inclusion
criteria for runners can be carried out to observe whether
there are significant differences in kinematic variables of
running on different surfaces. (e LifeMOD interface
software of Python language is used to convert Motion’s 6
data and 2 kinematics data obtained from analysis and
generate Slf files that LifeMOD can recognize. (e height,
weight, and other information of the subjects were input,
and the 19-link human model was established through
LifeMOD’s own human morphology database. Figure 3
shows the posture adjustment after data is given. (e col-
lected kinematic data is given to the model, and then
through posture adjustment and balance analysis, the floor
pad model is established, and the contact between the hu-
man body model and the floor pad is established. (e
contact force between the human body model and the floor
pad model, the force and moment of each link of the human
body model, and the kinematic index of each link were
simulated for 1s to obtain 1000 data, which was the same as
the acquisition frequency of the force table [14]. Formula (1)
of inertia for strength training is shown as follows:

jθ + kθ � T(t). (1)

j is the rotational inertia matrix and T is the generalized
torque vector.

All sports need the basic two but because of the different
running posture, there is a need for basic strength for ex-
plosive training technical support [15]. And explosive force
is the ability to generate maximum force in a short period of
time, and formula (2) for force and speed is as follows:

p � F∗V, (2)

where F represents force and V represents speed.

In other words, explosive force is equal to big force plus
fast speed. If it is inversely proportional, then the perfor-
mance of explosive force cannot reach the optimal corre-
sponding force formula (3) as

L � F
2

+ N. (3)

3.2. Alteration of the Original Running Pose. (e subjects
were asked to touch the ground with their forepaws while
running at a moderate intensity optional speed while
wearing minimalist shoes [16]. Subjects were informed of
their approach to the ground by the acoustic feedback
provided by wearing custom pressure insoles. (e training
was progressive three times a week for 12 weeks. (e weekly
running time was 5, 10, 15, 20, 25, 30, 35, 40, 42, 44, 46, and
48min (in the last 4 weeks, in order to avoid exceeding the

1.5

2.0

2.5

3.0

3.5

4.0

4.5

5.0

5.5

re
ac

tio
n 

fo
rc

e

2 3 4 51
force

Figure 2:(e relationship between action and reaction. Changes in
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subjects’ original exercise, the increase was slowed down).
(e intervention only replaced part of the amount of
training, leaving the participants’ original total weekly
running distance unchanged. All subjects need to record
training logs, and they need to wear the issued minimalist
shoes and pressure sensing insole every time they run. (e
experimenters check with the training logs through cloud
data. Inclusion criteria were as follows: all as required. No
more than 3 times of intermittent training are required, and
all completed the last 3 weeks of training as required. Run
with a steady head and shoulders. Look straight ahead, chin
slightly in but not down. When running, the shoulders are
relaxed and drooped first, then as far as possible up, stay for a
while, restore the original position, and repeat. Hold the
hands slightly, bend the arms to about 90 degrees, and swing
back and forth naturally. Pay attention to keeping the elbows
on the front arm and your hands on the back arm. During
training, shoe conditions have an effect on biomechanics of
running before and after training, but the effect is similar,
mainly in the condition of imitation bare foot shoes, the foot
contact angle decreased, and the joint and power increased
[17]. Figure 4 is the characteristic diagram of reaction force.
(is suggests that running in a faux barefoot shoe produces
more thrust and can improve performance. (e study found
that the increased cross-sectional area and stiffness of the
Achilles tendon in forepaw runners increased the running
economy and reduced the risk of injury during long distance
running compared to heel runners. (e study found that,
after 12 weeks of training, heel runners were more likely to
run on the forefoot and exhibit a similar kinematic pattern to
barefoot running. (e results of the study found that six
weeks of form conversion training may change the move-
ment pattern of habitual heel landing runners. But what kind
of mechanical influence does this kind of running form
transformation training have on the Achilles tendon? Fig-
ure 5 is shown below and the normal ground force is shown
in formula (4):

F � FYa+FYY. (4)

(e reaction force is the upward reaction from the
ground to the lower limbs to propel the body forward and
from the lower part of the body to the feet [18]. And the
formula for the reaction is as follows:

F′ � −F. (5)

For example, when objects collide, their speed and force
will change accordingly. (e formula is as follows:

Ft � mv′ − mv. (6)

F is the force of the collision, t is the time of the collision,
v is the initial velocity of the object being touched, v’ is the
velocity of the object being touched.

3.3. Adjust theHardness of the Ground. (e study found that
all plantar variables and pressure areas were similar when
running on asphalt and concrete surfaces. When running on
natural grass, there is more contact time and surface area in

the back and forefoot areas. Running on asphalt leads to
greater load in the lateral area of the back foot. But when
running on natural grass, the pressure peak was significantly
lower than on other surfaces [19]. (erefore, if runners
control the amount and intensity of exercise, compared to
the hard ground, running on low-hardness surfaces (natural
grass) may place a lighter load on the musculoskeletal
system, possibly reducing the risk of injury. (e surface
hardness is shown in Figure 6. By analyzing the plantar
pressure data of running on standard plastic track and in-
door treadmill with buffering performance and without
buffering performance, the results were found. In the process
of landing, there was no significant difference in the
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equal forces of
same nature
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Figure 4: Reaction force characteristic. Decreased foot contact
angle and increased stomping knuckle and power under simulated
barefoot conditions.
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Figure 5: Correct running style training features. Heel runners are
more likely to use the forefoot stance, while exhibiting a kinematic
pattern similar to barefoot running.
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distribution of the maximum plantar pressure peak (and
occurrence time) on the three different running surfaces of
the cement track without buffer (without buffer). When you
are running, you can choose to use the thigh to drive the calf,
and the knee joint must be towards the toe direction, lift to a
reasonable height and then put down, and repeat. Prelim-
inary research found that wearing sneakers with strong
cushioning function cannot effectively change the impact
performance of human body when actively landing and
muscle activation degree of lower limb. Compared with
other surfaces, both grass and buffering treadmill (with
buffering) reduced part of the peak pressure at touchdown,
but there was no significant difference in the distribution of
maximum pressure. At the same time, there was no sig-
nificant difference in tibial acceleration on all surfaces.
Firstly, through the comparative analysis of walking on the
ground and on the treadmill, it is found that the dynamics
parameters of the two conditions are basically similar, and
the differences are also within the range of repeatability.
(erefore, it is considered that the dynamics of walking on
the treadmill and on the ground are very similar [20]. (en,
by comparing the dynamic parameters of running on the
treadmill and on the ground, it was found that the peak
propulsive force on the treadmill and the ground reaction
force inside the peak decreased significantly. (e surfaces
were further divided into concrete and grass and compared
to running on a treadmill. It was found that running on a
treadmill had less maximum plantar pressure than running
on concrete or grass, mainly in the inner forefoot, big toe,
and little toe areas. Compared with ground running,
treadmill running increases the time the foot is in contact
with the ground, alters the plantar pressure distribution, and
reduces peak pressure, especially in the inner heel metatarsal
and big toe areas. See Figure 7. As a result, there is a sig-
nificant difference in plantar pressure between the treadmill
and the ground, and the treadmill has a smaller pressure
peak. Running on a treadmill can be used as an early training
method to provide lower plantar load for people with lower
limb injuries. (e hardness of the ground can also be cal-
culated by the Richter hardness:

HL � 1000∗
VB

VA
. (7)

In addition, it can also be calculated by shore hardness:

HS � HRC + 15. (8)

4. Result and Analysis

(e impact development is thought to be the main cause of
deep limb overuse injury. (e effective mass can be reduced
by adjusting the angle between the job and the project when
the forepaw touches the ground, so as to avoid the high
impact caused by the heel touching the ground [21]. In
addition, load rate, which is a very sensitive indicator of
impact force when running to the ground, decreased sig-
nificantly after training in both groups in the study. It is

speculated that the reason is that the first peak impact force
is avoided, and the load rate is reduced by the change of
touchdown mode after the change of running form, which is
the same as the results of other communication projects.
Preliminary research found that wearing sneakers with
strong cushioning function cannot effectively change the
impact performance of human body when actively landing
and muscle activation degree of lower limb. Running con-
sistently will give you a strong heart and cardiovascular
system. When the maximum oxygen uptake is increased, the
amount of oxygen delivered to various organs of the body is
greatly increased, and the work quality of each organ is
naturally greatly improved. In addition, long-distance
running will accelerate blood circulation, so that the cor-
onary arteries have sufficient blood supply to the heart
muscle, thereby preventing various heart diseases. (rough
the movement of the lower limbs, it promotes venous blood
flow back to the heart and also prevents venous thrombosis.
With a strong cardiovascular system, the blood quality of
runners is better than that of ordinary people, and the body’s
adaptive changes to long-term long-distance running can
improve metabolism and reduce blood lipid and cholesterol
levels. However, the load rate of the control group was
significantly reduced without running posture transforma-
tion, which was speculated to be related to the adaptation
strategy of human body after changing shoe conditions.
After training, the load rate was lower than that of the
control group, indicating that even if the training method
being adapted to shoe conditions can reduce the load rate,
the training effect with a clear goal is more significant,
suggesting that minimalist shoes can better reduce the load
rate and avoid the peak impact force. From the perspective of
neuromechanics, the human neuromuscular system can
respond to changes in the external environment. Use signal
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feedback mechanism to balance the input and output signals
to adapt to the changing external environment. See Figure 8.
At the same time, the central nervous system of the human
body will carry out feedforward adjustment to the changes in
the external environment and preactivate the peripheral
neuromuscular system to perform appropriate actions
according to the different environment. On different sur-
faces, runners adjust their lower limb stiffness in time
through neuromuscular control, which allows runners to
maintain similar centroid motion (i.e., maintain the same
ground contact time and stride frequency) while running,
regardless of ground hardness. Shifting from hard to soft
ground, lower leg stiffness increases by adjusting leg stiffness
to match ground stiffness to maintain similar motion me-
chanics. At the same time, on different surfaces, the body
quickly adjusts its leg position on the first step of the new
surface to maintain the same center of gravity. (e study on
the changes of kinematics and mechanics of human lower
limbs and the change rules of human neuromuscular control
mechanism during running will help to explain why the
mechanical changes of lower limbs occur during running.

5. Conclusion

In modern society, running, as the most popular and
common way of mass fitness and competitive sports, has
attracted more and more people’s attention. However, the
impact load of 2-3 times body weight per landing is con-
sidered to be the main risk factor for overuse injuries such as
stress fracture/fracture, femoral joint pain syndrome, plantar
fasciitis, and injuries.(is study investigated the relationship
between running posture, landing impact, and lower ex-
tremity biomechanics by comparing the changes of landing
impact and the kinematics and dynamics of the lower ex-
tremity hip, knee, and ankle before and after 12-week
running posture control training with forefoot touching the

ground. Running form control training has a significant
effect on the biomechanical properties of Achilles tendon,
and the Achilles tendon strength is significantly higher
during running after training, which enables the Achilles
tendon to complete energy storage and release more ef-
fectively during running. (e increased mechanical prop-
erties of Achilles tendons and the decreased RMS amplitude
of EMG indicated that the muscle activation was lower but
more efficient at the same running speed, suggesting that
running form control training can positively improve the
Achilles tendons’ ability to withstand loads, thus preventing
and reducing the risk of injury. Running is the best exercise
anyone can do to raise cholesterol, reduce the risk of blood
clots, and exercise the 50 percent of your lungs that often sit
idle. Correct running form can also boost your immune
system by boosting your lymphocytes. In addition, for
runners who are accustomed to heel contact, it is recom-
mended to adopt a gradual way of running form transfor-
mation training and try to coordinate with the strengthening
exercise of lower limb muscle groups. A successful exercise
intervention model was established by using the heel landing
mode combined with the wearing of minimalist shoes, and
the runners who originally landed on the heel were con-
verted to the heel landing mode (conversion rate was 78%).
Just as good running form is good for your body, so is good
running form for your mind. By overcoming a series of
obstacles while running, you learn focus and determination.
After a long run or any other event that you almost gave up
on, you will find that the mental and physical strength you
develop while running gives you the same focus and de-
termination you have in other areas. (e specific perfor-
mance is as follows. ① (e impact peak can be more
effectively avoided to reduce the maximum load rate, thus
reducing the risk of running injuries caused by impact. ②
(e stiffness of lower limbs was significantly improved,
suggesting that it was possible to improve running economy
and corresponding energy utilization rate. ③ (e stronger
purpose makes the training effect (i.e., the efficiency of
running form change) higher. After summarizing the causes
of running injury, it was found that the main causes sup-
ported by epidemiology were weekly running miles, pre-
vious running injury history, faster running speed, and less
running experience. (e strongest factor affecting running
injury was mileage per week, and the relationship between
running surface and running injury was not mentioned.
Research limitations of this paper are as follows. Due to the
long training time and the difficulty of later training, the
subjects lost more due to personal reasons, resulting in a
small sample size. Although the training of subjects is
monitored by cloud data, at the same time, the log records
are used for investigation. However, each person’s learning
ability of actions will lead to different training effects. It is
not possible to provide timely feedback through cloud
monitoring. In addition, surface electromyography should
be included in future research to analyze more deeply how
the running posture of runners changes during training and
under different shoe conditions.
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With the rapid development of computer network technology in recent years, more and more demands have been placed on the
functionality and attributes of the user interface. In the development of many computer projects, the variability and �exibility of
user interface requirements have greatly increased the complexity of program development for researchers. In addition, the poor
reusability of page access control writing has created a pressing need for a highly standardized and �exible way of developing
software. ­us, the development and design of user interfaces for application software systems occupy an important position and
have been a hot topic of research in the �eld of human-computer interaction. ­e traditional methods of describing user in-
teraction, such as state transitions and data �ow diagrams, are not based on global and intuitive concepts. Moreover, there is little
support for the design of user interface interaction behavior, resulting in user interfaces being ignored at design time and left to
implementers to grasp at coding time. It is therefore an issue that needs to be addressed in order to integrate traditional methods
and intuitive descriptions from the user’s perspective into a new interface development model and methodology. ­is research
creates a user interface framework based on interaction behavior from the user’s perspective. Furthermore, UML extension
mechanisms are used to enable the user interface framework to better support UML-based modelling environments. In addition,
the UML is structured and extended to include structural elements that support interface generation, and a structured use case
model is proposed, which drives the analysis and design of the individual submodels.­e extracted abstract interface elements and
their mapping to concrete interface elements are documented in a way that explores the generation of di�erent target languages
under di�erent platforms. ­is study incorporates user requirements and provides a scienti�c reference for the development and
design of user interfaces.

1. Introduction

With the rapid development of computer technology and
information technology in recent years, mankind has en-
tered a new digital era of pay. Due to the booming devel-
opment of the digital industry, computer technology has
played an increasingly important role in social economy,
politics, culture, and people’s daily lives, gradually becoming
an indispensable part of people’s lives [1]. In the usage
environment of digital products, the user interface, as the
core of the product, plays an irreplaceable role in improving
the attractiveness of the product, strengthening the brand
image, and enhancing the user experience [2]. As a result, the
development and design of user interfaces is attracting more
and more attention from users and developers. Accordingly,

the study of user interface design has become one of themost
active research directions in the �eld of design and com-
puting in recent years. ­e user interface is the core part of
human-computer interaction and is a two-way channel for
information exchange between the user and the computer
hardware and software [3]. ­e understanding of the user
interface has been changing for a long time along with the
development of human-computer interaction systems.
While computer technology has continued to evolve, hu-
man-computer interaction technology has also undergone
signi�cant changes [4]. In line with this trend, the user
interface has undergone a dramatic transformation from a
command language user interface to a virtual reality user
interface. ­e current commercial success of speech rec-
ognition technology and computer handwriting recognition
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technology has opened up a wide range of prospects for
natural human-computer interaction [5]. At the same time,
with the further development of computer technology and
information technology [6], new interaction technologies
and forms of user interfaces will continue to emerge, such as
multitouch interfaces [7] and intelligent spatial interaction
interfaces [8]. In a sense, the interface represents the entire
software system for the user, and its development quality
and efficiency have become an important factor in the
quality of the entire software product. Furthermore, in order
to provide effective support for user tasks, an increasing
proportion of user interaction is taking place in application
software systems. From the user’s point of view, user in-
teraction with the application software system is mainly
reflected in the operation of the user interface controls.

For the user, in the process of analysis and design of the
entire system software, the description and design of the user
interface is the key to reflecting the user’s thoughts, meeting
the user’s requirements, and understanding and using the
system. Hence, the intuitiveness and readability of the user
interface will have a direct impact on the user’s understanding
of the entire digital product [9]. It is important for developers
to be able to guide developers easily, quickly, and effectively
through the design of the user interface in response to
complete user requirements, to shorten the software devel-
opment cycle, and to ensure that it is usable and accurate.
However, user requirements change all the time and it is
difficult for designers or users to identify specific require-
ments. In addition, the traditional approaches to describing
user interaction are to use state transitions [10] or data flow
diagrams [11], for example, with the help of pseudo-code and
natural language. It is difficult for designers and users to
establish a global and intuitive concept through such de-
scriptions, and there is little support for user interface in-
teraction design, making it difficult to design user interfaces.
*e issue of how to integrate these traditional methods and
intuitive descriptions from the user’s point of view into a new
interface development model and methodology is an issue to
be addressed. *erefore, in order to support the design of the
user interface and interaction behavior, it is necessary to
describe not only the layout and style of the user interface but
also the dynamic interaction behavior part of the user in-
terface. Actually, this description can help to characterize the
whole system and facilitates the maintenance of the model
and its engineering implementation [12].

In recent years, the separation of user interface design
and system function design has become a trend in software
development, and the automatic generation of interface code
based on interface description models has become the goal
of developers. So far, various ideas have been proposed for
the automatic generation of interfaces, including specifi-
cation language-based user interface generation [13], data
structure-based user interface generation [14], model-based
user interface generation [15], and some approaches using
machine learning [16]. Among them, model-based interface
generation has received a lot of attention because it is easy to
understand. With the gradual proliferation of interface
development tools and their programming languages, the
limitations of completing user interface development on a

particular environmental platform are increasing. User in-
terfaces may have services that provide similar or common
essentials, yet there are certainly technical implementation
differences due to the different platforms and development
languages on which they are implemented, resulting in a
waste of personnel. *is has led designers to focus on
conceptual models of user interaction interfaces. *e sig-
nificance of a conceptual model is that the user interface can
be described in detail at a higher and more abstract level,
enabling rapid development and exploitation of the user
interface for different programming languages and in the
context of the used system [17]. *e development of a
model-based interface system is a process of creating and
redefining the user interface model. *e primary feature of
this model is the depth of the semantic hierarchy, which
eliminates the need for early interface detailing, and its
reusable approach to interface development facilitates the
maintenance of the system at a later stage [18]. *e main
advantage of using models to support the development of
user interfaces is that they can be built using different levels
of abstraction, thus supporting the systematic design and
implementation [19]. Also, they can provide infrastructure
models that support the automatic generation of user in-
terfaces [20]. Moreover, the model-based interface genera-
tion can increase the level of abstraction of the interface
description, so that the interface is designed in a loosely
coupled form independent of the design, development, and
runtime platform. However, the current model-based ap-
proach to user interface development cannot be widely
applied due to the lack of effective reusability mechanisms.
*erefore, in order to facilitate the reusability of user in-
terfaces, developers have introduced the concept of models
into user interfaces as a way to speed up the process and
efficiency of user interface development. Interface design
patterns have become a new research hotspot in the design
field, focusing on the creation of reusable standard solutions
to help developers solve common problems.

*e Unified Modelling Language (UML) is the industry
standard for object-oriented software design. In many suc-
cessful projects, UML has played a significant role in software
design. However, UML cannot support the design of
graphical user interfaces to a great extent, especially in the
modelling process where it is difficult to describe them di-
rectly and accurately [21]. In the majority of interface designs,
UML also neglects the more important design description of
interaction behavior [22]. *erefore, it is necessary to extend
UML in order to better support user interface and interaction
design. As the user interface is the most changeable part of a
software system, more and more software systems require not
only the ability to quickly develop a quality user interface but
also new requirements for the extensibility of the user in-
terface, i.e., the implementation of end-user modifiability of
the user interface. End-user modifiability allows developers
and end-users to extend the user interface at little cost even
after the software system has been released [23]. Traditional
development approaches applying RAD tools often solidify
the user interface code in the application and require the
software system to be redistributed once the user interface has
changed, which greatly limits the extensibility of the user
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interface [24]. *e Extensible Markup Language (XML)
provides a reference for the solution to this problem. Due to
its advantages of extensibility, flexibility, and self-descrip-
tiveness, XML has been widely used in many areas such as
e-commerce [25], services [26], electronic health record
system [27], and web development [28, 29]. As a result, XML
has become the standard in the field of data exchange in the
software industry.

To address the above issues, this paper focuses on the use
of an extended model based on the user’s point of view to
describe the user interaction behavior in modelling applica-
tions. *e design based on user interaction behavior attempts
to highlight the characteristics of the user and the nature of the
interaction task by analyzing and modelling the tasks of the
application to meet the user interface usability requirements.
Extending to application engineering, this approach will re-
duce the time and development costs of user interface design,
thus reflecting a user-centered design philosophy.

2. Model-Based User Interface Development

*e conceptual model of the user interface uses three basic
models to support the automatic generation of the interface,
namely, the application model, the dialogue model, and the
representation model. Typical representatives of this class of
models are Seeheim model, PAC model, and MVC model.

2.1. Seeheim Model. Seeheim model was the first proposed
model of the user interface. As shown in Figure 1, this model
divides the user interface into three components. *e rep-
resentation section deals with the external representation of
the interface, and the rest of the interface cannot commu-
nicate directly with the outside. *e dialogue control section
specifies the structure of the dialogue between the user and
the system. *e application interface section establishes the
communication links with the application semantics, de-
scribes the data structures accessible to the interface, and is
responsible for calling these procedures. Logically, these
three sections are independent of each other and commu-
nicate with each other by sending words.

Seeheim model is a language-based model. *e three
components correspond to the lexical, syntactic, and

semantic levels. A distinctive feature of the model is the
emphasis on the role of the control part of the dialogue.
However, in a direct manipulation dialogue, the user in-
teracts with the graphical representation of individual ap-
plication semantic objects, rather than with the application
as a whole. *is means that the syntax associated with the
individual objects should be contained within the individual
graphical representations, rather than as a unified and
separate part. In addition, semantic feedback is important to
increase user involvement. Semantic feedback is sometimes
required even for operations that are considered to be at the
lexical level. For instance, dragging a graphical object is a
lexical operation. However, user engagement is greatly in-
creased if feedback is given on the potential semantic effect
of the action. *is requires the semantics to be more closely
related to the representation part. Clearly, this model does
not support the requirement for direct manipulation of
syntax and semantics. Although it deals with the logic of
conversational interaction in a linear way, it provides a
theoretical basis for other models.

2.2. PAC Model. *e PAC model divides the system into an
abstraction layer, a control layer, and an expression layer from a
system perspective (Figure 2). *e abstraction layer is re-
sponsible for the interaction with the functional kernel. *e
control layer is responsible for receiving control from the
outside and passing it on to the outside, where it interacts
directly with the abstraction layer. *e expression layer is
responsible for direct interaction with the user, including input
and output, and the expression layer can interact directly with
the control layer. *e expression layer of the PAC model
communicates with the abstraction layer via the control layer.

2.3.MVCModel. Figure 3 shows the basic framework of the
MVC model. Based on the MVC concept and the adapt-
ability to C/S and B/S platforms, the structure of the user
interface code consists of three layers: static presentation,
logical support, and backend resources. *e aim is to obtain
a loose coupling between layers and a strong intralayer
aggregation. *e static presentation layer is the interface
presentation layer and therefore the data input and output

Seehieim model

User interface

Divide

Representation
section

Dialogue control
section

Application
interface section

Figure 1: *ree components of the Seeheim model.
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layer, which consists of input and output controls and visible
components. *e code that performs local constraints and
checks on inputs also belongs to this layer. *e logical
support layer is the service layer for external service calls,
event response to the view layer, and view refresh processing.
*is layer is loosely related to the interface presentation layer
and interface functionality.*e backend resource layer is the
provisioning layer for external data and component services.
*e different system and component services are the main
components of this layer, most of which are existing code or
prebuilt components provided by the system.

PAC and MVC models belong to the object-oriented
multiagent model, whose distinguishing features are mod-
ularity, parallelism, and distributed processing, and have
become the conceptual basis for interface control and
implementation. However, the conceptual models are
conceptually based and lack a design-oriented representa-
tion of the engineering implementation, and their appli-
cation depends on the designer’s awareness and application
and cannot support full process development.

3. User Interface Model Based on
Interaction Behavior

*e ultimate goal of user interface design is to satisfy the
needs of the user as much as possible, which are mainly
achieved through the interaction behavior in the system. By

describing the interaction between the user and the system, it
is possible to effectively define the data and information that
the system will operate on and the functional behavior that
the system will provide to the public.

3.1.User InterfaceRequirement. User interface requirements
are the initial definition of the characteristics or features of
the overall system interface required by the user. *erefore,
when analyzing user interface requirements, it is necessary
to identify the origin and characteristics of the users of the
whole system. At the same time, user interface requirements
should be clearly articulated and carefully analyzed with
regard to the user’s specific tasks, so that the strategies and
responses to these tasks can be aligned with the charac-
teristics of the system’s users. On the other hand, user in-
terface styles are often varied and are closely related to the
functionality of the system and the data that it needs to
process. Hence, it is necessary to describe the tasks of the
system users and the important information data that is
relevant to the creation and completion of the functions in
the system and the user interface.

In the initial stages of user interface development, it is
difficult to obtain the exact and specific software require-
ments of the user. When the user is an enterprise, the ac-
quisition of user requirements is usually not a problem that
can be handled by a computer. When the user is a normal
user, the designer must design a convenient and intelligent
interaction tool to capture and analyze the specific needs of
the user. In addition to this, the interaction tool can au-
tomatically analyze and standardize the various types of user
requirements and understand what the user really means in
terms of requirements. In addition, user requirements are
becoming increasingly complex and the attempt to under-
stand them all at once is clearly no longer sufficient to meet
the systematic requirements of developing software.
*erefore, at the beginning of the requirements analysis, the
user interface requirements need to be described in detail
until the bulk generation of the entire system interface has
become an urgent issue to be addressed throughout the
software design and implementation process.

3.2. Framework for User Interface Implementation. *e user
interface model based on interaction behavior should have
the following characteristics: Firstly, the user interface
should support user needs and interaction behavior as a
whole. *e user requirements of a software system are
mainly reflected in the set of actions that users perform on
the application system interface. User interaction is mainly
reflected in the user’s manipulation of the various controls in
the interface. *is user interface model adds a comple-
mentary point to existing approaches to interface design and
builds on this to propose user-centered features. Specifically,
it is a design process to parse user requirements and provide
feasible solutions. Secondly, this user interface model should
satisfy a description of user requirements at an abstraction
level. To be specific, user requirements need to be abstracted
after they have been captured and described as a specific
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Figure 3: Framework of the MVC model.
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Figure 2: Layers of the PAC model.
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abstract task in order to build the user interface require-
ments model.

Based on these two characteristics, a framework for
generating user interface models based on interaction be-
havior can be developed, as shown in Figure 4. *e input
model of the framework must follow the definition and
structure of the structured use case model or be able to be
transformed into an instance conforming to the structured
use case model by means of a designed parser. *e trans-
formation of the platform-relatedmodels is then achieved by
following the relevant rules.

Furthermore, based on the description of the interface
requirements in XML, the interface template information is
queried using query techniques in markup languages. *e
interface template information previously obtained during
the development of the system can then be stored in the
format of an XML document to create a general repository of
interface template information. *e interface template in-
formation can be queried in terms of document name,
description of the interface information, etc. *e query can
then be added to the current project design and imple-
mentation with simple modifications and extensions, which
can greatly improve the efficiency of development. *e reuse
relationship is shown in Figure 5.

3.3. Principle of User Interface Generation. *e overall
structure of the user interface generation is shown in Fig-
ure 6, which technically combines semantic technology with
automatic interface generation technology and further re-
finement of its ideas.

*e detailed steps of user interface generation are shown
as follows (Figure 7):

(1) Generate the interface description file based on some
of the requirements for the interface provided by the
user

(2) Initialize the interface data based on the data in-
formation from the front page and assign initial
values to each corresponding component

(3) Initialize the interface generation engine
(4) Read and parse the interface description file using

the interface generation engine to obtain the cor-
responding property information

(5) Based on the interface description information, the
interface component elements are constructed using
the interface automation engine andmanipulated for
layout and interface display

3.4. StructuredUseCaseModelDesign. Use case descriptions
are abstract and unstructured, while user interface elements
are concrete and structured. In order to transform the ab-
stract use case model into a user interface, this study adds
some structural elements to the abstract unstructured tra-
ditional use case design, defines them in a structured way,
and builds a structured use case model to support the or-
ganization of the user interface and the acquisition of in-
terface elements. In this way, the use case model has been
largely enriched and made ready for conversion to a user
interface.

*e structured use case model consists of a basic event
stream and one or more alternative event streams. *e event
stream includes multiple use case events and the relation-
ships between them. Data and control constraints can be
bound to the use case events. *e data can be operation
objects, input and output objects, and action calls for the use
case event. If a use case event has multiple post conditions,
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User task model

Add task and
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Add abstraction
user interface
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Figure 4: Framework of the user interface model based on interaction behavior.
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Figure 5: Diagram of reuse relationship.
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the jumping of the use case event is controlled by branching
the conditions.When describing user interface requirements
using a structured use case model, the tasks that may involve
the user interface should be broken out and refined as much
as possible. A use case can correspond to one or more views
of the user interface. *e view is an area of the user interface
that performs a particular task. *is research applies a
structured use case diagram to describe the user require-
ments for the interface, as shown in Figure 8.

Use cases are designed for requirements analysis, and
they do not provide information about the control flow
associated with the task. Use cases can be considered as high-
level tasks, which can then be analyzed for tasks to achieve
the use case objectives. Based on the analysis of structured
use cases and tasks, the mapping relationship between them
is shown in Figure 9.

On the whole, the mapping transformation relationship
mainly contains two aspects. On the one hand, XML doc-
uments contain different types of model information, such
as presentation, interaction, and object, so it is important to
clarify the mapping between various models. On the other
hand is the the mapping relationship between the target
language and the model constituent elements. *e archi-
tecture model contains controls and the relationships be-
tween controls, their global variables, and shared functions.
*e object model contains classes, objects, views, and other
elements and their generalization and association with each
other. *e interaction model reflects the interface objects
and their static relationships and expresses the dynamic
interaction between them, including the invocation of
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Generator

User Description File

Interface
Generation

Engine

Figure 6: Structure of user interface generation.

Start Read XML
configuration files exist?

Default interface
template file

Read attribute
information

Is there a
next node?

Show program
interface End

Create controls on
the parent node

No

Yes

Yes

No

Figure 7: Principle of user interface generation.

Structured use
case A

Structured use
case B

Structured use
case C

Data object

Include

Apply

Figure 8: Structured use case diagram.

Use case event

Data

Constraint

Structured Use Case

Operation

Context object

Task

Atomic Task

Figure 9: Mapping relationship between structured use case and
tasks.

6 Mobile Information Systems



program methods between objects, use cases, roles, and
collections and the relationship with the interface
navigation.

4. Conclusion

*is paper analyses the relationship between user interaction
behavior and user interface and focuses on how to use user
interaction behavior as the basis for user interface modelling.
Firstly, from the user’s point of view, an interface generation
framework based on user interaction behavior is proposed
by extending and improving the concept of packages in the
UML library. Next, by structuring and extending the tra-
ditional UML use cases, the structured use case model is
proposed and used as the main thread through the analysis
and design of each submodel to better realize the mapping
transformation between the submodels. After that, struc-
tured use case diagrams are used to describe user require-
ments for the interface, the mapping of structured use cases
to interaction behavior tasks is investigated, and activity
diagrams are used to design the interaction tasks. A method
for deriving a presentation model from the interaction
behavior model design is then investigated to document the
mapping of interface elements to specific elements.

However, there is still much room for further research
and refinement of user interface generation models based on
interaction behavior. In the future, contextual descriptions
such as user preferences could be added and learning
mechanisms could be introduced to enrich the user expe-
rience. In addition, the adaptability of the interface gener-
ation framework needs to be further demonstrated, as well as
the implementation of a model processor for conversion to
different platforms.
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For the last few years, the application of Siamese network in athletes’ three-dimensional motion tracking has greatly improved the
e�ciency of sports training. However, the accuracy of the Siamese network tracking algorithm is limited to a large extent. To solve
the above problems, based on the channel attention mechanism, the key feature information perception module is innovatively
proposed to promote the discriminant ability of the network model and make the network focus on the convolution feature
changes of the target. On this basis, an online adaptive mask strategy is proposed, which adapts the subsequent frames according
to the output state of the cross-correlation layer learned online to highlight the foreground object. Compared with other al-
gorithms in annotated data set and MOT17 data set, this algorithm has more stable initial tracking performance, signi�cantly
improved accuracy compared with the benchmark, and high robustness tracking e�ect in complex scenes.

1. Introduction

Human motion recognition and motion evaluation is a
research hotspot at present. Action recognition analyses and
processes the input video or 3D action data to determine
which category di�erent actions belong to. Motion recog-
nition technology has practical application value in various
industries such as human-computer interaction scene [1],
surveillance video [2], gesture recognition [3], rehabilitation
training [4], robot [5], and behaviour understanding [6].
Action evaluation is to judge the completion quality of speci�c
actions. It is generally used in sports, dance, Tai Chi [7], and
other professional �elds. It can assist referees and coaches in
scoring and help people withmovement analysis and training.

As early as the 1970s, Johansson et al’s motion per-
ception experiment of moving light spot con�rmed that the
three-dimensional human motion information can be
analysed with the help of the two-dimensional model, which
aroused many researchers’ interest in human motion rec-
ognition. A large number of subsequent research work on
motion recognition emerged and achieved remarkable re-
sults. On the other hand, the research on movement eval-
uation is still in its infancy. Although there are some

successful cases, such as golf swing [8] and badminton swing
[9], what can be handled is mainly single and highly re-
petitive movements. For more complex movements, such as
competitive aerobics [10], dance, 24 style Tai Chi [11], and
opera [12], etc., thins become completely di�erent. For these
complex actions, we should not only compare the “ap-
pearance similarity” but also make a breakthrough in the
deeper “professional similarity.”

After full and in-depth investigation, this paper discusses
the di�erences and relations between action recognition and
action evaluation and summarizes the technical framework of
action recognition and action evaluation from the perspective
of complete data processing ¢ow as shown in Figure 1.

In order to improve the accuracy of Siamese network
tracker [13], on the basis of maintaining real-time perfor-
mance, this paper innovatively proposed a new key feature
information perception module to improve the discriminant
ability of the Siamese network model, which includes mul-
tiscale feature extraction and attention mechanism [14]. �is
paper is used to remove all connection layer AlexNet [15] as a
network of feature extraction, presents a multiscale sampling
method to extract the target under the multiscale feature
information, and uses the attention mechanism as the key to
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enhance the target information, to capture the most distinct
abstract semantic features [16], and then the similarity dis-
criminant features are captured; the experimental results
show that the tracking accuracy is significantly improved. In
addition, in order to enhance the ability of Siamese network
tracker to deal with complex scenes, a low-time consumption
online adaptive mask strategy is proposed. By learning the
complexity of background noise in the search image through
cross-correlation output, we can mask the search image
adaptively according to the complex situation and suppress a
lot of background noise interference [17]. )e tracker can
maintain robust robustly performance in complex scenes.

2. Methodology

2.1. SiameseNeuralNetwork. Figure 2 shows the structure of
Siamese neural network. It has two or more neural networks
with the same substructure. Each sub network has the same
structure and shares parameters and weights [18]. )e idea
of Siamese network is to let two inputs pass through two
subnetworks, respectively, and then extract the character-
istics to get the characteristic vectors of the two inputs.)en,
by constructing distance measurement functions, such as
cosine distance [19] and Euclidean distance [20], it can be
used to calculate the matching degree of the two inputs.
During training, learn a similarity matching function
according to the results for subsequent matching.

Siamese neural network can be divided into the fol-
lowing two parts from the network structure.

2.1.1. Feature Extraction. )e main part of the Siamese
network is used to extract the characteristics of the two
inputs, respectively, to obtain the feature information that

can effectively describe the input. It is usually realized by
convolutional neural networks (CNNs) [21]. CNN usually
includes convolution layer, pooling layer, full-connection layer,
nonlinear activation function, and other parts, which can
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Figure 1: Technical framework of action recognition and action evaluation.
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Figure 2: Typical Siamese network structure.
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extract the high-dimensional semantic information of the input
image. Comparedwith hog feature, LBP feature, andCN colour
feature, CNN feature has better robustness under the influence
of complex background change and target appearance change.

2.1.2. Decision Network. After extracting the characteristics
of the two inputs, it is necessary to determine their similarity
according to the matching function. During training, the
model parameters are continuously adjusted in combination
with the network output and the real output to acquire a
decision function with good performance. In different tasks,
decision networks have different forms. Some are measured
directly by loss function [22] and measurement function
[23], and some continue to use neural networks [24] to verify
the confidence of results, which improve decision reliability.

2.2. Target Tracking Algorithm for Siamese Network. In the
target tracking algorithm of Siamese networks, the input is
target image Z and candidate image X. through template
feature and correlation matching, a correlation response
graph based on candidate image x is obtained, and then the
location of the tracking target is determined by the maxi-
mum response. )e problem of target tracking is trans-
formed into a problem of learning similarity function.

)e similarity function of fully connected Siamese
network is defined as follows:

f(k, i) � φ(k)
∗φ(i) + h, (1)

where φ is the CNN feature extraction function, ∗ represents
the convolution operation, and the correlation between
them can be calculated. H is the deviation value, and f(k, i)

represents the similarity score of k and i. )e more similar
the reference target k is to the candidate image i, the higher
the return score of the function is, and vice versa. Several
candidate images are selected through a certain strategy in
the frame to be detected, and a fractional response can be
obtained after calculating the similarity score, respectively.
)e position with the highest score in the response graph is
the target position of the tracking object in the frame
predicted by the algorithm.

In the tracking phase, in the current frame, a large search
area i is obtained centred on the target centre detected in the
previous frame, which can be obtained by padding the
bounding box of the previous frame.)en, feature extraction
function is used φ)e features of the reference target i in the
region and the first frame are extracted, respectively, such as
φ(k) and φ(i); then these features are obtained by convo-
lution operations φ(k) and φ(i). )e similarity score vector
f(k, i) is used to obtain the similarity score map, in which
the position with the largest score is the position corre-
sponding to the target in the frame.

Taking the Siamese FC algorithm as an example, in
model training and tracking, the network input is the real
marker box of the first frame and the search area of the
current frame, respectively. )e two input images are
127×127 and 255× 255, respectively, and the final network
output fractional image size is 17×17. Each position in the

score graph represents the confidence value of a candidate
region as the target region. Later, using appropriate pro-
cessing methods can get more accurate target centre
position.

2.3. Key Feature Information Perception Module. )e Sia-
mese network tracker can be modelled by the following
formula as follows:

R(i, k) � CORR(φ(i), φ(k)), (2)

where i and k are the input template image and search image,
respectively, φ is the feature extraction network, CORR is the
cross-correlation operation, R is the matrix response graph,
and the target centre is located through the maximum value
in R. In the formula, φ parameter is shared in template image
and search image branch. Simply using AlexNet as the
feature extraction network cannot fully tap the potential of
the Siamese network structure, so this paper proposes a key
feature information sensing module embedded in AlexNet.
In order to prove the universality and effectiveness of the
module, SiamFC-DW is also used as a benchmark for
comparative experiments.

)is paper chooses to embed this module after the third
layer of AlexNet because the features extracted from the
first three layers are relatively shallow image features, while
the last two layers are more abstract semantic features. In
this paper, the key of design feature information perception
module is as shown in Figure 3. Firstly, feature information
of different scales is obtained through the maximum
pooling sampling layer in various scales and fused. It
enables the receiving field of each pixel to have rich
convolution characteristics, thus providing the tracker with
more prior knowledge about the target position. )is paper
adopts the sampling pooling under nuclear size of 3× 3 and
5 × 5. However, in the process of feature information fusion
at different scales, a large amount of interference infor-
mation is brought, resulting in unstable performance of the
tracker. As shown in Table 1, on the basis of SiamFC, the
multiscale feature extraction strategy was used to train the
models for many times in the same way, and their per-
formance was tested. )e results showed that the perfor-
mance fluctuation was large and the improvement was not
obvious.

In order to obtain stable and more robust performance,
the network should selectively enhance the key feature in-
formation of the target and suppress useless feature infor-
mation, that is, only capture the most significant image
attributes of the target. A simple and effective way is to assign
different weights to different channels of convolution fea-
tures, which can be expressed by the formula as follows:

P
−

� Ps � 􏽘
C

z�1
pzsz, (3)

where P � [p1, p2, . . . , pc] said untreated convolution, C is
the characteristics of the channel number,
P
−

� [p
−

1, p
−

2, . . . , p
−

C] said each channel gives different
weights to produce new features, and s � [s1, s2, . . . , sC] as
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weights. )is paper adopts channel attention mechanism to
generate channel information weight value s from the
origin.

Figure 4 shows the channel attention module. By ex-
plicitly modelling the interdependence between channels, it
adaptively recalibrates the characteristic response of channels
and applies it to Figure 3, which only slightly increases the
model complexity and computation burden but significantly
improves the accuracy.)e process for generating the weight s
through the channel attention mechanism is split into
“squeeze” and “incentive.” Firstly, Adaptive avgpool is used to
compress the global features into a channel descriptor.
Formally, the spatial dimension of P, B × M × C, is com-
pressed into a statistical vector k ∈ RC, and the k element of z
is calculated by formula as follows:

kz � Fsv uz( 􏼁 �
1

B × M
􏽘

B

x�1
􏽘

M

y�1
uz(x, y). (4)

)e rest of the scheduling operation follows the Squeeze
operation. )e scheduling aims to learn the nonlinear de-
pendencies and non-murexes between the channels because
you want to make sure that you allow the model to em-
phasize multiple channels and not just perform one-hot
activation. Choose to use the activation function Sigmoid
with the threshold mechanism. )e procedure is illustrated
by the following formula:

s � Fei(k, M) � σ(a(k, M)) � σ M2δ M1k( 􏼁( 􏼁, (5)

where δ represents the parameters of ReLU, M1 and M2,
respectively, which enhance the generalization ability of at-
tentional mechanism through continuous full-connection layer
structure. σ represents Sigmoid function. Sigmoid function is
often used as the activation function of neural network. It can
map a real number to the interval of (0, 1) and can be used for
binary classification. )e effect is better when the feature
difference is complex or the difference is not particularly large.

Input

Output

Multiscale fusion feature

3x3 scale features 5x5 scale features

Maximum pooling
(3x3,u=1)

Maximum pooling
(5x5,u=2)

Fusion

Channel attention
mechanism

(1,B,M,C)(1,B,M,C)(1,B,M,C)
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Figure 3: Key feature information perception module structure 1.

Table 1: AUC performance of the training model on OTB100.

SiamFC (%) Model l (%) Model 2 (%) Model 3 (%) Model 4 (%) Model 5 (%)
58.3 58.6 60.8 60.2 57.5 60.4
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)is paper also proposes another structure that can
replace Figure 3, which is shown in Figure 5. Different from
Figure 3, the features obtained by sampling under multi-
scale maximum pooling are not directly fused. Instead, the
features of these different scales are input into channel
attention for weight allocation, and finally the calibrated
features are fused. )is paper uses SiamFC and SiamFC-
DW as reference algorithms to compare these two struc-
tures.)e comparison results are shown in Table 2. SiamFC
with structure 1 improved its accuracy by 6.6% compared
with the benchmark, exceeding the maximum increase of
4.1% in Table 1, and its speed decreased by 16fps. With
structure 2, the accuracy improved by 7.3%, and the speed
drop increased to 30fps, but it was still well above the real-
time requirements. SiamFC-DW improved by 2.7% and 3.5%,
respectively, under two different structures, indicating that
the key feature information sensing module proposed in the
paper has enhanced on the basis of strong enough network
discrimination ability.

In this paper, structure 1 of Figure 3 is embedded into
SiamFC feature extraction network AlexNet. After end-
to-end training, the model is applied to Bolt and Board,
two video sequences of OTB100, and the feature infor-
mation output from the cross-correlation layer learned by
the model is visualized.

2.4. Online Adaptive Mask. After embedding key feature
information sensing module in feature extraction network,
the discriminant ability of the model has been improved
qualitatively. However, the performance of the tracker is still
not robust enough in complex scenes to resist the inter-
ference of some seriously similar objects. )erefore, this
paper also proposes an online adaptive mask strategy to
suppress the interference information and highlight the
foreground object to deal with the complex scene. )e
strategy achieves adaptive effect through online learning of
mask parameters. Compared with the traditional image
mask, the adaptive mask in this paper can capture the dy-
namic information of the target in the video stream.
However, the traditional method cannot adapt to the change
of the target, and the suppression process will bring loss to
the foreground information of the image.

)e form of the online adaptive mask is as follows:

f
∗

in, jn( 􏼁 � f in, jn( 􏼁 · A in, jn( 􏼁

A in, jn( 􏼁 �
1

α
���
2π

√
σin

σjn

exp −
i
2
n

2σ2in
+

j
2
n

2σ2jn

⎛⎝ ⎞⎠

⎫⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎭

, (6)

where f and f∗ represent the search image before and after
the mask, respectively, n represents the current frame
sequence, in and jn represent each pixel of the search
image, A represents the Gaussian mask function, and the
parameters σin

and σjn
represent the horizontal mask de-

gree and vertical mask degree of the search image. )e
following three steps can complete the detailed online
adaptive mask.

Step 1. According to the aspect ratio of the target frame, the
degree of mask σi1

in the horizontal axis and σj1
in the

vertical axis of the search image in frame 1 can be deter-
mined by formula (7). )e adaptive process first needs to
know the confidence information of the historical frame, so
the Gaussian mask function parameter of the previous x
frame is the same as that of the first frame.

σi1
, σj1

􏽨 􏽩 �

[β, β(1 − θ)],
b

m
≥ nr,

[β(1 − θ), β],
m

b
≥ nr,

[β, β],

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(7)

where nr and θ are set to 1.8 and 0.1, respectively, and β is
the initial value of σ and is set to 95.

Step 2. )e confidence factor adopted in this paper is the
average peak correlation energy (APCE). )e APCE is ob-
tained from the response graph obtained by searching the
image of the current frame and then compared with the
average APCE of several historical frames. )us, the mag-
nitude of σin

and σjn
can be determined by the APCE formula

as follows:

Channel attention
mechanism
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Global pooling layer

Full connection layer

ReLU activation layer

Full connection layer

Sigmod activation layer

(1,1,C)

(1,1,C)
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Figure 4: Channel attention module.
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APCE �
rmax − rmin

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2

mean 􏽐m,b rm,b − rmin􏼐 􏼑
2

􏼒 􏼓

, (8)

where rmax, rmin, and rm,b represent the maximum value and
minimum value of the response graph fraction obtained by
cross-correlation between the search image features and the
target template image features and each value of row W and
column H, respectively.

Step 3. Finally, the values of σin
and σjn

are adaptively
updated according to formula (9) during the online tracking
process of subsequent frames.

σin
�

σin−1
(1 + μ), εdi v ≥ τ1,

σin−1
(1 − μ), εdi v ≤ τ2,

σin−1
, others,

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(9)

where μ is the factor of change of mask degree, set as 0.2, and
the thresholds τ1 and τ2 are set as 1.175 and 0.825, re-
spectively. )e above formula only gets σin

, and the deter-
mination method of σjn is the same. εdiv represents the ratio
of the current APCE to the average APCE of historical I
frames, which can be calculated from formula (10), where x
is set to 3.

εdiv �
APCEn

􏽐
n−1
z�n−xAPCEz􏼐 􏼑/x

�
x · APCEn

􏽐
n−1
z�n−xAPCEz

. (10)

3. Result Analysis and Discussion

In the Literature [25] paper, experimental results are based
on the MOT16 data set and nonstandard detectors. In this
paper, the detection branch results of Literature [26] are
used as the input of Literature [25] tracking stage, and the
appearance features extracted by Literature [26] are used as
the input of Literature [25] appearance similarity
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Channel attention
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Figure 5: Key feature information perception module structure 2.

Table 2: Comparison algorithms of two different key information perception structures.

Algorithm Parameter quantity (M) Calculation amount (B) Accuracy (%) Fps
SiamFC 3.31 0.69741 58.3 132
SiamFC (Structure 1) 3.32 0.69747 64.9 116
SiamFC (Structure 2) 3.35 0.69758 65.6 102
SiamFC-DW 2.46 0.80826 62.1 156
SiamFC-DW (Structure 1) 2.48 0.80843 64.8 149
SiamFC-DW (Structure 2) 2.56 0.80874 65.6 138
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calculation. Since MOT16 data set does not provide camera
internal and external parameters, this paper carries out the
comparison experiment of Literature [26] network on
MOT17 data set and carries out the comparison experiment
of overall tracking algorithm on annotation data set.

3.1. Data Correlation. MOT17 dataset is a public data set to
evaluate the effectiveness of the multitarget pedestrian
tracking algorithm and provides MOTA, MOTP, MT, and
other evaluation indicators. )e training of Literature [26]
requires additional target orientation information and head
bounding box, so this paper manually annotates the pe-
destrian orientation information and head bounding box
based on MOT17 data set. Finally, this paper uses 4 training
videos (3012 frames) and 3 test videos (2575 frames) in the
data set and manually marks the orientation information
and the human head bounding frame. )e annotation data
set is 3805 frames of pedestrian videos taken by ourselves.
Like MOT17 data set, the information of pedestrian
bounding frame, head bounding frame, and orientation are
manually annotated, and the external and internal param-
eters of surveillance cameras are collected. In the training
phase, the input data were randomly mirrored, and the
padding processing in the lower right corner was used to
ensure that the image length and width were equal. In this
paper, the two branches of Literature [26] were trained in

sections. Resnext-50 of the trunk network used the standard
weights of ImageNet classification data set to train, cut the
layers after Conv4, and then train the RPN and RCNN of the
detection branch. After the training of the detection branch,
the weight of the trunk network was fixed. )e training is
complete after network convergence.)e Sigmoid activation
function is used after Conv3 for the prediction branch and
FC2&FC3 for the detection branch, and the ReLU activation
function is used for the rest.

)e branch Loss function uses SmoothL1 for detection,
and the branch Loss function uses CSLoss for prediction of
mean cosine similarity errors toward Ou and label toward
Oa. Adam is used for training optimizers of both branches.
)e configuration of the experimental platform is CPU i7
8700K, GPU Nvidia GTX1080Ti 11 GB, Ubuntu16.04, and
Tensorflow 1.11.

3.2.>e Results. )e test results of the proposed method on
annotated data sets are shown in Table 3. )e network
detection branch achieves the same excellent detection
performance as Faster RCNN under the structure of mul-
titask branch and feature sharing. )e accuracy of orien-
tation prediction was evaluated by three value domains.
About 72.23% of the predicted orientations were almost
identical with the original labelled orientations, 91.21% of
the predicted orientations were highly consistent with the

Table 3: Results of the proposed method.

Output Index

Human body bounding box detection
Accuracy 99.81%
Recall rate 98.63%
Mean IOU 76.35%

Head bounding regression box Mean IOU 87.15%

Orientation prediction
CSLoss< 0.001 72.23%
CSLoss< 0.003 91.21%
CSLoss< 0.010 99.67%
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Figure 6: Initial tracking error of MOT17 data set.
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original labelled orientations, and 99.67% of the predicted
orientations were similar to the original labelled orientations.

In MOT17 data set, the Literature [26] and Literature
[27] and Literature [25] algorithms are used to compare the
tracking effect. Figure 6 shows the average accumulative
number of ID Switch occurrences of the three algorithms
withmultiple frame inputs onMOT17 data set. It can be seen
that the initial ID Switch error of the Literature [27] and
Literature [25] algorithm increases rapidly and then tends to
be stable. )e initial tracking performance of this paper is
obviously better than that of other algorithms.

)is paper compress and tests the complete tracking
algorithm on annotated data sets. Figure 7 is the result of the
initial tracking error of the algorithm on the labelled data set.
Different from Figure 6, the curve gap between Literature
[26] and Literature [25] is small. After analysing the test data,
it is found that compared with the labelled data set, MOT17
data set is more densely populated, which is prone to ID
Switch error, while the labelled data are relatively sparse.
)is happens less frequently. Compared with Literature [26],
the camera model projection proposed can effectively reduce
ID Switch errors in another case. Table 4 shows the MOT
evaluation indexes of each algorithm on the annotated data
set. )e algorithm proposed in this paper has higher MOTA
and effectively reduces the occurrence of ID Switch.

4. Conclusion

)is paper presents a three-dimensional motion tracking
algorithm based on improved Siamese network.)e tracking

algorithm from two-dimensional plane is transferred to
three-dimensional space, which reduces the occurrence of
ID Switch and improves the initial stability of the tracking
algorithm. In addition, a feature reuse network is proposed
to reduce the calculation overhead of the algorithm.

To improve the accuracy of the Siamese network tracker,
a general key information feature sensing module was
proposed based on the channel attention mechanism to
enhance useful information selectively. )e module was
embedded in the feature extraction network to effectively
improve the network model’s discrimination ability. In this
paper, a low-time consumption online adaptive mask
strategy is proposed to highlight the foreground target,
suppress the interference of background information to a
large extent, and further improve the tracking accuracy
while taking into account the tracking speed.

)e proposed algorithm in this paper on the data from
the routine surveillance cameras made excellent tracking
performance, but real fisheye camera in the scene is also
more common. Fisheye camera is spherical imaging, a wide-
angle, image distortion, and spherical imaging character-
istics different from general type straight surveillance
cameras; how compatible fisheye camera is the research
focus of next step.
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Table 4: Multitarget tracking index result.

Algorithm MOTA MT (%) ML (%) ID switch (%)
Literature [27] 60.5 24.9 27.5 24.4
Literature [25] 63.3 38.5 22.3 13.8
Literature [26] 65.7 55.4 17.2 12.5
Proposed 71.3 54.2 5.4 8.6
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In order to improve the e�ect of the mutual translation of Chinese and Korean literature, this article combines the semantic
analysis technology to analyze the mutual translation of Chinese and Korean literature. Moreover, this article explores the analysis
of Chinese and Korean literature mutual translation through intelligent semantic analysis methods and analyzes the theoretical
basis of densely connected networks based on the semantic analysis and veri�cation methods of densely connected networks and
multilayer attention. Finally, this article implements semantic matching veri�cation through the densely connected BiLSTM
structure and adds a multilayer attention mechanism to the network to better interact with sentences to obtain the semantic
relationship of sentences. �e simulation analysis shows that the Chinese and Korean literature mutual translation system based
on semantic analysis proposed in this article has a good translation e�ect and can e�ectively promote Sino-Korean
literature exchanges.

1. Introduction

Since the establishment of diplomatic relations between
China and South Korea, the exchanges and cooperation
between the two countries in the �elds of politics, economy,
trade, diplomacy, and culture have been deepened. Both
China and South Korea are deeply in�uenced by Confu-
cianism and share many similarities in cultural heritage, and
there are many similar rules and techniques to follow in
Chinese and South Korean translation practice.

Traditional translation studies focus on the comparison
of words and sentences between the original text and the
translated text and pay too much attention to the analysis of
morphological and syntactical aspects, failing to deal with
the translation and transformation of texts larger than
sentences, that is textual translation problems. However, the
establishment and development of text linguistics have had a
huge impact on translation studies. Translation refers to the
process of converting the meaning of the language and
characters of one country into the language and characters of
another country, so that readers can accurately understand
the connotation of the original work. Translation pays

attention to “faithfulness, eloquence, and elegance,” among
which, “faithfulness” is the most critical part of translation.
�ree principles should be followed when translating Chi-
nese and Korean works. One must be faithful to the original
text. Speci�cally, it is to accurately translate the things,
phenomena, truths, and the author’s thoughts and feelings
described in the original work. Second, the language should
be �uent and clear and avoid rigid translation; otherwise, it
will cause confusion in the meaning of the translation, and it
will not be smooth. �e third is to keep the original style as
much as possible. �erefore, in the process of translation,
translators must consider many factors, not only to un-
derstand the literal meaning of words, but also to consider
the cultural environment and situation in which the text
information is located.

Before the introduction of Western stylistic theories into
China, the Chinese people’s understanding of “style” was
relatively simple. Style mostly refers to “genres of essays”
(quartiles: poetry, �ction, drama, and prose). At the same
time, it also refers to a relatively stable and unique style of
works of di�erent systems and styles, which is a stipulation
of the literary genre itself. After the mid-1980s, Western
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stylistic theories were introduced to China, and foreign
language scholars usually used stylistic, style, and register as
synonymous concepts. (e three meanings of “genre,”
“norms,” and “style” contained in the Korean word style are
concentrated on the word “style” in Chinese. In this way, the
meaning of the word “wen style” in Chinese has expanded a
lot. At present, in modern literary theory, style generally has
three levels of meaning: one is the genre of the work; the
other is the language form of the work; the third is the
writer’s style or genre characteristics.

In recent years, the term “stylistic” has become the same
as critical concepts such as “structure” and “form” and has
various meanings: sometimes it refers to genre, stylistic
norms, and writing style. (e literary style is a system with
certain rules and flexibility established according to a certain
collective aesthetic taste, and its generation and evolution are
the aesthetic choices and social mentality that directly point
to the times. From the surface, the style is the language order
and style of the work; from a deep perspective, the style also
carries the cultural spirit of the society and the personality
connotation of the author and is connected with the social
and cultural spirit. Generally speaking, stylistics is an ex-
tremely important dimension of translation studies, espe-
cially the growth of stylistics has promoted the development
of literary translation studies based on stylistics. When
discussing the relationship between literary stylistics and
novel translation, it is regarded as complicated. But un-
fortunately, the real combination of stylistics and translation
studies only gradually emerged in the early 1980s, and only
in the field of comparative studies of Chinese and Korean
languages, the relevant research results are still very rare.

(is study analyzes the mutual translation of Chinese
and Korean literature by combining semantic analysis
technology, explores the analysis of Chinese and Korean
literature mutual translation through intelligent semantic
analysis methods, and improves the effect of Chinese and
Korean literature mutual translation.

2. Related Work

(e similarity calculation method based on character
matching determines the degree of similarity of two texts
from the similarity of factors such as part-of-speech and
form of the surface of the table text [1]. Reference [2] uses the
minimum edit distance tomeasure the degree of similarity of
texts. Reference [3] uses the Jaccard distance to represent the
number of occurrences of k words in a text and the pro-
portion of the corresponding words in the text.(e degree of
similarity between texts, where k is the size of the n-gram (n-
gram) window used. (e method of text similarity calcu-
lation cannot achieve the degree of simple string matching.
Due to the diverse and complex semantic representations of
Chinese, the similarity calculation based on surface strings
cannot solve practical problems. It is necessary to achieve
text similarity based on the semantic level. Matching in-
volves the mining of semantics and the problem of how to
represent [4]. Existing algorithms are mainly considered
from two directions of statistical methods and semantic
rules. (e text similarity algorithm is used for statistical

natural language processing; this similarity algorithm
completely relies on the corpus and calculates the similarity
in the text according to the word frequency of the keyword in
the text [5]. Statistics-based text similarity algorithms can be
divided into three models according to the different forms of
constructing vectors: vector space model, topic model, and
neural network model. (e vector space model (VSM)
represents the text as an independent feature vector group
(p1, p2, ..., pn) and assigns specific weights according to the
importance of its impact on semantics in the text. And the
weight vector group is combined into a text vector space as
the corresponding coordinate value, and the text similarity is
calculated by calculating the vector angle between the two
vectors [6]. VSM requires a large-scale high-quality com-
plete corpus, but it is impossible to cover all corpora in
reality, so there will be a high-dimensional matrix sparse
problem [7].

(e topic model believes that each text has its own topic,
the topic is the link between the core keywords and the text,
and the topic can represent the underlying semantic in-
formation of the text, so the similarity of the two texts does
not only depend on the word frequency on the surface text.
Word form and other information, mining the hidden se-
mantic association of the text is the key [8]. (e proposed
LSA (latent semantic analysis) model organizes and sum-
marizes the words in a large-scale corpus, generates a matrix
composed of terms and documents, and uses singular value
decomposition to filter out useless singular values for text
reduction. Noise can solve the high-dimensional sparse
problem and then convert the vector distance into the low-
dimensional space to represent the text similarity [9]. An-
other common topic model, LDA (latent Dirichlet distri-
bution) model, mainly models discrete data topic
information and can identify topic information in corpora
and large-scale text sets. LDA calculates the topic probability
distribution by mining the representative words of the text,
and the text obtains the text similarity by calculating the
corresponding topic probability distribution, which makes
LDA only suitable for the text similarity calculation of long
texts. (e number of representative words is small, and LDA
cannot achieve good expected results in topic mining of
short texts [10]. Reference [11] uses the implicit Dirichlet
distribution to establish the topic space of the text to enhance
the vectorized representation of the text. (e implicit
Dirichlet distribution only models the topic of the document
and retains the topic information of the text that can rep-
resent the semantics of the text. It has a good effect on
processing large-scale document sets. With the development
of deep learning methods and the substantial improvement
in computer computing performance in recent years, neural
network models have also received extensive attention in
text similarity calculation. (e text similarity algorithm
based on language rules mainly uses the artificially con-
structed semantic knowledge base to calculate the text
similarity. Different semantic knowledge bases can use
different organizational forms of concepts as the feature
items of words to perform similarity calculation. Various
organizational forms include the hyponymous relationship
between concepts, synonymous and antonymous
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relationships, and each in the tree-like concept hierarchy.
Elements (such as the path length between nodes, network
density, the depth of a node in a tree graph, the amount of
information a node contains, etc.) [12].

Unsupervised hashing algorithms learn hash functions
from unlabeled data and aim to keep the learned hash codes
as similar as possible to the original data [13]. Locality-
sensitive hash (LSH) [14] maps the original data into a
compact hash code by selecting a hash function that satisfies
the location sensitivity, which greatly reduces the dimension
of the data, and calculates the distance between the compact
hash codes. To speed up the query, the sample is queried.(e
hash algorithm based on graph structure [15] learns a
suitable hash code by discovering the inherent neighbor-
hood structure. In order to speed up the calculation, an
anchor graph is used to obtain an easy-to-handle low-rank
adjacency matrix, and finally multiple Bit hash code. (e
iterative quantization algorithm (ITQ) [16] first extracts
feature vectors from high-dimensional data and retains the
feature vectors before eigenvalues, and then maps these
dimensionality-reduced feature vectors to the vertices of the
hypercube and minimizes the mapping error, by iterating
the above operations to perform hash learning.

3. Semantic Analysis Technology Algorithm

In order to improve the accuracy of semantic matching,
literature translation text data is formed according to lit-
erature translation, and the data are processed.

Literary translation terminology is a special language
system. Before sorting out the data, it is necessary to analyze
the characteristics of the literary translation in order to
clarify the characteristics of the data, so as to make an ac-
curate judgment on the processingmethod of the data. In the
process of literary translation, both Chinese and Korean
language needs to be implemented according to strict
standards. Furthermore, both parties must ensure that the
language is accurate and unambiguous and that synonyms
cannot be used in place of standard vocabulary. According to
literary translation standards, all key instructions need to be
read back in the process of literary translation, and both
incorrect and incomplete read back will have an impact on
the translation results.

After converting the text data of literary content, it is
necessary to organize and label the text data. According to
the literary translation standard, the content of literary
translation mainly includes three types of dialogues: com-
mand-recitation, command-response, and request-re-
sponse. Errors in recitation-type dialogues can be classified
into errors in rehearsal information and lack of recitation
content, and errors in question-and-answer dialogues can be
classified into irregular language and incomplete answers.
Among them, missing recitation and incomplete answer
belong to the problem of missing information, so they are
uniformly marked as incomplete content. Finally, the lit-
erature translation data are divided into four parts, which are
labeled as correct, wrong in recitation, irregular in termi-
nology, and incomplete in content. (e labeling specifica-
tions for each type of data are as follows [17]:

3.1. Correct. Data where the instruction is consistent with
the response message and the wording conforms to the
standard are marked as correct.

3.2. Recitation Error. (e data that are inconsistent with the
readback information is marked as readback error, such as
the readback error of altitude, heading, call sign, and runway
number.

3.3. IrregularTerminology. (e use of irregular words results
in ambiguous information, or the responses contain content
irrelevant to the instruction, such data are marked as ir-
regular words.

3.4. Incomplete Content. It refers to the incomplete response
to the content required by the directive, and this type of data
is marked as incomplete.

According to the labeling specification, double labeling
method is used for data labeling. If the two labeling results
are the same, it is regarded as valid, and the labeled data are
stored in the database. If the two labeling results are dif-
ferent, it will be judged by professional air traffic controllers
to determine the label type to ensure the accuracy of data
labeling.

After the labeling is completed, each sample in the
dataset consists of instruction sentences, recitation sen-
tences, and labels. Labels are represented by numbers, and 0,
1, 2, and 3 indicate the meanings of labels are correct, wrong
in recitation, incomplete in content, and irregular in terms,
respectively.

Deep networks are an important analytical method in
natural language processing. Moreover, deep networks have
a better ability to capture semantic matching and mis-
matching relationships, but as the number of network layers
increases, the problem of parameter excess and overfitting
will also follow. (erefore, through the study of deep net-
work, this chapter proposes to use multilayer densely
connected network and multilayer attention to achieve se-
mantic analysis of literary translation. As shown in Figure 1,
the network consists of four parts. First, sentence vector
representation is obtained from the input mapping layer.
(en, the sequences are semantically extracted using a
densely connected network, and an attention mechanism is
added to the network to make the sentences interact. Finally,
the obtained semantic vector is subjected to operations such
as pooling, and a fully connected network is used to achieve
semantic matching verification.

Introducing rich information during input can promote
the subsequent semantic analysis, and use the combination
of word vector and feature flag for sentence representation.
(rough the input layer, the vector representation
C � C1, C2, . . . , Cm􏼈 􏼉 of the instruction sentence and the
vector representation P � P1, P2, . . . , Pn􏼈 􏼉 of the reply
sentence can be obtained. Among them, Cj represents the
vector representation of the jth word in the instruction, Pj

represents the vector representation of the jth word in the
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reply, and m and n represent the sentence lengths of the
instruction and reply, respectively [18].

(e stacking of the multilayer RNN network is to use the
output sequence of the previous layer as the input of the next
layer, which will cause the problem of gradient explosion
and gradient disappearance, making the multilayer network
difficult to train. However, the dense connection method can
achieve better representation of semantic information
through the reuse of features. Since BiLSTM is suitable for
processing sequences, a multilayer BiLSTM structure is used
in the dense network layer, and the sequence is semantically
encoded by splicing. (e network structure is shown in
Figure 2.

Using a densely connected network not only hinders the
transmission of information, but also retains the original
information, so that the output value of the first layer can
also be effectively transmitted to the last layer, avoiding

problems such as gradient disappearance. (e hidden states
in the network are shown in formulas (1) and (2):

h
l
t � H x

l
t, h

l
t−1􏼐 􏼑, (1)

x
l
t � h

l
t, x

l−1
t􏽨 􏽩, (2)

where H is the BiLSTM structure and xl
t represents the

number of layers of the network. After the sequence ob-
tained by the input layer is encoded by the dense network,
the semantic vector hc � hC1

, hC2
, . . . , hCm

􏽮 􏽯 of the instruc-
tion and the semantic vector hP � hp1

, hp2
, . . . , hpn

􏽮 􏽯 of the
reply can be obtained.

In order to obtain the semantic matching features of
sentences, an attention mechanism is added to the model,
and the calculation method of the attention mechanism is
shown in formulas (3)–(5) [19]:

softmax

mlp
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PoolingPooling
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Attention
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verification
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Figure 1: Semantic analysis model based on dense network and multilayer attention.
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where F(·) represents the feedforward neural network and eij

represents the relative weight of each word in the matrix.
Two connection methods of attention mechanism are

used. (e first one is to connect the attention of a single
layer, that is the sentence vector is extracted through the
dense connection network to extract semantic features, and
then the feature vector output by the dense connection
network is used to calculate the attention weight. Finally, the
calculated results are spliced with the output vector of the
densely connected network.

(e second approach is to incorporate multiple layers of
attention in densely connected networks. (e method is to
splicing the attention weight with the output value of
BiLSTM after the weight distribution of each word in the
opposite sentence is obtained through the attention calcu-
lation. Moreover, it takes the semantic vector containing the
matching relationship as the input of the next layer. After
adding the attention mechanism, the state of the hidden
layer of the densely connected network is shown in formulas
(6) and (7) [20]:

h
l
t � H x

l
t, h

l
t−1􏼐 􏼑, (6)

x
l
t � h

l−1
t , a

l−1
t , x

l−1
t􏽨 􏽩, (7)

whereH is the BiLSTM structure, l is the number of layers of
the network, and xl

t is the input of the first layer sequence at
time t. At this time, the input of the lth layer sequence at time
t is obtained by splicing three parts, and xl−1

t , hl−1
t , and, al−1

t

represents the input, output, and attention weight of the
previous layer at the same time.

Since the densely connected network will lead to the
problem of excessive parameters as the network deepens,
this will lead to excessive pressure on the final fully con-
nected layer.(erefore, adding an auto-encoder at the end of
the network to compress the dimension can help compress
the huge vector representation obtained by the densely
connected network, while maintaining the original infor-
mation. (e network structure after adding multilayer at-
tention and dimensional compression layers is shown in
Figure 3.

(e semantic feature analysis layer is to process and
analyze the output of the previous layer, extract semantic
matching features, and obtain vectors for semantic matching
verification. (e method adopted by the model is to perform
maximum pooling and average pooling operations on the
semantic vectors obtained by the previous layer.(en, it uses
an association strategy on the vectors obtained after pooling
to ensure that the integrity of the feature information can be
preserved while transforming the features. (e structure of
the semantic feature analysis layer is shown in Figure 4.

First, the semantic vectors hc and hi of instructions and
responses are processed by means of average pooling and
maximum pooling. (e calculation methods are shown in
formulas (8)–(13):

v
C
arg �

1
m

􏽘

m

i�1
hC,i, (8)

v
C
arg � maxm

i�1 hC,i􏼐 􏼑, (9)

VC � v
C
arg; v

C
max􏽨 􏽩, (10)

v
P
arg �

1
n

􏽘

n

i�1
hP,j, (11)

v
P
max � maxn

j�1 hP,j􏼐 􏼑, (12)

VP � v
P
arg; v

P
max􏽨 􏽩. (13)

(e pooled semantic feature vector representations of
commands and replies can be obtained as VC and VP, re-
spectively. In order to ensure the integrity of feature in-
formation and transform features explicitly, an association
strategy is used to represent feature semantics, that is the
results of vector splicing, parametric addition, and para-
metric subtraction are spliced together. (e calculation
method is shown in the following formula:

Input series

BiLSTM

Connect

BiLSTM

Connect

Connect

AE

Figure 2: Structure diagram of densely connected network.
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v � vC; vp; vC + vp; vC − vp􏽨 􏽩. (14)

(e task of the semantic matching verification layer is to
make judgments on the semantic matching results of the
instructions and responses. In the model, a two-layer fully
connected neural network is used to complete the semantic
matching verification work. (e purpose is to input the
matching vector v into the hidden layer to further mine the
matching information between the instruction and the reply
to obtain deep matching features. First, the semantic
matching features are calculated through a two-layer fully
connected network. (e calculation method is shown in the
following formula:

x � x1, x2, x3, x4( 􏼁
T

� W2 · σ W1 · v + b1( 􏼁 + b2, (15)

where W1 and W2 represent the weight matrices of the
hidden layer and the output layer in the fully connected
neural network, respectively. b1 and b2 represent the bias of
the hidden layer and output layer, respectively, and α rep-
resents the activation function, and the ReLU function is
used here.

(en, the matching score is normalized by the softmax
function to obtain a probability vector, which is the prob-
ability that the input sample identified by the model belongs
to each data category. (e calculation method is shown in
the following formula:

p y � Ni|x( 􏼁 �
e

xTθj

􏽐
M
m�1 e

xTθm

, (16)

where p(y � Ni|x) represents the probability that the
sample to be discriminated belongs to the category Ni (i� 1,
2, 3, 4).

In the process of model training, each training instance is
a sample, that is, a set of dialogues consisting of instructions
and responses. (e cross-entropy function is selected as the
optimization target in the model training.(rough the back-
propagation and gradient descent algorithms, the parame-
ters of the network are adjusted through multiple iterations,
so that the value of the cross-entropy function is minimized.
(e cross-entropy function is shown in the following
formula:

loss � − 􏽘
N

n�1
y

(i)log p
(i)

􏼐 􏼑 + 1 − y
(i)

􏼐 􏼑log 1 − p
(i)

􏼐 􏼑􏽨 􏽩, (17)

where y(i) represents the true label of the ith input sample
and p(i) represents the predicted label.

In the process of model training, the optimization al-
gorithm used is Adam, because it has the advantages of high
efficiency and simple parameter adjustment, and has great
advantages compared with other types of random optimi-
zation algorithms. (e Adam algorithm can adapt to un-
stable objective functions by calculating the first-order
moment estimation and the second-order moment esti-
mation of the gradient, and can design independent adaptive
learning rates for different parameters. (e Adam algorithm
combines the advantages of the root mean square propa-
gation algorithm and the adaptive gradient algorithm and
can also solve the coefficient gradient and noise problems.

In order to evaluate the results of model classification,
the test accuracy is uniformly used as the evaluation index.
(e calculation method is shown in the following formula:

ACC �
Ncorrect

N
, (18)

where N represents the total number of samples in the test
set, and Ncorrect represents the number of samples in the test
sample whose semantic discrimination results are consistent
with the true labels.

4. Analysis System of Mutual Translation of
Chinese and Korean Literature Based on
Semantic Analysis

According to the needs of the platform, this article designs a
new technical architecture of the translation business
management platform based on the SOA idea, as shown in
Figure 5.

According to the needs of the platform, some functions
are published as web services to facilitate the expansion and
invocation of external systems. Some method functions are
declared as web methods and packaged in specific class web
services and published in the form of web services, as shown
in Figure 6.

AE
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Figure 3: Densely connected network structure with multilayer
attention added.
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Figure 4: Semantic feature analysis layer structure.
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On the basis of constructing a balanced dataset, the
method of ensemble learning is introduced. By compre-
hensively considering the classification results of multiple
base classifiers, the classification accuracy of negative class
samples is not reduced as much as possible while ensuring
the classification accuracy of positive class samples.(e term
recognition model is shown in Figure 7.

(e overall architecture design diagram is shown in
Figure 8.

(e first part: 1. (esaurus loading: When starting the
dictionary, the system will query whether the local thesaurus
exists, and if the database is started for the first time, the
thesaurus file will be loaded. 2. Enter the system interface: If
it is not the first time to start and the database has loaded the

Translation and management platform
SOA hierarchical architecture diagram

Interface
layer
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Process
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Service
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Component
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Resource
integration layer

WEB browser
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application

ASPX page
flow

RIA report
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Database access
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service call

Figure 5: System technical architecture.
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thesaurus file, skip the thesaurus loading process and di-
rectly start the program interface. (e second part: After
entering the program function interface, the system is
regarded to a major function of word query:(e system local
word query function is as follows: (1) Input words or
phrases. (2) (e word query system automatically searches

and compares the input content with the local thesaurus and
displays the relevant matching words in the drop-down list.
(3) It displays the query result. After clicking the word to be
translated in the drop-down list, the program enters the
result display interface and displays the parts of speech and
definition of the word stored locally.

Training corpus

Phrase 
extraction

Dictionary
annotation

Multiple training
sets

Predicted
terminology

Multiple base
classifiers

Forecast
 results

 Integration
learning

Resampling

Training

Pre-processing

Figure 7: Term recognition model.
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Figure 8: Overall design of the system.

Table 1: Evaluation of translation effect of Chinese-Korean literature mutual translation system based on semantic analysis.

Num Intertranslation effect Num Intertranslation effect Num Intertranslation effect
1 85.53 25 78.30 49 78.06
2 85.12 26 86.69 50 82.60
3 81.04 27 79.31 51 86.08
4 84.33 28 86.84 52 81.69
5 88.58 29 83.02 53 86.59
6 79.36 30 84.72 54 87.60
7 87.32 31 83.87 55 78.94
8 82.44 32 85.20 56 78.19
9 81.98 33 78.94 57 86.88
10 80.83 34 85.74 58 84.38
11 84.35 35 81.76 59 88.40
12 84.88 36 80.31 60 83.96
13 82.04 37 78.80 61 88.71
14 83.68 38 82.22 62 84.81
15 81.27 39 81.27 63 84.71
16 79.77 40 79.82 64 88.61
17 81.86 41 80.34 65 83.91
18 86.44 42 79.31 66 80.14
19 87.51 43 78.23 67 85.69
20 81.17 44 85.64 68 88.69
21 84.21 45 78.69 69 87.07
22 80.02 46 85.08 70 82.25
23 82.94 47 83.20 71 78.10
24 78.67 48 83.00 72 84.64

8 Mobile Information Systems



(e above constructs a Chinese-Korean literature
translation system based on semantic analysis. Next, this
study evaluates the effect of the system, analyzes the effect of
mutual translation of Chinese and Korean literary works,
simulates it through the MATLAB simulation platform, and
obtains the results as shown in Table 1 and Figure 9.

From the above analysis, it can be seen that the Chinese-
Korean literature mutual translation system based on se-
mantic analysis proposed in this article has a good trans-
lation effect and can effectively promote Sino-Korean
literature exchanges.

5. Conclusion

Contemporary linguistics and translation researchers have
broken through the traditional translation research method
of using words to analyze words and sentences to sentences,
and then expand the translation unit to the discourse level.
Translation research is no longer limited to the study of
sentences in the original language and the target language,
but expands the field of vision to the communicative
function of the context and language. For example, discourse
analysis treats text as a communicative activity rather than a
set of stereotyped text structures, while pragmatics studies
the use of language rather than language as an abstract
system. It can be seen that the communication and context
of language make discourse analysis and translation closely
related. Knowledge and research on discourse analysis can
not only help us understand the original text correctly, but
also provide theoretical basis for choosing the appropriate
translation. (is study combines semantic analysis tech-
nology to analyze the mutual translation of Chinese and
Korean literature and explores the analysis of Chinese and
Korean literature mutual translation through intelligent
semantic analysis methods. (e simulation analysis results
show that the Chinese-Korean literature mutual translation
system based on semantic analysis proposed in this article
has a good translation effect and can effectively promote
Chinese-Korean literature exchanges.
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In order to improve the e�ect of garden landscape design in the residential area of sponge city, this paper combines digital
technology to carry out the garden landscape design of the residential area of sponge city, and conducts the research on it through
the intelligent system. Moreover, this paper studies the digital color processing algorithm and proposes a digital technology-based
color processing algorithm for the garden landscape design of the residential area of the sponge city. In addition, this paper builds
a garden landscape design system for sponge city residential areas on the basis of algorithms.­rough the simulation test research,
we can see that the garden landscape design of sponge city residential area based on the digital technology proposed in this paper
can meet the needs of the sponge city garden landscape design.

1. Introduction

Sponge city is a new generation of urban stormwater
management concept, which means that the city has good
“elasticity” in adapting to environmental changes and
responding to natural disasters caused by rainwater, and can
also be called a “water elastic city.” It is likened to a city like a
sponge, which can absorb, store, in�ltrate, and purify
rainwater on the spot when there is rainfall, replenish
groundwater, and regulate the water cycle. However, in the
event of drought and water shortage, it has the conditions to
release the stored water and make use of it. ­e international
term is “Low-Impact Development Stormwater System
Construction.” Its essence is to change the rainwater through
pipelines, pumping stations, and other gray facilities to
quickly discharge the terminal concentrated mode to the
slow discharge and slow-release source dispersion mode
through rain gardens, green roofs, wetlands, and other green
“sponges.” ­e sponge city advocated is to organize and link
the rivers, lakes, and groundwater systems in the city
through ecological infrastructure and engineering technol-
ogy to form a cooperating whole. ­ese include a variety of

green “sponges” such as rain gardens, green roofs, ecological
wetlands, and forests.

­e proposal of the sponge city theory marks a new
understanding of the urban rainwater problem, and its
adoption in o�cial documents means that the ecological
rainwater management ideas and technologies have moved
from academia to the management level and have been
e�ectively promoted in practice. ­e residential green space
occupies an important position in the urban green space,
and the green area is relatively large and the environmental
bene�ts are good, which undoubtedly provides good con-
ditions for the “sponge city” and urban ecological rainwater
management and the construction of rainwater gardens.

In the continuous expansion of the city, high-rise resi-
dential buildings are rising everywhere, and the proportion
of impermeable roads is increasing, resulting in rain di-
sasters in low-lying areas every rainy day. ­e idea of a
sponge city is to lay rainwater pipes in the traditional way
while adopting development technology with less impact so
that hydrology and ecology cannot be a�ected, and in the
event of natural disasters, it has the “elasticity” similar to a
sponge. In the construction of a sponge city, it needs to be
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controlled at the source, in the middle and in the later stage
with the help of less influential development technical so-
lutions. Source control measures include green roofs,
shallow ditch for vegetation, seepage wells, early rainwater
abandonment, etc.; mid-term control measures include
rainwater sedimentation ponds, permeable pavement, re-
tention ponds, sunken green spaces, etc.; and late-stage
control measures include yes, wet ponds, stabilization
ponds, infiltration ponds, constructed wetlands, rain gar-
dens, etc. +e requirements of modern people for the living
environment are not only limited to the grade and quality of
the house, but the requirements for the living environment
are getting higher and higher. Garden landscape is an im-
portant part of the urban living environment and plays an
important role in improving the living environment and
quality of life in residential areas. +erefore, the quality of
residential landscape design also determines the spatial
quality of the entire residential project to a large extent.
Landscape plays a vital role in the success or failure of a
project.

In this paper, digital technology is used to design the
garden landscape of the residential area of the sponge city,
and the research of the garden landscape design of the
residential area of the sponge city is carried out through the
intelligent system, so as to improve the effectiveness of the
garden landscape design of the residential area of sponge
city.

2. Related Work

Literature [1] studies the recycling of urban rainwater adopts
the sunken optimization design method and transforms the
urban green space square, which can not only prevent the
long-term erosion of rainwater but also prevent part of the
green space from subsidence, allowing rainwater to pene-
trate into the city. In the soil, the natural cycle is completed.
Literature [2] carried out in-depth research on the recon-
struction plan, the purpose of which is to effectively solve
and utilize the natural precipitation problem based on the
concept of ecological sponge city and the method of “eco-
logical drainage +water drainage.” Literature [3] conducted
a detailed investigation and research on wetland parks,
which effectively solved the problem of urban waterlogging.
+e foundation is the rainwater safety pattern. As a green
sponge complex, the function of the wetland park is mainly
to carry urban rainwater. +e urban rainwater is collected
into the wetlands, and the wetlands are used for digestion.
+e development model of “water-collecting urban areas-
water-collecting wetlands” has been formed [4]. +e mul-
tilevel sponge terrain is created at a low cost by the fill and
dig technology, and the multilevel wetland system is con-
structed to form a more favorable topography for the system
[5]. +e construction of a multilevel and multifunctional
wetland system can realize the functions of gathering, pu-
rifying, and replenishing groundwater. In addition to real-
izing ecological circulation, it can also play a role in soil and
biological purification. +e purified rainwater flows into
low-lying areas to replenish groundwater resources [6].

Literature [7] introduces the concept and function of
planting shallow grass trenches in detail and expounds on its
design. Literature [8] explores the rainwater utilization
landscape of different sites through the research on the
rainwater block project and summarizes the landscape
rainwater facilities such as road tooth expansion pool,
rainwater lawn planting, rainwater garden planting belt, and
grass planting ditch. Literature [9] explored different aspects
of rainwater utilization and the concept of green streets and
proposed different gardening elements to improve the
rainwater treatment capacity. Literature [10] studies inter-
national stormwater management from the perspective of
landscape optimization and proposes the selection and
collocation method of plant species on-site under the
premise of stormwater management. Literature [11] dis-
cusses rainwater management from the perspective of
landscape ecology, proposes the concept of green rainwater
facilities, and explains the security pattern of landscape
ecology. Literature [12] studies the aesthetics and safety
aspects of rainwater landscape construction and proposes
optimization measures and optimization design procedures
for flood management facilities.

Literature [13] conducted a comprehensive study on the
natural hydrological conditions of the city and pointed out
the related problems of the overall planning of the sponge
city. Only with the help of physical or biological technology,
the natural ecology can be fully utilized to build perfect
urban drainage, leakage prevention, roads, green space, and
other systems; reduce the urban land area as much as
possible; and restore the ecological appearance of the city.
Literature [14] deeply studied the urban low-impact de-
velopment of rainwater systems and proposed that to build a
sponge city, the impact on the water circulation systemmust
be reduced, and the green space, squares, wetlands, etc., in
the city must be fully utilized. Literature [15] deeply analyzed
the problems faced by the construction of sponge cities, and
put forward the following suggestions: first, we should take
the government the leading role to establish a perfect water
cycle treatment system; secondly, we should strengthen the
management of the approval process, and at the same time
attract capital from all aspects. attention, broaden the source
of funds, then establish an incentive mechanism or business
model to encourage and promote the construction of sponge
cities, and finally call on the whole society to pay attention to
and participate in urbanized water environment governance,
which can attract international cooperation to improve
governance and construction. le Polain deWaroux et al. [16]
pointed out that only by breaking the limitations of tradi-
tional concepts and realizing innovation in urban con-
struction can we build a new ecological civilization city,
promote the development of sponge cities, use ecological
land, and create an ecological water cycle system. Literature
[17] believes that the management of rainwater resources is
currently in a disordered state and has not been incorporated
into the overall planning of urban water resources. Rain-
water resources are not only underutilized but also have
become an important factor in urban waterlogging. Rain-
water should be considered in planning.
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Literature [18] summarizes and classifies stormwater
facilities in combination with the concept of low-impact
development of sponge cities and evaluates the design effect
of Shangyang Avenue through the construction of SWMM,
thus confirming that the road of the concept of a sponge city
is closer to the hydrological environment than before. Lit-
erature [19] takes landscape control of stormwater as a new
perspective and summarizes the calculation methods and
selection methods related to stormwater design under dif-
ferent stormwater control objectives. Literature [20] ex-
plores the design of rainwater gardens, which includes
rainwater design. +e types and functions of gardens, the
design and calculation methods of rain gardens in different
spatial states, and the selection of relevant green plant
species. It also analyzes the influencing factors of the growth
environment of green plants and explores the matching
methods and methods of green plants and their later
maintenance measures.

3. Digital Garden Landscape Color
Processing Algorithm

+e CIEXYZ color space was born to solve the problem of
negative values in the CIE1931RGB color space. CIERGB
needs to use negative values when matching the color of
visible light, which is not only inconvenient to use but also
difficult to understand.+e three primary colors of X, Y, and
Z selected by the CIE do not correspond to visible colors.
+ey are the three primary colors in my imagination. +e
specific values are derived from the CIE1931RGB system.
Among them, all the X, Y, and Z values in CIEXYZ are
positive numbers, and the human eye’s response to
brightness is represented by the Y value. +e conversion
relationship between CIEXYZ and CIERGB is shown in the
following formula:

x(λ)

y(λ)

z(λ)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ �

2.7689 1.7517 1.1302

1.0000 4.5907 0.0601

0.0000 0.0565 5.5943

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

r(λ)

g(λ)

b(λ)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (1)

After the transformation coefficient is normalized, it is
shown in the following formula:

X

Y

Z

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ �

0.490 0.310 0.200

0.177 0.813 0.011

0.000 0.010 0.9903

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

R

G

B

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (2)

It is worth noting that, in practical applications, different
color devices have different conversion relationships due to
different color characteristics, and these relationships are
recorded in the color profile file.

+e CIELAB color space is a nonlinear transformation
space of the CIEXYZ space, which was developed to solve the
inhomogeneity of the chromaticity space in the past. +e
CIELAB uses L, a, and b , the three different coordinate axes
to describe any color in nature, where L represents lightness,
the bottom is black, and the top is white. ameans red/green,
+a means red, − a means green, b means yellow/blue, +b
means yellow, and − b means blue. Studies have shown that

the prediction of hue in CIELAB space is not accurate,
especially in the prediction of blue hue, which will not be
described in detail here. +e three-dimensional structure of
the CIELAB color space is shown in Figure 1:

+e conversion formula between the CIELAB color
space and the CIEXYZ color space is as follows:

L � 116f
Y

Y0
􏼠 􏼡 − 16

a � 500 f
X

X0
􏼠 􏼡 − f

Y

Y0
􏼠 􏼡􏼢 􏼣

b � 200 f
Y

Y0
􏼠 􏼡 − f

Z

Z0
􏼠 􏼡􏼢 􏼣

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

,

f(a/b) �

a

b
􏼒 􏼓

1/3
, a/b> 0.00856

7.787
a

b
􏼒 􏼓

1/3
+

16
116

, a/b≤ 0.00856.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(3)

In the following formula (3), XYZ is the sample color
tristimulus value, X0Y0Z0 is the reference white tristimulus
value under the standard light source, and generally the
tristimulus value of a D50 light source or D65 light source is
used.

+e PCS under the ICC specification is responsible for
two tasks. One is the chromaticity purpose conversion, and
its PCS value is the original chromaticity value. Another task
is perceptual purpose transfer, and its PCS value is the
perceptual property of the color appearance of the replicated
image in the reference viewing environment. Figure 2 shows
the role of PCS color space in color management.

PCS link space is generally CIEXYZ and CIELAB.+is is
because there is a simple linear conversion between CIEXYZ
and most of the international standardized RGB spaces such
as PAL RGB, NTSC RGB, and sRGB. However, the CIEXYZ
space is a space with nonuniform color vision, and the
mapping relationship with the printer CMYK space cannot
be expressed by analytical expressions. In order to make up
for this deficiency, the ICC stipulates that CIEXYZ is used to
define the chromaticity value of the original and then
converts it into the CIELAB color space to describe the
human eye’s perception properties under observation
conditions. +e role of the PCS color space under the ICC
standard in the color management system is shown in
Figure 3.

It should be pointed out that there is inhomogeneity in
the hue of the CIELAB color space, conversion errors will
inevitably occur during color gamut mapping, and the color
difference formula based on CIELAB can only calculate
color blocks, but not calculate the color difference of
complex space images.

CIELAB, CIEXYZ, or CIECAMO2 are all based on
simple color blocks to describe color, and none of them can
meet the prediction of image color appearance related to
visual adaptation and visual spatial and temporal
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characteristics. However, whether it is a color electronic
image or a printed product, it cannot be a single color block,
so PCS should be undertaken by an image color appearance
model. +e image color appearance model iCAM is

established on the basis of CIECAM02, which takes into
account that the human eye changes its perception of white
point with the difference of spatial frequency. +erefore,
after using CSF to simulate the human eye filtering process,

White

Black

L∗

+a∗-a∗

+b∗

-b∗

Figure 1: CIELAB color space.
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image

Color
characterization

conversion
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Target device
Profile
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Reproduce
d image
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Figure 2: +e role of PCS in the color management system.
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Figure 3: PCS color space under the ICC standard.
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the maximum stimulus point of the image is used as the
reference white. +e IPT (Intensity Protan Tritan) color
space is both a uniform color space and an opposite color
space. Its main advantage is that the prediction of hue is
more accurate than in other color spaces in the past, and it
can be used in the color reproduction process to improve the
reproduction quality of printed matter. iCAM finally
transforms the color into the IPTopposite color space, which
not only simplifies the transformation method of CIE-
CAMO2 but also predicts the hue more accurately. Figure 4
shows the role relationship of the iCAM color appearance
model as the PCS link space in the color management
system.

In addition to the above-mentioned PCS color space
selection method based on color appearance, there is also a
spectrum-based color management and replication tech-
nology, as shown in Figure 5. Metamerism is ubiquitous in
color reproduction, and if PCS takes the form of spectral
reflection, two spectrally matched colors will maintain the
same appearance in any lighting environment. In addition,
the spectral data, as the original data of color generation,
retains the most information and the greatest flexibility,
realizes the accurate prediction of color, and can funda-
mentally eliminate the fundamental defects of traditional
printing and color management technology.

+e spectrum-based color management method is still in
the theoretical research stage, and the specific imple-
mentation requires professional equipment and technical
personnel. +ere is still a long way to go before it can be
widely used in practice. +e main difficulty is that the digital
channels of color physical devices cannot be toomany, so the
spatial conversion between the spectral data of dozens of
channels and the digital drive of the device is not an injective
relationship. +e acquisition of spectral data, how to realize
the color gamut description of high-dimensional spectral
data, color gamut matching, and color correction, data
processing of multispectral images, and how to store,
compress, transmit, and the display is the focus and difficulty
of research.

+e human visual system is a very complex system.
When it perceives external color stimuli, the size, structure,
shape of the stimulus itself, the external environment, and
the state of the observer can all affect it. +erefore, it is
impossible to accomplish the purpose of color management
only by establishing the tristimulus value model of color.

When two color samples with the same tristimulus value,
under different observation environment, background,
sample size, sample shape, etc., the human visual perception
is different. Moreover, different backgrounds will have
different color perceptions, as shown in Figure 6.

In general, the color changes toward the complementary
color of the background color; that is, if the background is
darkened, the color will be brighter. If the background is
redder, the color looks greener; the yellower the background,
the bluer the color feels, which is called the color appearance
phenomenon. +ere are many kinds of color appearance
phenomena, such as simultaneous contrast, amplification,
Hunt effect, Stevens effect, Abney effect, etc., which will not
be introduced in detail here. Chromatic adaptation

transformation appears to solve the color appearance phe-
nomenon of color perception under different light sources
or observation conditions, and its transformation parame-
ters are based on a large number of corresponding color data
sets.

+e environmental parameters of the CATO2 model are
selected, and then the color adaptation transformation can
be performed:

Step 1. First, the tristimulus values XYZ are converted to the
cone response space, as shown in the following formula:

RW

GW

BW

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
� MCAT02

XW

YW

ZW

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

R

G

B

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
� MCAT02

X

Y

Z

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.

(4)

Among them,

MCAT02 �

0.7328 0.4296 − 0.1624

− 0.7036 1.6975 0.0061

0.0030 0.0136 0.9834

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (5)

Step 2. +e algorithm calculates the adaptation factor D
according to the environmental parameters, as follows:

D � F 1 −
1
36

􏼒 􏼓e
− LA− 42/92( )􏼔 􏼕. (6)

Step 3. +e algorithm calculates the cone response under the
reference white, as follows:

Target
characteristics

document

Source
characteristics

document

Source device
value

Target device
value

XYZ
space

X′Y′Z′

space

JCH
space

J′C′H′

space

Equipment
transformation

Reverse
equipment

transformation iCAM Reverse
colorchange

iCAM Color
change

Color
domain

mapping

Figure 4:+e conversion process of iCAM image color appearance
model as PCS space.
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RC � D
YW

RW

􏼠 􏼡 +(1 − D)􏼢 􏼣R,

GC � D
YW

RW

􏼠 􏼡 +(1 − D)􏼢 􏼣G,

BC � D
YW

RW

􏼠 􏼡 +(1 − D)􏼢 􏼣B.

(7)

Finally, the inverse transform calculates the corre-
sponding color; that is, the tristimulus value after adaptation,
as shown in the following formula:

Xc

YC

ZC

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
� M

− 1
CAT02

RC

GC

BC

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (8)

+e color appearance model includes two parts: color
adaptation and color appearance attribute space. First, the
input XYZ tristimulus values are transformed into the cone-
responsive color space through color adaptation. +en, the
color appearance attribute value is calculated according to
the adapted color signal. +e forward transformation steps
are shown in Figure 7:

(1) XYZ tristimulus value changes to human eye pyra-
midal cell response.

(2) +e algorithm inputs environmental parameters and
performs color adaptation transformation after cone
response.

(3) +e algorithm transforms into the color appearance
attribute space according to the adaptive cone
response.

(4) +e algorithm simulates the nonlinear compression
of the visual system.

(5) +e algorithm calculates various color appearance
attributes.

CIELAB space is the simplest color appearance model,
and its calculation steps are as follows:

+e first step is to enter the corresponding model en-
vironment parameters. In the second step, according to the
environmental parameters, formula (4) is used to perform
color adaptation transformation, and the XYZ values are
transformed into the vertebral body response space under
the reference conditions. +e third step is to perform
physiological color space conversion. +e cone response
space after chromatic adaptation transformation is trans-
formed into a cone response HPE space close to the
physiological one, and the transformation relationship used
is shown in the following formula:

Figure 6: Differences in color perception caused by different backgrounds.
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Figure 5: Spectral-based color management.
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R′

G′

B′

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
� MHM

− 1
CAT02

RC

GC

BC

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (9)

Among them,

MH �

0.38971 0.68898 − 0.07868

− 0.22981 1.18340 0.04641

0.0000 0.0000 1.00000

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (10)

+e fourth step is to simulate the dynamic nonlinear
characteristics of the cone response of the human visual
system according to the following formula:

Ra
′ �

400 FLR′/100( 􏼁
0.42

27.13 + FLR′/100( 􏼁
0.42 + 0.1,

Ga
′ �

400 FLR′/100( 􏼁
0.42

27.13 + FLR′/100( 􏼁
0.42 + 0.1,

Ba
′ �

400 FLR′/100( 􏼁
0.42

27.13 + FLR′/100( 􏼁
0.42 + 0.1.

(11)

Finally (the fifth step), according to formula (12)–(16),
the correlated color attribute is calculated.

(1) “no color response” A.

A � 2R′a + G′a +
1b′
20

􏼠 􏼡B′a − 0.305􏼢 􏼣Nbb,

AW � 2R′aw + G′aw +
1
20

􏼒 􏼓B′aw − 0.305􏼔 􏼕Nbb.

(12)

(2) Brightness.

J � 100
A

Aw

􏼠 􏼡

CZ

. (13)

(3) Apparent brightness.

Q �
4
c

􏼒 􏼓
J

100
􏼒 􏼓

0.5
Aw + 4( 􏼁F

0.25
L . (14)

(4) Temporary amount.

t �
e a

2
+ b

2
􏼐 􏼑

1/2

R′a + G′a +(21/20)B′a
. (15)

(5) Chroma c, visual chroma M, and color saturation s.

C � t
0.9

�����������������
J

100 1.64 − 0.29∗( 􏼁
0.75

􏽳

,

M � CF
0.25
L ,

s � 100

��
M

Q

􏽳

.

(16)

After the above steps, the color appearance attribute
conversion analysis based on the CIECAMO2 model can be
realized.

+e CIECAMO2 model is adopted in the latest windows
color management system, WCS. Specifically, when per-
forming color gamut mapping, the JCH space based on the
CIECAMO2 color appearance model is used as the PCS link
space. +e CIACAM02 model is used as the PCS space for
color gamut conversion, and the process is shown in
Figure 8.

In order to take into account the influence of color
appearance perception and color difference resolution,
S-CIELAB first transforms the observed image to the op-
posite color space when processing the image. At the same
time, the corresponding classification is carried out, and
then the spatial fuzzy characteristics of the human visual
system are simulated, and CSF filtering is performed for each
classification. Finally, the filtered color values are inversely
transformed into the CIEXYZ and CIELAB spaces in turn.
+e whole process is shown in Figure 9.

+e detailed steps of their conversion include the
foollowing:

(1) According to formula (17), the algorithm transforms
the image color information XYZ into three opposite
colors AO1O2 as follows:

A

O1

O2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ �

0.279 0.722 − 0.107

− 0.449 0.290 0.077

0.086 − 0.590 0.501

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

X

Y

Z

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (17)

Among them, the three opposite colors are black-
white, red-green, and yellow-blue.
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RGB coneresponse

Color adaptation
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Figure 7: Forward calculation steps of color appearance model.
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(2) +e algorithm performs 2-D convolution calculation
on each color component, and its convolution kernel
is shown in the following formula:

filter � K 􏽘
t

ωiEi. (18)

Among them,

Ei � ki exp⌊
− x

2
+ y

2
􏼐 􏼑

σ2i
⌋. (19)

In the above formula, K and Ki are normalization
coefficients. Different weights Wi and variable
parameter values αi are obtained through human
eye victory experiments.

(3) According to formula (20), the algorithm transforms
the color information AO1O2 processed by spatial
filtering into the CIEXYZ space:

X

Y

Z

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ �

0.980 − 1.535 0.445

1.189 0.764 0.135

1.232 1.163 2.078

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

A

O1

O2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (20)

(4) +e algorithm transforms CIEXYZ to CIELAB. +e
specific conversion formula is the same as before,
and will not be repeated here.

+e main advantage of IPTspace is that the prediction of
hue is more accurate than other color spaces, so Fairchild
calls it the processing space of the iCAM appearance model.
+e color properties of IPT space and CIELAB space are the
same, I stands for lightness, R stands for red/green, and T
stands for yellow/blue. However, the value range of IPT is
different from that of CIELAB.+e value of I is (0, 1), and the
value of P and T is {− 1, 1}. +e input data of IPT is the XYZ
value of the observer under the D65 light source and the 2°
field of view, and the color space LMS is responded to by the
cone cells. +e transformation relations used are shown in
formulas (21)–(23).

L

M

S

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ �

0.4002 0.7075 − 0.0807

− 0.2280 1.1500 0.0612

0.0000 0.0000 0.9184

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

X

Y

Z

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦, (21)

L′ � L
0.43

; L≥ 0,

L′ � − |L|
0.43

; L< 0,

M′ � M
0.43

; M≥ 0,

M′ � − |M|
0.43

; M< 0,

S′ � S
0.43

; S≥ 0,

S′ � − |S|
0.43

; S< 0,

(22)

I

P

T

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ �

0.4000 0.4000 0.2000
4.4550 − 4.8510 0.3960
0.8056 0.3572 − 1.1628

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

L′

M′

S′

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (23)

+e processing process of the iCAM model is similar to
that of CIECAMO2, and the input parameters and calcu-
lation formulas have not changed, including tristimulus
values, adaptive white point, adaptive brightness, and en-
vironmental factors. Among them, only the definition of the
environmental parameters has changed. After the human
eye CSF filtering process is used, the maximum value of the
image stimulus is used as the reference white point.+is change
makes the iCAM model independent of specific viewing
conditions when dealing with color, which is not possible with
other models. Finally, iCAM converts the color to the IPTcolor
space, which not only greatly simplifies the calculation steps but
also improves the accuracy of hue prediction.

+e following are the calculation steps of the iCAMmodel:
+e first step is to perform a color-adaptive transfor-

mation on the original image and the low-pass filtered
image. +e CATO2 color adaptation transformation model
is adopted, and the specific formula is as follows:

Step 1: First, the model converts the original image and
the low-pass filtered image to the cone response space
RGB of the human visual system, as follows:

+e original image [21].

R

G

B

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ � MCAT02

X

Y

Z

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (24)
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Figure 8: PCS space conversion process based on the CIECAM02
model.
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Low-pass filtered image.
RW

GW

BW

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ � MCAT02

XLOW

YLOW

ZLOW

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (25)

+e model calculates the adaptation factor, and the
adaptation brightness and environmental factors are
set according to the external environment:

C D � F 1 −
1
3.6

􏼒 􏼓e
− LA− 42/92( )􏼔 􏼕. (26)

+e cone responses after color adaptation are as follows:

RC � D
YW

RW

􏼠 􏼡 +(1 − D)􏼢 􏼣R,

GC � D
YW

RW

􏼠 􏼡 +(1 − D)􏼢 􏼣G,

BC � D
YW

RW

􏼠 􏼡 +(1 − D)􏼢 􏼣B.

(27)

Step 2: +e adapted cone response RcGcBc is transformed
into the IPT color space, first transformed to the corre-
sponding colorXD65Y65Z65 in theD65 reference environment:

XD65

YD65

ZD65

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ � M
− 1
CAT02

RC

GC

BC

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (28)

+en, CIEXYZ transforms L to IPT, which is a little
different from themethodmentioned above.+e adaptive
brightness factor F is added to adjust the nonlinearity in
the transformation, as shown in the following formula:

L

M

S

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ �

0.4002 0.7075 − 0.0807

− 0.2280 1.1500 0.0612

0.0000 0.0000 0.9184

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

X

Y

Z

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (29)

+e model calculates the luminance factor FL:

FL � 0.2k
4 5FA( 􏼁 + 0.1 1 − k

4
􏼐 􏼑

2
5LA( 􏼁

1/3
,

k �
1

5LA + 1( 􏼁
,

L′ � L
0.43

; L≥ 0,

L′ � − |L|
0.43

; L< 0,

M′ � M
0.43

; M≥ 0,

M′ � − |M|
0.43

; M< 0,

S′ � S
0.43

; S≥ 0,

S′ � − |S|
0.43

; S< 0.

(30)

Its transformation to IPT space is shown in the fol-
lowing formula:
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T
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⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ �

0.4000 0.4000 0.2000

4.4550 − 4.8510 0.3960

0.8056 0.3572 − 1.1628

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

L′

M′

S′

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (31)

Step 3: +e last step is the color appearance attributes,
brightness J, chroma C, hue h, apparent brightness Q,
apparent chroma M, and image difference Im as
follows:

J � I,

C �
�������
P
2

+ T
2

􏽰
,

h � arctan
P

T
􏼒 􏼓,

Q�
4 ���

FL

􏽰
J,

M�
4 ���

FL

􏽰
J,

ΔIm �
��������������
ΔI2 + ΔP2

+ ΔT2
􏽰

.

(32)

4. Garden Landscape Design of Sponge City
Residential AreaBased onDigital Technology

Figure 10 shows the virtual interface structure of the garden
landscape design system in the residential area of the sponge
city based on digital technology.

According to the collected environmental landscape
information, the location processing of the landscape po-
sition to be processed is carried out, and the network
technology and infinite network nodes are further used to
carry out comprehensive virtual auxiliary processing of the
environmental landscape design, so as to improve the effi-
ciency of the environmental landscape virtual design. In the
process of 3D simulation of environmental landscape, it is
necessary to take into account factors such as regional
landscape topography information, vegetation planting in-
formation, building appearance, and building feature data,
and carry out three-dimensional design and rendering of the
scene to achieve multiangle and multidirectional con-
struction, editing, and restoration of landscape information.
+e specific environmental landscape three-dimensional
simulation information processing module is shown in
Figure 11.

Figure 12 below shows the effect of the garden landscape
design in the residential area of the sponge city.

+e model proposed in this paper is simulated by
Matlab, and the landscape design effect of the sponge city
residential garden landscape design system based on digital
technology is counted as shown in Table 1.

From the above research, it can be seen that the garden
landscape design of sponge city residential area based on
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Figure 10: +e virtual interface structure of the garden landscape design system in the residential area of the sponge city based on digital
technology.
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Figure 11: +e three-dimensional simulation module of environmental landscape simulation of the garden landscape design system of the
sponge city residential area based on digital technology.

Figure 12: Effect diagram of garden landscape design in the residential area of sponge city.
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digital technology proposed in this paper can meet the needs
of sponge city garden landscape design.

5. Conclusion

In the process of urban construction, a large number of hard
impermeable pavements are used, so that more and more
natural land is replaced by impervious pavement, and the
original permeable layer of natural precipitation is cut off,
interrupting the original urban water cycle. +ere are many
environmental problems in cities, such as massive loss of
rainwater resources, serious runoff pollution, and increased
risk of flood disasters. +e traditional urban stormwater
management adheres to the planning concept of “come
quickly and go quickly,” while the municipal drainage
system quickly drains the rainwater, which forms an obvious
contradiction. On the one hand, due to the excessive ex-
ploitation of groundwater, the groundwater level has
dropped, resulting in a serious water shortage in the city. On
the other hand, urban rainwater is not used reasonably, and
a large amount of discharge causes waste and even damages
the urban ecological environment. +is paper combines
digital technology to carry out the garden landscape design
of the residential area of the sponge city, and conducts the
research on it through the intelligent system. +e research
results show that the garden landscape design of sponge city
residential area based on the digital technology proposed in
this paper can meet the needs of sponge city garden land-
scape design.
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Table 1:+e landscape design effect of the garden landscape design
system in the residential area of the sponge city based on digital
technology.

Num Landscape Design
1 90.65
2 90.19
3 83.14
4 89.41
5 83.97
6 81.42
7 81.35
8 80.86
9 85.75
10 82.02
11 81.79
12 83.43
13 88.91
14 81.30
15 87.77
16 88.12
17 88.78
18 87.47
19 88.74
20 79.30
21 80.41
22 82.25
23 87.60
24 80.80
25 89.82
26 84.73
27 80.39
28 84.18
29 85.50
30 86.12
31 83.55
32 83.10
33 79.71
34 80.86
35 89.20
36 83.38
37 88.66
38 82.61
39 81.80
40 90.73
41 89.28
42 82.24
43 82.67
44 90.55
45 82.64
46 90.09
47 86.32
48 86.53
49 84.58
50 79.34
51 83.70
52 89.97
53 80.44
54 88.06
55 86.14
56 82.08
57 80.67
58 83.82

Table 1: Continued.

Num Landscape Design
59 81.50
60 86.77
61 88.48
62 81.32
63 86.26
64 80.30
65 80.98
66 83.96
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In order to analyze the multimodal discourse in college English teaching, this paper proposes a multimodal discourse method for
college English teaching based on the new media context. &e basic structure of the questionnaire is analyzed from four di-
mensions; secondly, students are selected as the survey samples to understand the students’ true feelings about English subjects
and teachers’ teaching, and the questionnaires are analyzed according to the three dimensions of the student’s questionnaire
structure. Supported by the theory of “complex dynamic development” and “second language motivational self-system,” case
tracking of three English majors was carried out. Data analysis shows that under the condition of multimodal language input, the
learning motivation of individual learners in the second language classroom presents a relatively stable dynamic development
trend, as well as nonlinear dynamic development characteristics in a specific period. College English teaching has been improved
by the method raised in this research.

1. Introduction

With the development of information technology, great
changes have taken place in the way people live and learn.
Particularly, the development of modern educational
technology represented by multimedia technology changed
the way students learn so that students’ learning status
changed from passive to active; learners can choose their
own learning methods and learning content using infor-
mation technology. Multimedia is a carrier of information
storage and transmission that integrates various media
forms; it includes various media information such as image,
text, video, sound, and so on. In the process of learning,
students can use multimedia technology to receive infor-
mation and acquire more and wider knowledge, as shown in
Figure 1. &erefore, multimedia technology has been widely
used in the teaching of various subjects [1]. In college En-
glish teaching, how to improve teaching efficiency through
multimedia technology, improving the teaching effect brings
new challenges to the research on the teaching mode,
teaching process, and teaching evaluation of this course. In

the era of new media, various media influence the thoughts
and behaviors of college students extensively and deeply,
facing the status quo of the absence of media literacy ed-
ucation in higher education, and aiming at the multimodal
characteristics of information representation in the new
media era.

2. Literature Review

In the 1990s, Western researchers put forward the theory of
multimodal discourse analysis, that in addition to language
communicative competence, other symbolic resources (e.g.,
images, videos, animations, etc.) and means also have the
function of realizing communication. Based on the theory of
multimodal discourse analysis, many experts and scholars
put forward a multimodal teaching model. Multimodal
teaching mode refers to the embedding of voice, image, text,
and other media into English teaching, which makes English
learning get rid of the traditional blackboard writing and
note-taking mode; it is a comprehensive application related
to modern teaching equipment and computer network. &is
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model can not only mobilize the atmosphere of teachers and
students in the classroom, but also stimulate students’ en-
thusiasm for vocabulary learning by stimulating their senses,
such as sight and hearing, and arouse interest in further
learning English vocabulary, thus helping to deepen their
memory of vocabulary and improve the practical application
ability of language so that learners can understand and
master the content to be learned in a relaxed environment.
In view of this, taking multimodal theory as the theoretical
basis of research, on this basis, the multimodal teaching
mode is introduced into the English vocabulary teaching in
senior high schools, exploring its effect on college English
vocabulary teaching has become a topic of great research
value.

Vocabulary teaching activities were carried out
smoothly. Zou and Huang’s research analyzes two theories
of the impact on college English vocabulary teaching: se-
mantics and pragmatics [2]. Pan and Zhang investigated the
role of corpus in English vocabulary teaching and proposed
to establish the concept of word frequency to help learners
better acquire vocabulary, conducive to the improvement of
their vocabulary use ability [3]. Pealver and Urbieta analyzed
the methods of English vocabulary teaching from three
different perspectives: lexicology, stylistics, and pragmatics
[4]. Kawa analyzed the importance of context in English
vocabulary teaching, and at this level, combined with the
research and development trend of English vocabulary
teaching, providing suggestions for the development of
English vocabulary teaching [5]. Belgrimet and Rabab’Ah
analyzed the relationship between the number of collocation
misuses and vocabulary acquisition strategies; research
shows that in classroom teaching, using effective strategies
for teaching can help improve the level of learners’ vo-
cabulary collocation [6]. Djatmika et al. studied the synergy
between multimodalities in the second language teaching
model and the complementarity of different symbols in

multimodal discourse; they believe that within a text, dis-
course, language, and visual modalities are mutually com-
plementary relationships, and the complementarity is
achieved through linguistic and visual modalities of various
modalities [7]. Purwaningtyas, based on constructing a
multimodal theory, expand the application scope of mul-
timodal discourse analysis to teaching discourse and
teaching practice; the applicable object of this theory is
increased [8]. Luca introduced the research method of
multimodal discourse in detail, including picture display
method, language description method, image, and text
combination method, drawing method, and so on, in-depth
discussion on the application of multimedia and network
information technology in the field of language teaching,
and discussed a variety of symbolic forms to assist language
teaching methods [9]. Tandiana et al. studied the allocation
of multimodal and interactive resources in the use of in-
teractive whiteboards by teachers and discussed the prin-
ciples of design and use of interactive whiteboards in
teaching; the application and interrelationship of modern
media technology in multimodal teaching is analyzed [10].
Hakoköngäs et al. studied the effects of multimodality on
second language learners; the study shows that multimodal
combined teaching can help learners learn languages better;
on this basis, the principles of multimodal curriculum design
and the method of computer-assisted teaching are con-
structed [11].

Based on current research, combining the core concepts
of foreign media literacy education with the theory of
multimodal discourse analysis, construct a multidimen-
sional analysis framework of flat multimodal media dis-
course in the teaching of media literacy in college English
courses. &e author’s research explores the multimodal
discourse analysis approach of media literacy education and
provides a reference for peer researchers to conduct in-depth
research.
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Figure 1: Design model of multimedia technology-assisted teaching.
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3. An Empirical Study of Multimodal Discourse
Analysis in College English Teaching in the
Context of New Media

3.1. New Media Context. In recent years, the term “new
media context” is increasingly used by researchers; with the
help of any search engine, you can see many papers on
related topics, for example, “information dissemination in
the context of new media,” “TV program innovation in the
context of new media,” “broadcasting Countermeasures in
the New Media Context,” “Film Marketing in the New
Media Context,” “Brand Communication in the New Media
Context,” “Advertising Communication Strategies in the
New Media Context,” “Crisis Communication and Coping
Strategies in the New Media Context,” and so on. However,
upon closer inspection, it is not difficult to find that most of
these studies generally equate the word “context” with
“background,” “era,” and “environment”; however, the
“context,” especially the “new media context,” is not nec-
essarily defined. From the point of view of academic re-
search, this cannot but be said to be a pity. &e word
“context” comes from the Greek “Contextre,” which is
“Context” in English, which means “interwoven” [12].
“Context” is a linguistic concept that refers to the inter-
weaving of various words; emphasis is on the meaning of a
word or sentence, which is determined by the segment or
dialogue in which it exists.

3.1.1. )e Results and Analysis of College English Teaching in
the Context of New Media

(1) &e questionnaire survey on students’ understand-
ing of English multimodal teaching and classroom
participation shows the following:

(a) &e application of multimodal teaching methods in
English classrooms still needs to be improved. More
than 70% of the students in 3 classes were satisfied or
very satisfied with the teachers’ use of visual modal
teaching methods in the classroom; 69% of the
students expressed uncertainty or dissatisfaction
with the use of auditory modality and other modal
means in the teacher’s teaching [13].

(b) Students’ understanding of English multimodal
teaching is not comprehensive enough. More than
50% of students believe that multimodal teaching is
visual modal teaching, that is, the use of PPT
teaching courseware in the classroom. Only 20% of
students understand multimodal teaching. In addi-
tion to teaching using visual modalities, other mo-
dalities are also used in combination.

(2) Investigation on the relationship between teachers’
classroom multimodal teaching and students’ En-
glish learning enthusiasm is carried out.

&rough questionnaire survey and face-to-face inter-
views, it is found that teachers’ flexible use of multimodal
teaching has an important impact on students’ learning
enthusiasm [14]. 82% of students said they liked the colorful

teaching methods in the classroom. More than 37% of
students expect teachers to provide more interactive op-
portunities in the classroom, such as group discussions, role-
playing, and so on.

3.1.2. Problems and Countermeasures in College English
Teaching Practice in the Context of New Media.
Multimodal college English classroom teaching requires
teachers to constantly update their educational concepts,
using new teaching theories to guide classroom teaching:

(1) Combined with situational teaching, making full use
of multimodality to mobilize students’ enthusiasm in
classroom teaching should be combined with specific
situations to mobilize the enthusiasm of students
[15]. Teachers should make full use of new media
resources in the classroom and comprehensively use
PPT courseware with video and audio; at the same
time, they should pay attention to the use of auditory
modalities such as oral expression, speed of speech,
and intonation, as well as the teacher’s body lan-
guage; the use of tactile modalities such as facial
expressions and other modalities provides students
with a rich learning environment and enhances their
interest in learning.

(2) Promote personalized learning and guide students
correctly. Actively guide students in their spare time
according to their own interests, with the help of
computers, mobile phones, campus networks, elec-
tronic reading rooms, MP5, and other media for
training and learning, as a supplement tomultimodal
teaching [16]. &e new media resources are vast, and
the learning form of online life allows students to
broaden their horizons, but in the face of so much
information, students will inevitably be confused.
Teachers should help students in time and guide
them to use navigation methods to avoid time-
consuming and low-efficiency situations.

(3) Carry out diversified teaching evaluation and adjust
multimodal teaching methods in time. Classroom
multimedia teaching, as well as audiovisual channels
such as mobile phones, computers, and online
classes that students use after class, provides more
choices for foreign language teaching evaluation
methods. Teachers should, based on student feed-
back and assessment results, timely adjust multi-
modal teaching methods to achieve better teaching
effect [17].

3.2. Multimodality. Kress and van Leeuwen define multi-
modality as all channels and mediums involved in com-
munication; in addition to traditional language symbols, it
also includes notation systems for colors, images, music,
technology, and more. Multimodal discourse refers to the
use of multiple sensory systems, such as hearing, sight,
touch, and so on, through language communication, the
phenomenon of using image symbols, sound symbols, action
symbols, and other means to communicate. In the process of
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communication, communication can not only be achieved
through language, it can also be achieved through various
methods such as speech speed, intonation, tone and other
sound aspects, body movements, expressions, and other
physical aspects. &erefore, communication is not only
carried out through a single sense, but using multiple senses
at the same time.

3.2.1. Multimodal )eory. In the 1990s, a new theory,
multimodal theory, emerged in Western countries, also
called multimodal discourse analysis theory; although its
research history at home and abroad is only more than 20
years, theoretical research and practical research on mul-
timodal theory go hand in hand; a lot of research results have
been obtained. “Multimodality” has attracted the attention
of linguists. In recent years, scholars have paid more and
more attention to this new theory; it has become a term
widely used by linguists and scholars at home and abroad. It
is also based on functional grammar theory, including more
nonverbal factors such as body movements, sounds, images,
and so on into the research scope; several studies have been
carried out on the relationship between modalities and
media. Published papers and books complete the theory of
multimodal discourse analysis, providing research methods
and theoretical basis for the study of multimodal discourse
analysis theory. A framework for multimodal discourse
analysis, based on analyzing the theory of multimodal
discourse analysis, through the interpretation and analysis of
the theoretical framework of systemic functional linguistics,
is proposed [18]. &e diagram vividly shows the logical
relationship of the various elements in the theory. Under the
framework of multimodal discourse analysis theory, there
are five levels:

(1) Cultural level: it includes two parts, one is the po-
tential of choice of discourse mode, and the other is
ideology. &is level is the key level of the multimodal
synthesis theoretical framework.

(2) Context level: interpersonal communication is af-
fected by contextual factors, which include discourse
category, discourse tone, and discourse form.

(3) Meaning level: it expresses what kind of meaning
people say words have, which can express different
meanings in different occasions, and is restricted by
the contextual environment in the context level.

(4) Form level: it includes form and relationship, and the
form mainly includes language, image perception,
sound perception, and feeling; the relationship is
complementary and noncomplementary. “Each
modality has its own formal system.” &e meaning
level and the formal level are collectively referred to
as the content level.

(5) Expression level: the main introduction media is
expressed by language and nonlanguage. Among
them, language includes accompanying language
and pure language; nonlanguage includes body
language and nonbody language.

3.2.2. Multimodal Discourse Analysis. Multimodal discourse
analysis is a discourse analysis method that emerged in the
1990s, and its emergence is closely related to the diversifi-
cation of meaning representation in the new media era. &e
so-called multimodality (multimodality) refers to the design
of symbolic products or events, the use of multiple symbolic
modalities, and how they can be integrated. &e symbol
mode mentioned above not only refers to traditional lan-
guage symbols, also including nonverbal symbols such as
images, animations, colors, movements, sounds, layouts,
and so on. &ere are three orientations of multimodal
discourse analysis methods: the sociosemiotic approach, the
systems functional linguistics approach, and the interactive
sociology approach. Among them, the social semiotics
orientation is based on Hodge and Kress’s social semiotics
theory. Hodge and Kress believe that there is a “motivation”
relationship between the signifier and the user of the sign;
the generation of motivation is closely related to people’s
social environment, and other symbol systems outside the
language system can also construct meaning. &erefore, the
generation and understanding of any symbolic meaning
cannot be separated from other symbolic systems; the
meaning of the text must be interpreted within a broader
context established by various sign systems. Based on this,
scholars have conducted research on various modal and
multimodal texts such as images, music, movements, film
and television works, space design, children’s picture books,
and classroom teaching. Multimodal discourse analysis
theories and methods were introduced in the early 2000s;
since then, scholars have mainly carried out research from
two aspects: theoretical development and discourse analysis
practice. In recent years, scholars have begun to pay at-
tention to the teaching of multiple reading and writing
related to the theory of multimodal discourse analysis, from
the construction of the learning model for the cultivation of
multiple reading and writing skills, the teaching of multiple
reading and writing, research on the impact of college
students’ reading comprehension, multicultural literacy, and
critical literacy [19]. However, there is still a lack of research
on media literacy teaching based on multimodal discourse
analysis theory.

3.2.3. )e Importance of Multimodal Discourse Analysis in
College English Teaching

(1) New requirements for cultivating compound talents
for the society: since the 1990s, the reform of college
English teaching is in full swing, and a variety of
teaching modes emerge in an endless stream, such as
task-based teaching mode, situational teaching
mode, and so on. Although each of the above
teaching modes has its own advantages, most of
them only emphasize the reading and writing of the
language and ignore other modalities; it has not
achieved close integration with modern educational
technology; therefore, it cannot really meet the new
requirements of the current society for cultivating
compound talents. With the rapid development of
information technology and the mutual penetration
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of global cultures, college English teaching can no
longer be limited to the traditional practice of relying
on language to express meaning; instead, the
teaching mode should be transformed from single
modal to multimodal; this requires teachers to
comprehensively use new multimodal expressions
such as sounds, actions, and pictures in actual
teaching to stimulate students’ interest in learning,
build a more reasonable information exchange
mode, and complete dynamic communication ac-
tivities with students in specific situations; in this
way, compound talents with comprehensive appli-
cation ability in English are gradually cultivated.

(2) An effective supplement to the main mode of
classroom teaching discourse: language has been an
important research field in academia for a long time;
similarly, the language of teachers and students in
English classroom teaching is also the focus of
classroom discourse research [20]. However, in to-
day’s booming digital multimedia, the dominant role
played by a single language modality is gradually
diminishing. On the contrary, other complex and
diverse communicative modalities, to varying de-
grees, auxiliary language modalities complete the
meaning construction of English classroom dis-
course and promote its development to a deeper level
of semiotics [21]. In English classroom teaching,
teachers can complete classroom tasks through the
comprehensive use of multiple modalities; for ex-
ample, in basic word explanation, spoken language
and text are the main modalities for realizing the
meaning of the utterance, but it fails to provide
students with vivid visual information related to
words or example sentences; moreover, this single-
modal teaching mode can easily lead to students’
dislike of learning, but if teachers can skillfully
combine other multimodal forms in the process of
explaining words, such as PPTpicture display, video
clip playback, and so on, with language mode; then,
students can directly feel the fun of word learning,
and their impression and understanding of words
will naturally be effectively strengthened; this fully
reflects the positive role of the main mode of mul-
timodal collaborative classroom discourse.

3.2.4. Multimodal Interactive College English Teaching
Mode. In today’s vigorous advocacy of multimodal teaching
concepts and flipped classroom teaching methods, the
multimodal interactive college English teaching mode has
become an important development direction. Multimodal
interaction in teaching mode refers to the interaction be-
tween teachers and students in classrooms, extracurricular
activities, and online learning environments make full use of
visual, auditory, tactile, and other senses to carry out English
interactive activities between students, teachers, students,
and human and machine. &e purpose of this model is to
allow students to complete different learning tasks using
multiple senses under the guidance and coordination of

teachers to acquire the ability to apply English. In the in-
teractive process, the role of teachers is to guide, promote,
and coordinate, while students, as the main body of activ-
ities, through exploration, practice, and cooperation,
learning by doing and exploring, completing the cognition
and externalization of language usage rules [22]. &e core of
multimodal interactive teaching lies in the word “moving,”
which emphasizes the joint participation of teachers and
students in the teaching process, enhances students’
awareness of participation and self-learning, and turns
teachers’ one-way explanation activities to students into
active two-way classroom activities. In the classroom, there
are various forms of multimodal interactive English
teaching, and the corresponding teaching mode can be
designed according to the teaching content; common
teaching modes include situational group discussions,
preclass speeches on self-selected topics, two-person dia-
logues on designated topics, and role-playing storylines.
After class, interact with the students in the group and
cooperate to complete the tasks assigned by the teacher. At
the same time, students should preview the text, self-study
vocabulary and sentence pattern module content on the
online learning end, and carry out multimodal interactive
learning of man-machine. &e composition of the multi-
modal interactive college English teaching mode is shown in
Figure 2.

3.3.)eMain Problems Existing inCollege English Teaching at
)is Stage

(1) &e base is thin. &e educational level of teachers in
the College English Teaching Department is gener-
ally low, the proportion of senior professional titles is
small, minority bilingual teachers occupy a certain
proportion, and there are too many young female
teachers. In teaching, it is shown as follows: the
teaching burden is heavy, the experience is insuffi-
cient, and the individual students vary greatly.
Students are from colleges and universities in the
Xinjiang Uygur Autonomous Region, including
ethnic minority students, local Han students, and

Teachers

The classroom
teachingNetwork

Face-to-faceSelf-study 
+tutoring

Listen TranslationWriteReadSaid

Students

Figure 2: Multimodal interactive college English teaching mode.
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students from the mainland. College English
teachers should give full play to the role of multi-
media in teaching while changing their teaching
concepts and mobilize students’ hearing, vision, and
other perceptions to achieve the teaching purpose of
cultivating diverse talents. In order to better stim-
ulate students’ interest in learning, the single mode
of oral communication should be changed, using
more means to facilitate teaching. &e multimodal
teaching mode can not only meet the needs of social
development, but also be more beneficial to the
cultivation of college students’ ability of multiple
reading and comprehensive application of English.

(2) &e task of teaching and scientific research is heavy.
From the current survey of teachers, it is found that
teachers have an average of 12 lessons per week, most
teachers undertake five to six courses, and the task of
preparing lessons is heavy. In addition, it also un-
dertakes homework correction and tutors’ students
in various extracurricular activities, competitions,
and exams. According to the survey, nearly 85% of
teachers said they spent most of their time in pre-
paring lessons, writing and printing lesson plans, and
making courseware everyday. From this, the tradi-
tional college English teaching mode can no longer
meet the needs of teaching at this stage, and the
change of teaching mode is imminent.

(3) &e teaching method is single.&e traditional college
English teaching is mainly based on teacher teaching;
in the process of large class teaching, the number of
classes is relatively large, and the interaction between
teachers and students is limited, teachers do not
consider the activities of teachers and students when
preparing lessons. English teaching is a kind of
simple and repetitive work in a sense, which seri-
ously reduces teachers’ enthusiasm for teaching and
students’ learning.

(4) Students’ enthusiasm is not high. Affected by the
large class teaching, the course progress and the
number of hours are continuously compressed, so
teachers can only be busy displaying courseware in
the limited class hours; there are fewer opportunities
for nonverbal behavioral interaction, and teacher-
student interaction is limited. Even if a certain
teaching activity is carried out, its form is relatively
simple, and the enthusiasm of students to participate
in the classroom is not high.

4. Analysis of Survey Results

4.1. Analysis of Teacher Questionnaire Survey Results. In
order to better understand the application of multimodal
discourse analysis theory in college English discourse
teaching and whether teachers understand multimodal
discourse analysis theory, a total of 23 questionnaires were
distributed to English teachers in four universities in city A,
and 23 were recovered, with a recovery rate of 100% and
100% valid questionnaires. According to the basic structure

of the teacher questionnaire, the questionnaire will be
specifically analyzed according to four dimensions [23].

4.1.1. Basic Information of Teachers. According to Table 1,
the author found that the current primary school English
teachers are still female, and the teachers under the age of 30
are the main ones. Secondly, the current school English
teachers are mainly undergraduates, accounting for 82.61%,
only 13.04% hold a master’s degree, and teachers under the
age of 30 have a bachelor’s degree. Finally, for teaching years
and professional titles, we can draw the results from Table 1:
educational qualifications, teaching years, and professional
titles are basically positively related to the development
trend.

4.1.2. Current Situation of Discourse Teaching. According to
Figure 3, it is found that more than 50% of teachers believe
that discourse teaching is very important in college English
teaching; no teacher thinks that discourse teaching is not
important. So, we can conclude the following: discourse
teaching occupies an important position in college English
teaching.

According to Figures 4 and 5, we found that the most
popular teaching method used by teachers in discourse
teaching is the task-based teaching method. Grammar-
translation method and multimodal teaching method have
low usage rates. At the same time, the teachers who choose
the grammar-translation method are between 22 and 35
years old, and their education is a university degree [24, 25].
In addition, each English teacher will choose the task-based
teaching method to design and implement teaching
activities.

&e results of the questionnaire survey are shown in
Figures 6 and 7; when teaching discourse, most teachers pay
more attention to the layout of the article or the commu-
nicative function of the discourse. &erefore, the author uses
age and education as independent variables to conduct
cross-analysis with this question; we found that the degree is
undergraduate, and teachers between the ages of 22 and 35
believe that in discourse teaching, more attention should be
paid to grammar and vocabulary in discourse.

According to Figures 8 and 9, the author found that, at
present, more than 17.39% of college English teachers always
use different teaching activities to teach English; among
them, task-based activities are the most popular among
teachers. Teachers often use different teaching activities to
help students improve the ability to use texts so that students
can better understand the meaning of texts. Although 4.39%
of teachers occasionally use a variety of teaching activities, it
is worth affirming that teachers are aware of the significance
of using different teaching activities to help students un-
derstand the meaning of texts [26].

4.2. Analysis of Student Questionnaire Survey Results. In
order to have a more comprehensive understanding of the
current discourse teaching of college English teachers, as
well as the specific effects of teaching, to help teachers
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improve teaching, improve students’ interest in learning. A
sample of students from a university in city A was selected as
the student part for investigation. A total of 114 question-
naires were distributed to the students, and a total of 114
were recovered. &e recovery rate was 100%, and the valid
questionnaires were 100%. Among them, questions 1–3 are
basic information, and questions 4–14 are mainly to un-
derstand students’ real feelings about English subjects and
teachers’ teaching [27]. &e following will analyze the

questionnaire according to the three dimensions of the
student’s questionnaire structure (see Table 2 for details).

4.2.1. Students’ Attitude towards English Class. According to
Figure 10, we can see that the ratio of male to female students
is relatively average, and more than 73% of the students love

Table 1: Statistics of basic information.

Gender Teaching grade Age Education Teaching age
Teacher A Woman Freshman 46–50 College 26 years
Teacher B Woman Sophomore 46–50 Postgraduate 24 years
Teacher C Woman Junior year 30–35 Undergraduate 10 years
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Figure 3: &e status of discourse teaching in English teaching.
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Figure 4: Statistics of the application of pedagogy in discourse
teaching.
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English courses. From this, we can roughly infer that most
students at the university level prefer English courses [27].

4.2.2. Students’ Attitude towards Multimodal English
Teaching. According to Figure 11, we can see that 43% of
students like to learn English through pictures and other
multimodal forms, 32% of students prefer multimodal
teaching activities. &erefore, it can be understood that up to
75% of students like to learn English through different
forms. Only 5% of students dislike this teaching method.

&rough the analysis of the student questionnaires, we
know that the children in the compulsory education stage
are in the specific operation stage, they prefer more intuitive
teaching forms, so more students prefer multimodal

teaching activities to learn English. And Gardner’s theory of
multiple intelligences also allows us to understand; students
hope that teachers in English teaching use multimodal
teaching forms as much as possible to attract their own
attention, strengthen their own interest in learning, to en-
hance the enthusiasm and initiative of learning, and then
improve the comprehensive language ability.
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Figure 7: Cross-analysis of teachers’ educational background and
age and discourse concerns.
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Figure 9: &e frequency of teachers’ discourse teaching using a
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Table 2: Basic information of students.

Class Man Woman Total people
Class 1 24 16 40
Class 2 25 20 45
Class 3 17 26 43
Total 66 62 128
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Figure 10: Students’ likeness for English classes.

8 Mobile Information Systems



RE
TR
AC
TE
D

4.3. Dynamic Trajectory of Second Language Classroom Mo-
tivation under the Condition of Multimodal Language Input.
&e researchers conducted intra-individual and interindi-
vidual comparisons of the motivational change trajectories
of the three subjects C,M, andW in the three comprehensive
English classes (as shown in Figures 12–14); it was found that
the subjects’ second language classroom motivation showed
the relative stability of the dynamic development trend and
the characteristics of nonlinear dynamic development in a
certain period.

4.3.1. )e Relative Stability of Motivation. As shown in
Figures 12–14, subject C’s motivation changes in the three
lessons are all between 80 and 90, the motivation level is
high, and the motivation trajectories of multiple nodes are
close to the same, the range of change is small. &e moti-
vation of subject M in the 3 lessons varies from 55 to 85, and
the motivation level is in the middle level and the change
range is large. Subject W’s motivation changes in the 3
lessons basically ranged from 30 to 40; the motivation level
was low and the change range was small. &e average value
of the dynamic changes of motivation displayed by the three
subjects in the three lessons is consistent with the results of
the static questionnaire conducted before the experiment,
which indicates that the motivation level of the second
language learners is relatively stable within a certain period.

In summary, the “future second language self-direction”
(including goal orientation and vision and imagery) of the
three subjects was the cyclic attractor of their second lan-
guage classroom motivation system; on the premise of not
changing the development direction of motivation and the
range of level changes, it plays a major guiding role in the
motivational intensity of individual learners, thus contrib-
uting to the relatively stable development of L2 motivation.

4.3.2. Development of Nonlinear Dynamic Changes. &e
development trend of second language motivation is

relatively stable, but the trajectories of the three subjects’
classroom motivation also show the diversity and difference
of ups and downs.

As shown in Figure 15, group motivation develops
steadily; motivation levels fluctuated between 55 and 65,
with no large fluctuations. &e motivation levels of the three
subjects in Figure 16 all changed significantly. Subject C’s
motivation remained at a high level; subject M changedmost
obviously; the level of motivation has been increasing;
subject W has been in a low level of motivation. &e above
results show that the developmental trajectory of group
motivation does not coincide with the developmental tra-
jectory of individual motivation. &erefore, the group
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Figure 11:&e degree to which students prefer multimodal English
lessons.
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motivation level cannot represent the specific motivation
level of the individual learners in the group and may mask
the typical characteristics of individual motivation
development.

In addition, the motivational development trajectories of
the three subjects in the same session were also constantly
changing and distinct. Subject C’s motivation level increased
steadily during the first 30 minutes of class, but dropped
abruptly between 30 and 35 minutes. Subject C explained,
“At that time, the teacher asked me to get up to answer a
question, and my answer was very unsatisfactory. At that
time, I was in a bad mood and struggled for a long time.
Later, the teacher led a class discussion session, I was pulled
back from the self-blame, and gradually recovered.” Subject
M’s motivation level maintained a substantial increase in the
first 30 minutes of the class and reached a steady state after
30minutes, M explained, “I was in a goodmood that day and

was in good shape before class. &e main content of the class
revolves around World War II, which is a topic I am very
interested in. In the meantime, the teacher also let us enjoy
the wartime video of the Battle of Britain, and imitated
Churchill’s impassioned wartime speech, which is great.
Later, the teacher gave some audios and a lot of text ma-
terials, which felt a little boring, and at the end of a class, I
was a little tired, and my interest was not so high.” In
contrast, subject W’s motivation level changed slightly
throughout the class, but it was generally in a downward
trend. Additionally, between 10 and 25 minutes of this
session, 3 subjects were basically in the stable and improving
stage of motivation level (subject C and subject W per-
formed most prominently); during this period, the teachers
mainly adopted the classroom design form of
audio + video + subtitle language input mode; this shows
that multimodal language input has an effective stimulating
effect on learners’ motivation [28, 29]. From this, the change
of learners’ individual classroommotivation is mainly due to
the influence of classroom environment factors. &e design
of classroom activities and the form of language input have
obvious regulatory effects on learners’ short-term learning
motivation.

5. Conclusion

&e author is supported by the theory of “complex dynamic
development concept” and “second language motivation
self-system,” implemented case tracking for 3 English ma-
jors, using the time series method, the personality dynamic
method, and the equivalent modeling method to explore the
multimodal language input conditions, the dynamic change
development characteristics, and situational influencing
factors of second language classroom motivation. Research
indicates, under the condition of multimodal language
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Figure 14: W’s motivational change trajectory in 3 lessons.
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Figure 15: Change track of group motivation in the first lesson.
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Figure 16: Change track of individual motivation level in the first
lesson.
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input, the motivation of individual learners in the second
language classroom shows the relative stability of the dy-
namic development trend, and the nonlinear dynamic de-
velopment characteristics of a specific period. On the one
hand, individual learners’ future L2 self-direction is a
higher-order attractor that maintains the stability of moti-
vation levels. On the other hand, learners’ language ac-
quisition level, classroom learning content and input
modality, and teacher and peer behaviors are the key situ-
ational factors for the dynamic changes of individual
learners’ classroom motivation [30].
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[11] E. Hakoköngäs, O. Halmesvaara, and I. Sakki, “Persuasion
through bitter humor: multimodal discourse analysis of
rhetoric in internet memes of two far-right groups in Fin-
land,” Social Media + Society, vol. 6, no. 2, 2020.

[12] F. V. Lim, “Investigating intersemiosis: a systemic functional
multimodal discourse analysis of the relationship between
language and gesture in classroom discourse,” Visual Com-
munication, vol. 20, no. 1, pp. 34–58, 2021.

[13] C. Schubert, “Multimodal cohesion in persuasive discourse: a
case study of televised campaign advertisements in the 2020 us
presidential election,” Discourse, Context & Media, vol. 43,
no. 2, Article ID 100537, 2021.

[14] L. Law, “Creativity and power: a systemic functional multi-
modal discourse analysis of the co-constructed multimodal
creativity-power relation in house m,” d. SERIEs, vol. 7, no. 1,
pp. 45–62, 2021.

[15] J. Chen, “Multimodal discourse analysis of judges’ footing
shifts in criminal courtroom,” Chinese Journal of Applied
Linguistics, vol. 43, no. 1, pp. 5–25, 2020.

[16] B. Hu, “Amultimodal discourse analysis of zhaocaimao (lucky
cat) constructed by the Chinese communities in South
Africa,”African and Asian Studies, vol. 19, no. 1-2, pp. 99–132,
2020.

[17] S. Y. Kim, “College disability support offices as advertise-
ments: a multimodal discourse analysis,” Discourse Studies,
vol. 23, no. 2, pp. 166–190, 2020.

[18] N. V. Sokolova, “Multimodal it marketing discourse: an in-
tegrated approach investigation,” Russian Journal of Lin-
guistics, vol. 24, no. 2, pp. 366–385, 2020.

[19] D. Iii and T. Y. Lewis, “A multimodal approach to higher
order literacy development of low-level efl university students
in Japan,” Innovation in Language Learning and Teaching,
vol. 15, no. 2, pp. 1–20, 2020.

[20] L. Mantovan, “E pluribus unum: the detection of political
persuasion through discourse analysis,” International Journal
of Linguistics, vol. 12, no. 4, 18 pages, 2020.

[21] X. Mai and Y. Fan, “An empirical study of the willingness to
communicate in college English classes from an ecological
perspective,” Creative Education, vol. 12, no. 09,
pp. 2056–2065, 2021.

[22] S. Kim, “An empirical study on the effects of google-based
activities in the college level English learning,” )e Korean
Association of General Education, vol. 14, no. 6, pp. 339–353,
2020.

[23] F. Liu, “An empirical study on the improvement of English
reading ability of Chinese college students based on big
data——based on the lens grading system,” Journal of Physics:
Conference Series, vol. 1744, no. 3, Article ID 032066, 2021.

[24] C. I. T. Panggabean and A. Asariski, “An analysis of efl
students’ questions in research on elt class at university of pgri
ronggolawe tuban,” English Education Journal of English
Teaching and Research, vol. 6, no. 1, pp. 13–21, 2021.

[25] L. Gui, “An analysis of the strategies for developing students’
consciousness of pronunciation and intonation in college
English teaching based on the international communication,”
E3S Web of Conferences, vol. 214, no. 3, 01041 pages, 2020.

[26] S. Gao, Q. Cui, and C. Ma, Modeling and Simulation of
Proximity Explosion Damage Probability for Anti-radiation
Missile Laser Fuze, Springer, Berlin, Germany, 2019.

Mobile Information Systems 11


