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Breast segmentation and mass detection in medical images are important for diagnosis and treatment follow-up. Automation of
these challenging tasks can assist radiologists by reducing the high manual workload of breast cancer analysis. In this paper, deep
convolutional neural networks (DCNN) were employed for breast segmentation and mass detection in dynamic contrast-en-
hanced magnetic resonance imaging (DCE-MRI). First, the region of the breasts was segmented from the remaining body parts by
building a fully convolutional neural network based on U-Net++. Using the method of deep learning to extract the target area can
help to reduce the interference external to the breast. Second, a faster region with convolutional neural network (Faster RCNN)
was used for mass detection on segmented breast images. The dataset of DCE-MRI used in this study was obtained from 75
patients, and a 5-fold cross validation method was adopted. The statistical analysis of breast region segmentation was carried out
by computing the Dice similarity coefficient (DSC), Jaccard coefficient, and segmentation sensitivity. For validation of breast mass
detection, the sensitivity with the number of false positives per case was computed and analyzed. The Dice and Jaccard coefficients
and the segmentation sensitivity value for breast region segmentation were 0.951, 0.908, and 0.948, respectively, which were better
than those of the original U-Net algorithm, and the average sensitivity for mass detection achieved 0.874 with 3.4 false positives

per case.

1. Introduction

Breast cancer is one of the most common cancers amongst
women worldwide [1]. Early diagnosis and treatment are
proven to reduce the mortality rate [2]. Dynamic contrast-
enhanced magnetic resonance imaging (DCE-MRI) is a
more reliable tool for early detection of breast cancer than
mammography and ultrasound [3]. The correct resolution of
DCE-MRI image of the breast depends largely on the quality
of visualization, operation experience, and the time needed
for data analysis. Because manual analysis of MR series is
time-consuming and error-prone, several specific systems
have been developed to help radiologists detect and diagnose
breast lesions, which greatly improves clinicians’ work ef-
ficiency [4]. Although some computer-aided diagnosis
(CAD) systems are currently used in the clinic, fully

automatic detection of breast lesions is still an ongoing
problem [5].

Generally, a DCE-MRI image of the breast also includes
other organs such as the lung, heart, liver, and pectoral
muscles. Separation of the breast region from other organs is
necessary for further analysis. Manual segmentation of the
breast region is tedious; therefore it is impractical to segment
the entire breast region from a large number of diverse
datasets. Automatic segmentation of the breast region re-
duces result bias and can accelerate data processing. Con-
ventional breast region segmentation methods proposed in
the literature are based on threshold, morphology, and
fuzziness with specific connections between pixels. Thakran
et al. segmented the outer and inner breast tissue by
thresholding, morphological operation, and B-spline curve
fitting [6]. Wu et al. [7] combined edge enhancement and
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edge linking with candidate evaluation to detect the chest-
wall line in the sagittal plane. Jiang et al. [8] used dynamic
programing combined with preprocessing to segment the
breast region in fat-suppressed transverse DCE-MRI. While
these traditional methods have shown good performance,
the robustness of these algorithms is insufficient, in that they
tend to fail in some specific data because they can only
process the underlying information. In recent years, con-
volutional neural networks (CNNs) have been widely used in
biomedical semantic segmentation such as FCN [9], SegNet
[10], and U-Net [11]. These deep networks can automatically
extract high-level features and complete pixel-wise seg-
mentation. Xu et al. used a 2D U-Net for automatic breast
region segmentation in DCE-MRI [12]. Adoui et al. built two
fully CNNs based on SegNet and U-Net for breast tumor
segmentation [13]. Building on the success of U-Net in
medical image segmentation, this study additionally used
U-Net++ [14] for comparison of DCE-MRI images for
breast region segmentation. Our results indicated the ef-
fectiveness and accuracy of this method in biomedical
segmentation tasks.

Because of the varying sizes, shapes, appearances, and
densities of masses, CAD for breast mass detection is a
challenging task [15, 16]. Conventional methods for breast
mass detection mainly rely on threshold values [17] or mass
templates [18] based on various kinds of filter operators.
Huang et al. used multiscale Hessian-based analysis for
breast mass detection [19], and Wang et al. detected breast
masses based on Gestalt psychology [20]. These traditional
detection algorithms are sensitive to image noise, and the
hand-designed features are not adequately robust to blurred
contrast and bias-field. Deep convolutional neural networks
(DCNNs)  have significantly outperformed traditional
methods in recent years, owing to the strong feature ex-
pression ability that can further improve the detection ac-
curacy. With the development of deep learning, DCNN has
been widely used in medical image detection [21-23]. These
CAD systems can be used to migrate between breast cancer
and lung cancer. The application of a CAD system helps the
radiologist as a second reviewer to evaluate screening
medical images. A CAD system based on one of the most
successful object detection frameworks—Faster RCNN
[24]—could achieve high sensitivity with few false positive
results on the datasets of mammograms and tomosynthesis
[25, 26]. In the field of mammary MRI, the development of
deep learning frameworks is limited, because only a small
number of datasets are available. With this background, we
incorporated Faster RCNN into our DCE-MRI datasets for
detection of breast mass.

In this paper, DCNN-based frameworks were present for
computer-aided segmentation of breast region and detection
of breast masses. Breast region segmentation was first
performed by U-Net++ to remove other organs except the
breast region to eliminate interference. U-Net was also
implemented as a comparison of segmentation framework.
Given the limited amount of our datasets, data augmenta-
tion was used during training to reduce overfitting. Breast
mass detection was implemented by training Faster RCNN
with images preprocessed by segmentation network and
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labels annotated by radiologists. The proposed methods were
validated by a 5-fold cross validation technique to obtain
more reliable results than independent tests. Performance of
the automatic segmentation was evaluated using similarity
coefficients. The breast mass detection model was evaluated
using sensitivity at the number of false positives per case.

2. Materials and Methods

2.1. Data. The dataset consisted of 75 women (mean age, 47
years; age range, 18-68 years) with histopathologically
confirmed breast masses at the Sun Yat-sen University
Cancer Center (Guangzhou, China). Patients with suspi-
cious breast masses were recruited after they provided
written informed consent. The Ethics Committee of Sun Yat-
sen University Cancer Center approved the study. Patients
were scanned in the prone position with the bilateral breast
naturally hanging into the two holes of the coil. A 3.0T
superconductive magnetic system (Discovery 750, GE
Healthcare) with a bilateral 8-channel phased-array breast-
specific surface coil was used for the imaging. Standard
imaging was performed, including axial fast spin echo (FSE)
TIWI, and axial and sagittal FSE T2WI. Subsequently,
diffusion-weighted images (DWI) were acquired in the axial
planes. The DCE-MRI data were acquired using the VI-
BRANT-FLEX technique in the axial orientation, after one
set of unenhanced baseline images were obtained using an
MRI-specific automatic power injector (Medrad Inc,
Pittsburgh, PA, USA) to inject 0.1 mmol/kg body weight
contrast medium (gadopentetate dimeglumine; Magnevist,
Bayer Schering Pharma, Berlin, Germany), with a hand
venipuncture technique at a rate of 3 mL/s. Saline (10 mL at
3mL/s) was then injected to wash the tube. Dynamic
scanning was initiated by simultaneously pushing the high-
pressure syringe button and the dynamic scan button. Eight
postcontrast sets were acquired under the following scan-
ning conditions: field of view, 32 cm; matrix, 320 x 320;
section thickness without a gap, 1.4 mm; repetition time,
3.9 ms; echo time, 1.7 ms; and flip angle, 5°. The patients had
not received any treatment before undergoing MRI. In this
study, only mass-like masses showed strong contrast.

Diagnosis was confirmed following pathological analysis
subsequent to core-needle biopsy or surgical excision, or
lesion not changed at a minimum follow-up of 2 years
defined as benign lesion.

All images were analyzed independently by two radi-
ologists with ten years of experience in breast MRI. The
images were assessed independently and any disagreements
were resolved by achieving consensus. All lesions were
assessed using the Breast Imaging Reporting and Data
System (BI-RADS). BI-RADS category 1 (negative) and
category 2 (benign) denote an essentially 0% likelihood of
cancer. BI-RADS category 3 (probably benign) assessment is
more intuitive and can be recommended in the case of a
unique focal finding for which the likelihood of malignancy
is 20% but <2%. BI-RADS category 4 (suspicious) and
category 5 (highly suggestive of malignancy) describe MRI
findings that are suspicious enough to warrant tissue di-
agnosis. BI-RADS category 6 (known biopsy-proven
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malignancy) describes MRI findings of biopsy-proven breast
cancer for which surgical excision is recommended when
clinically appropriate.

The objective of this study is to detect the mass. All
lesions with a BI-RADS score greater than 1 were used in the
dataset. According to statistics, the diameter of the mass
ranges from 1.07 to 6.69 cm.

3. Methods

Our fully automatic method consists of two parts: breast
region segmentation and breast mass detection. Automatic
segmentation of breast region is a challenging task because
of large variations in breast shapes, sizes, image artifacts, and
other noise-induced errors. Inspired by the success of
DCNN models on object segmentation tasks, we imple-
mented a U-Net++ framework for breast region segmen-
tation, along with a U-Net framework for comparison. Next,
we obtained images of the breast region without interference
from other organs/body parts as the input for Faster RCNN
to detect breast masses. Finally, the positions and sizes of the
breast masses were identified. The whole framework of this
proposed method is shown in Figure 1.

U-Net [11] was used in breast region segmentation for
comparison, and its architecture is shown in Figure 2. One
advantage of this method is its robustness even with small
training data. The architecture consists of downsampling
(left side) and upsampling (right side). The left side acts as
an encoder and extracts features through the network. It
contains a typical convolutional structure: two 3x3
convolution operations and one 2 x 2 max-pooling oper-
ation. Each convolution operation is followed by batch
normalization (BN) and a rectified linear unit (ReLU). The
right side acts as a decoder and also contains a typical
architecture: a 2 x2 upsampling operation and two 3x3
convolution operations, each followed by BN and a ReLU.
Contracting paths are used to combine the high resolution
feature maps with the upsampling outputs to accurately
classify and locate each pixel. Every pixel of input image is
classified as breast region or background. To evaluate the
segmentation loss, we used the binary cross entropy (BCE)
loss function.

R

1

BCELoss = ——
M 1

(Yi . log(?l) +(1- Y), . lOg(l - ?1)),

I
—_

(1)

where Y is the ground truth and Y is the predicted prob-
ability for all the M pixels.

U-Net++ [14] is an improved version of U-Net for
biomedical image segmentation. For the skip connection of
U-Net, U-Net++ adds modules to integrate the features of
different levels through superposition. Further, to ensure
gradient propagation, U-Net++ uses a deep supervision
scheme that connects the middle module to the final output,
finally forming a dense block structure as shown in Figure 3.
The loss function is a combination of binary cross entropy
and dice coefficient on each of the above four semantic
levels, which is described as

. 1 &1 o\ 2-Y,-Y,
BCE&Dice Loss = N ;(E.Yb. 10g(yb) et R N

(2)

where Y, and Y,, denote the flattened ground truths and the
flattened predicted probabilities of the b™" image, respec-
tively, and N indicates the batch size.

The object detection network named Faster RCNN [24]
is composed of two modules. The first module is a deep fully
CNN that proposes regions and the second module is the
detector that uses the proposed regions. Feature map is
extracted from input image by using ResNet-101 [27].
ResNet-101 has been proven to perform well on classifica-
tion tasks, which shows that it has good feature extraction
ability. A region proposal network (RPN) considers the
feature map as input and provides a set of rectangular object
proposals as the output, each with an objectness score. The
RPN structure in [24] is used in this paper without modi-
fication. The function of ROI Align is to map region of
interest (ROI) areas of different sizes to feature maps of fixed
sizes. ROI Align [28] can effectively solve the problem of
misalignment caused by twice quantization in ROI Pooling.
For the detection of large objects, the difference between the
two schemes is rare. If there are more small objects in the
picture to be detected, ROI Align is preferred, which is more
accurate. In this paper, the masses of breast MRI image are
taken as the research target, and the diameter of them is less
than 48 pixels, which belongs to small targets. Therefore,
ROI Align is selected for detection network. The feature is
shared by RPN and fully connected (FC) layers. The
structure is shown in Figure 4.

We computed four regression losses. L,., was associated
with predicted mass coordinates, widths, and height, and L
was the classification loss for the predicted mass probabil-
ities. The ground truth labels are determined for each anchor
as follows: If an anchor i overlaps with a mass with an
intersection over union (IOU) greater than 0.7, then it is
regarded as positive (p;* = 1). On the contrary, if an anchor i
overlaps with a mass with an IOU less than 0.3, it is regarded
as negative (p;* = 0). All other anchors do not contribute to
the loss, and only positive anchors contribute to the re-
gression loss. The final loss function for anchor i is defined as
follows:

1 . 1 -
L(ppt;) = N_l chls (P Pi) + N_ ZLreg (ts t7).
cs reg i
(3)

Here, t; is a vector representing the four parameterized
coordinates of the predicted bounding box and ¢} is the
ground truth associated with a positive anchor. We used

binary cross entropy loss for L s and smooth L1 loss for L.

3.1. Performance Evaluation. The performance of the pro-
posed method for breast region segmentation was tested
using the Dice similarity coefficient (DSC) [29], Jaccard
coefficient [30], and segmentation sensitivity described by
Udupa et al. [31], which are given by the following equations:
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FiGure 1: The framework of breast region segmentation and breast mass detection. The entire framework is divided into two parts. The
upper part is image segmentation. Breast region mask is obtained by importing the image into segmentation network such as U-Net++ and
U-Net. The breast region can be segmented by masking the input image. The following part is the target detection. The breast region image
was input to Faster RCNN to obtain the location coordinates and probability of the mass.
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FIGURE 3: The architecture of U-Net++. Every X*/ includes two 3 x 3 convolution operations, each followed by BN and a ReLU. Channels of

the same scale are connected in a dense manner for gradient propagation.
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FIGURE 4: The architecture of Faster RCNN. Using ResNet-101 as the feature extraction network, the target location and probability can be

obtained by processing the shared features.
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where A is the automatic segmentation result and B is the
ground truth.

For target detection tasks, performance is measured by
sensitivity with the average number of false positives per
sample. In the task of breast mass detection, the sensitivity,
also known as the true positive rate (TPR), represents the
proportion of the number of detected masses to the number
of all masses in the dataset. This is calculated using the true
positive (TP), false negative (FN), and false positive (FP). It

should be noted that true negative (TN) in target detection
tasks is meaningless.

TP

- 5
TP + FN (%)

True Positive Rate TPR =

The receiver operating characteristic (ROC) curve was
first invented by electronics and radar engineers during
World War II to detect enemy vehicles on the battlefield, i.e.,
signal detection theory. Soon afterwards, it was introduced
into psychology to detect signal perception. Since then, it has
been introduced into the field of machine learning to
evaluate classification and test results and is a very important
and common statistical analysis method. However, the
classical ROC method cannot solve the practical problem of
evaluating target detection task on an image. In the 1970s,
the concept of FROC (free-response ROC) was proposed,
which allows the evaluation of arbitrary anomalies on each
image. The FROC curve considers the number of false
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(a) (b) (c)

FIGURe 5: Samples of breast region segmentation dataset: (a) the original image, (b) the segmentation ground truth, and (c) (b)
superimposed on (a). The pixel value of the breast region is set to one and the pixel value of the background area is set to zero during training
of segmentation models.
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TaBLE 1: Performance of breast region segmentation by U-Net on 5-fold cross validation.
Performance Exp 1 Exp 2 Exp 3 Exp 4 Exp 5 Average
DSC 0.949 0.952 0.926 0.938 0.938 0.941
Jaccard 0.905 0.908 0.869 0.886 0.885 0.891
Segmentation sensitivity 0.947 0.960 0.933 0.946 0.921 0.941
TaBLE 2: Performance of breast region segmentation by U-Net++ on 5-fold cross validation.
Performance Exp 1 Exp 2 Exp 3 Exp 4 Exp 5 Average
DSC 0.959 0.960 0.945 0.948 0.942 0.951
Jaccard 0.921 0.924 0.897 0.904 0.894 0.908
Segmentation sensitivity 0.957 0.964 0.940 0.953 0.927 0.948
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(a) (b)

() (d)

FIGURE 8: Samples of breast region segmentation result: (a), (b) source images and ground truths, respectively, (c) the breast region

segmentation result of U-Net++, and (d) segmentation from U-Net.

positives in each sample as the x-axis and the recall as the y-
axis. The closer the curve to the upper left corner, the better
the performance of the model.

4. Results

4.1. Breast Segmentation. Owing to the uncertainty of breast
MRI, traditional methods cannot at times segment breast
region very well. Therefore, in this study, we adopted the
deep learning method for breast region segmentation.

We proposed breast region segmentation by training a
U-Net++ model, which removes interference from different
DCE-MRI series external to the breast region. We used the
dataset of DCE-MRIs from 75 patients. For the segmentation
task, we created breast region labels for each patient

(Figure 5). Because of the similarity in consecutive images in
the DCE-MRI series, we allocated one breast region label for
every 10 consecutive images. We employed patient-level, 5-
fold cross validation. Each subset contains 15 cases of DCE-
MRI. Moreover to illustrate the robustness of our algorithm,
we trained our model on four subsets and validated it on the
other subset. For data augmentation, the training sets were
flipped horizontally. We trained the U-Net++ model and the
U-Net model as comparison for 50 epochs using stochastic
gradient descent (SGD) as the optimizer and used the last
epoch to predict validation datasets. The batch size was set to
five given the limitation of GPU memory. The training
processes of U-Net and U-Net++ are shown in Figures 6 and
7, respectively, which show the final convergence of the
networks.
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The segmentation performance was validated by DSC,
Jaccard, and segmentation sensitivity on the validation
dataset. We computed performance values of U-Net++ for
each validation image, and the average of them was 0.951,
0.908, and 0.948, respectively, which were better than those
of U-Net. Evaluation results are provided in Tables 1 and 2.
Exp 1 to 5 are experiments from 5-fold cross validation. The
performance of each experiment result was evaluated, and
mean values of the Dice coefficient (DSC), Jaccard coeffi-
cient, and segmentation sensitivity between segmentation
results and ground truths from 15 different cases are cal-
culated. The average performance was assessed. The breast
region segmentation results on the validation dataset are
shown in Figure 8. From the overall segmentation effect, the
integrity and robustness of U-Net++ segmentation were
better than those of U-Net.

4.2. Mass Detection. Encouraged by the overall success of
Faster RCNN and deep residual networks in natural images,
we used them in our study of breast mass detection. To
eliminate the impact of redundant information and external
noise, we first used the well-trained U-Net++ model to
preprocess images. After that, the training and validation
dataset only contained information pertaining to the breast
region. All the slices containing the mass were extracted, and
the central coordinates and the width and height of the mass
on the image were marked for training. In validation, the
whole case was segmented and processed. The detection
results obtained by the network were mapped to three-di-
mensional space, and the bounding boxes close to each other
in the space would be merged into one candidate. Candi-
dates would be evaluated as TP if the IOUs with ground
truth were greater than 0.5 while FP if less than 0.5. We
employed patient-level 5-fold cross validation. Each subset
contains 15 cases of DCE-MRI. Further, to illustrate the
robustness of our algorithm, we trained our model on 4
subsets and validated it based on the other remaining subset.
In the training subset, we used 30 epochs in total with SGD
optimization and a momentum of 0.9. Because of the lim-
itation of GPU memory, the batch size parameter was set to
8. We used a weight decay of 5 x 10~*. The initial learning
rate was 0.001 and multiplied by 0.1 every 10 epochs. Before
training the network, the weights of pretrained ResNet-101
were loaded for transfer learning, which effectively
accelerated convergence. The training process of the network
is shown in Figure 9, which shows the final convergence of
the network.

We validated the Faster RCNN model based on the
validation dataset and the average mass-level sensitivity
achieved 0.874 at 3.4 false positives per case. The com-
parison of several detection results is shown in Figure 10.
The network outputs the specific location and size in-
formation of different kinds of mass, as well as the
probability. Regarding the 5-fold cross validation, Fig-
ure 11 shows the FROC curve of each experiment and
Figure 12 shows the average FROC curve for 5-fold cross
validation. The total size of the dataset is small so that it is
probable that a few samples are obviously different from

Faster RCNN training error

Error
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04 4|t
02 4 l\’\
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F1GURE 9: Faster RCNN training error.

other cases, which affects the accuracy of the experi-
mental results. Therefore, the cross validation method is
used to make the experimental results more convincing
in small datasets. The performance of the curves supports
the proposed breast mass detection method as a useful
tool to assist doctors with the diagnosis.

5. Discussion

We proposed a method based on DCNN to effectively
segment breast region and detect breast masses on DCE-
MRI images. The success of the proposed method was
mainly dependent on two aspects. First, breast region seg-
mentation is necessary because other organs outside the
breast occupy most of the image area, which greatly in-
terferes with detection of masses. U-Net++ is a fully con-
volutional network applicable to various biomedical
segmentation problems. The network contains convolu-
tional layers and max-pooling layers and does not have any
fully connected layers. Specifically, there are dense blocks
between skip connections, which can make full use of
extracted features. Owing to the lack of datasets, 5-fold cross
validation was adopted. We used our own data to train
U-Net++ for 50 epochs, and the DSC, Jaccard, and seg-
mentation sensitivity values obtained were 0.951, 0.908, and
0.948, respectively, which were better than those obtained
with U-Net. The experimental results showed that U-Net++
segmentation of the breast region was more precise and
complete than the U-Net segmentation. As seen in Figure 8,
the segmentation of the end of the breast region was not very
accurate, but the key areas were well preserved, which was
helpful in mass detection. Second, Faster RCNN is a flexible
generic object detection framework that is easily extended to
biomedical detection tasks. This study used ResNet-101 as
the backbone of Faster RCNN to extract feature map from
the input image. Then, there were two parallel branches to
share the feature map, bounding box regression, and clas-
sification. We used the well-trained U-Net++ model to
preprocess the training dataset to eliminate interference.
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(a)

(b)

FiGure 10: Ground truth and detection result: (a) the ground truth of breast mass detection and (b) the detection results of Faster RCNN,

including target position, size, and probability.

Before training the network, the weights of pretrained
ResNet-101 were loaded for transfer learning, which effec-
tively accelerated convergence. For the performance eval-
uation, Faster RCNN accurately found the position of the
breast mass and provided corresponding confidence in-
formation. We used 5-fold cross validation, and the average
sensitivity performance achieved 0.874 with 3.4 false posi-
tives per case. This meant that our results may have a

potential value for early diagnosis and treatment of breast
cancer, but more clinical cases are needed to carry out re-
search for verification.

Our study has some limitations, but it can verify the
feasibility of this method in our dataset. Future research
includes detection from multiple directions as well as using
3D CNN for extracting 3D feature map. The dataset used in
this paper is relatively small. We aim to establish a large-
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FROC--5-Fold cross validation
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F1Gure 11: FROC of each experiment. The FROC curves of Exp 1 to
Exp 5 are listed. Horizontal coordinates represent the average
number of false positives per case. The vertical coordinates rep-
resent the sensitivity corresponding to the average number of false
positives per case.
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FIGURE 12: Average FROC for 5-fold cross validation.

scale open dataset for convenient performance comparison
of papers with different algorithms in future.

6. Conclusion

Herein, we presented an automatic method for breast region
segmentation and mass detection based on DCNN in DCE-
MRIs. Our method consists of the breast region segmen-
tation by U-Net++ and the breast mass detection by Faster
RCNN. The DCNNs were trained and validated in DCE-
MRIs from Sun Yat-sen University Cancer Center and
showed good performance. We believe that this method
provides a powerful clinical tool to help doctors accurately

11

and quickly diagnose breast masses. Future research will
include the establishment of larger open data and the
opinions of radiologists and surgeons in clinical practice.
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Background. Interactive echocardiography translation is an efficient educational function to master cardiac anatomy. It
strengthens the student’s understanding by pixel-level translation between echocardiography and theoretically sketch images.
Previous research studies split it into two aspects of image segmentation and synthesis. This split makes it hard to achieve pixel-
level corresponding translation. Besides, it is also challenging to leverage deep-learning-based methods in each phase where a
handful of annotations are available. Methods. To address interactive translation with limited annotations, we present a two-step
transfer learning approach. Firstly, we train two independent parent networks, the ultrasound to sketch (U2S) parent network and
the sketch to ultrasound (S2U) parent network. U2S translation is similar to a segmentation task with sector boundary inference.
Therefore, the U2S parent network is trained with the U-Net network on the public segmentation dataset of VOC2012. S2U aims
at recovering ultrasound texture. So, the S2U parent network is decoder networks that generate ultrasound data from random
input. After pretraining the parent networks, an encoder network is attached to the S2U parent network to translate ultrasound
images into sketch images. We jointly transfer learning U2S and S2U within the CGAN framework. Results and conclusion.
Quantitative and qualitative contrast from 1-shot, 5-shot, and 10-shot transfer learning show the effectiveness of the proposed
algorithm. The interactive translation is achieved with few-shot transfer learning. Thus, the development of new applications from
scratch is accelerated. Our few-shot transfer learning has great potential in the biomedical computer-aided image translation field,
where annotation data are extremely precious.

Deformable templates [2, 3], Active shape models (ASM) [4, 5],

1. Background

Echocardiography education has dramatically helped stu-
dents to master cardiac structure assessment by combining
cardiac ultrasound images with simulators. However, a more
efficient method of interactive translation between ultrasound
images and theoretically sketch images is still lacking. This
causes the image processing difficulties in our case: echo-
cardiography is characterized by the deformable appearance
and poor spatial resolution, while limited annotations are
available, building obstacles to achieve good performance as
well as leverage state-of-the-art deep learning methods.
U2S and S2U are often investigated in different approaches.
U2S is often specified in the segmentation task. It is addressed
with the following methods: Level set (LS) [1] segmentation,

Active contour methods, Active appearance models (AAM),
Bottom-up approaches, and Database-guided (DB-guided)
segmentation. LS and deformable templates present some
drawbacks regarding the prior knowledge included in the
optimization function. Active contour methods inspire the
development of level set (LS) methods. ASM- and DB-guided
approaches require a large number of annotated training
images [6]. Bottom-up approaches are sensitive to initial
conditions and lack of robustness. Additionally, none of those
approaches are used to infer the sector boundary, which is
essential for comprehension during education.

S2U typically models the tissue response as a collection
of point scattering centers [7]. Different amplitudes are
assigned to scatter from the blood pool or muscle. However,
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due to ignoring surrounding conditions like papillary
muscles, clutter noise, and local intensity variations, the
genuineness of the synthetic ultrasound images is still un-
satisfactory. Some improvements in combining ultrasound
recording as a template to synthetic realistic speckle textures
are proposed to address the above issue [8, 9]. However,
those approaches unavoidably introduced unrealistic
warping in simulated speckle texture.

GAN-based translation approach recently shows its
potential in generative applications [10]. Structure [11] and
texture [12, 13] generation are explored in different appli-
cations. While giving an outstanding performance, the GAN
approach requires sufficient annotation, which is time-
consuming and expensive for biomedical applications.

In this paper, we design a GAN-based transfer learning
framework to interactively translate ultrasound images into
sketch images (U2S translation) and sketch images into
ultrasound images (S2U translation) with a handful of an-
notations. Figure 1 shows the example results of final U2S
translation and S2U translation.

2. Methods

Our approach of interactive translation consists of two steps:
pretrain U2S parent network and S2U parent network and
train the two networks together with end-to-end transfer
learning.

Transfer learning is used for fast adaption and avoiding
overfitting since we got only a handful of annotations. In our
case, parent networks are carefully designed and pretrained
with supervised and unsupervised learning. GAN-based
few-shot transfer learning is then designed to fine-tuning the
final result.

The proposed U2S network (Figure 2) contains a parent
network that follows the U-net [14] architecture. In this
paper, the U-net structure contains 10 block layers. The first
five blocks are convolutional downsampling networks.
Kernel size here is 3, the stride is 2, and padding is 1. Each
layer is followed by a batch norm layer and a relu layer.
Correspondingly, the last five layers are deconvolutional
upsampling networks. Its kernel size is 4, the stride is 2, and
padding is 1. The batch norm and relu layer are also adopted.
Skip-connection is realized by a concatenate layer between
the symmetrical layers. U2S parent network is pretrained on
VOC2012 dataset [15]. During the pretraining process, the
loss function is class-balanced cross-entropy.

When U2S parent network is ready, we would then
transfer the U2S Parent Network into sketch translation. The
Conditional Generative Adversarial Network (CGAN) [16]
framework is chosen here during transfer learning to infer
sector boundary. Now, the U2S Parent Network is regarded
as the generation network part of CGAN. It translates ul-
trasound images into sketch images. The CGAN framework
could intuitively generate sketch images with sector
boundaries. Also, we add L1 loss as an optional criterion.

L = ~E[log [ Dy (S, U)]] - E[log[1 - Dy (G (U).U)]] + Ly,
(1)
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In equation (1), Ds is the discriminator. It contains 5
block layers. Block layers contain convolution, batch nor-
malization, and relu layers. Dg determines whether the input
image is translated data or ground truth. S represents the
ground truth sketch image. U represents ground truth ul-
trasound image. Gg is the generator (initialized with U2S
Parent Network). It translates the ultrasound image into a
sketch image.

S2U recovers the ultrasound texture from the sketch.
Sketch image contains only the structure and no texture
information at all. We first extract and maintain texture
within the parent network and then synthesis texture on the
specific sketch.

As shown in Figure 3, the S2U Parent Network is the
decoder network. Our approach trains GAN to generate an
ultrasound image on the condition of random input. In this
way, as the generator part of GAN, the S2U Parent Network
learns the ultrasound texture from training dataset. The S2U
Parent Network consists of 4 block layers. The first 3 blocks
contain a deconvolution layer, a batch normalization layer,
and a relu layer. The last block contains a deconvolution
layer and a tanh layer.

The S2U Parent Network training phase is shown in
Figure 4. The generator and discriminator loss graphs are
listed in the second row. The result of S2U Parent Network is
illustrated in the first row. The generator and discriminator
play against each other. As a result, the generator learns a
growing quality of ultrasound textures.

When S2U Parent Network is ready, we could move
forward to S2U transfer learning. Till now, our S2U Parent
Network still has two flaws. Firstly, it cannot generate an
ultrasound image on the condition of sketch input, not even
pixel-level translation. Secondly, unexpected twist and im-
age blur occur in Ultrasound Parent Network.

Aiming at making up for those two flaws, we further
reform the network into S2U architecture that is shown in
Figure 5. Pretrained S2U Parent Network is the dark blue
part. An encoder network marked in light blue is connected
to S2U Parent Network. This connection enables generation
from a sketch to ultrasound image, other than from random
initialization. In fact, the encoder network turns sketch
image into the subset of random input. Thus, transfer
learning learns the pixel-wise corresponding translation
between sketch and ultrasound images. Besides, perceptual
loss [17] and total variation loss are attached to the loss
function. We try to maximize the fidelity of spatial reso-
lution by minimizing GAN loss and perceptual loss. The loss
function is shown in

L, = —E[log[Dy (U, S)]] - E[log[1 - Dy (Gy (S),9)]]
+ /\1LPCpt + ALy + ASLII.
(2)
Intuitively, the loss function of S2U is similar to equation
(1). Dy is discriminator. It determines whether the input
image is synthesized by the network, or comes from the

ground truth. Dy has 5 block layers and is shown in Figure 5.
U represents ultrasound ground truth. Gy is the generator



Computational and Mathematical Methods in Medicine

vIpp MUy

IVISUDL],

vIvp pajvsUvL],

IVISUDL],

vIvp pajvSUDL],

(®)
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(the combination of navy encoder and decoder). It translates
a sketch image into an ultrasound image.

Lpep is the perceptual loss between ground truth ul-
trasound image and generated ultrasound image. The per-
ceptual loss here is calculated with the feature maps of
VGG16 network, which are more invariant to changes in

pixel space [18]. Ly is the L1 smoothness of generated
image. A;, A5, A3 in this paper are 6e — 3, 2e — 8, and 1, which
could be further optimized.

As is mentioned above, loss function in U2S and that in
S2U are similar to each other. Both of them are trained under
CGAN framework. Furthermore, they share the same input
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pairs. In Figures 2 and 4, we emphasized this similarity by
marking the yellow dash blocks.

Therefore, we integrate U2S and S2U for interactive
translation.

Ltotal = LS + LU' (3)

During transfer learning, the S2U network is trained
with TVLI loss, perceptual loss, L1 loss, and CGAN loss to
maintain ultrasound texture. After transfer learning for both
two networks, each network splits into the following in-
teractive application (Figure 6 shows our applications).

2.1. Interactive U2S Translation. In some scenarios, the
student would carefully study the static picture that captured
in dynamic echo video. During this interaction, the local
area should be amplified and translated into a sketch at a
breakneck speed. Otherwise, the interaction would get stuck
and result in a terrible experience.

In this paper, we complete sketch translation at the start
of the interaction. Region of interest (ROI) is then selected
and amplified to the size of the original image. Notice that,
sketch image is the black-and-white image, cubic interpo-
lation is chosen for amplification. The cubic interpolation is
efficient and enough for identification.

2.2. Video U2S Translation. During training, automatic U2S
translation would greatly help students to comprehend.
Here, we split the U2S Network part from the whole net-
works. U2S network inputs ultrasound images and outputs
sketch images. So every frame is translated into sketch
images. We process frame-by-frame, converting all frames
into a video. This translated sketch video is dynamically
contrast to echocardiography to illustrate structural
information.

2.3. Interactive S2U Translation. If the student draws a
sketch, which outlines the cardiac structure, how the sketch
corresponds to the clinical ultrasound image? This inter-
action could be thought-provoking and, in turn, help for
comprehension.

We extract the decoder network in the S2U Parent
Network and turn it into an S2U network with an encoder
network. S2U inputs sketch and outputs an ultrasound
image. It strictly generates output with an appropriate ul-
trasound texture. So, after students complete their sketch in
the drawing board, the sketch image could interactively be
translated into an ultrasound image.

3. Results

In this section, we compare the method of U2S translation
and S2U translation with 1-shot, 5-shot, and 10-shot transfer
learning. Firstly, the performance is analyzed through the
visual comparison and the visualization of transfer learning
process. Then, the performance is investigated through
numerical comparison. In numerical comparison, each
experiment is summarized through 45 pairs of annotations.

Besides, we supplement S2U translation performance with
and without perceptual loss and TVL1 loss during numerical
comparison.

3.1. Dataset. Two datasets are used in this paper, VOC2012
and echocardiography dataset. VOC2012 is an open access
segmentation dataset used for the pretraining of the U2S
parent network. The echocardiography dataset is collected in
the hospital under the guidance of doctors. It contains 5152
four-chamber view echocardiographs with no annotation,
and 55 pairs of annotated four-chamber view echocardio-
graphs (in this paper, we use 10 pairs for training and left 45
pairs of the annotated images for validation). Those anno-
tations are made by the teamwork of doctors and art
teachers. Images are fully annotated with the chamber (atrial
and ventricular), sector boundary, and myocardial. Sensitive
patient information is manually removed.

3.2. Visual Comparison. A pair of validation images is
chosen to analyze the performance of our proposed network.
As shown in Figure 7, the left column is a pair of ground
truth. The first row shows S2U results from 1-shot, 5-shot,
and 10-shot. The contrast between myocardium and
chamber is getting obvious while inputting more transfer
learning data. Also, the image resolution is getting better,
which makes the myocardium more realistic.

Compared with the real ultrasound images, the S2U
results’ texture is more similar to the training data. The blue
bar and some comments from training data are synthesized
on S2U results. In the second row, 1-shot, 5-shot, and 10-
shot results of U2S are shown in order. The shape of the U2S
result is getting similar to the ground truth. The sector
boundary of U2S is also getting reasonable with more
training data.

3.3. Transfer Learning Process. The performance of transfer
learning process is investigated in two aspects, the loss
function value and the corresponding performance during
training. The loss function value of S2U and U2S is a rep-
resentative, shown with 5-shot in Figure 8.

As is shown in Figure 8, the first row is the first three
terms of Ly, and the second row is the terms of Lg. The
discriminator and generator loss of S2U and U2S are the first
two images in the first and second rows. In both S2U and
U2S, the generator and discriminator contest against each
other, while the perceptual loss of S2U and the L1 loss of U2S
keep decreasing. The adversarial loss function and extra loss
function work together to fine-tune the final result. Figure 9
shows the performance on testing data.

In Figure 9, the Intersection over Union (IOU) and peak
signal to noise ratio (PSNR) result are representatively il-
lustrated in 1-shot, 5-shot, and 10-shot. As a result of the
proposed loss function, S2U and U2S achieve improving
performance during training. Specifically, the more the
training samples, the better the performance achieved. 10-
shot transfer learning achieves better performance than 5-
shot, while 5-shot achieves better performance than 1-shot.
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FIGURE 6: Interactive translation applications. First two columns illustrate interactive (a) U2S translation and last two columns illustrate

interactive (b) S2U translation.

FiGure 7: Example performance of few -shot transfer learning. The first row shows S2U of 1-shot, 5-shot, and 10-shot; the second row shows
U2S of 1-shot, 5-shot, and 10-shot. The left column is a pair of ground truth.

3.4. Numerical Comparison. In U2S translation, we adopt
the medical image segmentation index of dice loss, volu-
metric overlap error (VOE), and intersection over union
(I0OU). In S2U translation, we use peak signal to noise ratio
(PSNR) and structural similarity index (SSIM) to evaluate
our performance.

The convincing result below (Tables 1 and 2) shows the
effectiveness of proposed few-shot transfer learning with

1-shot, 5-shot, and 10-shot. In Table I, the gradual in-
crease of training samples leads to better performance of
the index. In Table 2, the indexes of PSNR and SSIM are
compared with and without extra loss function.

As is shown in Table 1, few-shot learning has led to
acceptable results in all of the indexes. It enables us to
present the initial version of the U2S function while lacking
annotations.
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TasLE 1: U2S translation accuracies on our dataset.

U2S DICE VOE 10U
1-shot 0.902 0.001 0.852
5-shot 0.913 0.018 0.872
10-shot 0.921 -0.009 0.887
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TaBLE 2: S2U translation accuracies on our dataset.

S2U PSNR PSNR (No. perceptual and TVLI loss) SSIM SSIM (No. perceptual and TVLI loss)

1-shot 14.614 14.898 0.417 0.406

5-shot 16.180 16.074 0.499 0.433

10-shot 17.905 17.575 0.544 0.553

According to the result of Table 2, S2U that trained with
the perceptual and TVLI loss is generally better without
those loss functions.

4. Conclusion

This paper proposed a few-shot GAN Transfer Learning for
Interactive Echocardiography Translation. U2S Parent
Network and S2U Parent Network are individually designed
and pretrained beforehand. Then, they are assembled to-
gether for transfer learning. This joint transfer learning
transfers prior knowledge into target networks. Qualitative
analysis of visual comparison and visualization of the
transfer learning process, quantitative analysis of numerical
index shows the effectiveness of the proposed method.

The proposed method has two advantages over previous
researches. Firstly, it simultaneously achieves interactive
translation between ultrasound and sketch images with few-
shot annotations, enabling a new educational interactive
function before getting enough annotation. Secondly, it is
also promising in further improvement with more training
data and is promising in other related biomedical
applications.
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To achieve the robust high-performance computer-aided diagnosis systems for lymph nodes, CT images may be typically collected
from multicenter data, which cause the isolated performance of the model based on different data source centers. The variability
adaptation problem of lymph node data which is related to the problem of domain adaptation in deep learning differs from the
general domain adaptation problem because of the typically larger CT image size and more complex data distributions. Therefore,
domain adaptation for this problem needs to consider the shared feature representation and even the conditioning information of
each domain so that the adaptation network can capture significant discriminative representations in a domain-invariant space.
This paper extracts domain-invariant features based on a cross-domain confounding representation and proposes a cycle-
consistency learning framework to encourage the network to preserve class-conditioning information through cross-domain
image translations. Compared with the performance of different domain adaptation methods, the accurate rate of our method
achieves at least 4.4% points higher under multicenter lymph node data. The pixel-level cross-domain image mapping and the
semantic-level cycle consistency provided a stable confounding representation with class-conditioning information to achieve
effective domain adaptation under complex feature distribution.

1. Introduction

Novel techniques for medical image analysis, computer-
aided diagnosis algorithms, and related topics have been
recently emerging. The research in these directions depends
not only on the development of artificial intelligence
methods but also on the promotion of big data techniques.
In fact, deep learning algorithms for computer-aided di-
agnosis typically use realistic big medical datasets that are
manually labeled. Problems pertaining to medical image
analysis are complicated by the fact that clinical images of
the same modality may differ if these images are generated
by devices of different models, manufacturers, or imaging
parameters. For big-data-driven medical diagnosis algo-
rithms, a model trained only by one centrally acquired

dataset cannot typically generalize well, a shortcoming
which limits the application scope of such model [1, 2].
However, collecting data with multiple models, parameters,
or locations increase the cost of manual labeling, and bal-
ancing the numbers of data samples collected from each of
these factors for one dataset is complicated leading to in-
flexibility in practical applications. Classification of medical
imaging data under such variations is usually referred to as a
cross-domain classification problem. Indeed, if there is no
comprehensive dataset with a balanced quantity of samples
for each factor, it is difficult to achieve optimal classification
performance for these factors. For example, computerized
tomography (CT) imaging shows clarity variations in some
tissues due to differences in equipment or parameters. If we
have enough labeled data samples for one of the CT imaging
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devices, we can train a stable deep learning network. The CT
images collected from another device may not be suitable by
themselves for training a stable network if the high labeled
data requirement is not met [3, 4]. In view of this, we can
define the problem of unsupervised domain adaptation in
deep learning as one dealing with how to use the labeled data
from one domain to achieve the common recognition of
two-domain images, especially when the images are unla-
beled. This problem is properly handled by a multidomain
robust classification algorithm, which integrates multicenter
data with less manual labeling.

There are two types of methods in domain adaption:
data-centric methods and subspace-centric methods [5].
On the one hand, a data-centric method finds a unified
transformation that maps data from source and target
domains into a domain-invariant space so as to reduce the
distributional disparities of data from the source and target
domains, while retaining the data attributes of the original
space. The features from the domain-invariant space are
used to achieve the final classification on a different do-
main. On the other hand, subspace-centric methods reduce
domain shifts by manipulating subspaces of two domains.
For example, this manipulation can be done by establishing
a linear map or by using Grassmann kernels [6] so that the
subspace of each domain contributes to the formation of
the final map. By comparing the two types of methods, we
find that the data-centric methods require extracting fea-
tures into a common implicit space for classification, while
the subspace-centric method transforms the target sub-
space to the source subspace. Utilizing the multimodal
characteristics of medical data while paying attention to the
flexibility considerations in practical applications, we
constructed a unified network for the classification of
multicenter data.

In domain adaption problems, the most commonly
used methods are the adversarial training ones such as the
gradient reversal layer (GRL) method or the maximum
mean discrepancy (MMD) method. Ganin et al. [7] pro-
posed computing adversarial losses in the embedded space
using the gradient reversal layer (GRL). The goal of the
adversarial training is to find the parameters of a domain
classifier or discriminator that maximizes its classification
accuracy while also setting the parameters of a generator to
maximize the confusion of the domain classifier. The
biggest problem with this domain classification loss is that a
good domain-invariant feature should not let the dis-
criminator know which domain it came from. Such a
domain discriminator based on binary classification tends
to promote the network to extract domain-specific features,
which might be irrelevant to both domains. The maximum
mean discrepancy (MMD) [8] is used in many studies to
depict the distributional disparity between feature spaces
from different domains. Tzeng et al. [9] and Rozantsev et al.
[10] use MMD to measure the distance between two feature
spaces and to map the source and the target spaces to a
unified feature space by minimizing this distance. Fur-
thermore, Sun and Saenko [11] use the CORAL loss to align
the mean value and the variance between two domains to
achieve correlation alignment. These methods, striving to
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characterize feature loss only, consider the distance in the
feature space but do not take into account other correlative
representations between the feature spaces of the source
and the target domains. When the prior class-conditioning
information of the source and target domains differs
greatly, the similarity of the feature spaces means the loss of
the class-conditioning information of the target domain,
and hence higher classification errors occur in the target
domain. Furthermore, domain separation networks
(DSNs) [12] use four extraction feature networks to dis-
entangle the common and domain-specific features.
Through the GRL for domain similarity constraints with
soft subspace orthogonality loss for difference constraints,
the obtained domain-invariant features still suffer from the
problems caused by the above specific losses. The domain-
specific and shared features of medical images are very
complicated, indeed, because of the high resolution of these
images.

The unsupervised image translation problem is similar to
the domain adaption problem. For a data-centric problem,
whether it is an unsupervised domain-adaption problem or a
style translation problem, the main purpose is to find a
domain-invariant representation across the two domains. In
comparison with the methods that use specific constraint
losses such as the MMD or CORAL methods, a more flexible
implicit-loss scheme named cross-domain image mapping is
proposed for unsupervised image style translation [13, 14],
by which pixel-level domain-invariant features are obtained.
The unsupervised image-to-image translation (UNIT) [15] is
based on a shared-latent-space hypothesis. The UNIT cross-
domain reconstruction mapping, based on generative
adversarial networks (GANs) such as cycle GAN [16] and
coupled GAN (CoGAN) [17], forces the network to extract
common implicit spatial features. Combined with a pixel-
space variational autoencoder (VAE) reconstruction loss
[18], the UNIT loss function uses implicit loss constraints
through image reconstruction and adversarial training to
achieve more flexible feature extraction [19]. Following the
approach of the domain separation networks (DSNs) [12],
methods that utilize diverse image-to-image translation
(DRIT) [20] and multimodal unsupervised image-to-image
translation (MUNIT) [21] disentangle the common and
domain-specific features and then perform cross-domain
reconstruction. These methods add more image recon-
struction loss to the domain-invariant constraints to obtain a
more realistic reconstructed image. However, such a loss
function limits feature extraction and mapping. Some
studies have also applied the domain-adaptation method
to image translation. The XGAN method [22] uses the
GRL idea instead of the pixel-level VAE loss to achieve
semantic cycle consistency of the shared feature represen-
tation allowing the network to realize flexible structural
transformations.

The biggest difference between the domain-adaptation
problem and the image translation problem is that the
former problem is characterized by a weakening of image
reconstruction quality and an enhancement of the class-
conditioning information in the domain-invariant
space. As mentioned above, the domain-invariant space in
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the domain-adaptation problem should have the charac-
teristics of being classifiable and domain invariant. The
features extracted from the two domains can be recon-
structed across domains, and a generated image cannot be
distinguished as to which domain it originates from. The
GTA [23] uses the joint generative-discriminative method
to add a classification loss to the GAN loss [24] to constrain
the class-conditioning information of the generated im-
ages. The pixel-level loss corresponding to two images is
not used. So, the domain adaptation of the network does
not depend on the fine image reconstruction. Moreover,
the importance of the gradient of the classification loss for
domain adaptation is verified in [23]. Because the target-
domain image is unlabeled, GTA only uses the source label
to back propagate the gradients. Such a method might not
be well generalized for the classification in the target do-
main. After all, a classifier trained only with the source
domain may have certain domain-specific features. To
solve this problem, we use a pair of decoders to establish a
cross-domain image mapping to map the labeled source
domain images to the target domain. In order to realize this
cross-domain mapping and make the network robust to
shifts of the class-conditioning information between the
source and target domains, we propose a new concept
called the classification cycle consistency in the image
generation process. The classification cycle consistency,
which is similar to the cycle semantic loss in XGAN, can
more effectively perceive changes in the class-conditioning
information and provide a more flexible structural trans-
formation while regularizing the ill-posed unpaired cross-
domain mapping problem.

In another main contribution of this paper, a domain-
adaptation network is built based on the cross-domain
confounding representation to solve the multicenter problem
of computer-aided diagnosis data. Inspired by the unsuper-
vised image translation problem, a cross-domain con-
founding representation is used to implicitly force the
network to extract domain-invariant features through cross-
domain mapping. The network architecture consists of a pair
of encoders and decoders, as well as a discriminator and a
classifier. The pair of encoders has common parameters for
feature extraction across the two domains, while the classifier
achieves the final classification in the domain-invariant space.
Because of the complex feature distribution of medical images
and the requirement of class-conditioning information in the
domain-invariant space, the classification cycle consistency is
added to the loss function after the cross-domain mapping to
help the network update the gradient with class-conditioning
information. Figure 1 shows a conceptual diagram of the
method employed in this paper. Compared to the previous
methods on domain adaptation such as those of GRL, MMD,
and GTA, our method can achieve a better and more stable
performance for high-resolution medical images with com-
plex feature distributions.

2. Materials and Methods

We introduce here our approach in three stages. In the first
stage, we introduce the network architecture and the main

Classification

A

Class conditioning information
in domain invariant space

Domain
invariant
space

Domain distribution

Source distribution

FIGURre 1: A graphical illustration of the proposed method: the
cross-domain confounding representation is generated by con-
straining the cross-domain mapping reconstruction. The classifi-
cation cycle consistency enables the network to perceive the
significant discriminative representation in a domain-invariant
space for final classification.

functions of each component. In the second stage, we
combine the functions of all parts to describe the con-
struction of the loss function. In the third stage, we introduce
how the whole network uses loss function to achieve the
main functions of each component and the verification of
network.

2.1. Architecture of the Proposed Network. Our network
architecture consists of pairs of decoders and discrimi-
nators as shown in Figure 2(a). The labeled data represent
the source image, and it is shown in blue while the un-
labeled data represents the target image, which is shown in
green. We assume that pairs of images, X1 and X2, from
different domains can be mapped into a domain-invariant
space. The encoder network F is a fully-weighted shared
network with six convolution layers whose inputs are
images from two domains. After the encoder, we apply the
classification network which has two fully connected
layers to classify the domain-invariant features. The de-
coder G has six deconvolution layers to reconstruct an
image through the domain-invariant features. The net-
work function structure is mainly composed of two parts.
One part extracts the cross-domain confounding repre-
sentation through the loss of GAN, and the other part
guarantees the consistency of the class condition infor-
mation in the codec process through the classification
cycle consistency. Figure 2(a) indicates the process of the
extraction of crossing domain confounding representa-
tion under whole network. Figure 2(b) indicates the
process of classification cycle consistency after image
reconstruction through the source image phase. Features
from the source domain with label information are
decoded to generate an image of the corresponding
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FiGure 2: Illustration of the proposed network architecture. (a) Domain confounding representation through cross-domain mapping: the
encoder F and the decoder G constitute the VAE architecture for unsupervised representation learning. The D module constitutes the GAN
discriminator, while the C module constitutes a classifier. The encoder F uniformly encodes images from two domains. Paired decoders
process different domain features, enabling cross-domain pixel-level image reconstruction and adversarial discrimination. (b) Classification
cycle consistency: the reconstructed image based on source-domain features, as shown by the black line, will be constrained by classification
cycle consistency through F and C. (c) Illustration of the loss overview.

domain. The generated image is then reencoded and reclas-
sified. This update step introduces the gradient of the class-
conditioning information into the decoder and encoder of the
each domain and implements semantic-level consistency
constraints. Figure 2(c) shows the GAN loss and classification
cycle consistency overview. Compared with the joint gener-
ative discriminative method [23], the proposed method en-
sures the consistency of the classification information and the
domain-invariant information in the encoding and decoding
processes.

2.2. Loss Function Construction. Let the source and target
distributions be S(x, ) and T (x, y), respectively, and S’ and
T' be the generate image, respectively. Also, let the source
and target images be xg and x;. In order to achieve cross-
domain confounding representation and classification cycle

consistency, we optimize the domain discriminator D, de-
coder G, classifier C, and encoder F as follows.

2.2.1. Domain Discriminator D. The purpose of the domain
discriminator is to determine whether an input image be-
longs to the considered domain. The design goal is to
minimize the domain discriminator loss, forcing the codec
to generate images that are more in line with the domain
features in the adversarial training. The application of the
pixel-level adversarial losses follows the approaches of the
DC-GAN [19] and the GTA [23]. To solve the problem that
domain-invariant feature should not let the discriminator
know which domain it came from, we apply two domain
discriminators D in each domain so that the discriminator
discriminates the domain other than the two domains. The
loss function of D is shown in equations (1) and (2). The S
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and T subscripts represent the discriminators of the source
and target domains, respectively:

Lp = Esn})axlog(DS (x5))
X5~ s

+1log (1 - Dg(x5_5)) +1log(1 - Dg(xr_s))s
Lp= Err%axlog(DT (xr))

+1log(1 = Dy (xy_ ) +log(1 = Dy (x5—1)),
(1)

L =L+ LT (2)

2.2.2. Decoder G. 'The purpose of each decoder or generator
G is to maximize the domain discriminator confusion by
generating images that fool this domain discriminator as
much as possible. This confusion constitutes a part of the
adversarial loss. As the training progresses, the decoder G
generates images with more domain characteristics. The
classification  cycle  consistency  (C(F(xs_,¢))and
C(F(xg_,7))) is introduced to update G. The generated
images are reclassified through the encoder F and the dis-
criminator D. By minimizing the classification loss, the
decoding network captures more flexible class structure
changes, retaining the class-conditioning information in the
generated image. The loss function of G is given by equations
(3) and (4). The S and T subscripts represent the discrim-
inators of the source and target domains, respectively:

L= x[Es nan —log(C(F(x5_.5)))

+log(1 - Dg(x5_g)),

(3)
gg = xt[lér nélTn ~log(C(F(xs—r)))
+log(1 =Dy (xp_7))s
Zs = 32 + 32. (4)

2.2.3. Classifier C. The classifier C is applied to the domain-
invariant space. The goal of the classifier is to correctly

classify the source and target images, x5 and x;. For image
classification, we directly optimize the classifier C by min-
imizing a binary cross-entropy loss. For the generated image,
the classifier also minimizes the classification loss of the
cross-domain reconstructed image in the target domain. So,
the label information can be introduced in the target domain
to improve the classification performance of the target-
domain-specific features. It should be noted that when we
use cross-domain-generated images to update C, we do not
use the gradient information of F and G. The loss function of
C is shown in the following equation:
P = S[I;S mcin —log(C(F (xs)y)) - log(C(F (xs_)T)y)).

X
x,~T

(5)

2.2.4. Encoder F. A part of the loss function of the encoder
F is the same as the decoder G. By minimizing the loss of
the classifier C, classification cycle consistency
(C(F(xg_,¢)) and C(F(xg_,7))) enhances the ability to
extract certain domain-specific features. The GAN
adversarial loss combines this encoder loss with the
domain discriminant loss. In addition, the cross-domain
discriminant loss is introduced to ensure the extraction of
domain-invariant features. The purpose of the generator
G is only to generate an image of each domain to fool the
corresponding domain discriminator D without cross-
domain mapping, while the purpose of the encoder F is
mainly to map the image to the domain-invariant space
that maximizes the domain discriminator confusion
during cross-domain generation. We adjust the pro-
portion of the same-domain reconstruction loss and
cross-domain reconstruction loss in F by the parameters
a (0.1) and B (0.1). The functions of the module F and
module G are different from each other in terms of the
optimization process, implicitly enforcing domain in-
variance of the extracted features. At the same time, the
goal of the encoder network F is to minimize the label
prediction loss with L2 regularization in the cross-do-
main confounding representation. Equation (5) shows
the loss function of the encoder F:

&= xEEs min —log(C(F (xs)y)) - log(C(F (x5_g )y)) - log(C(F (stT)y))

x~T

+log(1 = Dy (xs_7)) +log(1 — Dg(xy_s)) + alog(1 — Dg(x5_5))

(6)

+Blog(1—Dp(xp_p)) + Lz(xgs) + Lz(ng).

2.3. Model Training. Because each module has a different
loss function, the training of our network model follows a
different loss update rule for each module to achieve the
isolation of parameter updates. With a training input of

unpaired source and target images, we alternately update the
D, G, C, and F modules as mentioned in GTA [23]. For
updating the discriminator D, we fix the parameters of all
other modules and minimize the discriminator loss by



moving in the direction of the gradient information of the
discriminator. For the update of the decoder G, the pa-
rameters of the other modules are fixed, while the G pa-
rameters are updated by minimizing the classification cycle
consistency loss and maximizing the discriminant loss. For
the update of the classifier C, we fix all parameters except for
those of the classifier and use only the source-domain images
and the cross-domain generated images with the label in-
formation to minimize the classification loss under the
gradient information of the encoder F and the classifier C.
The objective for the encoder F is to maximize the domain
discriminant loss, minimize the classifier loss, minimize the
classification cycle consistency loss, and maximize the dis-
criminant loss of the cross-domain generation. From the
composition of the loss function, we can see that G, C, and F
have the same part in the loss function but also have their
own unique parts, so we need to update the gradient in-
dependently. On the contrary, the loss of F comes from C, D,
and G at the same time. On the basis of updating G and C, it
can better provide effective gradient information for F,
thereby better optimizing the parameters of F. In the update
order of F, G, and C, our principle is to use the gradient of the
previous network to better train the subsequent network
based on the order of the network architecture and the
composition of the loss function.

2.4. Model Verification. In order to assess the domain ad-
aptation of the proposed network, we evaluate the classifi-
cation performance on a source-domain validation set and a
target-domain dataset. Figure 3 shows the verification phase,
in which only the encoder and the classifier are reserved. For
domain verification, the dataset is specifically divided into
verification sets that are independent of the training set.
Finally, the target-domain and source-domain verification
accuracies are used to determine the model stability and to
assess the performance of domain adaption.

2.5. Dataset Description. CT images are widely used in
medical examinations, and scans of different resolution are
also performed in clinical diagnosis depending on the pa-
tient’s condition. In particular, CT imaging has been widely
used for computer-aided diagnosis of benign and malignant
lymph nodes [25, 26]. During the initial diagnosis of lymph
nodes, CT scans are divided into two types: plain scans and
enhanced scans, where the enhanced scans show sharper
details of soft tissues. A doctor will subjectively decide which
scanning method to use based on the patient’s initial situ-
ation. To achieve the domain adaptation for the two scan
types, the trained network should eliminate well the back-
ground interference and pay attention to the class-condi-
tioning features. The dataset used in our experiments is
provided by the Department of Radiology of the Henan
Provincial People’s Hospital, a governmental public medical
institution in China. The Department of Radiology of the
Henan Provincial People’s Hospital approved this study and
waived the need to obtain informed consent from the pa-
tients. The enhanced CT images included 1409 malignant
cases and 1099 benign cases, while the plain-scan CT images
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included 1310 malignant cases and 1358 benign cases. Based
on the limitation of processing 2D data by our network,
when processing 3D CT scan data, we extract the center slice
of the lesion area as a sample from the vertical axis direction
of each 3D data. The prediction of 3D images based on 2D
slices can be used as the direction of later research. Figure 4
shows benign and malignant images of the two scan types
which are the two domains we address in this work. The
original size of each image is 512 x 512. In order to reduce the
memory consumption, we uniformly scale the images to a
size of 256 x 256 before network training.

In order to verify the general applicability of our model,
we also performed experiments on datasets with simple data
distributions but high domain shifts. In particular, we se-
lected the street view house number (SVHN) dataset [27]
and MNIST [28] as experimental datasets. The SVHN
dataset is a nonhandwritten digit dataset of color images
with few structural changes, but with certain background
interference. The MNIST dataset is a handwritten digit
dataset of binarized images, with clear digital structure
variations. To achieve domain adaptation for the two
datasets, the network needs to eliminate well the background
interference and accurately capture the common feature
representation of the handwritten and nonhandwritten
digits. We also experimented with digital datasets on a
classification network of an encoder F and a classifier C for
comparison with later experiments.

2.6. Implementation Details. Because the target-domain
labels are not available in practical domain-adaptation
problems, the final domain-adaptation model is generally
obtained as the end-of-training model. Indeed, the model
stability during training is crucial for reaching a highly
optimal model in practical applications. We mainly eval-
uate the model performance in terms of stability and ac-
curacy. For experimental setup, batch normalization was
employed prior to the rectified linear-unit (ReLU) acti-
vation function in network training. Moreover, the Adam
optimizer with a momentum of 0.99 was adopted. This
framework was executed using PyTorch under the NVIDIA
TITAN V 12-GB GPU.

3. Results and Discussion

3.1. Source-Only Verification Experiment. We demonstrate
experimentally the classification performance based on our
data and assess the subsequent domain adaptation effects on
the associated source domain. In particular, we use the CT
data of each single center to learn the parameters of the
network architecture. The results are derived for the vali-
dation set and are shown in Table 1. Indeed, our data can
achieve a good classification performance under the same
deep learning model. The classification performance is
similar for the cases of the two single-center CT datasets.
Nevertheless, the features of the enhanced CT scans and the
MNIST dataset are easier to extract and lead to a higher
verification accuracy.
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FIGURE 4: Samples of the multicenter CT images used for network training: (a) benign cases; (b) malignant cases; (c) plain CT scans;

(d) enhanced CT scans.

TaBLE 1: Accuracy values on different datasets using the verification network model.

Plain CT scan

Enhanced CT scan SVHN MNIST

Verification accuracy (%) 84.6

88.4 98.4 99.2

3.2. Domain Adaptation Experiments. We report here the
experimental validation results of our approach. We use the
commonly used domain-adaptation methods for compari-
son. All the mentioned procedures are reproduced in the
same deep learning framework according to the reference
papers. In addition to the medical dataset, we also validate
our method on the simple data distributions of the digit
datasets to demonstrate the universality of our method.
We test the three common domain adaptation settings.
The first setting, SVHN MNIST, refers to domain adaption
with SVHN as the source domain and MNIST as the target
domain, while the setting MNIST SVHN refers to opposite
domain-adaptation process. In the same way, the two set-
tings, plain enhanced and enhanced plain, represent the
domain adaptation on our medical dataset of the plain and

enhanced CT scans. Table 2 shows the performance under
different methods, datasets, and domain settings. The per-
formance measure is the average accuracy variance of a ten-
fold validation scheme.

The source-only method means that the model was
trained with the source-domain dataset and directly tested
on the target-domain dataset. The network architecture is
the combination of the encoder F and discriminator C
networks. From Table 2, we can observe that our method
significantly closes the gap between the two domain clas-
sification spaces. For the simple data distribution (MNIST
and SVHN) experiment, our method almost attains the best
performance obtained by GTA [23] but with lower variance
value, which demonstrates the robustness of model. GRL also
performed well under simple distribution data (85.4 + 1.7,
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TABLE 2: Accuracy values (mean + std%) with different models, datasets, and domain settings.

MN — SV SV — MN Enhanced — plain Plain — enhanced
Source only 731+ 14 683 %15 61.5+23 61.6 + 3.5
GRL [7] 854 +1.7 872121 654 +3.9 60.2 £ 2.3
MMD (8] 62.6 £ 0.7 66.1 £0.8 63.5+27 65.7 £ 3.2
DSN [12] 81.3+14 86.4 + 0.5 58.5 + 4.1 552 %34
GTA [23] 92.5+1.2 924+13 69.4 £1.1 674 +1.8
Ours 91.6 + 0.3 91.8 £ 0.4 73.8 + 0.9 72.5+1.3

872+ 2.1), while MMD performed poorly (62.6 0.7,
66.1 + 0.8). This difference in performance reflects that the
MMD, as a loss description of feature space distance, may
focus network to extract feature that is not related to class
information when the prior class-conditioning information of
the source and target domains differs greatly. GRL improves
discrimination of domain-invariant features with more
flexible adversarial losses. DSN (81.3 + 1.4, 86.4 + 0.5) uses
GRL to perform similarity constraints, and by explicitly
modeling the individual features of each domain, it improves
the constraint of domain invariant features. The suboptimal
performance of these methods reflects the rationality ex-
traction of domain invariant feature through cross-domain
confounding representations based on adversarial loss.

For the complex data distribution of the CT images, our
method achieves the best performance (73.8 £ 0.9,
72.5 + 1.3). The worse performance of DSN (58.5 + 4.1,
55.2 + 3.4) shows the complexity between domain-invariant
features and domain-specific features under complex data
distributions. GRL (654 + 3.9, 60.2 +2.3) and MMD
(63.5 + 2.7, 65.7 + 3.2) do not perform well on complex data
distributions compared with the source-only performance,
which demonstrate the effectiveness of class-conditioning
information on domain-invariant spaces. The other methods
show large fluctuations in network performance stability
when the features become complex. Meanwhile, the perfor-
mance of our method is the most stable and is also robust to
the shift of the class-conditioning information in the complex
feature distribution. This stability makes our method more
applicable in practice for domain adaptation. Compared to
the results of Table 1 and the source-only method, the results
of all domain-adaptation methods are close to the results of
training the same classification network with images of a
specific domain under supervised conditions. We can make
some observations about the verification accuracy of the
source and target domains. For the CT image dataset, the
accuracy of the target-domain verification will rise slowly. The
source-domain verification accuracy will first rise rapidly,
decline, and then rise slowly. Compared to the highest source-
domain accuracy, the final stable source-domain accuracy is
lower than the highest initial value, but corresponds to a
higher target-domain accuracy.

We run additional experiments to assess the effect of the
classification cycle consistency on domain adaptation and
thus verify the importance of the class-conditioning infor-
mation in domain-invariant spaces. Specifically, we test the
proposed framework with and without the classification
cycle consistency loss. The results are shown in Table 3.
Compared with models without category information

TaBLE 3: Effect of the classification cycle consistency on the
classification accuracy.

Enhanced — plain Plain — enhanced

Without

classification cycle 67.6 + 1.4 654 +1.1
consistency

With classification 73.8 + 0.9 725+ 13

cycle consistency

constraints, the introduction of category information is
critical and useful. The network with a classification cycle
consistency loss has better accuracy and stability (73.8 + 0.9,
72.5 £ 1.3) under complex data distribution than a network
without this loss (67.6 + 1.4, 65.4 + 1.1). The results show
that the classification cycle consistency, as a method of
adding class-conditioning gradients in the F and G, con-
strains the class-conditioning feature in domain invariant
space. Compared with the result from GTA (Table 2), if it
was not the classification cycle consistency for the proposed
method, the performance is worse. The reason for analysis is
that the GTA model introduces class information to the
encoder through the classification loss of discriminator.
These two results show that, no matter which domain-in-
variant feature extraction method, the introduction of class-
conditioning information is more critical and useful. We can
see that our classification cycle consistency concept not only
imposes consistency constraints on the cross-domain
mapping but also ensures flexible perception of the class-
conditioning information and leads to a higher accuracy and
a more stable performance.

4. Discussion

To solve the computer-aided diagnosis for muticenter lymph
node data, a domain adaptation network used for complex
data distribution is proposed. Unlike other domain adap-
tation methods, the proposed unsupervised domain adap-
tation method extracts domain-invariant feature through
cross-domain confounding representations so that it can get
a domain-invariant space for target and source data.
Moreover, the classification cycle consistency captures the
class-conditioning information in domain-invariant space
in order to solve the difficult-to-perceive-detail class-con-
ditioning information. The effectiveness of the proposed
method is proved through the experimental results.
Meanwhile, the proposed method achieves the more robust
performance under both simple data distribution and
complex data distribution, which may be because of the
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available constraint of the class-conditioning feature in
domain invariant space. Moreover, it is found that the cross-
domain confounding representations based on adversarial
training are also robust for the change of updata sequence.
Although the accuracy rates are higher than 70% through
domain adaptation, it is much lower than what it should be.
Maybe it is because the weight for each loss constraint needs
to be well selected to balance the effect of various constraints
on different parts. Furthermore, the domain adaptation
performance is also needed to be demonstrated under 3D
image application.

5. Conclusions

This paper proposes a domain adaptation method to solve
the multicenter problem of the computer-aided diagnosis for
lymph nodes. Aiming at the high-resolution and complex
feature distribution of the lymph CT images, this paper
constructs a confounding representation of domain features
based on a cross-domain mapping to achieve domain-in-
variant feature extraction. For the complex data distribution
of lymph CT images, the classification cycle consistency
guides the proposed model to perceive significant classifiable
representations in a domain-invariant space. Through the
above method, our model achieves a stable domain adap-
tation of high-resolution images in complex medical field.
The experimental results for simple data distributions also
show the versatility of the proposed method. The training
stability also allows us to simply get the optimal model under
the target domain, which can further achieve the multido-
main medical data integration.
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In intensive care unit (ICU), it is essential to predict the mortality of patients and mathematical models aid in improving the
prognosis accuracy. Recently, recurrent neural network (RNN), especially long short-term memory (LSTM) network, showed
advantages in sequential modeling and was promising for clinical prediction. However, ICU data are highly complex due to the
diverse patterns of diseases; therefore, instead of single LSTM model, an ensemble algorithm of LSTM (eLSTM) is proposed,
utilizing the superiority of the ensemble framework to handle the diversity of clinical data. The eLSTM algorithm was evaluated by
the acknowledged database of ICU admissions Medical Information Mart for Intensive Care III (MIMIC-III). The investigation in
total of 18415 cases shows that compared with clinical scoring systems SAPS II, SOFA, and APACHE II, random forests
classification algorithm, and the single LSTM classifier, the eLSTM model achieved the superior performance with the largest
value of area under the receiver operating characteristic curve (AUROC) of 0.8451 and the largest area under the precision-recall
curve (AUPRC) of 0.4862. Furthermore, it offered an early prognosis of ICU patients. The results demonstrate that the eLSTM is

capable of dynamically predicting the mortality of patients in complex clinical situations.

1. Introduction

Mortality prediction is essential for the clinical administration
and treatment, especially in the intensive care unit (ICU) [1, 2].
Various scoring systems have been developed and widely used
for assessing the clinical outcome, and the most common ones
are simplified acute physiology score (SAPS) II [3], sequential
organ failure assessment (SOFA) [4], and acute physiology
and chronic health evaluation (APACHE) II [5]. Scoring
systems assess the patients’ mortality by logistic regression
model assuming a linear and addictive relationship between
the severity of the disease and the collected relevant physio-
logical parameters, which are practicable but unrealistic [6]. In
the recent years, machine learning was introduced in the
medical application and showed its remarkable efficiency in
clinical diagnosis and decision support. For admitted ICU
patients, lots of physiological measurements are collected,
containing symptoms, laboratory tests, and vital signs (such as

heart rate, blood pressure, and respiratory rate) [7, 8]. The
clinical measurements are continuously monitored in ICU
with the values fluctuating as time progresses and the temporal
trends are predictive of mortality [9]. Hence, sequence of
clinical records offers rich information of patients’ physical
condition [10, 11] and enables the utilization of machine
learning in developing prognosis model from these multi-
variate time series data. As a decision task, mortality pre-
diction can be solved by classification algorithms such as
logistic regression, support vector machine, and random
forests (RF) [12]. However, most of the methods currently
used are not sensitive to the temporal link among the sequent
data and thus are not able to receive full benefits of the ICU
data, which limits their performances in the mortality pre-
diction [10, 13].

Presently, recurrent neural network (RNN) was well
employed in solving time series prediction problems and
achieved prominent results in many fields [14-19]. Several
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variants of RNN have been developed, and among them,
long short-term memory (LSTM) network is one of the most
popular variants [20]. LSTM learns long-term dependencies
by incorporating a memory cell that is able to preserve state
over time. Three gates are equipped in LSTM for deciding
which information to summarize or forget before moving on
to the next subsequence [21-23]. LSTM is well suited to
capture sequential information from temporal data and has
shown advantages in machine translation [24, 25], speech
recognition [19], and image captioning [26], etc. In the
medical domain, many efforts have been made to apply
LSTM for clinical prediction based on electronic health
records [6, 17, 27-30]. Lipton et al. employed LSTM on a
collection of 10, 401 episodes to establish a model for
phenotype classification [28]. Given 13 frequently sampled
clinical measurements (diastolic and systolic blood pressure,
peripheral capillary refill rate, end-tidal CO,, fraction of
inspired O,, Glascow coma scale, blood glucose, heart rate,
pH, respiratory rate, blood oxygen saturation, body tem-
perature, and urine output), the LSTM model was able to
predict whether the patient suffered from 128 most common
conditions, such as acute respiratory distress, congestive
heart failure, and renal failure. Jo et al. used LSTM and latent
topic model to extract information from textual clinical
notes for assessing the severity of diseases [29]. Pham et al.
conducted experiments on a diabetes cohort of 7191 patients
with 53208 admissions collected in 2002-2013 from a large
regional Australian hospital, and the results showed im-
proved performances of utilizing LSTM in disease pro-
gression modeling and readmission prediction [31].

For ICU mortality prediction, the current prognosis
models mostly employed single LSTM classifier [6, 29, 30].
However, in most cases, a single model is not efficient enough
to handle the complex situation in ICU. Patients in ICU are
heterogeneous suffering from different diseases with multiple
concurrent problems, and the clinical data in ICU are highly
complex [9, 32, 33]. For patients with various diseases, the
underlying pathophysiologic evolutions of the patients (e.g.,
kidney failure) are usually manifested through different sets of
physiologic variables (e.g., abnormalities in glomerular fil-
tration rate and creatinine) [9]. Even for the patients having
the same disease, they might have different comorbidities
experiencing heterogeneous health conditions [33]. Thereby,
hybrid learners are required for the prediction model in ICU.

An ensemble learner principally has a stronger general-
ization ability than a single learner [34-37]. Ensemble learning
is a procedure that integrates a set of models for a given
problem to obtain one composite prediction [38-43]. Diverse
classifiers are constructed to learn multiple hypotheses, and the
multiple resulting predictions are aggregated to solve the same
problem. In contrast to the stand-alone model which builds
one hypothesis space, a combination of several models can
expand the space and may provide a more exact approximation
to the true hypothesis [34]. It has been shown that ensemble
systems outperformed single classifier systems in solving
complex problems [34, 38, 39].

Therefore, we proposed an ensemble algorithm of
multiple long short-term memory networks (eLSTMs) to
deal with the complex situation in ICU. In eLSTM, the
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diversity of LSTM models owes to the multifariousness of
subsets for building the models. Two strategies are employed
to produce different subsets from the entire training data,
namely, bootstrapped samples and random feature sub-
space. Bootstrapped samples strategy generates various
subsets of subjects, while random feature subspace provides
different combined sets of clinical indicators. That is, the
subsets are distinguished from each other at both instance
and feature level. A variety of LSTM classifiers are trained
accordingly, and the final score is computed as the average of
predicted values from all base learners. Generally, the
eLSTM algorithm selects a number of training subsets using
bootstrapped instances with randomly chosen feature set,
constructs multiple LSTM learners on the multiple subsets,
and averages all individuals’ predicted scores as final output.
The main contributions of this work are as follows: (1)
proposing an LSTM ensemble framework to develop hybrid
sequential classification model which is able to handle
complex clinical situations such as ICU and (2) applying
bootstrapped samples and random feature subspace to in-
dividual LSTM classifiers for creating diversity in the en-
semble. The present model will promote the application of
machine learning in complex clinical situations.

The rest of this paper is organized as follows. Section 2
describes the ICU dataset, the implementation of the pro-
posed eLSTM algorithm, and the experimental design. The
empirical results yielded by various systems for mortality
prediction are presented in Section 3. The advantages of
eLSTM are discussed in Section 4. Finally, Section 5 con-
cludes this paper and indicates the future work.

2. Methods

2.1. Dataset. The ICU data for this work were extracted from
the Medical Information Mart for Intensive Care III
(MIMIC-III) database [44]. MIMIC-III is a large and
publicly available database of ICU admissions at the Beth
Israel Deaconess Medical Center, USA, from 2001 to 2012. It
comprises rich clinical data of patients, including the lab-
oratory tests and vital signs. A total of 18415 patients were
extracted from MIMIC-III database with age >15 years and
length of stay >10 days. The prediction task of clinical
outcome is 28-day postadmission mortality. The study
population consists of 2162 subjects in positive group that
died within 28 days after ICU admission and the other 16253
subjects in negative group that survived 28 days after ICU
admission. From the tables LABEVENTS.csv and CHAR-
TEVENTS.csv, 50 variables of continuous 10 days (denoted
as D1, D2, ..., D10) are recorded for mortality prediction.
The variables are sampled every 24 hours. These variables are
commonly used clinical measurements, and the details are
listed in Table 1.

2.2. LSTM Ensemble Algorithm. Ensemble methods generate
multiple learners and aggregate them to provide a composite
prediction. Among them, the Bagging and Boosting method
are most popular. The diversity of individual learner is an
important issue for ensemble model, which can be achieved
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TaBLE 1: Variables for mortality prediction.

Variable no. Source table name Variable name

1 LABEVENTS BUN

2 LABEVENTS WBC

3 LABEVENTS HCO;™

4 LABEVENTS Na*

5 LABEVENTS K"

6 LABEVENTS TBil

7 LABEVENTS Plt

8 LABEVENTS Cr

9 LABEVENTS PH

10 LABEVENTS HCT

11 LABEVENTS Lactate

12 LABEVENTS Hemoglobin

13 LABEVENTS MCHC

14 LABEVENTS MCH

15 LABEVENTS MCV

16 LABEVENTS Red Blood Cells

17 LABEVENTS RDW

18 LABEVENTS Chloride

19 LABEVENTS Anion Gap

20 LABEVENTS Glucose

21 LABEVENTS Magnesium

22 LABEVENTS Calcium, Total

23 LABEVENTS Phosphate

24 LABEVENTS INR

25 LABEVENTS PT

26 LABEVENTS PTT

27 LABEVENTS Lymphocytes

28 LABEVENTS Monocytes

29 LABEVENTS Neutrophils

30 LABEVENTS Basophils

31 LABEVENTS Eosinophils

32 LABEVENTS Base Excess

33 LABEVENTS Calculated Total CO,

34 LABEVENTS PCO,

35 LABEVENTS Specific Gravity

36 LABEVENTS ALT

37 LABEVENTS AST

38 LABEVENTS Alkaline Phosphatase

39 LABEVENTS Albumin

40 LABEVENTS PEEP

41 LABEVENTS PaO,

42 CHARTEVENTS GCS

43 CHARTEVENTS SBP

44 CHARTEVENTS HR

45 CHARTEVENTS T

46 CHARTEVENTS MAP

47 CHARTEVENTS RR

48 CHARTEVENTS A-aDO,

49 CHARTEVENTS FiO,
LABEVENTS, .

>0 CHARTEVENTS PaO,/FiO,

by selecting and combining the training examples or the
input features, injecting randomness into the learning al-
gorithm [34, 36].

The proposed eLSTM algorithm is an ensemble method
utilizing LSTM as base learner. Two random strategies are
employed to produce different training subsets, hence con-
structing a number of base LSTM classifiers. All predictions are
integrated to give a comprehensive estimate of the outcome.

Given a training set with N training instances, each
instance can be represented as (V, Y). V is a matrix con-
taining values of D variables and T sequences. It can be
written as [X,X,,X;,...,X,, ..., Xr], as expressed in
equation (1). X, is a vector given in equation (2). xtd rep-
resents the value of the d-th variable at ¢-th time step. And Y
is the target label for the instance taking 0 (negative) for
survival and 1 (positive) for death. The ratio of negative and
positive group size is denoted as y:

V=[X,X0 X505 Xp oo, X, (1)

1.2 3 d D
Xt:[xt,xt,xt,...,xt,...,xt ] (2)

LSTM has the advantage of capturing temporal in-
formation and is popular to be adopted in time series
modeling. Detailed structure of the LSTM block is illustrated
in Figure 1.

The input of LSTM block is X,. Then, the output of
hidden layer, namely, the current hidden state h,, is com-
puted as follows:

fe= ‘T(wf[ht—bxt] + bf)’
iy = o (w;[hy_y, X, ] +b;),
0p = 0 (W, [hy_1> X¢ ] +b,), )
C, = fi#Cpy +ip * tanh (w, [h, . X,] +b.),
h, = o, * tanh (C,),

where f,, i,, and o, are the forget, input, and output gates,
respectively. h,_; is the previous hidden state. C,_; and C, are
previous and current cell memories. The weight matrices w,
w;, w,, and w, and the bias vectors by, b;, b,, and b, are
model parameters. The symbol o is the sigmoid function and
tanh hyperbolic tangent function. The symbol - denotes
matrix multiplication and * elementwise product.

A sigmoid layer is applied on the output of the LSTM
block at final step for binary classification. The predicted
score ¥ is computed as equation (4). The loss function is the
weighted cross entropy of real label and predicted score ¥
with positive instances weighted y and negative ones
weighted 1. The parameters within the net are updated over
several iterations to reach the minimum loss value:

5/ = U(who : hT + bho)' (4)

The eLSTM model is composed of multiple LSTM
classifiers, and its architecture is illustrated in Figure 2.

The procedure of eLSTM consists of two stages: base
learner generation and integration.

In the stage of base learner generation, the bootstrap
sampling strategy [37] and random subspace method (RSM)
[35] are both employed to generate different training subsets
for constructing diverse base learners. As a training set
sampling method, bootstrap sampling randomly draws in-
stances with replacement from the whole training set and
RSM is to randomly choose a subset of variables. The subsets
resulted from different bootstrapped instances with randomly
selected variables are denoted as {Subsetl,Subsetz, e
Subset,, . .., Subsetp}.
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Ficure 1: Illustration of the LSTM block’s structure.
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FIGURE 2: The architecture of the eLSTM algorithm.

In ensemble model rather than error control strategy,
bias control is generally adopted to train multiple base
classifiers benefiting the diversity of the model. Thus, ap-
propriate number of training epochs for the classifiers is
selected by experiments under a satisfied level of bias. The
variance of the model due to the diversity of individual
classifiers is controlled by the following ensemble operation
[45, 46]. For eLSTM, the number of training epochs was set
as 100, which was validated by pre-experiments.

Then, multiple LSTM classifiers learn from the subsets.
Let {F', F%, ..., F"} denote the set of P trained base classifiers.
For the input V, the p-th LSTM classifier gives an individual
predicted score ¥ (p), as expressed in equation (5).

Finally, in the integration stage, the scores of all LSTM
classifiers are averaged as the overall output and calculated as
follows:

¥ (p)=F*(V), (5)
S

V=527 (6)
p=1

The procedure of the eLSTM algorithm is provided in
Figure 3.

Once the eLSTM model is accomplished, it is applied in
this way: for an instance, each LSTM classifier uses partial
values of the corresponding variable subset and makes a
prediction; different LSTM classifiers utilize different sets of
variables, producing multiple prediction scores; the final
prediction is obtained by averaging all scores.

2.3. Dynamic Prediction. For LSTM and eLSTM models, the
full sequence of data is needed to predict the outcome.
However, in practice, the patients’ physiological parameters
are collected day by day. To develop a dynamic procedure
providing daily prediction, in this work, the values for
coming days are padded by the latest available data to
acquire complete sequences. Then, the LSTM algorithm
and the eLSTM algorithm are employed on the complete
dataset for predicting the outcome. Thus, the mortality
assessment is updated daily with the replenished data
approaching closer to the reliability. The process is illus-
trated in Figure 4.
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Algorithm: eLSTM

Forp=1toP  //Pisthe number of base classifiers
(i)  Generating the Subsetp

1. Generate N bootstrapped instances from the
whole training set

2. Randomly choose half of the variables
(ii)  Training individual LSTM classifier
Train the p-th LSTM classifier F

(iii) Making a prediction
For the given input, predict the outcome with the
score y (p)

End

Compute the final prediction as the average of all scores

FIGURE 3: Procedure of eLSTM algorithm.

Timeline

Trained model for time series data

| | | | E
Updated prediction

FIGURE 4: Flow diagram of dynamic prediction with data updating.

2.4. Experiment Design. The proposed eLSTM algorithm is
compared with three scoring systems (SAPS II, SOFA, and
APACHE 1I), RF algorithm, and LSTM classifier. In the
LSTM classifier, a sigmoid layer is applied on top of the
LSTM block for binary classification. The LSTM block has
one hidden layer with 64 hidden units, and a dropout of rate
0.5 is applied to the input layer. The weight parameters are
initialized randomly using Glorot uniform initialization
[47]. The LSTM model is trained with the Adam optimizer of
learning rate of 0.01 for a maximum of 100 epochs. 10% of

the training data are used as a validation set to find the best
epoch. In eLSTM algorithm, there are two important
hyperparameters: the number of base LSTM classifiers and
the size of variable subset. Considering the running time, the
number of base LSTM classifiers in the current work is set as
200. And, half of the variables are randomly chosen to
construct individual classifier as recommended in the lit-
erature [35]. Eventually, 200 individual LSTM-based clas-
sifiers are trained on resampled instances with 25 randomly
selected variables. In addition, dynamic prediction by RF
algorithm is realized by training 10 models on data of the
first 1, 2, ..., 10 days, respectively.

The experiment is repeated 50 times. For each experi-
ment, 90% of the dataset is chosen as training data and the
left 10% as test data. Before the training procedure, data are
preprocessed by imputation and normalization. The missing
values are filled by linear interpolation imputation method,
assuming a linear development in time of the variable with
missing data [48]. Then, all the variables are normalized by
subtracting the means and dividing the standard deviations
computed across the training data.

To compare the performances of these models, several
metrics are computed on predicted scores and true labels.
The receiving operating characteristics (ROC) curve and the
precision-recall curve are plotted to evaluate the perfor-
mance of the classifiers. The ROC curve uses 1 — specificity as
the x-axis and sensitivity as the y-axis for all potential
thresholds, while the precision-recall plot applies recall and
precision as the x-axis and y-axis. The area under ROC
(AUROC) and the area under precision-recall curve
(AUPRC) are calculated for comparison. Moreover, the bias
between the predicted class labels and the true labels is
comprehensively measured by sensitivity/recall, specificity,
accuracy, precision, and F1 score. Sensitivity/recall calcu-
lates how many true-positive cases are correctly classified as
positive, while precision counts the proportion of true-
positive cases in the cases classified as positive. F1 score is the
harmonic mean of recall and precision.

3. Results

3.1. Mortality Prediction Performance. The ROC curves and
precision-recall curves of all models are shown in Figures 5
and 6. The eLSTM model harvests the largest AUROC of
0.8505 and the largest AUPRC of 0.45.

Detailed statistical results of repeated experiments are
given in Table 2. ANOVA test shows significant differences
in AUROC, AUPRGC, sensitivity/recall, specificity, accuracy,
precision, and F1 among the utilized methods (p <0.001). It
can be seen the models of RF, LSTM, and eLSTM have much
larger AUROC values (RF: 0.8282+0.0151, LSTM:
0.8382+0.0158, and eLSTM: 0.8451 + 0.0136) than scoring
systems SAPS II, SOFA, and APACHE II (SAPS II:
0.7788 £ 0.0166, SOFA: 0.7354+0.0184, and APACHE II:
0.7467 +0.0173). The proposed eLSTM model has the largest
mean AUROC value of 0.8451, LSTM approach the second
largest mean AUROC value of 0.8382, and the RF method
the third largest of 0.8282. The eLSTM model outperforms
other models in terms of AUPRC with the largest value of
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FiGure 5: The ROC curves of all systems.

0.4862 +0.0345. Also, the eLSTM algorithm has the largest
sensitivity/recall of 0.7758 and the RF model and LSTM
model have the medium value of 0.7197 and 0.7384, while the
three scoring systems get the least value of 0.5418-0.6922.
Post hoc analysis by Dunnett test shows the differences in
AUROC, AUPRC, and sensitivity between eLSTM and other
methods are significant (p < 0.05). Totally, the eLSTM model
obtains the significant largest value of AUROC, AUPRC, and
sensitivity. It is noticed that all methods have low precision
and F1 score. It is mainly due to the imbalanced distribution
of class label, that is, the number of negative instances is much
larger than that of positive ones.

3.2. Dynamic Prediction. Figure 7 shows the time course of
mortality prediction during one to ten days after the ad-
mission. It is seen that, with the available data updated daily,
although the AUROC values of the various systems keep
rising, through the whole procedure, the AUROC values of
eLSTM, LSTM, and RF go higher than the three scoring
systems. And from the third day, the eLSTM holds the
highest value till the ending of the records. ANOVA fol-
lowed by Dunnett test shows the AUROC value of the
eLSTM model is significantly higher than that of LSTM and
RF models (eLSTM vs. LSTM: p = 0.011; eLSTM vs. REF:
p =0.000). The charts also clearly reveal that while RF,
LSTM, and the three scoring systems reach their highest
performance on the last day, eLSTM achieves the corre-
sponding levels at least 6 days earlier than the scoring
systems and 2 and 1 days earlier than RF and LSTM, re-
spectively. These facts demonstrate that eLSTM has stronger
ability of dynamic prediction as well as early prognosis than
the others.

Figure 8 shows that AUPRC has the similar trend with
the data updating as AUROC. The eLSTM model harvests
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the largest AUPRC of 0.5 among all methods. ANOVA
followed by Dunnett test exhibits that the AUROC value of
eLSTM model is significantly higher than that of LSTM and
RF (eLSTM vs. LSTM: p = 0.043; eLSTM vs. RF: p = 0.000).

3.3. Influence of the Number of LSTM Classifiers in eLSTM.
The AUROC value of eLSTM goes up with the increase of the
number of base LSTM classifiers (Figure 9). It has a steep
ascent when less than 40 LSTM classifiers are integrated,
then keeps a moderate rising, and finally stays at a plateau
after 100 classifiers are involved. Similar situation is also
observed in the AUPRC (Figure 10).

3.4. Influence of the Size of Variable Subset in eLSTM.
ANOVA test indicates the size of variable subset in eLSTM
models leads to significant difference in AUROC and as well
as in AUPRC (AUROC: F=45.932, p =0.000; AUPRC:
F=7.079, p = 0.002). The AUROC values are similarly high
for eLSTM with multiple sets of 16, 25, or 32 variables
(Figure 11). And eLSTM achieves the largest AUPRC when
the size of variable subset is 16, 25, or 32 (Figure 12).
Pairwise comparison by Tukey test shows the AUROC and
AUPRC values of eLSTM models trained by sets of 16, 25,
and 32 variables are significantly higher than those of 8 and
50 variables (p <0.05), while there are no significant dif-
ferences among the models with sets of 16, 25, and 32
variables. In this work, the size of variable subset was set as
the median value of 25, which is in agreement with the
recommendation of literature [35].

4. Discussion

It is worth noticing that the algorithms of RF, LSTM, and
eLSTM exhibit much better performance than the SAPS II,
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TaBLE 2: Evaluations of all mortality prediction systems (mean + std).
SAPS II SOFA APACHE II RF LSTM eLSTM ANOVA test
AUROC 0.7788 £0.0166" 0.7354+0.0184* 0.7467 +£0.0173* 0.8282+0.0151* 0.8382+0.0158* 0.8451 +0.0136 F;_9206'0302§’
B " " " N F=426.683,
AUPRC 0.3800 £0.0334" 0.3381 +£0.0307* 0.3515+0.0306" 0.4197 £0.0393* 0.4751 £0.0351* 0.4862 + 0.0345 p = 0.000
Sensitivity/ ) (075 40,0267 0.5418+0.0394° 0.6478+0.0303° 0.7197+0.0395° 0.7384+0.0401° 0.7758+0.0321 | - 138869,
recall p =0.000
: : * * * * * F = 229707,
Spec1ﬁc1ty 0.7404 £0.0102* 0.7958 £0.0101* 0.7256 £0.0119* 0.7807 +£0.0218" 0.7746 +0.0182* 0.7503 +0.0136 = 0.000
* * * ® * F = 234492,
Accuracy  0.7347 £0.0096" 0.7658 £0.0106" 0.7164+0.0113* 0.7734+0.0174" 0.7703 +0.0148" 0.7533 £0.0112 = 0.000
Precision  0.2633 £0.0145* 0.2622+0.0179* 0.2404 +0.0149* 0.3063 +0.0211* 0.3056 +0.0208* 0.2941 + 0.0158 FP:_27013502’
" " " F=363.817,
F1 0.3813+0.0180" 0.3532+0.0227* 0.3505 +0.0187 0.4290 £0.0216  0.4317 £0.0230 0.4262 +0.0181 p = 0.000

*The difference with the eLSTM model is significant at the 0.05 level. Bold indicates the highest mean value.
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SOFA, and APACHE II scoring system (Table 2). It indicates
that data-driven mathematical model may help improve the
mortality prediction in ICU and further other clinical tasks.
Different models serve different purposes and situations. The
present work demonstrates that, in dynamic prediction,
LSTM and eLSTM are superior to the RF algorithm. RF is
commonly considered as an easy-to-use algorithm for de-
cision making. However, it is not sensitive to time course,
resulting in the weakness in exploiting temporal information
in the series data. But in the LSTM block, the values in the
previous time steps impose influence on the coming time
steps; hence, the LSTM block is capable of capturing tem-
poral trends of the data and suitable for time series mod-
eling. Moreover, with the updating of the input data, the
predicting ability of LSTM is continuously improved. In
other words, LSTM has the advantage in dynamic
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FIGURE 8: The AUPRC values of all systems with data updating.

predicting. The results demonstrate that generally, the
eLSTM algorithm outperforms a single LSTM classifier.
Also, it is seen in Figures 7 and 8 that the eLSTM model has
much better achievement in early prediction than LSTM. It
can be explained that instead of a single hypothesis space by
one LSTM classifier, the eLSTM algorithm generates mul-
tiple base learners expanding the hypothesis space, which
leads to a better approximation to the true hypothesis.
The proposed eLSTM algorithm successfully handles
clinical time series data in ICU and provides a unified model
for predicting the mortality of ICU patients. In ICU, patients
are suffering from various diseases. Johnson et al. sum-
marized the distribution of primary International Classifi-
cation of Diseases (ICD) in the entire MIMIC-III database
[44], as that the mostly common ones in ICU are infectious
and parasitic diseases (ICD-9: 001-139), neoplasms of
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FiGure 9: The AUROC values of eLSTM with the number of base
LSTM classifiers increasing.
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FiGure 10: The AUPRC values of eLSTM with the number of base
LSTM classifiers increasing.

digestive organs, and intrathoracic organs, etc. (ICD-9:
140-239), endocrine, nutritional, metabolic, and immunity
(ICD-9: 240-279), diseases of the circulatory system (ICD-9:
390-459), pulmonary diseases (ICD-9: 460-519), diseases of
the digestive system (ICD-9: 520-579), diseases of the
genitourinary system (ICD-9: 580-629), trauma (ICD-9:
800-959), and poisoning by drugs and biological substances
(ICD-9: 960-979). Patients admitted to ICU are usually
diagnosed with more than one kind of disease, i.e., syn-
drome. The physiological statuses of the patients are com-
plex, and thus, it is difficult for a single learner to discover
the patterns of the patients represented by recorded pa-
rameters. Thus, in previous relevant studies, the mathe-
matical models in ICU were usually designed for single
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specific disease, such as heart failure or sepsis [49-53], and at
present, it lacks universal quantitative mortality prediction
approach covering all ICU patients. The diversity of the
eLSTM is accomplished by employing bagging and RSM
algorithm. In the construction of base learners, bootstrap
sampling and RSM ensure the learners devoting to various
patients and diseases. For model training, bootstrap sam-
pling of ICU data produces divergent datasets of patients
with different disease distributions. Meanwhile, RSM as-
sembles different sets of physiological variables for repre-
senting patients’ status. These procedures in training subsets
broaden views at both instance and feature level of the ICU
data and therefore yield dissimilar base LSTM classifiers. In
this work, the setting of 25 variables in the model brings out
the best performance (Figures 11 and 12). While too few
variables would greatly decrease the base learner’s classifying
capacity, redundant variables would damage the learners’
diversity. The result is consistent with the previous finding
[35]. Moreover, as part of the bagging strategy at the output
end of the model, individual base learners are integrated to
make the ICU patients’ general condition comprehensive
and clear. Owing to individual learners’ classifying capacity
and the ensemble learning ability of the model, the proposed
eLSTM algorithm is competent for capturing the complex
relationship among the diseases and parameters in ICU data,
thus enhancing the outcome prediction.
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5. Conclusion

In this paper, we propose a new approach named eLSTM
which can deal with the complex and heterogeneous ICU
data for mortality prediction. The proposed eLSTM models
obtain the prediction result by merging the results of
multiple parallel LSTM classifiers. The base LSTM learners
are trained on different subsets which are generated using
bootstrapped samples and random feature subspace. Ex-
perimental results show that the proposed eLSTM algorithm
effectively utilizes the ensemble framework in LSTM clas-
sifier and achieves excellent performance on the extracted
MIMIC-IIT dataset. Also, it provides an early prognosis of
ICU patients. The eLSTM model is promising to offer a
universal quantitative tool for assessing risks of all patients
in ICU and even for other complex clinical situations. In the
future work, other approaches of aggregating component
classifiers are worth investigating to optimize the structure
as well as the algorithm.
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