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Given their low porosity and permeability, intersalt dolomitic shale oil reservoirs need to be developed via large-scale hydraulic
fracturing to achieve economic effects. However, various lithologies and salt materials make these reservoirs vulnerable to salt
mineral dissolution and recrystallization and salt plugging during development. This study investigated the variation rules of
pore structures, porosity, and permeability of intersalt dolomitic shale oil reservoirs under the influence of hydraulic fracturing
fluid. Correspondingly, a series of experiments (i.e., high-temperature and high-pressure soaking experiments, focused ion beam
scanning helium ion microscope analyses, and porosity and pulse permeability tests) is performed on the Qian 34-10 rhythmic
intersalt dolomitic shales. Results show that distilled water dissolves the salt crystals inside the matrix pores to improve the
reservoir permeability. However, the distilled water-rock interaction will cause the massive migration of salt minerals. By
contrast, the supercritical CO2 can disperse salt particles, dredge the channels, and enlarge pores by expansion, but it has an
overall weak capability of changing the pore structure and matrix permeability. To simulate the supercritical CO2 composite
fracturing, the mixed solution of supercritical CO2 and distilled water favors the salt dissolution effect in the water-based
fracturing fluid and recovery enhancement by CO2. This solution can remarkably improve the reservoir porosity and
permeability and avoid massive salt mineral migration and salt crystallization damage. This study is theoretically and practically
important to the effective and enhanced development of intersalt dolomitic shale oil reservoirs.

1. Introduction

In recent years, shale oil has become a key area for unconven-
tional oil and gas exploration and development after shale
gas. China’s continental basins have developed a number of
lacustrine mud shale strata with wide distribution, high
abundance of organic matter, large thickness, and huge
potential for shale oil resource, and they are considered a
strategic option for the sustainable development of old oil-
fields in the east [1]. Among them, intersalt dolomitic shale
oil reservoirs in the Qianjiang Depression of the Jianghan
Basin has become an important target for China’s shale oil
technology breakthrough due to its numerous oil-bearing
strata, superior hydrocarbon source conditions, and good
oil-bearing properties.

Intersalt dolomitic shale oil reservoirs in the Qianjiang
Depression have become so effective that they require volu-
metric reconstruction through hydraulic fracturing. The pro-
duction data after hydraulic fracturing show that the initial
increase of production is good and that the daily production
of a single well can reach 69.2 tons. However, after fracturing,
the very high salinity of the fracturing fluid (up to 26 × 104
mg L−1) is ubiquitous, and salt particle crystals can be seen
in the flowback fluid. Moreover, the stable production time
is short, usually one to four months. After this period, the
production drops rapidly. Given the particularity of the
intersalt dolomitic shale oil reservoir, the reservoir contains
soluble salts, and a thick salt layer develops at the top of the
reservoir. After the water-based fracturing fluid enters the
reservoir, it dissolves the soluble salt minerals inside the rock,
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causing the migration and recrystallization of the salt min-
erals, which forms the “salt blockage” in the formation and
wellbore. The seepage capacity near the wellbore gradually
decreases, and the production decreases rapidly several
months after the fracturing.

CO2 fracturing is one of the waterless fracturing tech-
niques that has unique production-increasing effects, such
as increasing fracture complexity, reducing damage, improv-
ing crude oil flow, and increasing formation energy [2–6]. In
the early 1980s, CO2 fracturing has been used in oil/gas field
practices and has achieved good production-increasing
effects in many wells [2, 7, 8]. For intersalt dolomitic shale
oil reservoirs, using CO2 fracturing can avoid the dissolution
and recrystallization of salt minerals caused by water-based
fracturing fluids.

In terms of physical properties, CO2 is easy to transform
and can exist in gaseous, liquid, or supercritical fluid forms,
which are primarily affected by pressure and temperature.
When the temperature and pressure exceed 31.1°C and
7.38MPa, respectively, CO2 exists in a supercritical state. In
this state, the intermolecular force of CO2 is small, the surface
tension is zero, and the fluidity is so strong that molecules
can enter any space larger than the supercritical CO2 mole-
cule [9]. As CO2 is easily soluble in formation water and
forms carbonic acid, it can dissolve minerals such as feldspar
and carbonate in rock under reservoir pressure and temper-
ature. Therefore, the physical properties of the reservoir
and the mechanical properties of the rock are changed [8,
10–14]. However, the change processes of microscopic pore
structures and the porosity/permeability of shale reservoirs
during supercritical CO2 fracturing remain unknown. In
addition, due to the differences in physical properties of shale
reservoirs, the influence of supercritical CO2 on the physical
properties of the reservoir is different.

To investigate the influence of water-based fracturing
fluid and supercritical CO2 on the physical properties of an
intersalt shale reservoir, a series of high-temperature and
high-pressure shale immersion experiments was performed,
followed by microscopic pore structure observation and
porosity and pulse permeability tests. The pore structure,
porosity, and permeability change of intersalt shale under
different fluids and the damage law of salt crystallization on
physical properties of shale are studied. The results are
expected to provide theoretical support for the correct for-
mulation of measures for stable production and increased
production in intersalt shale oil reservoirs.

2. Overview of the Region

The Jianghan Basin is an inland salt lake basin. Under the
closed, high-salinity, and strong-evaporation environment
of the Qianjiang Formation of Paleogene in the Qianjiang
Depression, thousands of meters of thick salt-bearing strata
are deposited, and hundreds of salt cyclothem (a sedimentary
cycle is a rhythm) have developed. Each cyclothem consists
of upper and lower salt rocks and a set of carbon-rich
laminated argillaceous dolomite, dolomitic mudstone, and
calcium-glauber mudstone (or calcium glauber rock filled
with cloud mudstone) strata in between. Each salt cyclothem

generally has an approximate thickness of 5 to 12m and can
sometimes reach up to 20m. The formation is composed of
hydrocarbon source and reservoir layers, which are blocked
by upper and lower salt rock to form an intersalt dolomitic
shale oil reservoir.

The intersalt dolomitic shale oil reservoir is a high-quality
hydrocarbon source layer integrally, which is composed
mainly of argillaceous dolomite facies followed by dolomitic
mudstone [15]. Based on fluid compartment theory, the
formation water in the intersalt shale reservoir is primary
water with no external water interference [16, 17]. At the
same time, salt minerals accumulate in the cracks and pore
channels for over a long period of time under high-
temperature and high-pressure conditions, resulting in no
formation water, low reservoir permeability, and good seal-
ing. On-site production data also indicate that wells without
water injection measures have no produced water after
production.

The object of the study is the intersalt dolomitic shale of
Qian 34-10 cyclothem in the Qianjiang Depression of the
Jianghan Basin. Figure 1 presents the results of mineral com-
position analysis. The intersalt strata are primarily composed
of mud, salt, and carbonate minerals. The upper part of the
cyclothem is carbon-rich laminated argillaceous dolomite
facies. The dolomite content is 12.8% to 78.2% with an aver-
age of 50.7%. The average total content of carbonate minerals
in argillaceous dolomite is 65.2%. The middle part is carbon-
rich laminated dolomitic or calcareous mudstone facies. The
argillaceous mineral content is relatively high, mainly feld-
spar minerals, which account for approximately 12.5% to
48.7% with an average of 44.5%, followed by carbonate min-
erals, with an average of 40.2%. The bottom of the cyclothem
is mainly composed of glauberite mudstone facies, which
consist of argillaceous, salt (mainly sodium chloride and
glauberite), and carbonate minerals with indistinguishable
contents. In general, the intersalt dolomite shale oil reservoir
has a low clay mineral content (mainly chlorite and illite with
an average content of 10.3%) that shows characteristics of
low clay minerals, low quartz, high sodium feldspar, and high
carbon. In addition, the 34-10 cyclothem of the intersalt dolo-
mite shale oil reservoir has overall salt-bearing properties.
The salt content of the upper and middle argillaceous dolo-
mite and dolomite mudstones is relatively low, ranging from
2.5% to 9.1%. The glauberite mudstone near the bottom of
the cyclothem layer has a relatively high salt content of up
to 46.6%.

The physical properties of the different lithofacies of Qian
34-10 cyclothem in the intersalt dolomite shale reservoir have
obvious differences (Table 1). Based on the lithology statistics
of several typical wells in the exploration area, the porosity
distribution of mud dolomite is mostly between 6% and
15%, and the permeability of around 45% of the sample is
below 0:5 × 10−3 μm2. The porosity of dolomite mudstone
is less than 25%, with 50% of the samples concentrated in
9% to 12%, and the permeability is basically below 0:5 ×
10−3 μm2. The porosity of the glauberite mudstone varies
widely (between 0% and 20%), and the permeability is
concentrated below 0:5 × 10−3 μm2, as shown in Figure 2.
Mercury intrusion experiments show that the upper
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carbon-rich laminated argillaceous dolomite facies (thick-
ness of approximately 3–4m) has a high average pore
throat radius (>90 nm) and relatively good physical prop-
erties. The dolomite mudstone facies in the middle and
lower parts of the reservoir have poor physical properties,
the median pressure of the mercury injection is high, and
the average pore throat radius is less than 40nm.

3. Microscopic Pore Structure and
Salt Characteristics

Scanning electron microscopy observations were performed
on the pores using a Zeiss focused ion beam scanning
helium ion microscope. The Gatan 691.CS argon ion thin-
ning instrument was used for argon ion polished sampling.
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Figure 1: Sedimentary facies histogram of Qian 34-10 cyclothem in the intersalt dolomite shale reservoir.

Table 1: Average pore throat radius of different lithofacies of Qian 34-10 cyclothem in the intersalt dolomite shale reservoir.

Lithofacies Average median pressure (MPa) Average median pore throat radius (nm) Average pore throat radius (nm)

Argillaceous dolomite 5.21 87.1 94

Dolomite mudstone 22.9 36.7 37.9

Glauberite mudstone 9.42 71.3 67.2
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The main steps include sample pregrinding, high-energy
argon ion thinning pretreatment, surface deposition of a
conductive film, gold coating treatment, and electron micro-
scope observation. The surface of the argon ion polished
sample is smooth, and the backscattered electron imaging
used is suitable for observing the microstructure and mor-
phology of the nanopores.

3.1. Microscopic Pore Structure.Dolomites are widely distrib-
uted in argillaceous dolomite, often with rhombohedral crys-
tals, and the grains are mostly less than 5μm in size. It mainly
develops dolomite and glauberite intergranular pores. The
diameter of the dolomite intergranular pores is generally
0.5–10μm, which are large intergranular pores supported
by dolomite mineral lattice. The average pore diameter is
nearly 2μm, and the surface pore rate can reach 7.8%, as
shown in Figure 3(a). The dolomite intergranular pores are
one of the important oil storage spaces in the intersalt shale
oil reservoir. Dissolution pores are generally distributed with
a pore diameter of approximately 0.5–9μm and a dissolution

surface pore rate of around 5%–20%. They develop near the
bedding plane and are also the main oil storage space. Most
of the dissolution pores are effective pores, but some are
filled with a large amount of salt particles, such as rock
salt or glauberite, as shown in Figure 3(b). Second, a small
number of intragranular pores are developed, including
dolomite and quartz intragranular pores. The pore size is
generally 5–200nm with an average of 30nm, and the sur-
face pore rate can reach up to 4.2%. The dolomitic mud
shale also develops intergranular pores of clustered pyrite,
bedding joints, and diagenetic shrinkage joints, as shown
in Figures 3(c) and 3(d).

The dolomite mudstone mainly develops intergranular
pores of clay minerals and dolomite. The pore diameter is
generally 0.5–6μm with an average of around 1μm, and
the surface pore rate can reach up to 6.1%. Rock salt particles
are scattered on the pore surface. The rock salt crystals have a
good original shape and are tetragonal. The length of the sin-
gle particles is slightly shorter at around 200nm. Clay min-
erals and dolomite intragranular pores are developed. The
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Figure 2: Spectrum statistics results of porosity and permeability of different lithologies.
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pore size is generally 5–200nm with an average of around
50nm, and the surface pore rate can reach up to 3.1%. Com-
pared with argillaceous dolomite, the dolomite mudstone
pores are less developed, and the pore size is relatively small,
as shown in Figure 3(e).

In addition, a small number of organic pores that devel-
oped inside the pyrolysis asphalt are found in the dolomite
mudstone. The pore morphology is mostly irregular, bub-
ble-like, and elliptical. The pore size is 5–300 nm, with an
average of around 100 nm, and the surface pore rate can
reach up to 15%, as shown in Figure 3(f). Secondary mineral
particles with complete crystallization are usually developed
in the edge or interior of the organic pores, and the pore vol-
ume usually accounts for 20%–50% of the total volume of
organic particles with good pore connectivity.

3.2. Soluble Salt Minerals. The electron microscopy scanning
results showed that the intersalt reservoir has microscopic
salinity characteristics. Soluble salt minerals are widely dis-
tributed in the pores and cracks. The microscopic morphol-
ogy of the reservoir salt particles consists of a single salt
particle and a collection of salt particles. The intergranular
pore size of the salt particles is less than 300nm. The salt
aggregates can completely fill the pores and also block the

cracks, resulting in poor pore connectivity of the reservoir
and hindering fluid flow in the reservoir.

Moreover, the intersalt cloud shale also has macroscopic
salinity characteristics. As can be seen by the naked eyes, the
core rock sample is mixed with unequal rock salt and
glauberite particles, and some cracks are also filled with salt
minerals. The salt characteristics of shale samples are quanti-
tatively described by micro-CT scanning technique. The
results show that in the Qian34-10 cyclothem, few salt parti-
cles are present in the argillaceous dolomite layer and shale in
the middle dolomite mudstone layer, mainly distributed
between 1.3% and 3.8%, as shown in Figures 4(a) and 4(b).
At the same time, the cracks are partially filled with sodium
chloride particles and glauberite minerals. The glauberite
mudstone near the salt layer has high salt content, and the
volume ratio of the sodium chloride and glauberite particles
is around 15.7%–21.81%, as shown in Figure 4(c).

Fracturing practice shows that the salinity of the flowback
fluid of the shale reservoir is generally high [18, 19]. With the
extension of the backflow time, the salinity of the flowback
fluid keeps increasing, reaching up to 10 × 104 mg L−1,
whereas the salinity of the slick water injected during fractur-
ing is very low (approximately 1000mgL−1) [18, 19]. The salt
ions in the flowback fluid are mainly derived from the
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Figure 3: Original pore structure characteristics of intersalt dolomitic shale.
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dissolution of the shale’s own minerals and the crystalline
salts of the pore walls. When the fracturing fluid with low
salinity enters the reservoir, the large difference in salinity
between the fracturing fluid and the formation results in a
remarkable chemical potential difference between them,
which becomes the driving force for the low salinity liquid
to enter the shale interior [20–22]. As for the intersalt dolo-
mite shale reservoir, the interior has microscopic and macro-
scopic salinity properties, and the high-salinity difference will
lead to a high chemical potential difference. After the fractur-
ing fluid with low salinity infiltrates into the reservoir, it dis-
solves the salt minerals inside the reservoir continuously.
Superficially, if the matrix and soluble salts in the fractures
of the shale reservoir are dissolved, additional circulation
channels can be obtained for reservoir oil and gas. This is also
one of the main reasons for using low-viscosity slick water
fracturing or water injection to increase shale oil production.
However, further studies are needed to determine the specific
effects of dissolution, migration, and recrystallization of solu-
ble salt minerals on the physical properties of a reservoir.

4. Effects of Different Fluid Types

4.1. Sample Collection and Processing. The core samples
are taken from the downhole cores of the Qian34-10
cyclothem at varying depths in the Qianjiang Depression,
Jianghan Basin. As the intersalt shale is a typical stratified
rock mass, the bedding surface is prone to open when
exposed to water. However, factors such as the water sol-
ubility of salt rock can also contribute to this problem.
Therefore, to avoid the opening of the bedding surface
and dissolution of soluble minerals within the rock caused
by hydraulic cutting, all samples in the experiment undergo
anhydrous processing, and the samples are processed into a
standard core column with a diameter of 2.54 cm. Then, the
side of the core is wrapped and sealed with epoxy resin, and
only the two end faces of the core are in contact with the fluid
when immersed.

4.2. Methods of Experiment. The shale sample is preplaced in a
high-temperature and high-pressure reaction tank with a vol-
ume of 157mL and evacuated. Then, fluid is injected into the
reaction tank until the pressure becomes constant at 20MPa,
and the temperature in the incubator is kept constant at
80°C. The experimental immersion fluid includes distilled
water, CO2 (CO2 is in a supercritical state at 80°C and

20MPa), and a liquid mixture of CO2 and distilled water
(supercritical CO2 saturated solution). When the immersion
fluid medium is a supercritical CO2 saturated solution, the
immersion step differs from distilled water or pure CO2. First,
100mL of distilled water is injected into the reaction tank. The
shale sample is placed in an aqueous phase, evacuated, and
heated at a constant temperature of 80°C. Thereafter, the
high-temperature and high-pressure reaction tank is charged
with CO2 until the fluid pressure in the tank reaches 20MPa.

After the shale samples are immersed under high-
temperature and high-pressure conditions, the porosity and
permeability of different shale samples are measured by using
helium porosimetry and ultralow permeability meter (pulse
attenuation method). Moreover, helium is used as the test gas.

4.3. Solubility of CO2. When supercritical CO2 is mixed
with water, hydrogen ions are formed through ionization,
which makes the solution acidic, as shown in formula
(1). Related literatures show that the higher the pressure,
the higher the solubility of CO2, the more hydrogen ions
are ionized in the solution, and the lower the pH of the
solution [8, 23, 24]. At the same time, the solubility of
CO2 in water at different temperatures under 20MPa is
measured, as shown in Figure 5. As seen in the figure,
with the increase in temperature, the solubility of CO2 in
water decreases and tends to be stable when the tempera-
ture is greater than 100°C:

CO2 + H2O⟶H+ + HCO−
3 ð1Þ

20100
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(a) Argillaceous dolomite
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0 20100
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Figure 4: Micro-CT scanning results of the core rock (white spots are salt particles).
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For intersalt shale reservoirs, active H+ and HCO−
3

interact with carbonates, such as calcite and dolomite, to
dissolve carbonate rocks:

CaCO3 + H+ ⟶ Ca2+ + HCO−
3 ð2Þ

CaMg CO3ð Þ2 + 2H+ ⟶ Ca2+ +Mg2+ + 2HCO−
3 ð3Þ

H+ and HCO−
3 can also interact with the feldspar minerals

inside the reservoir. Aside from causing dissolution and
sedimentation of silicate, they can also form kaolinite:

2KAlSi3O8 + 2H+ + 9H2O⟶ 2K+ + 4H4SiO4 + Al2SiO5 OHð Þ4
ð4Þ

NaAlSi3O3 + CO2 + 5:5H2O⟶Na+ + HCO−
3 + 2H4SiO4

+ 0:5Al2SiO5 OHð Þ4
ð5Þ

Therefore, the interaction of CO2-water-reservoir rocks
will lead to the dissolution of reservoir rocks and the
formation of sediments, which will directly result in the
change of pore structure and permeability of reservoirs.

4.4. Results and Analysis of the Experiment

4.4.1. Changes in the Microscopic Pore Structure. Under the
conditions of 80°C and 20MPa, the shale samples are
immersed in distilled water, supercritical CO2, and super-
critical CO2 saturated solution. Then, microscopic pore
scanning electron microscopy is conducted to compare
the microstructure changes in the intersalt cloud shale
before and after the fluid action. The results are shown in
Figure 6.

For argillaceous dolomite samples, some of the pores are
filled with many salt crystals without treatment, as shown in
Figure 3(a). The filled salt minerals occupy most of the fluid
passages, hindering fluid migration. After immersing in
supercritical CO2, the surface pore rate reaches 9.1%, as
shown in Figure 6(a). This result may be due to the expansion

(a) (b)

(c) (d)

(e) (f)

Figure 6: Microscopic pore structure changes before and after the interaction of different fluids. (a) Pores of muddy dolomite are increased,
and salt minerals migrate (supercritical CO2). (b) Salt minerals are dissolved (distilled water). (c) Clay mineral expansion occurs (distilled
water). (d) Pores are dissolved, causing caves (supercritical CO2 saturated solution). (e) Dolomite particles are dissolved, causing dissolved
pores (supercritical CO2 saturated solution). (f) Clay is released, and particle migration occurs (supercritical CO2 saturated solution).
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of CO2. On the one hand, the pore throat radius increases
and the effective stress decreases due to the volume expan-
sion of CO2. On the other hand, the CO2 expansion affects
and disperses the collection of salt particles in the pore
channels into salt particles, thereby dredging pores and
reducing the flow resistance of the reservoir fluid. How-
ever, under the reservoir conditions, the salt minerals still
remain in the reservoir and occupy the flow channels of
the reservoir fluid.

When immersed in distilled water, the salt crystals in
the pores dissolve, and the pore channels expand, signifi-
cantly increasing the surface pore rate (around 40%) and
greatly improving pore connectivity, as shown in Figure 6(b).
However, distilled water weakens the cohesive force between
the rock mineral particles, which loosens the rocks and
even produces microcracks. In addition, the clay mineral
undergoes hydration expansion under the action of water,

as shown in Figure 6(c). However, due to the low clay min-
eral content of the intersalt shale reservoir, the hydration of
clay minerals has minimal effect on the shale skeleton or
pore structure.

When the shale sample is immersed in a supercritical
CO2 saturated solution, the saturated solution has the great-
est impact on the micropore structure of shale. First, distilled
water can dissolve salt, and the pore channels are enlarged
when salt crystals dissolve inside the pore channels. In addi-
tion, when supercritical CO2 dissolves in distilled water, it
will produce a weak acid that will dissolve the cement and
mineral components of the rock particles, thereby greatly
increasing the pore radius and even producing the dominant
channel of the acid-rock reaction. The surface pore rate can
reach up to 23.6%, as shown in Figure 6(d). Second, the weak
acid solution will dissolve the skeleton particles, resulting in
dissolved pores with a diameter of 50–100nm inside the
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Figure 7: Change of porosity after immersion in fluid at different times.
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particles, as shown in Figure 6(e). The saturated solution
destroys the stability of the clay minerals and causes the dis-
solution of the cement of the skeleton particle, leading to the
increase of intergranular pores and considerable migration of
clay particles, as shown in Figure 6(f).

4.4.2. Change of Porosity. Figure 7 shows the results of poros-
ity change of the shale samples after immersing in supercrit-
ical CO2, distilled water, and supercritical CO2 saturated
solution at 20MPa and 80°C.

The results of the experiment show that the porosity
increased at varying degrees after immersing the samples
in different fluids. The supercritical CO2 saturated solution
obtained the largest increase in porosity. The salt solution
effect of distilled water combined with the dissolution
effect of the weak acid generated by the dissolution of
supercritical CO2 in water will greatly expand the pore
and increase the pore volume. The porosity of argillaceous

dolomite and glauberite mudstone with high total content
of salt minerals and carbonates increased by 210.7% and
296.7%, respectively, after immersion for 168 h. The
pore-enlarging effect of distilled water was mainly derived
from the dissolution of salt minerals. The effect was most
obvious in the glauberite mudstone with high salt content.
The porosity of argillaceous dolomite and dolomite mud-
stone with lower salt mineral content increased by 43%
and 31.9%, respectively, after immersion in distilled water
for 168 h. By contrast, the pore-enlarging effect of super-
critical CO2 was relatively small, and the porosity of differ-
ent samples increased by approximately 6.0% to 13.2%
after 168 h immersion.

4.4.3. Change of Permeability. After immersion in different
fluids, an ultralow permeability meter is used to measure
the change in permeability of the shale samples over time.
The results are shown in Figure 8.
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As can be seen from the figure, the effect of supercritical
CO2 on permeability improvement is not obvious. For the
argillaceous dolomite samples with relatively good porosity
and permeability, the permeability increases by 13.7%
through flushing the salt crystal minerals and dredging the
pore channels. For the glauberite mudstone samples, the per-
meability only changes by 4.2% due to its small internal pores
that are mostly blocked by salt minerals. The permeability of
distilled water is greatly improved by dissolving the salt min-
erals in the pores. After immersion for 168 h, the permeabil-
ities of the argillaceous dolomite and dolomite samples
increase by 97.6% and 46.2%, respectively. By contrast, the
permeability of glauberite mudstone samples with high salt
minerals increases by 14.7% after immersion for 168 h.
Therefore, the better the initial porosity and permeability
conditions, the greater the salt content and the increase in
permeability. When the supercritical CO2 is dissolved in dis-
tilled water, the weak acid dissolves and expands the pores,
which then improves interporosity connectivity, enlarges
the range of water-salt-rock action, and strengthens the salt
solution of distilled water. The permeability of the glauberite

mudstone minerals increases by 21.1 times after immersion
in supercritical CO2 saturated solution for 168 h.

5. Effects of Recrystallization of Salt Minerals

During the mining process, due to changes of formation tem-
perature and pressure in and near the wellbore, the solubility
of the salt minerals changes, causing the precipitation of salt
minerals and salt crystallization. Then, salt crystallization
will lead to damage near the wellbore reservoir. The static
evaporation salting-out method is used to simulate the salt
crystallization phenomenon in the formation so as to evalu-
ate the damage degree of salt crystallization on the porosity
and permeability of the intersalt shale oil reservoir. The spe-
cific steps are as follows: (1) under the conditions of 80°C and
20MPa, the shale sample is placed in a saturated sodium
chloride solution for 24 h using a high-temperature and
high-pressure reactor; (2) the shale immersed in the satu-
rated sodium chloride solution is heated in an oven at a
constant temperature 60°C and evaporated to constant
weight; and (3) the morphology and microscopic
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Figure 9: Pore microstructure changes after static evaporation salting out. (a) Clumps of superimposed growth morphology of salt crystals;
(b) densely packed salt crystals with no internal permeability; (c) pores partially filled with salt crystals; (d) single-salt-particle dispersion
morphology; (e, f) surface-attached layered or flocculent growth morphology of salt crystals.
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distribution of salt crystals are observed under scanning
electron microscopy to determine the effect on the poros-
ity and permeability of the intersalt shale.

5.1. Morphology and Microscopic Distribution of Salt Crystal.
Scanning electron microscopy observation of salt shale after
salt crystallization shows three main forms of salt crystals,
including clumps of superimposed growth morphology of
intergranular pore/seam filling type, surface-attached layered
or flocculent growth morphology, and single-particle disper-
sion morphology, as shown in Figure 9.

The filling-type agglomerated crystalline salt usually
aggregates in the dominant channel with good evaporation
environment. These channels generally have large pore size
and good connectivity because the fluid saturation in the large
pores is usually high and the large pore size also provides a
good evaporation environment for the liquid [25–27]. The salt
crystals are stably stacked in the large pores and gradually fill
the entire pores. However, these filled salt crystals are densely
packed and have no internal permeability, as shown in
Figure 9(b). Therefore, the filling of the cluster salt crystals
may partially cause the dominant pores to fail, as shown in
Figure 9(c). At the corners of pores or on the surfaces of rocks,
scattered regular single-crystal crystalline salts with a length of
tens to hundreds of nanometers are present, as shown in
Figures 9(a) and 9(d). Given the small particle size, such salt
crystals tend to migrate and block small pores.

When the flow and evaporation environments of the tun-
nel are relatively poor, irregular flocculated or layered crys-
tals attached to the surface of rock particles are generated
due to unstable salt crystal deposition (Figures 9(d)–9(f)).
On the one hand, the layered adhesion and flocculation of
the salt crystals will make the pore flow channel narrower.
On the other hand, the flocculent salt crystals are easy to dis-
perse, accumulate, and block the pore due to the lack of
framework support.

5.2. Influence on Porosity and Permeability. The microscopic
scanning results show that salt crystallization will occupy a
certain reservoir pore space and block the shale pore channels.
By measuring the changes of shale porosity and permeability

before and after static evaporation salting-out experiments,
the salt crystals will lead to the decrease of porosity and perme-
ability of shale. The average porosity and permeability
decreased by 17.8% and 37.5%, respectively, as shown in
Figure 10. The smaller the porosity and permeability of the
shale, the greater the damage of salt crystals to the porosity
and permeability. This is due to the small pore throat of rocks
with low permeability, most of which contain small pores or
micropores. These micropores are easily blocked by fine salt
crystals, so the permeability is drastically lowered. For rocks
with high permeability, most of the pore channels are rela-
tively large and are not easily blocked by salt crystals. In addi-
tion, the dispersed crystalline salt particles are more likely to
migrate in cores with better permeability [26–28]. Therefore,
the permeability of the shale sample with high permeability
will slightly decrease after the salt crystallizes.

6. Discussion

With low water saturation and high salt content in pores, the
formation water in the intersalt dolomite shale reservoir
mainly exists in the form of salt crystal water. The salt crys-
tals will block the pore channels, reduce the connectivity
between pores, and increase flow resistance. Water-based
fracturing fluids can greatly increase the porosity and perme-
ability of reservoirs by dissolving the salt minerals in the
matrix. The salt minerals are dissolved after contact with
water, especially in the glauberite mudstone layer near the
salt layer. Then, the rock porosity and permeability will be
greatly improved. When the salt minerals are dissolved, they
will migrate to the fracture and bottom of the well in the form
of high-salinity water. Under the influence of temperature
and pressure, high-salinity water recrystallizes and gradually
blocks the matrix, cracks, and wellbore. At this point, the
water extrusion process can be adopted to restore the
production capacity of the reservoir by dissolving the salt
minerals. However, the water injected in a later stage contin-
uously acts on the glauberite mudstone layer and strengthens
its permeability, thereby providing unfavorable conditions
for the dissolution of the salt layer at the top of the reservoir
and the migration of many salt minerals.
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Figure 10: Effects of salt precipitation on the porosity and permeability of intersalt dolomitic shale.
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Supercritical CO2 fracturing can avoid the problems
caused by the dissolution, migration, and recrystallization
of salt minerals due to water-based fracturing fluids. At the
same time, supercritical CO2 fracturing increases the com-
plexity of hydraulic fractures and improves the fluidity of
the mixed phase. However, the results of microscopic scan-
ning observation and pore infiltration parameter test show
that the salt content and pore connectivity of intersalt shale
reservoirs are poor. Although supercritical CO2 can disperse
the salt particles, dredge the channels, and enlarge the pores
due to expansion, its overall ability to change the structure
and permeability of the pores is still weak. Therefore, it can-
not meet the requirements of economic development for
transformation effect by only using the supercritical CO2
for the transformation of intersalt shale reservoirs.

At present, the fracturing technology combining CO2
with water-based fracturing fluid has become an emerging
technology for unconventional oil and gas development.
For the intersalt shale oil reservoir, the supercritical CO2
composite fracturing technology can reduce the amount
of water-based fracturing fluid and the considerable disso-
lution and migration of salt minerals. At the same time,
after the CO2-water-shale interaction, the pore circulation
channel is enlarged, and porosity and permeability are
improved. To a certain extent, the damage of salt crystals
to the physical properties of the reservoir near the well-
bore is reduced. Therefore, the CO2 composite fracturing
technology combines the salt dissolution effect of water-
based fracturing fluid and the unique effect in production
increase of CO2, which may cause effective long-term
development of intersalt shale oil reservoirs. However, fur-
ther research needs to be conducted on how to optimize
the amount and proportion of CO2 and water-based frac-
turing fluid based on the physical damage law of the res-
ervoir under the interaction of fluid-rock-salt in the
intersalt dolomite shale reservoir.

7. Conclusion

(1) The intersalt dolomite shale reservoir has micro-
scopic and macroscopic saliferous characteristics,
which lead to poor pore connectivity of the reservoir
and hinder the flow of reservoir fluid. Distilled water
can enlarge the flow passage by dissolving soluble salt
minerals inside the reservoir. However, the dissolu-
tion and migration of many salt crystals will cause
problems for later production

(2) During the mining process, salt minerals are precip-
itated, and salt crystals are formed due to changes
in formation temperature and pressure in the well-
bore and near the well. Salt crystals will occupy a
certain pore space and block the pore channel.
The smaller the porosity of the shale and the lower
the permeability, the greater the damage of salt
crystals to the pores

(3) Supercritical CO2 disperses the salt particles, dredges
the channels, and slightly enlarges the pores by

expansion, but the overall ability to change the pore
structure and connectivity is still weak. By using
supercritical CO2 to transform the intersalt shale res-
ervoir, the problems caused by salt dissolution and
recrystallization can be avoided. However, supercrit-
ical CO2 cannot meet the requirement of economic
development for the transformation effect

(4) When supercritical CO2 is dissolved in distilled
water, it will produce a weak acid, which erodes the
cement and the mineral components of the rock par-
ticles, greatly increasing the radius of the channel. At
the same time, by reducing the amount of water-
based fracturing fluid and increasing the porosity
and permeability of the matrix, the cycle of salt plug-
ging caused by the massive migration of salt minerals
will be reduced, which is conducive to extending the
effective period of increased production
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Matrix acidizing is one of the common methods to enhance production in sandstone reservoirs. Conventional acidizing designs
generally neglected the effect of heterogeneities of mineral and flow field distributions both in areal and vertical directions and
assumed that the acid front propagates with a piston-like style. However, sandstone formations inevitably have small-scale
heterogeneities of minerals and flow properties that may give rise to acid propagation in a manner much different from what is
predicted based on homogeneous assumptions. In this paper, we conduct a research to numerically investigate how the
heterogeneities affect acidizing performance under in situ conditions. Firstly, a heterogeneity model is built for mineral and
porosity distributions by using the semivariogram model of geological statistics, based on which we generate spatially correlated
porosity and mineral distributions. Next, a model of radial acid flooding is developed based on mass balance and the chemical
reactions between the acids and minerals occurring during the acidizing process. The model is numerically solved to investigate
the permeability response, acid distributions, precipitate distributions, and the effect of the heterogeneities on acidizing. The
results show that the heterogeneities both in areal and vertical directions have a significant effect on acidizing. The flow field
heterogeneities have a more serious impact than the mineral heterogeneities. In a plane, strong porosity heterogeneity can give
rise to acid fingering and even channeling, which make the acid penetration distance longer than the homogeneous cases. The
secondary precipitate has a significant effect when fast-reacting mineral content is high. Vertically, several-fold permeability
contrast creates the acid break through the high-perm zone leaving the low-perm zone understimulated. Both flow field and
mineral heterogeneities make it possible to create high-permeability channels during the acidizing process and to obtain a
longer acid penetration distance.

1. Introduction

Drilling, completion, or some other well operations inevita-
bly damage formations, which may seriously decrease the
well productivity in sandstone reservoirs. Matrix acidizing
is a common method to remove the formation damage and
recover well productivity. In acidizing, the acid flows into
the porous media, reacts with the minerals, and increase for-
mation porosity as well as permeability. Many researchers
conducted studies on acid flooding in experiments. One of
the unignorable risks in acidizing in sandstone is the second-
ary precipitate. Crowe [1], Almond et al. [2], and Underdown
et al. [3] investigated the conditions that produce precipitate.

They found that silica gel is produced at a slow rate due to the
slow reaction at room temperature. When the temperature is
higher than 55°C, the fast reaction will generate a lot of pre-
cipitate and damage the formation seriously.

Due to the small size of the core sample and the com-
plexity of parallel core flooding, field-scale simulation and
design necessitates numerical modeling. Sandstone acidizing
models include the capillary model, the microscopic model,
the kinetic model, the lumped parameter model, the distrib-
uted parameter model, the one-acid two-mineral model, the
two-acid three-mineral model, and the generalized geochem-
istry model [4–10], most of which made the assumption of
homogenous formation. The two-acid three-mineral model
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developed by Bryant [4] takes into account the effect of precip-
itates and H2SiF6 and can simulate well the physical phenom-
enon of acidizing. At present, the most sophisticatedmodel [9]
is the generalized geochemistry model. The model accounts
for the reaction of multiple kinds of minerals and the acid
and can analyze the effect of mineral content, reactant, prod-
uct, and reaction kinetics. They found that dissolution and
precipitation do not occur simultaneously. Li et al. [11] built
a linear acid flooding model to simulate linear core flooding
at an experimental scale with the consideration of the hetero-
geneities of minerals and flow fields. Li et al. [12] built a radial
acidizing model and considered the effect of the temperature
field on the reaction, but they did not consider the effect of
the heterogeneities. Leong et al. [13, 14] did a modeling of
the acidizing of HBF4 in linear cores with COMSOL.

In this paper, we modeled radial acid flooding based on a
two-acid, three-mineral model and considered the heteroge-
neities of minerals and flow fields in both planar direction
and vertical directions. Based on the model, we did extensive
numerical simulations to analyze the effect of heterogeneities
on acidizing performance. Also considered are multilayer
flooding and secondary precipitates.

2. Mathematical Model

In the two-acid three-mineral model, the two acids mean HF
and H2SiF6, and the three minerals mean fast-reacting min-
eral (mineral 1), slow-reacting mineral (mineral 2), and silica
gel (mineral 3). The chemical reactions are as follows:

θ1HF +mineral 1→ θ5H2SiF6 + Al fluorides
θ2HF +mineral 2→ θ6H2SiF6 + Al fluorides
θ3HF +mineral 3→ θ7H2SiF6 + Al fluorides

θ4H2SiF6 + mineral 1→ θ8mineral 3 + Al fluorides

1

2.1. Governing Equations. Based on material balance,
Darcy’s law, and acid-rock reaction kinetics, we establish

our governing equations as equations 2–7 with the follow-
ing assumptions: (1) single-phase flow, (2) Darcy flow, (3)
incompressible fluid and rock, and (4) neglecting gravity
effect. A 2D model is developed as shown in Figure 1 with
the wellbore at the center of the domain.

(1) Cylindrical coordinate system is used for the radial
flooding

(2) Flow equations

u = ur , uθ = −
K
μa

1
r
∂p
∂θ

, ∂p
∂θ

, 2

1
r
∂ rur
∂r

+ 1
r
∂uθ
∂θ

+ ∂ϕ
∂t

= 0 3

(3) Hydrofluoric acid concentration distribution equation

∂ C1∅
∂t

+ ∇ · uC1 = −〠
Nm

j=1
Ef ,1,jC

α
1S

∗
j V j 1−∅ 4

(4) Fluosilicic acid concentration distribution equation

∂ C2∅
∂t

+ ∇ · uC2 = −〠
Nm

j=1
Ef ,2,jC

α
2S

∗
j V j 1−∅ 5

(5) Mineral content equation

∂ 1−∅ V j

∂t
= −〠

Na, j

i=1

MWiS
∗
j V j 1−∅ βi,jEf ,i,jC

α
i

ρj
6

(6) Porosity variation equation

∂∅
∂t

= −〠
Nm

j=1
〠
Na, j

i=1

MWiS
∗
j V jβi,jEf ,i,jCi

ρj
, 7

where ∅ is the porosity; C1 is the hydrofluoric acid
concentration; C2 is fluosilicic acid concentration; u
is the velocity vector (ur is the velocity in the radial
direction, and uθ is the velocity in the circumferential
direction); V j is the mineral volume fraction; j is the
fast-reacting mineral, slow-reacting mineral, and sil-
ica gel;MWi is the mole weight of acid, S∗j is the spe-
cific surface area of minerals, i is the hydrofluoric acid
or fluosilicic acid; Ef ,i,j is the reaction rate constant; α
is the reaction order; ρ is the density of minerals; and
βi,j is the gravimetric dissolving power.

�휃

r

Figure 1: Schematic of computational domain.
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2.2. Boundary and Initial Conditions. The initial conditions
are as follows:

p r, θ, t = 0 = pr ,
C1 r, θ, t = 0 = 0,
C2 r, θ, t = 0 = 0,
V1 r, θ, t = 0 =V0

1,
V2 r, θ, t = 0 = V0

2,
V3 r, θ, t = 0 =V0

3,
∅ r, θ, t = 0 =∅0

r,θ,

8

where V0
1, V

0
2, and V0

3 are initial mineral 1, mineral 2, and
mineral 3 distribution, respectively. ∅0

r,θ is initial porosity
distribution. pr is reservoir pressure.

The boundary conditions are as follows:

2π

0
Qθdθ =Qinj,

p re, θ = pe,
C1 rw, θ = C0

1,
C2 rw, θ = C0

2,

9

where Qinj is pump rate. C0
1 and C0

2 are the injection concen-
trations of acids 1 and 2, respectively. pe is the pressure of the
outer boundary.

3. Porosity and Mineral Distributions

3.1. Porosity Distribution. Change of porosity directly affects
the permeability of the sandstone formation, thus affecting
the distribution and reaction rate of acid fluid. There-
fore, it is very important to generate the porosity distri-
bution of a real formation for the accuracy of the whole
model. In terms of geostatistics, porosity distribution
shows characteristics of directionality [15–17]; that is, they
are spatially correlated instead of completely random. A
semivariogram model [8, 18], which is an important tool
in geostatistics to describe spatially correlated distribu-
tions, is used to generate porosity distribution. We use
the geostatistical software GSLIB [19], which incorporates
a semivariogram model for spatial correlation, to generate
spatially correlated numbers, with which we generate
porosity distribution as

ϕ =
1, ϕ ≥ 1

ϕ0 + ϕ0cvĜ lx, ly , 0 01 < ϕ < 1
0 01, ϕ ≤ 0 01
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where Ĝ lx, ly is the spatially correlated number output
from GSLIB and lx and ly represent the dimensionless cor-
relation lengths of x direction and y direction, respectively.
cv is the coefficient of variation of porosity. Bigger cv
means strong inhomogeneity; otherwise, it means slight
inhomogeneity. ϕ0 is the average porosity.

Figures 2 and 3 show the porosity distributions for two
layers with ϕ = 0 15. The figures indicate that porosity distri-
butions vary a lot with different geostatistic parameters so as
to affect flow fields significantly.

3.2. Pore-Permeability Correlation. Acid-rock reaction
increases porosity, resulting in a change of permeability,
which in turn affects acid flow. We use the following model
to describe the relationships [20] between permeability and
local porosity.

k
k0

= ϕ

ϕ0

ϕ 1 − ϕ0
ϕ0 1 − ϕ

2β
, 11

where β is a constant which is dependent on the structure of
the medium.

3.3. Mineral Distribution. Using the same method for poros-
ity distribution, we generate the spatial association distribu-
tion function which is defined as follows:

M1 =
1, M1 ≥ 1

M1 +M1cvĜ lx , ly , lz , 0 <M1 < 1
0, M1 ≤ 0

,

M2 =
1, M2 ≥ 1

M2 +M2cvĜ lx , ly , lz , 0 <M2 < 1
0, M2 ≤ 0

,
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Figure 4: Distribution of the volume fraction (V j) of fast-reacting and slow-reacting minerals.

Table 1: Model parameters.

Parameters Value Parameters Value

Concentration of hydrochloric acid (wt%) 12 Injection rate (m3/min/m) 0.1

Concentration of hydrofluoric acid (wt%) 3 Temperature (°C) 80

Density of silica gel (kg/m3) 740 Radius of wellbore (m) 0.1

Density of fast-reacting mineral (kg/m3) 2600 Radius of calculation domain (m) 2

Density of slow-reacting mineral (kg/m3) 2650 Viscosity of acid fluid mPa · s 1

Molecular weight of M3 (kg/kmole) 96 Acid density (kg/m3) 1075

Molecular weight of M2 (kg/kmole) 60 M1-specific area (m3/m2) 3235000

Molecular weight of M2 (kg/kmole) 262 M2-specific area (m3/m2) 52000

Dissolving power of HF to M1 0.486 Silica gel specific area (m3/m2) 3300000

Dissolving power of HF to M2 0.5 Dissolving power of H2SiF6 to M1 2.47

Dissolving power of HF to M3 0.8 Dissolving power of HCl to carbonate 1.37

Coefficient of reaction equations (θ1 – θ8) 27, 6, 6, 1, 3, 1, 1, 2.5

Table 2: Formation parameters.

Parameters Homogeneous Heterogeneous

Average porosity (%) 15 15

Average permeability (md) 50 50

Average fraction of fast-reacting
mineral (%)

20 20

Average fraction of slow-reacting
mineral (%)

75 75

Carbonate fraction (%) 5 5

Dimensionless porosity
correlation length (x, y)

0.08, 0.0001

Porosity coefficient of variation 0 1
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where M1 and M2 are the average volume fractions of the
fast-reacting mineral and slow-reacting mineral, respectively.
Figure 4 is an example of the distributions of the volume frac-
tion (V j) of fast- and slow-reacting minerals.

4. Numerical Solution

The equations are discretized with the finite volume method
and solved sequentially. Firstly we generate initial porosity
and mineral distributions. Then, we solve equations (2) and
(3) to obtain the pressure and velocity fields. Next, we solve
equations (4) and (5) to get the acid concentration distribu-
tion. Finally, we update the mineral content and porosity dis-
tributions based the acid-rock reaction (equations (6) and (7)).

5. Result and Discussion

In this section, extensive numerical simulations are con-
ducted to analyze acid distribution patterns as well as the
effect of heterogeneities on acidizing performance with the

parameters in Table 1. And acid-rock reaction parameters
are determined through references [21–23].

5.1. Comparison of Homogenous and Heterogeneous Cases.
The parameters used in the simulation are listed in Table 2.
Other parameters are kept the same for the two cases.

Figure 5 shows acid concentration and mineral content
distribution in the radial direction. Since they are different
in different directions for the heterogeneous cases, only 0
degree (relative to the black line in Figure 5, for example) is
chosen for displaying. VF_M1, VF_M2, and VF_M3 stand
for fast-reacting mineral, slow-reacting mineral, and silica
gel precipitate content. Compared to the homogeneous case,
the curves of the heterogeneous case fluctuate apparently, the
acid front is longer, and precipitation is deeper. Since the
fast-reacting mineral has a much higher reaction rate than
the slow-reacting mineral, most the fast-reacting mineral is
spent, but a small amount the slow-reacting mineral is dis-
solved in the live acid zone.

Figures 6–10 show acid and mineral concentration distri-
bution after 90-minute acid injection. The homogeneous case
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Figure 5: Mineral and acid concentration distribution in radial direction.
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gives a regular shape of distribution. Meanwhile, the hetero-
geneous case gives rise to an irregular distribution shape. The
porosity distribution is strongly correlated in the horizontal
direction. The horizontal direction is the leading flow direc-
tion, so acid penetrates deeper in this direction. The acid fin-
gers through the high-perm zone, leaving the acid front to
propagate nonuniformly. Some low-perm zones are bypassed
by the acid. For the homogeneous case, from the wellbore to
the outer zone, there exist zones of high perm, low perm, and
original formation perm. Near the wellbore zone, the perme-
ability is enhanced due to rock dissolution by the acid. In the
live acid zone, most of the fast-reacting mineral is dissolved.
The low-perm zone is cause by the secondary precipitate of
spent acid. Silica gel precipitation due the reaction between
H2SiF6 and the fast-reacting mineral is inevitable [24], which
is unfavorable for sandstone acidizing. For the heterogeneous
case, the reduced perm zone is not distinctly apparently. The
precipitate does exist, but the drastic porosity variation from
one place to another makes it hard to identify. The significant
difference of the penetration distance between the homoge-
neous and heterogeneous cases shows just how important it
is to consider heterogeneity in field treatments. The acid pen-
etration distance is much longer than the one predicted by
the homogenous model, especially when there exists major
flow channels.

5.2. Effect of Vertical Heterogeneity. A well often consists of
multilayers with much different properties. For this kind of
well, an important aspect in acidizing is acid placement.
Here, the difference of the properties of the layers is called
vertical heterogeneity. Vertical heterogeneity considers the
difference of permeability and the mineral mainly in this
simulation.

5.3. Effect of Vertical Permeability Heterogeneity. The vertical
permeability difference of layers can be characterized by the
permeability ratio, which is defined as the ratio of the average
permeability of layer A to layer B as follows:

αβ =
kavgA
kavgB

, 13

where αβ is the permeability ratio and kavgA and kavgB repre-
sent the average permeabilities of layer A and layer B, respec-
tively. We did simulations for αβ = 2, 5, and 10, respectively.
Parameters are listed in Table 3. Except for the different
porosity and permeability distribution values, other parame-
ters are kept the same. Results after 90-minute acid injection
are shown as follows.

As shown in Figure 11, vertical permeability heterogene-
ity has a notable effect on the acid distribution of the vertical
profile. The higher the permeability ratio, the more seriously
acid intake differs. When ∝β = 10, the acid entering into the
low-perm zone is negligible compared to that entering into
the high-perm zone. Except for the permeability difference
which causes the discrepancy of acid intake, the permeability
increase due to rock dissolution also magnifies the difference.
The high-permeability zone takes more acid and raises
permeability faster, so it accepts more and more acid. This
demonstrates the necessity of acid diversion in acidizing
multilayer formations.

Figure 12 shows fast-reacting mineral dissolution in two
layers. In line with the acid distribution, the dissolution is
greater in the higher perm layer, and the dissolutions in the
lower perm layer decreases with the increase of the permeabil-
ity ratio. Figure 13 shows the distribution of precipitation. In
the higher perm layer, the precipitate spreads wider because

Table 3: Parameters for layers A and B.

Parameters Layer A Layer A Layer A Layer B

Average porosity (%) 18 15 12 10

Average permeability (md) 100 50 20 10

Average fraction of
fast-reacting mineral (%)

20

Average fraction of
slow-reacting mineral (%)

75

Carbonate fraction (%) 5

Dimensionless porosity
correlation length (x, y)

0.08, 0.0001

Porosity coefficient of
variation

1

2
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Figure 10: Silica precipitation distribution after acidizing for homogeneous and heterogeneous initial distributions.
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of more spent acid generated by the acid entering into the
layer. Precipitate will decrease the permeability; more precip-
itate in the higher perm layer will counteract the permeability
increase caused by rock dissolution, but due to areal heteroge-
neity, the acid can channel through the lowered perm zone.

5.4. Effect of Vertical Mineral Content Heterogeneity. When
analyzing the effect of mineral content in the two layers,
other parameters are kept the same. The fast-reacting min-
eral of 0.1 and 0.2 and the slow-reacting mineral of 0.85
and 0.75 are set for layers A and B, respectively.
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Figure 11: HF distribution in two layers.
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Figures 14–16 show the results after acidizing for 90
minutes. Since the two layers have identical initial porosity
and permeability distribution, the dissolution geometry is
similar, but the extent of layer A is notably larger than layer
B. Layer B has a much higher fast-reacting content than layer
A. Due to the relative fast reaction rate of the fast-reacting
mineral, most of the fast-reacting mineral is dissolved in
the area covered by the live acid. The acid front propagates
much slower in layer B. Figure 17 shows the pump rate allo-

cation with time for the two layers. The initial rate is the
same. As acidizing proceeds, the rate of layer A increases
and the rate of layer B decreases, since the total rate is fixed.
There are two reasons for this phenomenon. The first is that
the acid front moves faster in layer A than layer B. The sec-
ond is more serious precipitation in layer B due to the higher
content of the fast-reacting mineral. Even though the vertical
heterogeneity of the mineral content is obvious, its effect is
less remarkable than the effect of permeability.
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5.5. Effect of Areal Heterogeneity. Areal heterogeneity can be
expressed by the coefficient of variation of porosity (cv). The
higher the cv, the more serious the heterogeneity is. cv = 0
means homogeneous case. Figures 18–20 show the results
for cv = 0 1, 0 3, 1. The dimensionless correlation lengths
are 0.08 and 0.0001 in the x and y directions. cv = 0 1 means
very weak heterogeneity. The porosity distribution is very
close to the homogeneous case. cv = 1means very strong het-
erogeneity, which generates some leading flow paths similar

to the channels in the reservoir. The more serious the hetero-
geneity, the more irregular the geometry of acid coverage is.
The case of cv = 1 makes the acid finger through some high-
perm paths, making the acid penetration distance much
longer than the other two cases. Another areal heterogeneity
is natural fractures. For example, there is a fracture connect-
ing to the wellbore as shown in Figure 21. The acid mainly
flows through the fracture to reach a deeper distance. These
indicate that in strong heterogeneous reservoirs, the acid
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penetration distance may be much deeper than the one pre-
dicted by the conventional homogeneous model.

6. Conclusion

In this paper, we built a sandstone matrix acidizing model
accounting for areal and vertical heterogeneities and the
effect of secondary precipitates. Based on the model, exten-
sive numerical simulation was conducted to investigate the
effect of heterogeneity on acidizing performance. The study
reached the following conclusions:

(1) The heterogeneities both in areal and vertical
directions have a significant effect on acidizing
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performance. The areal heterogeneity influences the
acid dissolution pattern and live acid penetration
distance. Heterogeneous cases give longer live acid
penetration distance than the homogeneous cases.
The vertical heterogeneities determine the vertical
acid intake profile

(2) Both flow field and mineral heterogeneities make it
possible to create high-permeability channels in acid-
izing and to obtain longer acid penetration distance.
The heterogeneity of a flow field has a more serious
effect on the acid dissolution pattern than the mineral
heterogeneities

(3) Serious vertical heterogeneities make an unfavorable
acid intake profile, with the high-permeability zone
taking excessive acid and the low-permeability zone
taking insufficient acid. In multilayer formations,
heterogeneity creates acid fingering instead of a
piston-like pattern, which indicates the necessity of
an acid diversion

(4) The secondary precipitate has a significant effect on
acidizing performance when fast-reacting mineral
content is high

Nomenclature

C1: Hydrofluoric acid concentration
C2: Fluosilicic acid concentration
C0
1: Injection concentration of acid 1

C0
2: Injection concentration of acid 2

cv: Coefficient of variation of porosity
Ef ,i,j: Reaction rate constant

Ĝ lx , ly : Spatially correlated number output from GSLIB

kavgA: Average permeability of Layer A
kavgB: Average permeability of Layer A
lx, ly: Dimensionless correlation lengths of x direction

and y direction, respectively
MWi: Mole weight of acid
M1, M2: Average volume fractions of fast-reacting min-

eral and slow-reacting mineral, respectively
Qinj: Pump rate
pr : Reservoir pressure
pe: Pressure at outer boundary
S∗j : Specific surface area of minerals
u: Velocity vector
ur : Velocity in the radial direction
uθ: Velocity in the circumferential direction
V j: Mineral volume fraction
V0

1, V
0
2, V

0
3: Initial distribution of the volume fractions of

mineral 1, mineral 2, and mineral 3, respectively
α: Reaction order
αβ: Permeability ratio
βi,j: Gravimetric dissolving power
β: Constant dependent on the structure of the

medium
∅: Porosity

∅0
r,θ: Initial porosity distribution

ϕ0: Average porosity
ρ : Density.
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Hydroxyethyl cellulose (HEC) is widely used in water-base drilling fluid as tackifier because of its good fluidity, stability, prop-
carrying capacity, and good reservoir protection, while it has insufficient rheological property under higher temperature. In
order to make use of its advantages and improve thermal stability, an innovative method that HEC was dissolved in the
emulsion was proposed. Research indicated that compared with traditional water solution, the oil-water emulsion as solution
could effectively improve the rheological properties and thermal stability. The oil-water ratio has an obvious effect on
rheological properties. Firstly, with the decrease in the oil-water ratio, the apparent viscosity and shear stress were decreased;
secondly, under constant oil-water ratio or temperature, the larger the shear rate, the lower the apparent viscosity, and the
greater the shear strength; lastly under extremely low shear rate, HEC emulsion’s viscosity peaked at more than 50000mPa·s,
which can effectively solve the problem of sand carrying difficulty and being easy to form sand bed in horizontal well and high
angle hole. In addition, the emulsifying stability was degradative with the increase in the oil-water ratio. The degradation was
not obvious when the oil-water ratio was less than 30 : 70. On the contrary, the performance deteriorated drastically when the
oil-water ratio was greater than 30 : 70. The separator liquid was more than 2 cm and was even about 1/3 when the oil-water was
50 : 50. On the basis of analysis of the experimental results, we can see that oil-water emulsion could effectively improve the
rheological stability and thermal stability of HEC and the optimal oil-water ratio was 30 : 70. This study provided a new thought
for application of HEC or other polymers in drilling fluid.

1. Introduction

Drilling fluid known as the “engineering blood” plays an
indispensable role in cooling the bit, lubricating the tool,
breaking the rock and carrying the debris to the wellhead,
balancing the formation pressure, protecting the borehole,
transferring the water power, and forming a mud cake on
the borehole wall which protect reservoirs and reduce the
damage caused by drilling engineering [1–6]. Smooth and
efficient drilling operation highly depends on drilling fluid
systems with required rheological, fluid filtration, and high-
temperature properties in a low-cost and ecologically friendly
manner. Generally, two types of drilling fluids including
water-based drilling fluids, oil-based drilling fluids, and
synthetic-based drilling fluids are used in various drilling
conditions. Due to lower environmental impact and lower
cost, water-based drilling fluids are extensively used [7].

However, in circumstances such as reactive shales, direc-
tional drilling, and high-temperature and high-pressure
(HTHP) formations, operators may have to consider oil-
based drilling fluids. Compared with water-based drilling
fluids, oil-based drilling fluids show better wellbore geome-
chanical stability, thermal stability, lower friction and drag,
and increased drilling efficiency [8–12].

One of the most severe of drilling fluid is the rheological
property, which affects removal of cuttings, holding cuttings,
and weight material in suspension when not circulating and
under a higher temperature [5, 6]. However, oil-based dril-
ling fluid improves the carrying capacity through adding
organic clay. There is no doubt that the tackifying effect is
poorer than that of the traditional tackifier. Most of all, the
addition of organic clay raises solid content in drilling fluid,
which is negative for reservoir protection and easily causes
reservoir damage [13–15]. So we need to find a new way to
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decrease the solid content in drilling fluid on the basis of
satisfying holding cuttings and suspension demand.

HEC is a tasteless and nontoxic fiber where hydrogen of
the hydroxyl group of cellulose is replaced by ethylol as
shown in Figure 1 [16]. It has good performances, such as
good tackifying performance, suspension, bonding, adhe-
sion, moisture-retaining property, insensitivity to salt, and
reservoir protection, and is widely used in water-based dril-
ling fluid as a water-soluble polymer, but its temperature
resistance is poorer [17–20]. However, it is rarely used in
oil-based drilling fluid. In order to take full advantage of both
good tackifying performance, suspension, bonding, adhe-
sion, moisture-retaining property, and reservoir protection
of HEC as well as low friction, high rate of penetration, shale
inhibition, wellbore stability, high lubricity, salt resistance,
and thermal stability of oil-based drilling fluid, we try to dis-
solve HEC into oil-water emulsion to decrease the solid con-
tent of drilling and improve the temperature resistance of
HEC to meet deep-well drilling, which puts forward new
ideas for the application of HEC in drilling completion fluid
and could make use of polymerides.

2. Experiment

2.1. Experimental Apparatus. Experimental installations
used were an M3600 automatic rheometer (from Grace
Instrument Inc.), a senior speed stepless speed mixer
(from Qingdao Tongchun), and a heating device (from
Qingdao Tongchun).

2.2. Experimental Reagent and Condition. Experimental
reagents include HEC, NaOH, Na2CO3, ZR-01, and 0# oil.
HEC is a kind of tackifier; it has a density of 0.75 g/cm3 and
the molar degree of substitution is 18~2.0.

Basic formula is 0# oil + 0 2%NaOH + 0 25%Na2CO3 +
3 0%emulsifier ZR − 01 + 0 6%HEC. The experimental con-
dition is shown in Table 1.

2.3. Experimental Procedure. The value of the oil-water ratio
was usually 90 : 10-20 : 80, considering the environmental
pollution and the cost of drilling fluid; the value of oil-
water is 50 : 50, 40 : 60, 30 : 70, 20 : 80, 10 : 90, and 0 : 100
(oil-free, respectively). The experimental procedures were
as follows.

(I) A certain amount of HEC was slowly added to the
diesel emulsion with a different oil-water ratio and
stirred at 10000 r/min high speed for 60min to pre-
pare HEC emulsion

(II) The rheological parameters of the HEC emulsion
solution were measured at a constant shear rate
(1021.8 S-1, 510.9 S-1, 340.6 S-1, 170.3 S-1, 10.2 S-1,
and 5.1 S-1) to evaluate the effect of the oil-water
ratio on rheological property at certain tempera-
tures (30°C, 60°C, 80°C, 90°C, and 100°C).

(III) The rheological parameters of the HEC emulsion
solution have oil-water ratios of, respectively,
50 : 50, 40 : 60, 30 : 70, 20 : 80, 10 : 90, and 0 : 100

(oil-free) which were measured under constant
temperature (30°C, 90°C).

(IV) At a certain temperature (30°C, 90°C), the rheolog-
ical parameters of HEC emulsion were measured
to evaluate the effect of the oil-water ratio on static
suspension capacity at a lower shear rate

(V) Let the HEC emulsion stand for 48 hours at room
temperature in a colorimetric tube, and then observe
the change and difference between the upper and
lower sections in the colorimetric tube to evaluate
the emulsion stability

(VI) A hot rolling experiment was adopted to evaluate
the effect of the oil-water ratio on emulsion stability
at different temperatures

3. Results and Analysis

Polymer hydroxyethyl cellulose is widely used in the petro-
leum industry, especially in drilling, completion, workover,
and fracturing processes. As drilling completion fluid addi-
tives, HEC can effectively reduce the hydrodynamic friction,
decrease the starting torque, and protect the production
layer. Moreover, the application of HEC is more prominent
in hard rock. In this study, the rheological properties of the
HEC solution were measured used a viscometer, M3600, at
a constant shear rate, constant temperature, constant oil-
water ratio, and low shear rate to evaluate the effect of the
oil-water ratio on the rheological ability of HEC emulsion.
Besides, emulsion stability of HEC emulsion with a different
oil-water ratio were measured using two methods, hot
rolling and standing and the layering process, to evaluate
the effect of the oil-water ratio on emulsion stability of
HEC emulsion.

3.1. Constant Shear Rate. The rheological parameters of
different oil-water ratio emulsions (50 : 50, 40 : 60, 30 : 70,
20 : 80, 10 : 90, and 0 : 100 (oil-free)) were measured at a con-
stant shear rate (1021.8 S-1, 510.9 S-1, 340.6 S-1, 170.3 S-1,
10.2 S-1, and 5.1 S-1). The results are shown in Figures 2 and 3.

The results shown in Figure 2 revealed that the viscosity
of HEC emulsion was continuously reduced with the
decrease in the oil-water ratio at six kinds of different con-
stant shear rates. When the oil-water ratio was more than
30 : 70, the viscosity dropped obviously with the decrease in
the oil-water ratio, and when it was less than 30 : 70, the
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Figure 1: Diagram of the HEC molecular structure.
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reduction was lesser. When the oil-water ratio was reduced
from 50 : 50 to 30 : 70, the viscosity of HEC emulsion solution
decreased dramatically, reducing the rate of up to 87.6%, at
30°C and 5.1 s-1. Comparing the HEC emulsion solution of
the oil-water ratio of 50 : 50 with that of 0 : 100, it was found
that when the water was reduced by double, the viscosity was
increased 72 times at the temperature of 30°C, which
expressed that oil-water emulsion is better than aqueous as
solution for HEC. At a high shear rate of 1021.8 S-1 and
experimental temperature of 30°C, we can see that the viscos-
ity difference between 50 : 50 and 30 : 70 was more obvious,
and the value was 100mPa·s. At the same changes in the
oil-water ratio, the viscosity was reduced with the increase
in temperature in the same shear rate. Although the viscosity
of HEC emulsion (50 : 50) decreased to 61.5mPa·s at a shear
rate of 1021.8 S-1, the solution still had a certain viscoelastic-
ity when the temperature was increased from 30°C to 100°C.
In contrast, under the same condition, the viscosity of the
HEC emulsion solution (30 : 70) decreased to 11mPa·s,
leading to loss in viscoelasticity, and the solution with
the oil-water rate of less than 10 : 90 almost lost its viscoelas-
ticity. According to Figure 2, we can see that compared with
the viscosity of HEC brine solution, oil-water emulsion could
obviously enhance the tackifier performance and improve
the rheological property of HEC.

The experimental results of shear stress are listed in
Figure 3. It can be seen that shear stress was decreased con-
tinuously with the reduction in the oil-water ratio of HEC
emulsion. When the value is over 20 : 80, shear stress
decreased nonlinearly; when it was less than 20 : 80, the trend
was approximately linear, but the degree of diminution was
less several times than the former. Meanwhile, compared
with the change in viscosity along with the oil-water ratio,
the shear stress has a steady decline with the increase in tem-
perature, which was similar to the trend of viscosity decline.
Under the constant shear rate 1021.8 S-1, the HEC emulsion
(50 : 50) displayed stronger shear stress, whose characteristics
were bad for drilling. Under the same condition, the HEC
emulsion (20 : 80) displayed low shear stress and the value
is only half of 50 : 50 at 30°C.

We can see from Figures 2 and 3 that with the
decrease in the oil-water ratio, HEC’s viscosity and shear

stress both were decreased. With the increase in tempera-
ture, HEC’s viscosity and shear stress also were decreased
continuously, which keeps good consistency in the process
of the rise in temperature. This phenomenon conformed
to Arrhenius’ equation,

ln η = ln A + ΔE
RT

, 1

where ΔE is the activation energy, η is the viscosity, R is the
universal gas constant, and T is temperature. Arrhenius’
equation indicated that the fluid viscosity was decreased with
the increase in temperature, which has good consistency with
experimental results (Figure 2).

The results from experiments and Arrhenius’ equation
were in good agreement with each other, and it was con-
sistent with the law of fluid flow. The experimental results
showed that the HEC solution used diesel oil emulsion
as solvent which is a good pseudoplastic fluid, which
can be used to prepare an ideal drilling and completion
fluid system.

3.2. Constant Temperature (30°C, 90°C). In the test of HEC
emulsion rheological stability, we set up 30°C and 90°C as
the experimental temperature. The rheological experimental
results with different oil-water ratios of 50 : 50, 40 : 60,
30 : 70, 20 : 80, 10 : 90, and 0 : 100 (oil-free) HEC oil-water
emulsion are shown in Figures 4 and 5.

It can be drawn from Figures 4 and 5 that the apparent
viscosity and shear stress had an obvious decrease with the
decrease in the oil-water ratio at constant temperatures
30°C and 90°C. We can see that the viscosity increased line-
arly with the decrease in shear rate and the increase in
amplitude was smaller when the shear rate was greater than
170.3 S-1, and it has increased sharply when the shear was
lower than 170.3 S-1, whose changes kept a good consistency
with the temperature 90°C. And, whether it is at higher
temperature (90°C) or lower temperature (30°C), the HEC
emulsion solution had a better rheological property and
the apparent viscosity was always greater than the HEC
brine solution. Besides, we can see that emulsion can
improve the high-temperature resistance of the HEC

Table 1: The experimental conditions.

Items Function Remarks

Oil-water emulsion Base The oil-water rate is 50 : 50, 40 : 60, 30 : 70, 20 : 80, 10 : 90, 0 : 100 (oil free), 0# oil

ZR-01 Emulsifier 3.0%

HEC (hydroxyethyl cellulose) Viscosifier 0.6%

NaOH pH control 0.2%

Na2CO3 Additive 0.25%

Heating device Thermal evaluation The temperature is 30, 60, 80, 90, 100°C

M3600 (automatic rheometer) Rheological evaluation 1021.8 S-1, 510.9 S-1, 340.6 S-1, 170.3 S-1, 10.2 S-1, and 5.1 S-1 and 60°C and 90°C

Senior speed stepless mixer Stirrer Mixing time is 60min, and the speed must be more than 10000 r/min

Colorimetric tube
Emulsion stability

analysis
The oil-water rate is 50 : 50, 40 : 60, 30 : 70, 20 : 80, and 10 : 90, at room

temperature
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Figure 2: The relationship between the oil-water ratio and viscosity under different shear rates.
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solution. The apparent viscosity of the HEC brine solution
reduced from 71mPa·s to 16mPa·s, reduced by 77.46%, at
a higher shear rate. However, the HEC emulsion remained

about the same. However, under the same conditions, the
tendency of shear stress did not keep a good consistency.
With the increase in shear rate, the shear stress revealed
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Figure 3: The relationship between the oil-water ratio and shear stress at different shear rates.
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an uptrend at 30°C. When the shear rate was lower than
170.3 S-1, the shear stress increased sharply; when the shear
rate was greater than 170.3 S-1, the increase tended to be flat.
At the temperature of 90°C, the linear relationship between
shear stress and shear rate was shown, but overall shear
stress was much smaller than that at 30°C. On the whole,
the HEC emulsion solution expressed better rheological
properties, which is good for drilling suspended sand and
reducing drilling drag.

3.3. Constant Oil-Water Ratio. Under the constant oil-water
ratio 50 : 50, 40 : 60, 30 : 70, 20 : 80, 10 : 90, 0 : 100 (oil-free)
conditions, the rheological parameters of HEC emulsion
were measured at different temperatures; the experimental
results are shown in Figures 6 and 7.

The relationships between apparent viscosity and shear
rate with different oil-water ratios are shown in Figure 6.
The results shown in Figure 6 displayed that the apparent vis-
cosity decreased with the increase in shear rate. As was
shown in Figure 6, the apparent viscosity of HEC diesel oil
emulsion was affected by the shear rate. At the temperature
of 30°C and shear rate of 5.1 S-1, the viscosity increased from
78.4mPa·s to 5686mPa·s, nearly 71.5 times, with the oil-
water from 0 : 100 to 50 : 50. In contrast, with the equivalent
change in the ratio, the viscosity increased from 12.3mPa·s
to 61.5mPa·s, increased by 4 times at the temperature of
100°C and shear rate of 5.1 S-1. This trend of viscosity
decrease is due to thermal motion of the molecule. Under
the high temperature, the acceleration of the relative motion
of intermolecular in liquids wrecks formation of floc and cuts
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Figure 4: The relationship between apparent viscosity and shear rate at different temperatures.
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down the flocculating effect resulting in viscosity reduc-
tion. At the temperature of 100°C, lower oil-water HEC
emulsion almost lost its viscoelasticity and could not meet
the requirements of the suspension. Conversely, higher oil-

water HEC emulsion still could hold a certain viscosity
which was greater than mPa·s and could transport cuttings
in the process of drilling and completion of horizontal
well in order to effectively prevent the formation of the
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Figure 6: The relationship between apparent viscosity and shear rate of HEC emulsion solution having different oil-water ratios.
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cutting bed, which expressed that higher oil-water emul-
sion could improve the thermal ability under the same
dosage of HEC.

The relationships between shear stress and shear rate of
HEC emulsion solution are shown in Figure 7, whose oil-
water ratios were 0 : 100 (oil-free), 10 : 90, 20 : 80, 30 : 70,
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Figure 7: Relationships between the shear stress of different oil-water ratios of HEC and shear rate.
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40 : 60, and 50 : 50, respectively. As shown in Figure 7, it could
be found that with the increase in shear rate, the shear stress
tended to increase. With the increase in the oil-water ratio,
the change in shear stress also increased and both changes
showed good consistency. When the oil-water ratio was less
than 20 : 80, the shear strength increased linearly with the
increase in shear rate, which is due to the fact that the low
number of free and independent droplets could cause less
friction between droplets and internal friction decrease,
showing the characteristics of near Newton fluid. However,
when the oil-water ratio was greater than 20 : 80, the increase
in shear stress is divided into two phases. In the first phase,
the shear stress increased obviously with the increase in shear
rate when the shear rate was less than 170.3 S-1. In the second
phase, the change was smoother when the shear rate was
greater than 170.3 S-1, which indicated that oil can play the
role of lubrication.

As was shown in Figure 7, it was suggested that when the
oil-water ratio was greater than 20 : 80, viscosity coefficient n
was less than 1. According to the power law model, the
greater the oil-water ratio was, the smaller the n was, and
the greater the consistency index K of emulsion was, and
the experimental result has good consistency with it. Mean-
while, the decrease in n was likely to improve the ratio of
yield stress to plastic, which could turn gradually the turbu-
lence of the annulus space into a flat plate laminar flow. This
flow pattern can effectively avoid the erosion of drilling and
completion fluid for the sidewall, which was conducive to
the protection of borehole stability. Under the constant oil-
water condition, the higher the temperature was, the smaller
the K was, the greater the n was, and the stronger the non-
Newtonian characteristic was, and the variation trend is close
to the power function, which expressed that the system has a
better rheological property and could be used in drilling fluid
by combining with other additives.

3.4. Low Shear Rate. In the drilling process, high elastic area
could be formed in the vicinity of the borehole wall if the

drilling fluid system has a high viscosity at low shear rate.
This characteristic of high viscosity at low shear rate is good
for sand-carrying and could effectively prevent the formation
of sand bed [21]. Through analyzing the rheological property
under lower shear stress, we could determine whether the
system is fit for drilling. The experimental results are shown
in Figures 8 and 9.

The relationship between the apparent viscosity, shear
stress, and shear rate is shown in Figures 8 and 9. The viscos-
ity increased, and the shear stress decreased with the decrease
in shear rate, which indicated that more stable mesh struc-
tures were formed at a low shear rate, resulting in the increase
in viscosity. At the temperature of 30°C, the shear rate of less
than 1.7 S-1, the viscosity of the HEC emulsion with oil-water
ratio of 50 : 50 was up to 99999mPa·s, which has good capac-
ity of sand-carrying and could effectively overcome the prob-
lem of sand carrying difficulty for horizontal or deviated well
easing to form sand bed. While the viscosity of the HEC solu-
tion using brine (0 : 100) as solvent was extremely low, only
through putting more HEC to increase the viscosity solves
the problem of carrying cuttings, in which there was no
doubt that the above method adds the drilling cost and
anti-temperature effect of the HEC solution which was not
better than HEC emulsion. As was shown in Figures 8 and
9, with the increase in the oil-water ratio, viscosity and shear
stress kept a good consistency in the decrease. The oil-water
ratio could be further improved to achieve a better perfor-
mance of temperature resistance, tackifying, and lubricity,
which expressed that the HEC emulsion had a better suspen-
sion property and thermal stability than aqueous solution
and could be used in drilling fluid by combining with other
additives to improve the drilling efficiency and reduce the
drilling cost.

3.5. Emulsion Stability. Sedimentation is one of the most con-
ventional and intuitionistic experiments analyzing emulsion
stability. In the paper, it was adopted to analyze the emulsion
stability of HEC emulsion. The experimental steps were as
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Figure 8: The relationship between shear rate and viscosity at different temperatures.
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follows: let HEC emulsion stir and stand for 48 hours in a col-
orimetric tube, and then observe the change and difference
between the upper and lower sections in the colorimetric
tube. The results are shown in Table 2.

Table 2 shows that the bigger the oil-water ratio, the more
upper separator liquid there is; there was a small amount of
change between 20 : 80 and 30 : 70, and it was still in a reason-
able range. However, the separator liquid was more than
2 cm when the oil-water ratio was more than 30 : 70 and it
was even about 1/3 when the oil-water was 50 : 50, which
meant that the emulsion stability was worse when the
oil-water ratio was more than 30 : 70. Besides, we analyzed

the stability by temperature resistance experiment and the
results are shown in Figure 10. It can be seen that the
surface morphology of HEC emulsion after hot rolling
lasting 16 h at 100°C changed from ivory to yellow (all
are milky white before hot rolling) with the increase in
the oil-water ratio.

This phenomenon shown in Figure 10 could be illus-
trated that a higher temperature had an effect on the emulsi-
fier and led HEC emulsion with a higher oil-water ratio to be
unstable. Further, oil and water were separated, with oil float-
ing on the surface, and the solution surface appeared with the
same color as that of diesel.

Table 2: The evaluation of sedimentation stability.

Oil-water ratio 10 : 90 20 : 80 30 : 70 40 : 60 50 : 50

Time (h) 0 48 48 48 48 48
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Notes All are milky white before sedimentation
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Figure 9: The relationship between shear rate and shear stress at different temperatures.
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By comparing the results shown above, there was good
coherence and it was concluded that the emulsion solution
of the too high oil-water ratio was not suitable for the tacki-
fier of HEC because of its poor thermal stability and emulsion
stability and the oil-water ratio 30 : 70 emulsion was the opti-
mal solution, which expressed excellent thermal stability and
emulsion stability.

4. Conclusion

Based on the experimental results, in Sections 3.1, 3.2, 3.3,
and 3.4, the following conclusions can be made:

(1) Diesel oil emulsion can be used in the polymer dril-
ling fluid system. Under the same dosage of the
HEC, diesel oil emulsion, as a solvent, can signifi-
cantly improve the rheological stability of polymer
HEC at room temperature and higher temperature
and can enhance the lubrication and viscoelasticity
of polymer drilling fluid, which is good for improving
the drilling speed and reducing the reservoir damage
and drilling cost

(2) When the ratio was more than 20 : 80, the HEC
emulsion has a better rheological property and ther-
mal stability, but when the ratio was more than
40 : 60, it expressed oil-water separation as shown in
Figure 10 and Table 2, the oil floating on the surface,
and the solution appeared with the same color as
that of diesel. So, the emulsion solution with an oil-
water ratio of 30 : 70 was an ideal increasing solvent
for HEC

(3) The dosage and variety of other additives need to
ascertain for the HEC emulsion drilling fluid, such
as emulsifier and filtrate reducer if we want to get a
system on it. Besides, the microcosmic displacement
mechanism between HEC and oil-water is a complex
and meaningful topic and needs to be studied inde-
pendently to learn more about the emulsion stability
of HEC emulsion
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Oil-based drilling fluids (OBDFs) have a strong wellbore stabilization effect, but little attention has been paid to the formation
damage caused by oil-based drilling fluids based on traditional knowledge, which is a problem that must be solved prior to the
application of oil-based drilling fluid. For ultradeep fractured tight sandstone gas reservoirs, the reservoir damage caused by oil-
based drilling fluids is worthy of additional research. In this paper, the potential damage factors of oil-based drilling fluids and
fractured tight sandstone formations are analyzed theoretically and experimentally. The damage mechanism of oil-based drilling
fluids for fractured tight sandstone gas reservoirs is analyzed based on the characteristics of multiphase fluids in seepage
channels, the physical and chemical changes of rocks, and the rheological stability of oil-based drilling fluids. Based on the
damage mechanism of oil-based drilling fluids, the key problems that must be solved during the damage control of oil-based
drilling fluids are analyzed, a detailed description of formation damage characteristics is made, and how to accurately and
rapidly form plugging zones is addressed. This research on damage control can provide a reference for solving the damage
problems caused by oil-based drilling fluids in fractured tight sandstone gas reservoirs.

1. Introduction

Fractured tight sandstone formations have special engineer-
ing geological characteristics and are vulnerable to damage
caused by the invasion of foreign fluids during drilling and
completion. OBDF is more stable than water-based drilling
fluids (WBDFs), and OBDF has been widely used in frac-
tured tight sandstone formation drilling as the cost of OBDF
has approached that of WBDF in recent years [1]. Tradition-
ally, OBDF has protected reservoirs more effectively than
WBDF [2], because the continuous phase of OBDF is its oil
phase and its filtration capacity is low, which reduces the
hydration of clay minerals and the invasion of filtrate into
the formation. However, many years of applied practice show
that OBDF can also cause formation damage and this dam-
age is more serious than WBDF in some cases [3, 4].

Presently, the research on formation damage caused by
OBDF has mainly focused on solid phase invasions, wetta-
bility changes, and oil traps and there are relatively few stud-
ies on why OBDF causes these damages. Cui et al. [4]
studied the damage of solid phase invasions to reservoirs,
while Korsakova et al. [5] studied the phase distribution
and salt exchanges in boreholes during drilling fluid invasion
in oil and gas reservoirs. Rong and others [6] used new
methods to study the wettability reversal caused by OBDF,
Skalli and others [7] studied the wettability effect of surfac-
tants on surface and core in OBDF, and Yan and Sharma
[8] studied the wettability change caused by OBDF. Muric-
kan et al. [9] used a relative permeability curve to study trap
damages caused by OBDF and WBDF.

To address the lack of damage research for OBDF and
why these damages occur, multiple components of OBDF
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must be further researched, including multiphase fluid states
in reservoirs, OBDF properties, and properties of fractured
tight sandstone in OBDF environments [10–12].

For the multiphase fluid state of a formation caused by an
OBDF intrusion, most studies focus on the oil-water emul-
sion, but the oil-water emulsion is only in a state of existence
[13]. The existing OBDF research is mostly based on the pure
oil phase or oil-water two phase type (water-in-oil drilling
fluid). In addition to the oil-water two-phase type, oil-oil
two-phase, oil-gas two-phase, and oil-gas-water three-phase
types are also widespread in the uses of OBDF in China,
but these situations are not considered in drilling operations,
which directly leads to excessive complex problems in dril-
ling, more serious damage to reservoirs, and even more seri-
ous damage to WBDF [14, 15].

The properties of OBDF mainly focus on the aspects
of high-temperature stability and suspension stability, which
have not been thoroughly solved, thus resulting in a certain
difference between reservoir protection technological capa-
bilities and WBDF [16, 17]. The stability problems caused
by OBDF emulsification are rarely considered, the changes
of wettability and capillary force caused by bubbling in
OBDF are only mentioned in a few studies, the chemical
changes caused by OBDFs entering reservoirs are rarely con-
sidered [18, 19], and the formation of OBDF mud cake and
particle size control have been mostly ignored.

The change in properties of fractured tight sandstone in
an OBDF environment is one of the key factors causing
damage to reservoirs. At present, there are many misunder-
standings regarding the use of OBDF. In many cases, OBDF
usage does not take into account the actual situation of the
formation [20–23]. The use of OBDFs is generally believed
to not be complicated when WBDF cannot be drilled
smoothly. From the existing research, there is a large misun-
derstanding of this view. OBDF may not be as suitable as
WBDF in some cases. In addition, studies on the character-
istics of seepage channels such as fractures and matrix pores
in OBDF environments are rare [24–27]. Some common
sense errors have been caused by the improper treatment
of WBDF environments.

Currently, the research on the formation damage con-
trol of OBDFs is mainly based on WBDFs. The theoretical
and technical research on formation damage is limited to the
scope of water-based fluids. In most cases, WBDF theories
and methods rarely take into account the causes of differ-
ent types or degrees of damage caused by different fluids,
although they objectively form a thorough understanding
of the reservoir protection effects of OBDF. However, a
small amount of OBDF formation damage research has
mainly focused on porous formations and few studies have
researched fractured reservoirs with ultralow permeability.

The damage causes of OBDF to the fractured tight
sandstone reservoir in the Keshen Block of Tarim Oilfield,
China, are studied through three aspects: the multiphase fluid
characteristics of the seepage channel, the changes in the
petrophysical and chemical properties, and the rheological
stability of OBDF. OBDF has become widely used in complex
formations such as fractured tight sandstone due to the
reduced costs of comprehensive uses of OBDFs and mature

postprocessing technology. Therefore, based on the study of
the formation damage of OBDF, correcting the prejudice of
low damage of OBDF over a long period of time is one of
the important measures used to effectively improve the effi-
ciency of oil and gas exploitation and to realize the efficient
development of oil and gas fields.

2. Experiment Section

2.1. Experimental Materials

2.1.1. Experimental Cores. Taken from the Keshen Block of
Tarim Oilfield, China, the size of the core foundation is
approximately 25mm in diameter and 50mm in length. Core
types include matrix cores and fractured cores.

2.1.2. Oil-Based Drilling Fluid. OBDF is mainly made up of
drilling fluid additives for field drilling in the Keshen Block.
The formula is Diesel + 1.0% organic soil + 1.5% primary
emulsifier + 2.1% auxiliary emulsifier + 20% CaCl2 brine
(80/20) + 2.5% loss agent + 2.5% lime + 0.5% wetting agent
+ a weighting agent.

2.2. Experimental Methods

(1) Drilling Fluid Performance Testing. A six-speed rotating
viscometer is used to measure the readings at different
rotating speeds (600/300/200/100/6/3), and the apparent
viscosity, plastic viscosity, and dynamic shear force are
calculated according to the standard. API filtration is mea-
sured by a medium pressure filtration instrument. The high-
temperature and high-pressure filtration instrument is used
to measure the high-temperature and high-pressure filtra-
tion volume. The demulsification voltage (electric stability)
is measured by an electric stabilizer. The experimental ref-
erence standard is the National Drilling Fluid Testing
Standard “GB/T 29170-2012 Oil and Gas Industry Drilling
Fluid Laboratory Testing.”

(2) Core Damage Evaluation Experiment. Referring to the
standard of the China Petroleum and Natural Gas Industry
“SYT 6540-2002 Drilling Fluid Completion Fluid Damage
Layer Indoor Evaluation Method,” and using the experimen-
tal device of core damage evaluation, the device can simulta-
neously carry out two parallel sample tests to improve the
experimental accuracy. This experiment adopts the displace-
ment method: forward direction-reverse direction-forward
direction, and the flow of fluid from formation to the well-
bore is in the forward direction. The evaluation method for
the damage degree is to compare the permeabilities of the
formation before and after damage and then calculate the
permeability damage rate.

(3) Evaluating the Relationship between Viscosities at Differ-
ent Temperatures and Shear Rates. A Grace 3600 grade-free
heating viscometer was used for this test. The shear rates
(S-1) are 1021.38, 510.69, 340.46, 170.23, 10.214, 5.107,
1.702, and 0.851.
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(4) Scanning Electron Microscopy. A Quanta 450 environ-
mental scanning electron microscopy was used for testing.

(5) Clay Mineral Composition Analysis. An X’Pert MPD PRO
X-ray diffractometer was used.

3. OBDF and Potential Damage Formation

3.1. OBDF. In drilling engineering, the excellent inhibition
performance of OBDF is an important reason for its large-
scale use. OBDF takes oil in a continuous phase, which can
effectively avoid conventional sensitivity damage, especially
water sensitivity damage; low filtration and a relatively strong
plugging mechanism greatly improve the reservoir protec-
tion; at the same time, OBDF can also effectively reduce scal-
ing and corrosion damage, and the oil phase can effectively
reduce friction resistance and reduce engineering accidents.

In most cases, OBDF consists of base oil, organic soil, an
emulsifier, a filtrate reducer, a wetting agent, a weighting
agent, calcium oxide, and some oleophilic colloids and inor-
ganic ions. In addition to some common additives such as
filtrate reducers and weighting materials, the differences in
the continuous phase media directly determine the huge dif-
ferences in their properties compared with WBDF. At the
same time, the rheological properties of OBDF are different
from those of WBDF because of the noncommon additives
such as emulsifiers and wetting agents. Therefore, in most
cases, the use and treatment of OBDFs are quite different
from WBDFs.

For fractured tight sandstone gas reservoirs in ultradeep
wells, OBDF is widely used in the Keshen Block and UDM-
2 OBDF uses advanced technology. Taking OBDF with a
density of 1.86 g/cm3, the basic performance of the drilling
fluid is shown in Table 1 and the experimental aging condi-

tions are 150°C and 16h. Solid particle distribution of the
oil-based drilling fluid is shown in Figure 1.

3.2. Potential Damage Formation. Fractured tight sandstone
gas reservoirs are characterized by low porosity, low perme-
ability, fracture development, local ultralow water saturation,
high capillary pressure, abnormal formation pressure, and
high damage potential [28, 29]. The Keshen Block in Tarim
Oilfield has all these characteristics and is a typical fractured
tight sandstone gas reservoir. The core permeability of the
Keshen Block reservoir is mainly distributed between
0.0020 and 0 0680 × 10-3 μm2. The average core permeability
is only 0 0234 × 10-3 μm2, which denotes an ultralow perme-
ability reservoir. The porosity of the reservoir core is mainly
distributed between 3.09% and 10.89%, and the average core
porosity is only 5.77%, which denotes a low porosity reser-
voir. The reservoir physical property analysis shows that
the reservoir core porosity in the Dabei block is low, and
the average porosity is 5.77%. The reservoir pores are fine
(Table 2). Reservoir particles show mainly surface-surface

Table 1: Basic performance of OBDF (1.86 g/cm3).

Experimental
condition

Apparent viscosity
(mPa·s)

Plastic viscosity
(mPa·s)

Yield point
(Pa)

Filter lossAPI
(mL)

Filter lossHTHP-API
(mL)

Emulsion stability
(V)

Before aging 93.0 86.0 7.0 0.6 1.6 984

After aging 67.5 60.0 7.5 0 1.6 959
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Figure 1: Solid particle distribution of oil-based drilling fluid.

Table 2: Pore size distribution in the Keshen Block.

Particle size distribution (μm)
Sample (%)

#1 #2 #3 #4

0-0.017 0.00 0.00 0.00 0.00

0.0170-0.0283 5.60 13.39 21.19 67.24

0.0283-0.0471 41.69 61.86 53.29 22.18

0.0471-0.0785 24.34 20.09 21.97 0.00

0.0785-0.1307 19.04 1.43 0.00 6.04

0.1307-0.2176 8.02 3.23 2.86 4.34

0.2176-0.3625 1.32 0.00 0.49 0.00

0.3625-1.6700 0.00 0.00 0.20 0.20
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contacts or line-surface contacts. The contacts between the
particles are close, and the porosity is concentrated from
0.80% to 2.70%, with a part less than 0.10%. The rock pores
are not uniform. Most areas have no pores and are locally
concentrated. The average clay mineral content in the reser-
voir cores is 5.03%, the illite content is more than 50%
(Table 3), and potential formation damage exists. Scanning
electron microscopy (SEM) data show that the pore throat
of the reservoir is not clear at low multiples (Figure 2), which
reflects the characteristics of poor pore development and a
poor connectivity of the reservoir in the study area.

The fissure linear density of 3 wells in the Keshen 1-
Keshen 2 gas reservoir was calculated. The Keshen 201 well
has the most developed fractures. There are 584 interpreted
fractures in the 306m Paleogene and Cretaceous formations,
and the fracture density is 1.91 per m. The Keshen 2 well has
116 interpreted fractures in 141.5m formations, and the frac-
ture density is 0.82 per meter. The least developed fractures
are in the Keshen 202 well with 95 interpreted fractures in
a 300m formation and 0.32 fracture densities per meter.
According to the reservoir fracture analysis in the Keshen
Block, the main seepage channel type of the reservoir in the
block is fractures, followed by larger pores. Reservoir frac-
tures are thoroughly developed, with fracture widths of less
than 1-2mm or even 0.5mm in some cases, most of which
are distributed below 0.1mm (Figures 3 and 4). By analyzing
the cores taken from the target formation, obvious fractures

can be found in some cores. The reservoir is characterized
by low porosity, ultralow permeability, and compact sand-
stone. At the same time, the reservoir can generate industrial
oil and gas flow. The fractures and microfractures are the
main seepage channels of the reservoir.

The pressure coefficients of the target formation in the
study block are mostly between 1.75 and 2.20, and the forma-
tion’s static pressure is high. The formation temperature is
mostly distributed between 130°C and 160°C, meaning that
it is a high-temperature formation.

3.3. Potential Damage Factors of OBDF. In most cases, the
main potential damage types from WBDF include rock sen-
sitivity damage and a high filtration rate, but OBDF greatly
weakens or even eliminates these damages, resulting in a
traditional recognition that OBDF can thoroughly protect
reservoirs. However, with the combined compositions and
mechanisms of OBDF and WBDF, OBDF also experiences
serious reservoir damage. Taking UDM-2 OBDF as an exam-
ple, dynamic damage experiments of the fractured rock cores
are conducted and the results (Table 4 and Figure 5) show
that OBDF has more serious damage [30]. Therefore, the
potential damage factors of OBDFs must be studied.

According to the lithological and physical characteristics
of the reservoir, the study object is a low-porosity/ultralow-
permeability reservoir. From the pore throat characteristics
and fracture characteristics, the pore throat of the reservoir

Table 3: XRD analysis of clay mineral content in the Keshen Block.

Core number Absolute content of clay minerals (%)
Relative content of clay minerals (%)

Interlayer ratio (%S)
Illite Illite/montmorillonite Kaolinite Chlorite

ks2-2-8-61 4.9 52.6 8.3 0.0 39.1 15.0

ks2-2-8-67 2.3 53.4 6.6 0.0 40.0 15.0

ks2-2-8-72 6.2 66.0 8.7 0.0 25.3 15.0

ks2-2-8-84 3.0 58.2 3.1 0.0 38.7 10.0

ks2-2-14-131 3.3 57.0 14.3 0.0 28.7 15.0

ks8-114 6.0 66.4 11.7 0.0 21.8 15.0

ks207-90 6.0 53.3 14.4 0.0 32.3 15.0

ks208-104 8.5 53.9 18.3 0.0 27.9 15.0

Figure 2: Rock surface morphology without damage.
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matrix is small, fractures and microfractures are developed,
and the pore throat with a relatively high permeability and
fractures/microfractures is the main reservoir seepage chan-
nel, which is the research focus of damage control technology.
The high formation pressure coefficient objectively requires a
high suspension stability of the drilling fluid, especially for
OBDF; when the high density suspension stability is relatively
poor, any safe usage of OBDF is difficult. The formation tem-
perature is high, which requires a high-temperature stability
for the drilling fluid; the requirements of high-temperature
stability and suspension of the drilling fluid are thus objec-
tively improved, but recreating these conditions for OBDF
is difficult. Formation water has a high salinity, so the use of
low-salinity drilling fluids must be controlled.

Based on the analysis of the properties of OBDF and the
characteristics of fractured tight sandstone gas reservoirs,

OBDF is mainly affected by three aspects: its own natural
conditions, the interaction between OBDF and rocks, and
the nature of OBDF at the contact surface [31]. The most
obvious change in the properties of OBDF is its rheological
change; rock actions are mainly divided into physical and
chemical actions and the coupling effect; the properties
of OBDF at the contact surface are mainly a series of fluid
characteristic changes after the OBDF contact with rocks
and formation fluids.

Based on the analysis of the properties of OBDF and the
characteristics of fractured tight sandstone gas reservoirs,
OBDF is mainly affected by three aspects: the nature of
OBDF themselves, the interaction between OBDF and rocks,
and the nature of OBDF at the contact surface [31]. The most
obvious change in the properties of OBDF is the rheological
change of OBDF; rock actions are mainly divided into phys-
ical and chemical actions and the coupling effect; the proper-
ties of OBDF at the contact surface are mainly a series of fluid
characteristic changes after OBDF contact with rocks and
formation fluids.

4. Multiphase Fluid Characteristics of
Seepage Channels

The multiphase fluid characteristics in OBDF are mainly
embodied in the flow characteristics of different types of
fluids with a mixed flow [32]. The fluid includes the OBDF
and fluid in the formation. OBDF mainly consists of oil and
brine, and the formation fluid mainly includes formation
water, crude oil, and gas.

Before OBDF intrudes into the reservoir, oil, gas, and
water in the pore throat and microfractures are in a relative
equilibrium state and there is generally no interference effect
between them. However, when OBDF intrudes into the reser-
voir, the oil and water phases mix with the fluid in the forma-
tion to form a multiphase distribution state of oil, gas, and
water (Figure 6). Seepage characteristics will change dramat-
ically with the multiphase flow. Different mixing states may
reach different forms that will be directly or indirectly
adsorbed or attached to the inside of the seepage channel or

(a) (b)

(c) (d)

Figure 4: Thin section analysis of the Keshen Block. (a) Semifilled
tectonic fracture (Keshen 207 well: 6998.09m). (b) Semifilled
tectonic fracture (Keshen 207 well: 6998.56m). (c) Microfracture
(0.01-0.05mm) (Keshen 202 well: 6797.55m). (d) Microfracture
(0.01mm) (Keshen 202 well: 6797.82m).

Figure 3: Schematic diagram of cores of the research block.
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they may form a multiphase seepage zone; all of these forms
will cause reservoir damage.

The existing space corresponding to the existence of the
multiphase fluid is also related to the magnitude of the effect
of the multiphase fluid. Most existing studies have found that
the main seepage channel of the fractured gas reservoir itself
is a fracture itself, while the matrix pore throat showed a rel-
atively small role in the storage and seepage. However,
according to the research and engineering practices of the
Sichuan Basin in China, the matrix porosity also plays an
important role. For fractured tight sandstone gas reservoirs,
the existing research and corresponding reservoir protection
measures are mainly aimed at fractures. In most cases, the

influence of the matrix pore damage is ignored. Taking the
fractured tight sandstone gas reservoir of the Keshen Block
in China Tarim Oilfield as an example, the fracture is the
main seepage channel that can be observed and the matrix
pore permeability is less than 0 03 × 10-3 μm2, although the
partial permeability is approximately 1 0 × 10-3 μm2. Many
studies have shown that a larger pore throat and some ultra-
fine pore throats connect fractures to ensure continuity in the
seepage channel. Therefore, the characteristics of multiphase
fluids in pores and fractures must be evaluated.

Most of the existing studies posit that the main seepage
channel of fractured gas reservoirs is a fracture, and matrix
pores play a relatively small role in storage and seepage.

Table 4: Experimental results of dynamic damage (kerosene displacement).

Core Number
Permeability before damage

(10-3 μm2)
Permeability after damage

(10-3 μm2)
Fluid loss
(mL)

Permeability
recovery rate (%)

Natural fractured core
3 2.3988 0.6875 0.4 28.66

4 3.0395 0.9854 0.4 32.42

Artificial fractured core
6 8.4752 4.5238 0.9 53.38

7 10.4584 3.6846 0.7 35.23

Wellbore

Seepage
channel

Base oil-brine

Base oil-brine-gas

Formation gas

Base oil-brine–formation water

Base oil-brine–formation water-gas

Figure 6: Distribution of oil-gas-water after OBDF invasion (the dotted lines are fracture walls from different zones, and the text indicates the
liquid mixing state in different zones; this zoning is an idealized figure for more clearly described multiphase fluids, and the actual fluids are
more complex).

Figure 5: Rock surface morphology after the dynamic damage test.
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However, according to research and engineering practices in
Sichuan Basin, China, matrix pores also play an important
role. For fractured tight sandstone gas reservoirs, existing
research and corresponding reservoir protection measures
mainly focus on fractures and in most cases neglect the
impact of matrix pore damage. Taking the fractured tight
sandstone gas reservoir in the Keshen Block of Tarim Oilfield
as an example, the fracture is the main observable seepage
channel. The matrix pore permeability is less than 0 03 ×
10-3 μm2, but there are large pore throats with partial perme-
ability of approximately 1 0 × 10-3 μm2. Research shows that
larger pore throats and some ultrafine pore throats play a role
in communicating fractures and ensuring the continuity of
seepage channels. Therefore, the characteristics of multi-
phase fluids in pores and fractures must be evaluated.

According to the possible forms of fluid occurring after
OBDF intrusion, different mixing states are classified and
the possible physical and chemical changes for each form
are studied. On this basis, the change trend of the seepage
channel size caused by different mixing states is predicted
and the possible damage caused by the fluid is judged.
OBDF has several characteristics including that the oil
phase is a continuous phase, the water phase is a dispersed
phase that is relatively small, and the fluid distribution is
divided into the following types: base oil-brine, base oil-
formation water, base oil-formation gas, base oil-brine-
formation gas, base oil-crude oil, base oil-brine-formation
water, base oil-brine-formation oil, base oil-brine-formation
oil-formation gas, and base oil-brine-formation water-
formation oil-formation gas. For other forms of distribution,
due to the relatively small amounts of brine and crude oil,
they may be referred to in the above listing without fur-
ther consideration.

4.1. Base Oil-Brine. The distribution state of the base oil-
brine form is the flow of the OBDF itself in the fractures
and is the most common flow state in the seepage chan-
nel. When the OBDF flow is in the original state, the flow
in the fractured sandstone reservoir may divide into a
fractured flow and porous flow; these two flow types are
influenced by the OBDF properties, and Table 5 shows
the rheological test results of OBDF in the original state
that was used in the oilfield.

The fracture flow is mainly the flow of OBDF within the
fractures. The flow pattern shows the characteristics of plas-

tic/pseudoplastic fluids. The main reason for this plastic/p-
seudoplastic flow pattern is the interactions between the oil
phase, organic soil phase, granular material, and other addi-
tives. Organic soil is a modified bentonite. When it enters
the OBDF, the internal interval of the organic soil enlarges,
forming a thinner sheet structure and connecting with each
other and forming a spatial network structure and exhibiting
plastic fluid characteristics.

Flows in fractures are often subject to large flow pressure
differences, which reduces the flocculation state of organic
soil and particles in OBDF. With this kind of flow, the OBDF
flows faster and the fluid contact space is mainly the wall of
the seepage channel. The main reason for reducing the size
of the seepage channel is the adsorption and adhesion of
the wall based on the wettability of the fluid surface. Without
considering the attachment of the oil-loving particles, the
adsorption capacity of the base oil-brine two-phase fluid on
the fracture surface is very limited, and there is not much
of an OBDF effect.

For porous structures, the pore throat of the fractured
tight sandstone gas reservoir is small and the capillary force
is the main reason [33, 34]. OBDF flow comes from fluid
dynamics and capillary force inhalation, showing a gradual
decline in flow efficiency, and stops flowing after forming a
certain length of a liquid retention zone.

4.2. Base Oil-Brine-Formation Gas. The base oil-brine-
formation gas form is the distribution of oil-gas-water
formed by gas invasion after OBDF intrudes into the reser-
voir, and it is also a universal state of a fractured tight sand-
stone gas reservoir. In essence, this three-phase state presents
the flow pattern of the OBDF after being invaded by the gas;
there is a difference between the fracture and the pore flow
for the reservoir, and there is a certain difference of the mech-
anism between this pattern and the original OBDF flow.
After the gas invasion, OBDF will be filled by bubbles of
different sizes. An oil-gas interface and a small amount of
gas-water interface state will be formed in the OBDF. The
oil-water interface can be weakened to a certain extent.
OBDF will change in rheological stability to a certain extent
and will also affect suspension efficiency. The weakening of
the interface will be strengthened with the increase of gas
intrusion, which may eventually aggravate the damage.

In this area, the OBDF flow rate will decrease, forming a
certain length of a three-phase mixing zone; the distribution

Table 5: Rheological test of oil base drilling fluid in its original state.

Shear rate (S-1)
Viscosity (mPa·s)

40°C 50°C 60°C 70°C 80°C 90°C

1021.38 38.87 36.72 32.51 28.88 25.75 23.20

510.69 47.97 45.43 39.16 33.88 30.55 27.41

340.46 60.80 57.57 50.23 43.18 37.89 31.13

170.23 82.24 77.54 67.56 57.57 51.70 41.71

10.214 597.23 538.49 509.12 421.00 381.84 323.09

5.107 1507.76 1076.97 979.07 861.58 783.25 685.35

1.702 3289.66 2995.94 2643.48 2408.50 2173.53 1879.81

0.851 6344.35 5991.88 5051.98 4464.54 4112.08 3642.12
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of bubbles will increase along with the wellbore in the forma-
tion direction, and the three-phase fluid will adsorb on the
fracture wall to varying degrees, but this adsorption is not
stable. With the continuous invasion of OBDF, the gas phase
will be reduced, as shown in Figure 7. For the porous region,
the three-phase flow enters the pore via the hydrodynamic
force and capillary force. Because of its high deformability
and different size distributions, bubbles fill and plug the pore,
which to some extent reduces the invasion of the other two
phases and indirectly reduces the damage caused by the oil-
water phases [35]. The filling effect of the bubbles in the pore
also exists in the microfractures.

4.3. Base Oil-Brine-Formation Water. Generally, for frac-
tured tight sandstone gas reservoirs, the water saturation of
the formation is relatively small, but during the OBDF inva-
sion, this formation water enters into the OBDF, which will
have a greater impact on the performance of OBDF in the
microregion. Generally, brine and formation water differ
greatly in basic properties such as salinity and pH and cannot
be directly mixed into one phase. Base oil-brine-formation
water exists in a pseudothree-phase state. Taking OBDF as
an example, a formation water intrusion was simulated and
its rheological properties and flow patterns were evaluated
for different oil-water ratios at 50°C (Table 6).

The evaluation shows that the change in the oil-water
ratio will greatly change the flow state of OBDF. When for-

mation water enters the OBDF, it will break the oil-water
two-phase equilibrium of OBDF, change the nature of the
oil-water interface, and even destabilize the emulsion when
the water intrusion becomes too large.

In the area where the OBDF contacts the formation, a
transition zone will be formed. Fractures and porous reser-
voirs in this area will be greatly affected, and serious damage
may occur. For fractured reservoirs, when the formation
water content is low, the damage mainly comes from wall
adsorption; when the formation water content is large, the
oil-water interface of OBDF is destroyed, the wettability of
the wall shows diversity, and the mixed adhesion of the water
phase and oil phase on the fracture wall is the main state,
which will also cause regional damage.

For the pore structure, the water phase is the main filling
phase in the pore, and the OBDF will continue to displace
after invasion. From the microscopic phenomena of OBDF
flowing in the pore, this displacement is not serious but is
more likely to change the wall’s wettability. With the capillary
force, the original hydrophilic wetting wall does not necessar-
ily show a wettability change, so the capillary force acting on
OBDF in the pore should be considered instead.

4.4. Base Oil-Brine-Formation Water-Formation Gas. For
fractured tight sandstone gas reservoirs, this oil-gas-water
distribution state of the base oil-brine-formation water-gas
form should be common. The multiphase existing area

Table 6: Relationship between shear rate and shear stress of OBDF (50°C).

Shear rate (S-1)
Shear stress (Pa)

80/20 70/30 60/40 50/50 40/60 30/70

1021.38 7.83 14.03 17.94 102.60 151.20 328.50

510.69 4.84 8.79 12.21 70.40 100.80 253.60

340.46 4.09 6.70 9.94 55.40 79.20 191.40

170.23 2.76 4.72 7.45 40.50 58.40 153.30

10.214 1.15 2.11 3.51 21.30 29.30 74.70

5.107 1.15 2.09 3.38 20.50 28.00 69.50

1.702 1.06 1.75 2.80 16.60 22.10 57.60

0.851 0.96 1.61 2.30 12.20 16.40 39.80

Bubble 
filling

Wall 
adsorption

Formation gas

Matrix pores

Multiphase region
Oil-based

drilling fluid

Bubbles

Wellbore

Microcrack

Figure 7: Three-phase seepage of oil-gas-water.
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formed by OBDF entering the reservoir is unclear, as shown
in Figure 5. The oil-water distribution state of the base oil-
brine-formation water-gas form is also the most common
multiphase existing state. In this state, from the fluid level,
the change characteristics of the fracture wall and pore struc-
ture use the mixture of the first three states and there are
many situations in which this may occur.

For the base oil-brine-formation water-gas distribution
area, the formation water and oil-based drilling will fill some
bubbles in the contact area between the OBDF and formation
water. When the formation water saturation is high, the
OBDF will move forward after contacting with the formation
water. Based on the hydrophilic and wetting properties of the
surfaces of most minerals, the mixed fluid will aggravate the
attachment on the fracture wall and this kind of attachment
is more likely to release bubbles after the OBDF intrudes in
large quantities, which are not easy to wash away.

For the porous structure, the capillary force still plays a
dominant role. Increased water content will increase the
absorption power of the water-wet rock, resulting in a more
serious capillary force. For formations with a low water sat-
uration, the mechanism is similar to the high saturation
mechanism. Bubbles also play a role in blocking microfrac-
tures and pores.

4.5. Base Oil-Brine-Formation Oil and Other Derived States.
Base oil-brine-formation oil and other derivative states are
not listed in Figure 6. This is because for fractured tight sand-
stone gas reservoirs, the formation’s oil content is miniscule,
while the OBDF itself takes the oil phase as a continuous
phase, and thus the small amount of formation oil with
different properties will not change greatly after invasion.
Formation oil itself contains more asphaltene, gum, and lipo-
philic particles, but when it enters OBDF, it fuses with the

Table 7: Stress sensitivity of fractured tight sandstone gas reservoir in the study area.

Core Core number
Permeability (10-3 μm2)

Damage rate of permeability (%)
2.5MPa 20MPa 2.5MPa

Matrix core
111 0.0249 0.0096 0.0115 25.84

129 0.0106 0.0036 0.0083 21.80

Fracture core
115 27.4762 1.4855 3.6195 86.83

119 12.3547 0.5964 1.1564 90.64

Wellbore

Seepage
channel

Before
deformation

After
deformation

Wellbore

Seepage
channel

Figure 8: Comparison of the changes of asperities before and after stress.
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asphaltene, gum, and lipophilic particles existing in OBDF to
form a new OBDF. This kind of OBDF has very little differ-
ence from the original fluid with regard to the surface prop-
erties for fractures and pore throats.

5. Effect of Rock Physics and Chemical Changes

The change in rock strength here mainly refers to the change
of mechanical characteristics of rocks on the wall of the seep-
age passage after OBDF intrusion, and it is also the mechan-
ical expression of the coupling effect of fluids, rock physics,
and chemistry.

5.1. Physical Effect. In the drilling operations of deep and
ultradeep wells, the overbalanced drilling method is often
used. The fluid column pressure applied to the formation
by drilling fluid is greater than the formation pressure. This
pressure difference is the main cause of drilling fluid intru-
sion into the reservoir, and it also affects the mechanical
properties of surrounding rock to a certain extent.

For the fractured tight sandstone gas reservoirs, the
matrix rock itself is more compact and the degree of mechan-
ical impact will be relatively small; however, because of the
objective existence of fractures, the pressure applied by
OBDF will act on the fractures and the pressure fluctuations
acted on the fractures in the formation will have a greater
change. Taking the fractured tight sandstone gas reservoir
in the Keshen Block as an example, the stress sensitivity with
the variable pressure in the standard experimental procedure
(standards of the petroleum and natural gas industry of
China: SY/T 5358-2010 formation damage evaluation by
the flow test) was evaluated (Table 7). The sensitivity of the
fracture to the external pressure is stronger than the matrix
sensitivity where the dry core is not doped with other factors.

The main reason for such a great change in the gas seep-
age ability in fractures is that the wall properties of fractures
are greatly changed. For the seepage channel, the fractures on
the wall are rough and inhomogeneous, showing different
sizes of asperities, and the distribution of the asperities vary
widely in the two fracture walls. When subjected to external
force, the asperities that originally support each other appear
to have an elastic deformation by squeezing. When the stress
exceeds a certain degree, the asperities will cause plastic
deformation, which is the main reason that the permeability
decreased rapidly at the initial state and changed slowly
during late period; the change in asperities is irreversible
to a large extent.

When OBDF exists, the particulate material deposits on
the wall of the fractures, which does not react chemically with
the rock. The particulate matter in the OBDFmainly includes
weighting agents, cuttings, organic soils and some reservoir

protection materials. This particulate matter adsorbs and
adheres between the asperity bodies to form a layer of granule
cover. This has a large impact on the mechanical properties
of the rock when subjected to external forces. When the
asperity is deformed by force, it is prone to collapse and form
a new asperity structure (Figure 8).

In some cases, after the OBDF invasion, in addition to the
force that is directly applied to the borehole by OBDF, the
physical effects also include the filling effect of solid particles
in the zone between asperities that indirectly affect the frac-
ture strength. However, parts of solid particles still attach
onto the asperities of the fracture surface when the pressure
difference drops; the seepage channels become small, which
will cause a large change in the permeability. In this case,
explaining the effect of physical action on the seepage capac-
ity is inappropriate. Therefore, there is a need for a compre-
hensive evaluation of the capacity’s mechanical effects with
fluid participation.

After the invasion of OBDF, the capillary force in the
microfractures and capillaries will cause the oil phase to
enter, and this existence is not easily removed. For fractured
tight sandstone gas reservoirs, the initial water saturation is
lower than the irreducible water saturation in most condi-
tions. When the OBDF intrudes, it will cause greater oil trap
damage, which is affected by the changes of the invasion
amount, formation pressure and saturation.

5.2. Chemical Effect. The chemical action of the rock strength
change mainly comes from the action of OBDF on the well
perimeter and the wall of the seepage passage. Unlike
WBDFs, the chemical action of OBDF on rocks mainly con-
centrates on alkalinity, and the wettability of rock surface
may also have a weak impact [36]. When the oil-water ratio
is small, a large amount of the water phase can also cause
other forms of damage.

The chemical effect of rock strength change is mainly
due to the effect of OBDF on the wellbore and the wall
of the seepage channel. Different from water based drilling

Table 8: Evaluation of water-phase alkali sensitivity.

Core
number

Permeability at different
pH values (10-3 μm2)

Permeability
recovery rate (%)

Damage
degree

7.0 9.0 11.0 13.0

125 44.03 30.31 13.87 8.92 20.25 Serious

133 65.30 51.31 31.29 6.85 10.49 Serious

Base formula Base formula+3% CaO
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Figure 9: Evaluation of alkaline sensitivity of OBDF.
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fluids, the chemical effects of OBDF on rock are mainly
concentrated in alkaline action, and wettability of rock
surface may also has a weak impact [36]. At the low oil-
water ratio, a large number of water phase will also cause
other forms of damage.

The alkaline effect of the OBDF mainly presents as the
liquid with a high pH value having an alkali effect on the
rock, causing structural changes to the alkali-sensitive min-
erals in the rock. With the erosion of OBDF, the alkaline
minerals fall off, migrate, precipitate or form new colloidal
substances that affect the seepage capacity of the seepage
channel. Taking the Keshen Block as an example, a water-
phase alkali sensitivity evaluation was carried out and the
experimental method is based on the standard of oil and
gas industry of China “SY/T 5358-2010: formation damage
evaluation by flow test,” and the results is shown in Table 8.

Since the pH value in the OBDF is mainly the pH value of
the water phase, the alkaline treatment agent mainly faces the
dispersed water phase in OBDF, while maintaining the stabil-
ity of the water phase requires the action of emulsifiers. Based
on this situation, the basic effects of OBDF can only be
evaluated based on the following formula: base oil + 1.5%
primary emulsifier + 2.1% auxiliary emulsifier + 20% CaCl2
brine. This is also the reason for the separated water-base
sensitivity evaluation. A 3% CaO alkaline treatment agent
was added to the base formula to evaluate the damage to
the cores by the base formula before and after adding
the calcium oxide. The result is shown in Figure 9.

The experimental results show that with the changing
formation water pH, the alkali sensitivity damage is serious
in the Kenshen Block. The experiment shows that the alka-
line single effect severely damages the reservoir and the dam-
age exists objectively in both the water base drilling fluid and
the oil base drilling fluid. The alkaline treatment agent in
OBDF caused a certain extent of damage, but the damage
degree was not serious when compared with the alkaline sin-
gle effect. The main reason for the decrease in the alkali-
sensitive effect of OBDF is that the emulsion itself is attached
to the surface of the rock. At the same time, the water phase
of the OBDF itself is the dispersed phase and the content is
low, which indirectly causes the alkali sensitivity damage
degree to be low.

A previous study has shown that the elastic deformation
of rock soaked in alkaline liquid is decreased and plastic
deformation occurs earlier after soaking in alkaline liquid
[37]. This is due to the high pH fluid immersion; the asperi-
ties of the fracture wall surface and other structures will be
destroyed, and the pore structures of wall interior are dam-
aged. These results show that the rock support capacity
decreased, and large changes appeared in the seepage ability.

However, as mentioned previously, particles will deposit,
accumulate, and adsorb between the asperity spaces on the
wall of the fractures and indirectly affect the mechanical
properties of the rock. The processes of accumulation and
adhesion are physical changes, but when the wettability of
the rock wall changes, the particles that have the same wetta-
bility as the wall will accumulate and adsorb more easily on
the wall. OBDF contains a wetting agent that can change
the wettability of the seepage channel wall from hydrophilic
to lipophilic. Then, the rock can adsorb the accumulation
of the lipophilic substance in the OBDF on the surface, which
influences the strength change of the rock to a certain extent.
The adsorption of the treatment agent on the rock also
includes the polymer or macromolecule treatment agents in
the OBDF [37] (Figure 10), which adsorbs and retains at
the pore or fracture wall and blocks the seepage channel with
its macromolecular size, resulting in reservoir damage.

When the oil-water ratio is relatively low, the water mol-
ecules combine to form larger water particles and the oil-
water interface weakens. When the water phase is adsorbed
on the wall of the seepage channel and if the change of the
wettability of the wall is not stable, the water will come into
contact with the rock directly and enter into the reservoir
to form water phase damage. Taking the tight sandstone
gas reservoir in the Keshen Block as an example, rocks will
generate strong water sensitivity, salt sensitivity, and alkali
sensitivity damage, which will change the rock properties to
a certain extent; the damage was affected by the water content
of OBDF.

The change in rock strength is caused by the change in
the effective stress of the rock. This change is composed of
two parts: body deformation and structural deformation.
The body deformation of the rock is caused by the deforma-
tion of rock skeleton particles, and the structural deformation

Figure 10: Adsorption of macromolecule treating agents after soaking in OBDF.
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is caused by the change of the arrangement mode of skeleton
particles. For the fractured tight sandstone gas reservoir
example, the reservoir change is mainly a body deformation,
which is reversible, and the stress sensitivity of the matrix can
explain certain problems (Table 4). For fractures under
stress, the asperities produce body deformation, the
destroyed fracture surface will produce a new asperity struc-
ture, the arrangement mode of asperity particles changes, the
rock pore and skeleton volumes are changed, and the stress
sensitivity is increased.

For fractured tight sandstone gas reservoirs, the changes
in rock strength reflect the change characteristics of fractures,
while our previous study focused more on the effect of
strength changes on fractures in a closed state. In drilling
engineering, the expansion of fractures is the most important
factor affecting the flow of OBDF in fractured reservoirs. The
main cause of fracture propagation comes from the drilling
pressure difference between the wellbore and the formation
through OBDF. The fracture tip in the formation is easy to
form splitting with differential pressure, which is close to
the principle of hydraulic splitting. However, the splitting
effect of OBDF is affected by different factors, including the
characteristics of the rock itself, the interfacial tension prop-
erties of OBDF, the geometric characteristics of fractures, and
the drilling pressure. Concurrently, the pressure fluctuation
caused during the drilling process will also affect the expan-
sion of the fractures. Taking the tight sandstone gas reservoir
in the Keshen Block as an example, in our previous study, the
density and opening degree of fractures in several wells of the
block are analyzed and summarized. The distribution of the
fracture width of the reservoir is wide, and the fracture width
changes with the drilling fluid invasion. The large fracture
width also causes the loss of drilling fluid and other damages.

6. Rheological Stability of OBDF

Rheology is the basic performance of the drilling fluid, which
reflects its flow and deformation properties. The commonly
used parameters include apparent viscosity, plastic viscosity,
shear force, and so on. OBDF is more susceptible to effects
from external factors than WBDF, including temperature,
pressure, oil content, particle size, particle concentration,
and oil-water interface energy. For practical engineering,
rheological properties, suspension problems, and the high-
temperature stability of OBDF are the main technical bottle-
necks that limit the application of OBDF. To solve these
problems including suspension, the rheological performance
must be adjusted. If the OBDF is relatively stable at a certain
range, many OBDF problems can be solved.

According to the deformation properties, most of the
oil-based drilling fluid is plastic or pseudoplastic fluid and
the rheological model can also be referred to as a Bingham
model or power law model. The OBDF flow is more inclined
to be a pseudoplastic fluid in theory, which should be verified
in future experiments.

OBDF has obvious rheological instability, while the
WBDF instability is relatively small, which is mainly due to
the difference between the oil and water properties. Gener-
ally, even at a very small temperature range, the viscosity of

the oil phase decreases rapidly with the increase of tempera-
ture, while the formation temperature is more than 100°C.
In the continuous phase, the oil phase is a carrier for a
series of treatment agents such as weighting materials
and organic soils. The high temperature and high pressure
quickly weaken the rheological properties (Figure 11), result-
ing in an insufficient OBDF amount for suspending excessive
particulate matter. After entering the reservoir, the OBDF
will settle quickly and cause a series of damages.

Controlling the water phase activity is beneficial to bore-
hole stability. Therefore, the commonly used OBDF is usually
in a water-in-oil emulsion and the oil phase and the oil-water
interface contents are formed by corresponding treatment
agents that can easily influence the stability of OBDF. When
the amount of water is large or the water intrusion amount is
large, the oil-water interface will decrease, which leads to
instability in the OBDF and even in the oil-water separation.
In this case, when the OBDF enters the reservoir, the actions
of the solid phase and the liquid phase will cause serious
damage to the reservoir.

In summary, the stability of rheological properties deter-
mines the stability of the OBDF and determines whether the
OBDF can play a role in the rapid sealing of a reservoir with
particles. The study of the rheological properties of OBDF
requires further research through OBDF applications.

7. Research Direction of OBDF Damage Control

7.1. The Key Problem of Damage Control. From the point of
view of the formation mechanism of OBDF damage, OBDF
causes damage to fractured tight sandstone gas reservoirs
due to its rheological properties, changes in rock properties,
and multiphase flow characteristics. However, based on the
formation mechanism, the damage control process must pro-
vide an accurate description of the damage characteristics of
OBDF to the fractured tight sandstone gas reservoir and how
to achieve an accurate plugging of the reservoir [10, 38–40].

Based on this study’s research, the potential damage
factors involved are classified into four main types: fluid
compatibility type, particle combination type, wall morphol-
ogy change type, and reservoir property type. These types
also include a variety of subdivided damage factors, which
are specifically classified as follows:
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Permeability damage rate (%)

Figure 11: Evaluation of damage experiment at high-temperature
and high-pressure conditions.
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(1) Fluid Compatibility. Fluid compatibility mainly
refers to the compatibility between the OBDF and
rock or fluid; the OBDF damage caused by compati-
bility mainly includes (1) OBDF and rock are not
compatible: alkaline damage and wettability change,
and (2) OBDF and fluid are not compatible: emul-
sion plugging.

(2) Particle Combination Damage. Particles include solid
phase and nonsolid phase types. Solid phase particles
include weighting materials, cuttings, organic soil,
reservoir protection materials, and so on [41]. Non-
solid particles include asphaltene, polymer treatment
agents, and other nonsolid particles. The main dam-
ages include the following: particle migration, solid
particle plugging, and chemical adsorption.

(3) Formation Properties. The damage to formation
properties is mainly the damage caused by the prop-
erties of the fractured tight sandstone gas reservoir,
which mainly includes oil phase trapping, pressure
and temperature characteristics, wetting changes, oil
phase adsorption, stress sensitivity and particle sedi-
mentation, gas or water intrusions, and so on.

7.2. Research Direction of Damage Control. The main pur-
pose of reservoir protection theory and technology is to pro-
tect a reservoir from damage or be subjected to less damage
from drilling fluids. The methods to achieve this goal are
mainly derived from two aspects: reducing invasion and fast
plugging. However, from the technical and engineering
points of view, both are aimed at reducing invasion as the
ultimate goal and rapid plugging is the action needed to
reduce invasion. The current OBDF damage control system
is faced with technical problems, including several aspects:
the downhole properties of OBDF are different, the geologi-
cal characteristics of fractured gas reservoirs are complex,
and few new technologies and new materials that are suitable
for the damage control of OBDF exist.

Thus, the main goal should be to reduce the fluid invasion
into the reservoir. The fluid invasion includes two sources:
from solid particles and from the liquid phase. Although both
types cause a great deal of damage, there are obvious differ-
ences between the microscopic damage mechanism and the
methods of removing damage. From this viewpoint, the type
and size distribution of solid particles and fluid types should
be the important factors that affect the reservoir protection.
Rapid plugging is used to overbalance drilling or microba-
lanced drilling; new technology and new materials are needed
to more effectively execute rapid plugging.

Determining how to achieve damage control for OBDF,
simply speaking, mainly includes fracture analysis, OBDF
performance regulation and maintenance, optimizations of
engineering operations, and introductions of new materials
and ideas. In combining the formation mechanism and
potential damage factors of OBDF, based on the character-
istics of fractured tight sandstone gas reservoirs, the tech-
nology selection, material selection, system construction,
and so on should be considered to form a fast and efficient
damage control scheme for OBDF.

8. Conclusions

(1) Both OBDF and WBDF have formation damage,
but there are many differences between them, which
include emulsion plugging, wettability change, oil
phase trapping, oil phase sensitivity, and so on.
When OBDF enters into a formation, the change
of OBDF properties, multiphase characteristics of
seepage channels, and the physical and chemical
properties of the rocks are the main reasons for
the OBDF damage to the fractured tight sandstone
gas reservoir

(2) Base oil-brine and base oil-brine-formation gas are
the main fluid distributions in seepage channels,
while other forms of distribution are of little impor-
tance due to the relatively small amounts of brine
and crude oil present. However, many other forms
emerge in a certain area, the distribution will also
cause serious damage. Compared with the water base
drilling fluid, the effects of physical and chemical
change are relatively low, but the increase in fracture
lubricity, emulsification effect, and oil adsorption can
also cause reservoir damage that is distinct from
damaged caused by water-based drilling fluid. The
special rheological properties of OBDF can lead to
suspension stability and emulsion stability in high-
temperature and high-pressure conditions, resulting
in great differences of wellbore fluid properties that
bring a series of damages

(3) The key problems for damage control of OBDF are
an accurate description of the damage characteristics
of OBDF on fractured tight sandstone gas reservoirs
and achieving an accurate plugging of the reservoir;
the main control idea is to reduce the invasion of
OBDF, and new materials and technologies are
needed to achieve rapid plugging
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Geothermal energy will become an important part of energy in the future because of its advantages in source stability, sustainability,
and potential high utilization ratio. In particular, the development and utilization of deep geothermal energy from HDR have
gradually attracted people’s attention. Aiming at solution to the bottleneck of EGS-D, a new EGS-E based on excavation
technology is proposed. In this paper, a concise and direct method for estimating the early performance of this disruptive and
innovative geothermal development scheme is established as a viable alternative to supercomputing for the subsequent
quantitative research of the corresponding relationship between a typical deep engineering structure and its heat extraction
efficiency. Firstly, the effects of the fixed temperature at a tunnel wall, the radius of a tunnel, and the rock type on the annual
heat extraction rate of the tunnel are studied based on the analytical solution of a one-dimensional radial plane problem of the
transient heat conduction through high-temperature surrounding rock to the tunnel wall covering 30 years. Then, three
different estimation methods of EGS-E efficiency with comb-shaped and chessboard-shaped underground tunnels, respectively,
are studied, and the research ideas for the estimation of the EGS-E system with more complicated cobweb-shaped tunnels are
pointed out.

1. Introduction

Geothermal energy will become an important part of energy
in the future because of its advantages of source stability, sus-
tainability, and potential high utilization ratio. Geothermal
energy stored at depths of less than 10 kilometers under-
ground was estimated to be 170 million times the amount
of heat released from all coals stored in the earth, based on
a study by Pollack and Chapman in 1977. However, the scale
of geothermal energy with temperature lower than 150°C at
depths shallower than 3 kilometers underground is usually
too small to maintain the demand for long-term stable elec-
tricity production. This portion of low-temperature hydro-
thermal resource only accounts for 10% of total geothermal
energy stored in the earth [1]. And the official data released
by the Ministry of Land and Resources of China shows that
the total hot dry rock (HDR) geothermal resources at depths
from 3 to 10 kilometers in the mainland are equivalent to 860

trillion tons of coal, which is 260000 times the current annual
energy consumption amount in China [2]. Therefore, a
broader scheme of the enhanced geothermal system (EGS)
which aims at exploiting geothermal energy from HDR
at the depths of 3 to 10 kilometers has gradually attracted
people’s attention.

The current popular heat extraction method from HDR
has been developed as EGS based on drilling technology
(EGS-D). A high-permeability fracture system (artificial
thermal storage) is established by reservoir stimulation tech-
nology such as hydraulic fracturing through an injection well.
Injected cold water (or other fluids) is heated by the fracture
heat exchange structure, and then, the hot water or steam
generated by the production well is pumped out to the
ground for power generation. The injection well, production
well, and underground thermal reservoir form a closed loop
system of high-temperature thermal fluids [3]. The keys to
the development of HDR include (1) localization of the
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resource target area. It should be based on the terrestrial heat
flow value and combined with the characteristics of the geo-
logical structure. Seismic exploration technology, electrical
method, and electromagnetic method as well as gravity and
magnetic method could be used to carry out detailed explora-
tion in the selected research area [4–6]. (2) Improvement of
the reservoir: deep drilling technology under high tempera-
ture and pressure conditions is relatively mature. The depths
of oil exploration drilling and comprehensive scientific
research drilling have exceeded 7000 meters. At present,
hydraulic fracturing [7], chemical stimulation [8], and ther-
mal stimulation [9], as well as the combination of these tech-
nologies, are commonly used in creating a heat reservoir in
EGS. And the fracture monitoring technologies used fre-
quently now include microseismic monitoring, acoustic
emission, downhole imaging, and various tracers [10, 11].
(3) Research on THMC (Thermal-Hydraulic-Mechanical-
Chemical) multifield coupling of EGS: some scholars have
successfully studied the coupling problem of each process.
However, the construction of the thermal reservoir model
still needs to be developed, which will continue to be the
focus of EGS numerical simulation research [12–14]. And
in recent years, scholars and relevant institutions have put
forward new alternative systems, such as EGS using supercrit-
ical carbon dioxide as circulating fluid [15]and EGS for
producing supercritical water vapor [16] as well as Radiator-
EGS that consists of a family of vertically interconnected
vanes produced through sequential horizontal drilling and
frac-induced rubblization [17].

There were several typical EGS-D development cases in
the world such as the Fenton Hill, Hijiori, Ogachi, Cooper
Basin, and Soultz. However, none of them has achieved
large-scale commercial electricity generation owing to the
disadvantages of small scale, low efficiency, geographical
restriction, and so on [18]. The biggest challenge it faces is
how to economically construct an artificial heat repository.
In the HDR development report written by researchers in
MIT, it was also pointed out that the key to cost-efficient
development of EGS in the next 20 years is to obtain econom-
ical and effective multireservoir construction technology to
ensure enough heat content (volume > 1 km3) for long-term
geothermal development [19].

Past experience in geothermal reservoir construction had
shown that the development of an artificial reservoir was
mainly caused by shear failure [20] of existing joints, which
is different from tensile cracking caused by conventional
hydraulic fracturing in oil and gas reservoirs. The shear fail-
ure part in the stimulation only occurs where fluid pressure
becomes lower than the in situ minimum principal stress of
the target reservoir. With the current technology, it is difficult
to predict the distribution of the stress field around a well
before being drilled, especially the distribution of stress field
far from a wellbore. And directions of the in situ principal
stresses may change with depth, which as well affects predict-
ing the direction of fracture extension [21, 22]. It is usually
difficult to predict the direction of fracture extension in the
absence of accurate downhole data measurement. Even if
related data had been available, fractures may not develop
along the predicted direction. Therefore, it is difficult to

achieve the interconnection between wells by hydraulic frac-
turing. Theoretically, it is better to first have the heat storage
developed then find a way (e.g., microseismic monitoring
technology and acoustic emission technology) to implement
directional drilling secondly [23–25]. However, artificial frac-
ture (caused by perforation as well as fracturing stimulation)
only plays a dominant role surrounding the wellbore. The
growth and expansion of heat storage during fracturing are
mainly controlled by the existing natural fracture system
(or joint distribution). The development of heat storage dur-
ing hydraulic fracturing mainly comes from the activation of
existing natural fractures which were controlled by the in situ
stress field [26, 27]. Thus, EGS-D has a limitation in geo-
graphical selection. Even if the process of heat storage stimu-
lation and directional drilling goes smooth, the cracks
formed by hydraulic fracturing are often closed under the
action of high in situ stress at depth. This makes the cracks
disconnected, thus unable to form a sufficient volume of heat
storage [28].

In addition, there are many reasons causing the short-
circuit effect of fluid flows, which also makes the failure of
thermal recovery unavoidable. These include the following:
(1) The use of proppant near the wellbore requires a higher
injection pressure and flow rate, and excessive injection pres-
sure will cause continuous fracture growth, resulting in
increased water loss and/or fluid short circuit. (2) Repeated
high-pressure stimulation of existing fractures may lead to
more direct connection which results in fluid flow short cir-
cuit between injection and production wells. (3) If natural
fractures are connected to wells, hydraulic fracturing may
increase connectivity and lead to short circuit, especially
when the well spacing is small. (4) Any operation of pressur-
izing reservoirs is irreversible and not always beneficial to
developing heat storage. Long-term high-pressure water
injection will cause irreversible damage to rocks, resulting
in fluid short circuit and excessive water loss into farther
regions. (5) Deeper and shallower reservoirs may be commu-
nicated through fracture growth in a water injection test or
the wellbores penetrating two reservoirs, which will affect
the construction of multiple reservoirs [29–33].

In a word, from the development status of traditional
EGS-D, it can be seen that innovative breakthroughs are
urgently needed in the research of the deep geothermal
exploitation scheme.

2. Materials and Methods

2.1. Enhanced Geothermal System Based on Excavation
Technology (EGS-E). Aiming at the disadvantages of
EGS-D, such as difficulty on building large-scale stable
heat storage, small water flow rate, and easy cause of con-
tamination, a new EGS based on excavation technology
(EGS-E) was recently proposed to provide a new scheme
for the exploitation of deep HDR heat [34].

As shown in Figure 1, it includes (1) large heat flow
formed through the excavation of a super large shaft, (2) heat
source with large volume and high permeability due to crack
and fragmentation formation through drilling and blasting
which are implemented inside the tunnels, and (3) heat
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storage with a large capacity and high conductivity formed
through the caving method based upon the excavation
of an underground hot water reservoir and tunnels radi-
ally stretched out. In EGS-E, the horizontal tunnels with
360-degree distribution at different depths of the shaft can be
excavated through mining excavation technology, and multi-
ple stable large-scale heat storages can be constructed by the
caving method from the tunnels. Compared with EGS-D, it
can tremendously extend the scale of stable heat storage,
expand the area of heat exchange, and upgrade the
magnitude of geothermal transport to achieve large-scale
geothermal development.

At present, the Mponeng Gold Mine in South Africa has
mastered the excavation technology at a depth of 4350 meters
[35]. As for the high temperature in the process of excava-
tion, it is urgently needed to develop ice-cooled radiation
cooling technology and local refrigeration cooling technol-
ogy, new-type heat-resistant materials (e.g., thermal insulate
lining sandwiched membrane), intelligent machinery,
remote control robots, and so forth [36]. A R&D organiza-
tion in South Africa has recently developed a concept robot
for drilling holes. The Kiruna Iron Mine in northern Sweden
which is the largest underground mine in the world has basi-
cally realized “unattended intelligent mining.” These techno-
logical breakthroughs are bringing “unmanned mining”
closer and closer to us, making EGS-E more and more feasi-
ble. It is true that the large-scale production in EGS-E also
needs to reduce costs in order to compete with other basic
power generation technologies [37]. While attaining a large
amount of hot water (or another suitable fluid or fluids for
better heat storage, exchange, and transport, e.g., supercriti-
cal CO2), EGS-E can be combined with deep mining to
reduce the engineering cost of EGS-E and provide an active
cooling scheme for the high-temperature environment of
deep mining so as to achieve a win-win situation of resources
and energy development. It can also be combined with
underground quarrying. Underground granite without
weathering not only is ideal high-quality stone but also can
be developed into building material to compensate for
excavation costs. In the meantime, it can protect the ground

surface environment. Moreover, the construction of an
underground geothermal power plant can also be considered,
which can reduce the loss of heat during transportation and
save the fee for long distance transportation of fluid.

However, it is difficult to realize the numerical simulation
of a super large scale of the heat mining system in EGS-E
without powerful supercomputing. Therefore, preliminary
methods to concisely estimate the early performance of
EGS-E concept models are proposed in this paper, and their
application scope and error evaluation are also studied,
which will provide a viable alternative to supercomputing
for the subsequent quantitative research of the corresponding
relationship between a typical deep engineering structure and
its heat extraction efficiency. In the actual EGS-E model,
there are many forced heat convection zones consisting of
fracture flow and rock mass around tunnels. After heat trans-
fer between fracture flow and HDR, all hot water is collected
to the hot water pool at the bottom of the shaft through the
forced convection scheme with circulating pipelines installed
on the tunnel walls to realize the optimal control of heat
transfer structures. Because the main purpose of this paper
is to study the effect of estimation for heat extraction effi-
ciency of EGS-E with different tunnel layouts and the tran-
sient simulation to large-scale heat convection of fracture
flow in EGS-E requires supercomputing, the mechanism
of heat transfer is simplified into the large-scale transient
heat conduction to the tunnel wall with an equivalent
homogenized thermal conductivity at this stage. The equiva-
lent thermal conductivity here is considered to include the
homogenized contribution of heat convection in fracture
flow and heat conduction in rock. With this simplification,
factors influencing heat extraction of tunnel walls are
studied first.

2.2. Factors Influencing Heat Extraction of Tunnel Walls in
EGS-E. Referring to previous studies [38, 39], the heat con-
ducted in the radial direction of surrounding rock is much
larger than that in the axial direction; thus, the latter can be
ignored for analytical solution. An axially symmetrical plane

Sha�

Water-filled fractured HDR

Hot water pipes

Hot water reservoir

Drillholes
Tunnels

Cold water pipes

Geothermal power plant

Figure 1: Schematic illustration of the EGS-E concept.
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problem that the transient heat conduction from high-
temperature surrounding rock to a circular tunnel for 30
years is solved in this section to study the factors influencing
heat extraction of tunnel walls in EGS-E.

As shown in Figure 2, considering that the cross sections
of the tunnel and rock are both circular. The radii from the
inside to the outside are R1 and R2, respectively. Based on
the previous study [40] and according to the existing interna-
tional criteria for the development and utilization of HDR
[41], R1 is 3m and R2 is 100m; thus, it can be considered that
the outer boundary is far enough from the tunnel and its
temperature is not affected by heat conduction within 30
years, namely, the outer boundary can be regarded as thermal
insulation. It is assumed that the temperature of tunnel wall
T1 is 150°C constantly with continuous heat exchange
between cold water and the tunnel wall. And the initial tem-
perature of surrounding rock T2 is 250

°C. The change of tem-
perature field distribution in surrounding rock of the tunnel
is studied. And the annual heat extraction efficiency of the
tunnel wall for 30 years can be obtained through data pro-
cessing with MATLAB.

The corresponding analytical solution to the one-
dimensional transient heat conduction problem shown in
Figure 2 is to solve the one-dimensional homogeneous heat
conduction differential equation in cylindrical coordinates,
which is expressed as follows [42]:

∂2T
∂r2

+ 1
r
∂T
∂r

= 1
α

∂T
∂t

, R1 ≤ r ≤ R2, 1

where α is the thermal diffusivity of surrounding rock and
α = λ/cρ. λ, c, and ρ are the thermal conductivity, heat capac-
ity, and density of surrounding rocks, respectively.

The temperature of inner boundary T1 is assumed to be
150°C constantly, which is the first type of boundary condi-
tion. The outer boundary is regarded as thermal insulation,
namely, the heat flux is 0, which is the second type of bound-
ary condition. Initial temperature of surrounding rock T2 is
250°C. Following analytical solution of the surrounding
rock, temperature distribution is obtained through the
separation variable method and the orthogonal expansion
method [43]:

T r, t = T1 + T2 − T1 〠
∞

m=1

1
N βm

e−αβ
2
mtR0 βm, r

R2

R1

r′R0 βm, r′ dr′,

1
N βm

= π2

2
β2
mJ

2
0 R1βm

J20 R1βm − J21 R2βm

,

R0 βm, r = −J0 Bmr Y1 R2βm + J1 R2βm Y0 βmr ,
2

where J0 and J1 are the first kind of zero-order and first-
order Bessel functions and Y0 and Y1 are the second kind

of zero-order and first-order Bessel functions. All the eigen-
values βm above need to be accumulated, and the values of
βm are the positive roots of the following equation [44]:

−J0 R1βm Y1 R2βm + J1 R2βm Y0 R1βm = 0 3

Then, the average temperature T of the model at t = 1a,
2a,⋯, 30a is obtained after processing the temperature of
surrounding rock at every point and every moment with
MATLAB. And the annual temperature decline ΔT of the
model is obtained through subtraction of T year by year
within 30 years. According to the formula Q = c ⋅m ⋅ ΔT ,
the analytical solution of the annual heat extraction rate
of the one-meter-long tunnel wall varying with time can
be obtained.

At a certain initial temperature of surrounding rock, the
heat extraction efficiency of the tunnel wall varies with the
wall temperature, radius of the tunnel, and thermodynamic
parameters of rock. Therefore, on the basis of the above
formulas, the effects of three factors on the annual heat
extraction rate of the tunnel wall are studied, respectively.
The corresponding changeable calculation conditions are
shown in Table 1, and the results are shown in Figures 3–5.

From Figures 3 to 5, it can be seen directly that at a
certain initial temperature of surrounding rock, the annual
heat extraction rate of the tunnel wall increases with the
lower constant temperature of the tunnel wall, the larger
radius of the tunnel, or the higher thermal diffusivity of
surrounding rock.

2.3. Estimation of EGS-E Performance with Different Tunnel
Layouts. It is difficult to realize the numerical simulation of
the super-large-scale heat mining system in EGS-E without
powerful supercomputing. Does superposition of perfor-
mance from each individual component give out an accept-
able estimate on that of the structure made of them in the
early heat mining production? Therefore, on the basis of pre-
vious studies, estimation methods of EGS-E efficiency with
comb-shaped underground tunnels and chessboard-shaped
underground tunnels, respectively, are proposed in this
paper. And their application scope and error evaluation are
also studied, which will provide the basis for subsequent

Tunnel

Surrounding rock

R 1

R2

Figure 2: An axially symmetrical plane problem of the transient
heat conduction from high-temperature surrounding rock to a
circular tunnel.
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research. According to the existing technical conditions, the
international criteria for the development and utilization of
HDR include that the volume of heat storage should be

generally larger than 1 km3 so as to have development value.
Thus, the size of surrounding rock in the numerical model
of this section is 1000m ∗ 1000m ∗ 1000m, and the models
with chessboard-shaped and comb-shaped underground
tunnels together with their finite element meshes are
shown in Figures 6 and 7, respectively. The ranges of
chessboard-shaped tunnels and comb-shaped tunnels are
1000m ∗ 1000m and 1000m ∗ 200m, respectively. The
cross section of the tunnel is still circular, and the radius of
the tunnel is 3m. The initial temperature of surrounding
rock is 250°C. It is assumed that the temperature of the
tunnel wall is 150°C constantly with continuous heat
exchange between cold water and the tunnel wall. The
surrounding boundary is set as thermal insulation, and the
type of surrounding rock is granite. The equivalent thermal
conductivity should be set as 175W/(m·K) according to
half of the available thermal energy of the cubic geothermal
field to be mined in 30 years with chessboard-shaped
tunnels (namely, the average temperature of the cubic
geothermal field is reduced from 250°C to 200°C), which is
reasonable and achievable under the condition of forced
convection. Other thermodynamic parameters required for
simulation are shown in Table 2, which are derived from
the built-in material library of COMSOL Multiphysics.

The core idea of the estimation is to turn the simulation
of a large-scale structure into the superposition of

Table 1: Different wall temperatures, radii of the tunnel, and rock types.

T1 (
°C) 70 90 110 130 150

R1 (m) 1.0 1.5 2.0 2.5 3.0

Rock type (α (m2/d)) Granite (0.1134) Gneiss (0.0992) Limestone (0.0827) Basalt (0.0742) Dry shale (0.0650)
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Figure 3: Analytical solution of the annual heat extraction rate
varying with time for the one-meter-long tunnel under different
wall temperatures when the rock type is granite, and T1 is 250°C,
α is 0.1134m2/d, and R1 is 3m.
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Figure 4: Analytical solution of the annual heat extraction rate
varying with time for the one-meter-long tunnel under different
radii of the tunnel when the rock type is granite, and T1 is 250

°C,
α is 0.1134m2/d, and T2 is 150

°C.
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Figure 5: Analytical solution of the annual heat extraction rate
varying with time for the one-meter-long tunnel under different
rock types when T1 is 250

°C, R1 is 3m, and T2 is 150
°C.
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performance from each individual component. As for the
simplified chessboard-shaped tunnel model and comb-
shaped tunnel model of EGS-E shown in Figures 6 and 7,
they can both be decomposed into several cross tunnels.
Based on the following three models shown in Figures 8(a),
8(b), and 8(c), respectively, different superposition methods
for estimation of EGS-E efficiency with chessboard-shaped
and comb-shaped underground tunnels are studied.

As shown in Figure 8(a), the range of surrounding rock in
the model is 1000m ∗ 1000m ∗ 1000m. The range of cross
tunnels is 200m ∗ 200m, which is the same as the cross tun-
nels marked by the red dotted frame in Figures 6 and 7.
Namely, the range of chessboard-shaped tunnels in Figure 6
is equivalent to 25 cross tunnels whose range is 200m ∗ 200
m, and the range of comb-shaped tunnels in Figure 7 is
equivalent to 5 cross tunnels. These models have boundary
effect in simulation calculation, but the tunnels are far from
reaching the edge of the geothermal field in the actual situa-
tion. Therefore, considering the heat extraction efficiency of
the whole chessboard-shaped or comb-shaped tunnels is as
several times as that of their central cross tunnels to reduce
the influence of the model boundary on estimation. The

initial conditions, boundary conditions, and parameter
settings required for calculation are the same as those of the
models in Figures 6 and 7. The heat extraction rates of cross
tunnel walls for those three models in Figure 8 at any time
within 30 years are obtained and compared with those of
chessboard-shaped and comb-shaped tunnels to study the
application scope and error evaluation of three different
models in Figure 8.

Figure 8(b) shows another estimation scheme. The range
of surrounding rock in the model is 1000m ∗ 1000m ∗
1000m. The range of cross tunnels is 1000m ∗ 1000m. The
initial conditions, boundary conditions, and parameter set-
tings required for calculation are the same as those of the
models in Figures 6 and 7, but only the heat extraction rate
of cross tunnels marked by the red dotted frame in
Figure 8(b) is taken for comparison. And the range of this
part is also 200m ∗ 200m.

In the estimation scheme shown in Figure 8(c), the range
of surrounding rock is 200m ∗ 200m ∗ 1000m, and the
range of cross tunnels is 200m ∗ 200m. The initial condi-
tions, boundary conditions, and parameter settings required
for calculation are the same as those of the models in
Figures 6 and 7. The heat extraction rate of the cross tunnel
walls at any time within 30 years is obtained and compared
with those of central cross tunnels marked in Figures 6 and 7.

The heat extraction rates of cross tunnels with a range of
200m ∗ 200m at any time within 30 years based on the
above three estimation schemes are compared with those of

Figure 6: Numerical discretization of the simplified chessboard-shaped tunnel model of EGS-E and its local enlarged graph.

Figure 7: Numerical discretization of the simplified comb-shaped tunnel model of EGS-E and its local enlarged graph.

Table 2: Required thermodynamic parameters for simulation.

Rock type
Heat capacity
(J/(kg·K))

Density
(kg/m3)

Equivalent thermal
conductivity (W/(m·K))

Granite 850 2600 175
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central cross tunnels with the same range marked in
chessboard-shaped and comb-shaped models, respectively,
as shown in Figure 9. It can be seen directly from the figure
that the relative error of scheme (c) for chessboard-shaped
tunnels is the smallest in superposition estimate of the heat
extraction rate covering 30 years. This is because of the fact
that for the chessboard-shaped tunnel model in Figure 6, its
tunnel part and rock part can be exactly divided into 25
models as shown in Figure 8(c) with the same layout and size.
However, there is still a tiny relative error that is less than 1%
within 30 years. This is because the thermal field part distrib-
uted evenly to the central cross tunnels will begin to be
affected by heat extraction of other surrounding tunnels at
a certain point within 30 years with the equivalent thermal
conductivity, and this part of heat loss cannot be completely
compensated for by that itself “plunders” from other thermal
field parts around it due to the boundary effect in simulation.

For comb-shaped tunnels, the relative error is the smal-
lest when choosing scheme (b), which falls in less than 20%
in 30 years. Analysis can also be given from the perspective
of average division of the total thermal field volume to the
total tunnel length. Scheme (b) is relatively the best for effi-
ciency estimation of comb-shaped tunnels because its total
length of tunnels and range of thermal field are the same with
those of the model shown in Figure 7. However, except for
the central cross tunnels marked by the red dotted frame in
Figure 8(b), the layout of other tunnels is quite different from
that of comb-shaped tunnels, so the interaction of central
cross tunnels with surrounding tunnels in heat extraction is
quite different, which is the main source of its relative error
of less than 20%.

And for both chessboard-shaped and comb-shaped tun-
nels, the largest relative error of the above three estimation
schemes during the first year is only about 20%. This conclu-
sion is also of practical significance to estimate the early
performance of EGS-E.

Generally speaking, as explained above, it is advisable to
replace it with the superposition estimation schemes studied
in this paper to some extent when there is no powerful super-
computing to realize the numerical simulation of the super-
large-scale heat mining system in EGS-E. And the analysis
of relative error can also provide inspiration for further
improvement of the estimation scheme.

3. Discussion

(1) The paper [40] has inspired another type of under-
ground tunnel layout (cobweb), which is also conve-
nient for the outward stretching of the underground
tunnel structure, thus further increasing the volume
of heat storage, as shown in Figure 10. Similarly, the
heat extraction efficiency of cobweb-shaped tunnels
can also be estimated. The difference lies in the need
for numerical simulation of heat transfer of several
central cross tunnels with different sizes (as marked
by the red dotted frame in Figure 10) and several sin-
gle cylindrical tunnels with different lengths (namely,
the intervals between different cross tunnels). Then,

(a) (b) (c)

Figure 8: Three superposition models for estimation of EGS-E efficiency. (a) The ranges of tunnels and surrounding rock are 200m ∗ 200m
and 1000m ∗ 1000m ∗ 1000m, respectively. (b) The ranges of tunnels and surrounding rock are 1000m ∗ 1000m and 1000m ∗ 1000m ∗
1000m, respectively. (c) The ranges of tunnels and surrounding rock are 200m ∗ 200m and 200m ∗ 200m ∗ 1000m, respectively.
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Figure 9: Relative error in the heat extraction rate estimated by
different superposition methods varying with time for EGS-E with
different tunnel layouts.
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the estimation results of overall heat extraction effi-
ciency of the model with cobweb-shaped tunnels
can be accumulated

(2) The main purpose of this paper is to study the effect
of estimation for heat extraction efficiency of EGS-E
with different tunnel layouts, and the transient simu-
lation to large-scale heat convection of fracture flow
in EGS-E requires supercomputing; thus, the mecha-
nism of heat transfer is simplified into the large-scale
transient heat conduction to the tunnel wall with an
equivalent homogenized thermal conductivity for
the time being

The accuracy of the 3-D model simulation is verified by
the following two aspects: (i) The results of simulations for
models with different discretizations are nearly the same.
(ii) Relative error in the heat extraction rate estimated by
the superposition method shown in Figure 8(c) for EGS-E
with chessboard-shaped tunnels is less than 1% within
30 years.

This simplification should also consider and involve nec-
essary limitations. That is, the modelling is mainly based on
great simplification of a comprehensive homogenized ther-
mal conductivity which already contains effects of the heat
convection mechanism through fracture networks within
surrounding rock. This simplification would surely depend
on the sufficiency of enhanced fracturing, either by alike cav-
ing method based on blasting and natural collapse or by
hydraulic fracturing stimulation through drilling boreholes.
And the sufficiency will be dependent on the total contact
area of fracture walls which are interfaces between rock
and flows, total length and spacing of fracture and rock
lumpiness, etc.

In addition, the influence factors for heat convection in
each individual fracture include not only the rock properties
and contact area but also the fluid properties (thermal
conductivity, viscosity, heat capacity and density, etc.) and

the heat transfer surface properties (shape, size and rough-
ness, etc.). It is also closely related to the phase transition.
Bidirectional coupling between temperature field and flow
field is an important factor that must be considered as well.

In general, compared with heat conduction, the heat con-
vection in fracture flow is a much more complicated process
that affected on many factors, and it is necessary to conduct
related research according to the classification of influence
factors. Subsequently, as a complementary part, a representa-
tive local detailed numerical model should be studied based
on the heat transfer between fracture flow and HDR, namely,
selecting a small fractured area for numerical simulation of
bidirectional coupling between the temperature field and
flow field to comprehensively study the factors such as flow
rate, flow flux, and heat extraction efficiency assuming that
the heat storage is designed to consist of several relatively
small fractured areas in parallel.

4. Conclusions

Geothermal energy will become an important energy compo-
nent in the future because of its advantages of stability,
sustainability, and efficient utilization. In particular, the
development and utilization of deep geothermal energy from
HDR have gradually attracted people’s attention. Aiming at
mitigating the bottleneck of EGS-D, a new EGS-E based on
excavation technology was proposed. In this paper, a simple
and direct method for estimating the early performance of
the large-scale deep geothermal heat mining is studied and
established for its applicability in the subversive and innova-
tive scheme, i.e., EGS-E large-scale heat mining, in the near
future. A preliminary exploration is made to quantitatively
study the corresponding relationship between the deep engi-
neering structure and its heat extraction efficiency. The rele-
vant researches and conclusions are as follows:

(1) The major characteristics (large heat flow, heat
source with large volume and high permeability,
and heat storage with large capacity and high con-
ductivity) and advantages of EGS-E are introduced.
The breakthroughs and prospects about key technol-
ogies involved in the construction and operation of
the EGS-E system are expounded as well. Moreover,
the innovative schemes to reduce the costs of EGS-E
are also put forward

(2) The effects of the tunnel wall temperature, tunnel
radius, and rock type on the annual heat extraction
rate are studied based on the analytical solution of a
one-dimensional radial plane problem of the tran-
sient heat conduction through high-temperature sur-
rounding rock to the tunnel wall covering 30 years.
The results show that at a certain initial field temper-
ature, the annual heat extraction rate from the tunnel
wall increases with the lower inner boundary fixed
temperature, the longer radius of the tunnel, or the
greater thermal diffusivity of surrounding rock

(3) Through undertaking numerical simulations with
COMSOL Multiphysics, three different estimation
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Figure 10: Simplified cobweb-shaped tunnel model of EGS-E.
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methods of EGS-E efficiency with comb-shaped and
chessboard-shaped underground tunnels, respec-
tively, are proposed, and the research ideas for the
estimation of the EGS-E system with more compli-
cated cobweb-shaped tunnels are pointed out. Rela-
tive optimum estimation schemes for comb-shaped
and chessboard-shaped underground tunnels are
obtained, respectively. The relative error of scheme
(c) is the smallest for the superposition estimation
of the heat extraction rate in 30 years for
chessboard-shaped tunnels, which has been less than
1% within 30 years. For comb-shaped tunnels, the
relative error is the smallest when choosing scheme
(b), which has been less than 20% in 30 years. And
for chessboard-shaped and comb-shaped tunnels,
the largest relative error of these three estimation
schemes in the first year is only about 20%. Thus,
generally speaking, it is advisable to take advantage
of convenience and effectiveness of the superposition
estimation schemes studied in this paper to some
extent when there is no powerful supercomputing
to realize the numerical simulation of the super-
large-scale heat mining system in EGS-E
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CO2 geological storage in deep saline aquifers is an effective way to reduce CO2 emissions. The injection of CO2 inevitably causes a
significant pressure increase in reservoirs. When there exist faults which cut through a deep reservoir and shallow aquifer system,
there is a risk of the shallow aquifer being impacted by the changes in reservoir hydrodynamic fields. In this paper, a radial model
and a 3D model are established by TOUGH2-ECO2N for the reservoir system in the CO2 geological storage demonstration site in
the Junggar Basin to analyze the impact of the CO2 injection on the deep reservoir pressure field and the possible influence on the
surrounding shallow groundwater sources. According to the results, the influence of CO2 injection on the reservoir pressure field in
different periods and different numbers of well is analyzed. The result shows that the number of injection wells has a significant
impact on the reservoir pressure field changes. The greater the number of injection wells is, the greater the pressure field
changes. However, after the cessation of CO2 injection, the number of injection wells has little impact on the reservoir pressure
recovery time. Under the geological conditions of the site and the constant injection pressure, although the CO2 injection has a
significant influence on the pressure field in the deep reservoir, the impact on the shallow groundwater source area is minimal
and can be neglected and the existing shallow groundwater sources are safe in the given project scenarios.

1. Introduction

Global warming presents a serious threat to the living envi-
ronment of humans. Reducing the emissions of carbon diox-
ide (CO2) is a common challenge for countries worldwide
[1]. The geological storage of CO2 has attracted the attention
of governments and scientists around the world as a direct
and effective emission reduction method recognized by the
international community [2–5]. Once the CO2 has been
transported, it is stored in porous geological formations that
are typically located several kilometers below the Earth’s sur-
face, and under the pressure and temperature conditions of
such reservoirs, CO2 exists in a dense phase. Suitable storage
sites include former gas and oil fields, deep saline forma-
tions, or nearly depleted oil fields where the injected carbon
dioxide may increase the amount of oil recovered. The stor-
age mechanism includes structural storage, residual storage,

dissolution storage, and mineral storage. The geological stor-
age of CO2 is a complex process and is therefore affected by
many factors, such as the reservoir conditions, rock heteroge-
neity, faults, minerals, relative permeability hysteresis, and
dip angle of the reservoir[6–9]. Because deep saline aquifers
can be found in widespread areas, these aquifers are consid-
ered to have enormous potential for CO2 storage [1]. There-
fore, deep saline aquifers have received much attention as
places to store CO2.

For the large-scale injection of CO2, the increase in
pressure is a major factor affecting the storage capacity
and storage safety [10–12]. Two important potential risks
associated with the pressure increase have attracted the atten-
tion of many scholars. The first risk involves geomechanical
effects, such as caprock fracturing, fault resurrection, and
induced earthquakes. The second risk involves environmen-
tal impacts, such as the impacts on shallow aquifers and
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existing underground development activities resulting from
the pressure-induced leakage of CO2 and salt water [13–15].

Nicot [16] studied large CO2 injections into aquifers
along the coast of the Gulf of Mexico. They found that an
amount equivalent to 50 million tons of CO2 per year for
50 years resulted in an average water table rise of 1m. In a
study on CO2 injection in the Illinois Basin, Birkholzer and
Zhou [17] demonstrated that multiple-site storage in the
Mount Simon Sandstone would result in a large continuous
overpressurized region. With respect to far-field impacts,
pressure changes may propagate as far as 200 km from the
core injection area hosting the 20 storage sites. Zhao et al.
[18] simulated the use of 20 wells in the Songliao Basin to
continuously inject CO2 at different rates. After 50 years,
the formation pressure increased by 8.62MPa. Yamamoto
et al. [19] simulated the impact of industrial-scale perfusion
of CO2 in Tokyo Bay, Japan, on pressure increase and
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groundwater relocation using 10 injection wells and the
injection of 100 million tons per year for 100 years, which
caused CO2 plumes to spread for several kilometers. Birkhol-
zer et al. [17, 20] argued that numerical simulations of large
industrial-scale carbon capture and storage (CCS) projects
show that pressure changes caused by CO2 injection may
spread far within a CO2 reservoir and may even affect the
entire reservoir and basin.

The availability of water resources seriously affects the
economic development and ecological environment in the
southern part of the Junggar Basin. The implementation of
the CCS demonstration project located to the north of
Fukang will affect the water quality and hydrodynamic field
of the groundwater. In this paper, the influence of CO2 injec-
tion on the reservoir pressure field is systematically explored
through numerical simulation by TOUGH2-ECO2N to ana-
lyze the impact of the CO2 injection on the deep reservoir
pressure field and the possible influence on the surrounding
shallow groundwater sources. The impact of large-scale
CO2 injection on groundwater development and the shallow
surrounding water sources was analyzed under conditions of

different numbers of injection wells. This study provides a
basis for the CO2 geological storage project and safety of
groundwater sources in the Junggar Basin.

2. Geological Characteristics of the Study Area

The Junggar Basin is located in the northern Xinjiang Uygur
Autonomous Region in China. This basin is the second larg-
est inland basin in China, with a total area of approximately
135000 km2. According to the late Paleozoic tectonic charac-
teristics, the Junggar Basin is divided into six first-order
tectonic units, namely, the Wulungu Depression, Luliang
Uplift, Western Uplift, Central Depression, Eastern Uplift,
and North Tian Shan thrust belt, and 44 secondary tectonic
units. The division of tectonic units in the Junggar Basin
is shown in Figure 1. The Junggar Basin is an important
energy base in China and is rich in coal, oil, natural gas,
and other resources. The northern slope of the Tian Shan
Mountains in the southern part of the basin is one of the
most developed regions in Xinjiang, China. The basin is
one of the key areas for the development of western China.
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83% of the heavy industry and 62% of the light industry of
Xinjiang are concentrated in this region. A large number of
coal-fired power plants, steel mills, and coal-based chemical
industries are located in Xinjiang and are the major sources
of CO2 emissions [21].

The study area is the CO2-enhanced saline water recov-
ery demonstration site in the eastern part of the Junggar
Basin, located on the northern side of the Tian Shan Moun-
tains and approximately 30 km from Fukang, as shown in
Figure 1. The geological structure is located in the northeast-
ern Fukang Depression. The sedimentary strata, similar to
those throughout the entire basin, experienced various tec-
tonic events from the late Paleozoic to the Quaternary related
to the Hercynian, Indosinian, Yanshanian, and Himalayan
orogenies. The geological section of the study area near
the injection well is shown in Figure 2, and a stratigraphic
column of the target injection well is shown in Figure 3.
The target layer in this study is the Cretaceous Donggou
Formation (K2d).

According to the porosity and permeability test data from
the target injection well, the relatively high-porosity and
high-permeability Donggou Formation was selected as the
target reservoir in this study. Above and below the target res-
ervoir, there are formations with low porosity and permeabil-
ity values to act as the caprocks. The burial depth range of the
target strata is determined based on the data from the target
well at the demonstration site, which is shown in Figure 4.

The groundwater sources in the study area are located
at the southern edge of the Junggar Basin and the northern
foot of the Tian Shan Mountains. With economic develop-
ment, the demand for water resources is increasing. The

development and utilization of groundwater have greatly
increased. In the south and west of the study area, there are
several large water sources. Water source #1 in the south of
the study area is the closest one to the injection well, with a
distance of approximately 25 km. The distances between the
injection well and sources #2, #3, and #4 to the southwest
are all approximately 35 km. The groundwater sources
extract water from the Quaternary pore aquifer system and
shallow bedrock-confined aquifers [24] (Figure 5). With the
increase in the amount of groundwater development, the
groundwater environment is constantly deteriorating. This
situation has led to a series of ecological and environmental
problems, such as groundwater overexploitation, vegetation
degradation, water quality deterioration, and desertification.
The exploitation and protection of groundwater are of great
significance to the lives and economic development of the
local people. With the implementation of the CO2 geological
storage project located to the northeast of the groundwater
source area, CO2 will migrate to the surrounding area from
the injection wells. Although the existing groundwater
sources are about 30 km away from the injection well and
the vertical distance between the water source-extracted
aquifer and the deep reservoir is about 1600m, there still
is the possibility that the groundwater sources are impacted
by the injection project for their location near the Tian
Shan piedmont fault zone. According to the early geological
survey, the scale of the faults is large. The possible impact
of the deep reservoir on the shallow aquifer system is from
the large faults which might cut through different strata.
When the pressure field of the deep reservoir has a signifi-
cant change, it might affect the shallow groundwater source

CO2

Injection
of CO2

High permeability
Low permeability

25.625 m

100 km

Figure 6: Schematic diagram of the radial model for CO2 injection.
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safety by the possible connection via the faults. There is a
risk of CO2 entering the groundwater sources and contam-
inating the groundwater. Once CO2 enters the water
sources, serious consequences may occur, such as the acid-
ification of the groundwater and the release of heavy metal
elements into the aquifer. Additionally, the impact of large-

(a) (b)

(c)

Figure 7: Rock samples from the Donggou Formation for parameter testing.

Table 1: Parameters of rock used in the model.

Parameter Value

Rock density 2600 kg/m3

Thermal conductivity 2.51W/m·°C
Rock grain specific heat 920 J/kg·°C
Aquifer initial pressure 22.50MPa

Aquifer initial temperature 63.0°C

Total dissolved solids (TDS) 43223.05mg/L

Table 2: Definitions for parameters.

Parameter Definition Value

krl Liquid relative permeability Equation (1)

Sl Liquid saturation —

Slr Residual liquid saturation 0.30

m Empirical coefficient 0.457

Sls Maximum liquid saturation 0.90

krg Gas relative permeability Equation (3)

Sgr Residual gas saturation 0.05

Pcap Capillary pressure Equation (5)

P0 Breakthrough pressure 19.61 kPa

λ Empirical coefficient 0.457
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scale CO2 injection on the reservoir pressure field may also
lead to changes in the hydrodynamic field of the aquifer
associated to the water sources, which could cause ground-
water safety problems.

The target reservoir in the Donggou Formation is dis-
tributed across the entire study area. The formation is
gently undulating and has an inclination of approximately
0° to 3°. The formation is shallower in the northeast and
deeper in the southwest. This formation unconformably
overlies the Cretaceous Lianmuqin and Shengjinkou For-
mations. This formation was deposited in a river delta
sedimentary environment. The lithology is interbedded
sandstone and mudstone. This study selected one of the
perforation sections of the Donggou Formation reservoir
with a burial depth of 2241.855-2267.48m. The thickness
of this section is 25.625m. According to the actual mea-
sured value in the target injection well, the temperature
at the bottom of the reservoir is 63.0°C and the initial
pressure is 22.50MPa.

3. Numerical Simulation Study

In CO2 geological storage projects, the injection of CO2
into deep saline aquifers causes the pressure in the reser-
voir to rise [16, 18, 20, 25]. In the numerical simulation
study of geological fluid diffusion in complex geological
structures, a complex 3D geological model is generally estab-
lished to more scientifically represent practical problems.
However, as the scale of the 3D simulation model increases,
the computing time increases significantly. Therefore, in the

actual simulation, the scientific and reasonable selection of
the model scale is an important issue. In the case of CO2
injection, the basin boundary is characterized as infinite
relative to the CO2 injection. In the actual construction
of numerical models, it is unrealistic to set infinite boundary
conditions for numerical models from the viewpoint of com-
puting time and modeling methods. Therefore, considering
actual geological conditions, it is very important to determine
a reasonable model scale for simulation accuracy and compu-
tational efficiency.

When CO2 is injected into the reservoir, the pressure
field will transmit mainly in the reservoir. According to
the geological conditions in the study area, there is a fault
zone near the existing shallow groundwater sources on the
south of the target injection well. In order to explore the
influence range of CO2 injection on the reservoir pressure
field in the horizontal direction and analyze the possible
pressure increase in the deep reservoir in the distance of
the area where the fault zone exists, a radial model with
a radius of 100 km was set up. The purpose of using
100 km as the model radius is to ensure the fault zone is
within the simulated area.

3.1. Exploration of the Boundary of Models. In this study,
based on the geological conditions of the target reservoirs at
the demonstration site, the extent and intensity of the influ-
ence of CO2 injection on the reservoir pressure field are
explored through a radial flow model. This exploration lays
the foundation for the model scale and boundary setting in
the construction of 3D models.

CO2

Injection
of CO2

25.625 m

100 km

Pressure monitoring point 
High permeability
Low permeability

Figure 8: Positions of the pressure monitoring points in the radial model.
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The simulations were carried out using the TOUGH2-
MP/ECO2N code, the parallel version of TOUGH2 with
the fluid property module ECO2N, which describes the non-
isothermal flow of multiphase and multicomponent fluids in
porous or faulted geologic media. ECO2N is a fluid prop-
erty module for the TOUGH2 simulator (version 2.0) that
was designed for applications for geologic sequestration of
CO2 in saline aquifers [26]. This module includes a com-
prehensive description of the thermodynamics and ther-
mophysical properties of H2O–NaCl–CO2 mixtures and
reproduces fluid properties largely within the experimental
error for the temperature, pressure, and salinity conditions

of interest (10°C ≤ T ≤ 110°C, P ≤ 60MPa; and salinity up
to full halite saturation).

3.1.1. Design of the Radial Model for Exploring Model
Boundaries. To explore the range of the influence of CO2 injec-
tion on the reservoir pressure field, a radial model of the deep
saline aquifer is established according to the geological condi-
tions of the target reservoir. The radial length of the model is
100km, which is divided into 84 grids by means of unequal
splitting. The vertical thickness of the reservoir is 25.625m,
which is divided into 18 layers according to porosity and per-
meability conditions. The radial model is shown in Figure 6.
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Figure 9: Evolution of the reservoir pressure field during injection in the radial model.
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Because of the very low porosity and low permeability of
the formations at the top and bottom of this target reservoir,
both the top boundary and bottom boundary of the model
are set as impermeable barriers. To explore the influence of
CO2 injection on the reservoir pressure field in the process
of CO2 geological storage, the lateral boundary of the model
is also set as a barrier.

The injection well penetrates the entire reservoir. Consid-
ering reservoir safety and injection efficiency, the pressure in
the injection well is 1.3 times the original pressure in the res-
ervoir. The injection time is set to 10 years according to the
plan of the demonstration project. The total simulation time
is 100 years based on previous research.

3.1.2. Model Parameters. According to the geological condi-
tions of the site, the formation is generalized into horizon-
tally isotropic sandstone formations. The reservoir was
treated as a porous medium. Each grid block is specified
with the following parameters: absolute permeability, poros-
ity, rock density, thermal conductivity, and specific heat
capacity, as well as the relative permeability and capillary
pressure relationships [27]. The reservoir is a saline aquifer,
and the concentration of total dissolved solids (TDS) in the
groundwater is 43223.05mg/L based on the analysis results
of the actual reservoir groundwater. The initial temperature
and the initial pressure of the reservoir are determined
based on the actual measured value in the injection well.
The rock density, thermal conductivity, and rock grain-
specific heat are determined according to the rock test
results from the target reservoir (Figure 7) and empirical
parameters. The detailed parameters of the model are sum-
marized in Table 1.

Relative permeability and capillary pressure are impor-
tant physical parameters in the multiphase fluid seepage
process. The definitions and values of the parameters are
listed in Table 2.

The relative permeability of the liquid phase is calculated
using the van Genuchten-Mualem relationship [28]:

krl = S∗ 1 − 1 − S∗ 1/m m 2
, 1

S∗ = Sl − Slr
Sls − Slr

2

To calculate the relative permeability for gas, the Corey
function is used [29]:

krg = 2 1 − S∧2 , 3

Ŝ = Sl − Slr
1 − Slr − Sgr

4

The capillary pressure is calculated using the van Gen-
uchten function:

Pcap = −P0 S∗ −1/m − 1
1−m

5

3.1.3. Pressure Monitoring Points in the Reservoir. To mon-
itor the influence of CO2 injection on the reservoir pres-
sure field and provide a basis for setting the 3D model,
the pressure monitoring points are placed at positions
0.125 km, 0.55 km, 1 km, 2 km, 5 km, 10 km, 20 km, 30 km,
40 km, 50 km, 60 km, 70 km, 80 km, and 90 km from the
injection well, as shown in Figure 8. High-porosity and
high-permeability formations are conducive to pressure
field diffusion and CO2 diffusion. To fully monitor the influ-
ence on the pressure field, the monitoring points are set at
locations within the reservoir with high-porosity and high-
permeability conditions, that is, at Z = −18m below the
reservoir caprock.

3.1.4. Evolution of the Pressure Field in the Reservoir.
According to the evolution of the pressure field during
the CO2 injection process (Figure 9), the reservoir pressure
continuously increases during CO2 injection. The high-
pressure zone is rapidly transferred from the injection well
to surrounding areas within the reservoir. The range of influ-
ence continuously expands.
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injection in the 10th year.
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The pressure changes at each pressure monitoring point
(Figure 10) show that the closer the monitoring point is to
the injection well, the more the pressure increases. At the
same time, as the injection process progresses, the pressure
at each monitoring point gradually stabilizes. The closer the
monitoring point is to the injection well, the shorter the sta-
bilization time is. At the pressure monitoring point 125m
from the injection well, after one year of injection, the pres-
sure at this point no longer changes, stabilizing at approxi-
mately 24.30MPa, and the reservoir pressure increase is
1.83MPa. At the pressure monitoring point 1 km from the

injection well, the reservoir pressure basically stabilizes after
9 years of injection and the reservoir pressure increase is
1.18MPa. Compared to the pressure at the 125m monitor-
ing point, the pressure at the 1 km monitoring point takes
longer to stabilize and the pressure increase is significantly
less at the 1 km monitoring point than that at the 125m
monitoring point.

Comparing the pressure at the end of injection in the
10th year at different monitoring points with the initial pres-
sure before the injection, the increases in pressure at different
monitoring points can be obtained, as shown in Figure 11.
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Figure 12: Evolution of the reservoir pressure field after the cessation of CO2 injection.
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According to the pressure changes, as the distance between
the monitoring point and the injection well increases, the
pressure change rapidly decreases. Moreover, as the dis-
tance from the injection well increases, the pressure change
rapidly decreases. At a distance of 0.125 km from the injec-
tion well, the pressure increase is as high as 1.83MPa,
while at a distance of 30 km from the injection well, the
pressure increase is only 0.1MPa. In formations more than
50 km from the injection well, there is virtually no change
in formation pressure.

According to the change in the reservoir pressure field
after the cessation of CO2 injection (Figure 12), the accumu-
lated pressure gradually dissipates after the CO2 injection
stops. After a certain period of time, the reservoir pressure
gradually returns to the initial pressure.

After the CO2 injection stops, the pressure at each pres-
sure monitoring point changes, as shown in Figure 13. As
seen in the figure, for 10 years after the cessation of CO2
injection, the reservoir pressure decreases. After 30 years fol-
lowing the cessation of CO2 injection, the formation pressure
gradually returns to the initial formation pressure of approx-
imately 22.50MPa.

3.1.5. Diffusion and Distribution of CO2 in the Reservoir. The
CO2 diffusion and distribution patterns during the injection
process (Figure 14) reveal that after CO2 is injected into
the reservoir, lateral and vertical diffusion occurs under
the combined action of gravity and buoyancy. When the
injection stops, the maximum lateral diffusion distance of
CO2 is 1099m.

The CO2 distribution after the cessation of CO2 injection
is shown in Figure 15. CO2 continues to undergo lateral and
vertical diffusion under the combined effects of gravity and
buoyancy. However, the pressure in the reservoir rapidly
decreases. The pressure field in the reservoir gradually
returns to its original state. The pressure difference at differ-
ent positions driving CO2 diffusion is also rapidly reduced.
Therefore, the CO2 diffusion rate declines significantly. After
the injection stops, the CO2 distribution does not change

significantly. After 90 years following the cessation of the
injection, the maximum CO2 diffusion distance is 1329m.

3.2. 3D Numerical Model of the Influence of CO2 Injection on
the Reservoir Pressure Field

3.2.1. Design of Models. Because the radial flow model simu-
lation cannot simulate the evolution of the pressure field
under the conditions of multiple injection wells, a 3D model
for CO2 injection into the Donggou Formation reservoir is
constructed. The simulations were also carried out using
the TOUGH2-MP/ECO2N code.

Although the influence distance of the injection reaches
50 km in the radial model, the pressure change is small. Even
at a distance of 30 km from the injection well, the pressure
change is only 0.1MPa. Moreover, considering the distance
between the injection well and the water source, the distance
from the injection well to the model boundary is set to 30 km
in the 3D model. The numerical model is set to 30 km in the
X direction, 64 km in the Y direction, and 25.625m in verti-
cal thickness.

In the 1-well injection model (Figure 16), there are
27 layers in the X direction, 69 layers in the Y direction, and
18 layers in the vertical direction. In the injection model
with two wells (Figure 17), there are 27 layers in the X
direction, 70 layers in the Y direction, and 18 layers in the
vertical direction. In the injection model with three wells
(Figure 18), there are 27 layers in the X direction, 71 layers
in the Y direction, and 18 layers in the vertical direction.

The top and bottom plates of the model are both water-
resistant boundaries. The side boundaries on one side of
the well are zero-flow boundaries. The three side boundaries
without wells are constant-pressure boundaries. Combining
the CO2 diffusion distance and distribution in the CO2
injection simulation of the target reservoir in the Donggou
Formation, the injection well spacing is set to 2 km in the
2-well and 3-well models.

The porosity, permeability, temperature, and pressure of
each reservoir in the model are the actual measured values
from the target injection well and are the same as those used
in the radial model. The values of the rock density, thermal
conductivity, specific heat capacity, relative permeability,
and capillary pressure in the model are also the same as those
used in the radial model.

Each injection well penetrates the entire reservoir. The
constant injection pressure mode is used, and the pressure
in the injection well is 1.3 times the original pressure in the
reservoir. The injection time is 10 years, and the total simula-
tion time is 100 years.

3.2.2. Pressure Monitoring Points in the Reservoir. To moni-
tor the influence of CO2 injection on the reservoir pressure
field, the pressure monitoring points are set at positions
0.6 km, 1.25 km, 3 km, 5.5 km, 11 km, 20 km, and 25 km from
the injection well, as shown in Figure 19 in the 1-well model.
High-porosity and high-permeability formations are condu-
cive to pressure field diffusion and CO2 diffusion. To fully
monitor the influence on the pressure field, the monitoring
points are set at locations within the reservoir with the
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Figure 13: Pressure changes at pressure monitoring points after the
cessation of CO2 injection.
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highest porosity and permeability conditions, that is, at Z =
−18m below the reservoir caprock.

In the 1-well model, the pressure monitoring points
are shown in Figure 19. In the 2-well model, the pressure
monitoring points are divided into two rows, which extend
away from vertical well 1 and from a point between the
two wells. The monitoring points constitute two pressure
monitoring lines, which are shown in Figure 20. In the 3-
well model, the pressure monitoring points are also divided
into two rows, which extend away from vertical wells 1 and
2 and form two pressure monitoring lines. The locations
are shown in Figure 21.

3.2.3. Evolution of the Pressure Field during CO2 Injection.
The pressure changes in the reservoir are caused by the

CO2 injection. The injection rate of every model and the total
injection amount for each injection model are shown in
Figures 22 and 23. The total CO2 injection rates were stable
at 5.8, 9.6, and 12.4 kg/s to the single well, double wells, and
three wells, respectively. During the 10-year injection period,
the total injection amounts were 1.81, 3.05, and 3.98 million
tons, respectively.

According to the simulation results, the pressure
changes at the pressure monitoring points in the models
with 1, 2, and 3 wells are shown in Figures 24–26. As with
the radial model, there is a positive correlation between
the pressure increment and the distance from the moni-
toring points to the injection well. At the same time, as
the injection process progresses, the pressure at each mon-
itoring point gradually stabilizes. At monitoring points
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Figure 14: Spatial distributions of supercritical CO2 during injection (Sg: gas saturation of CO2).
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Figure 15: Spatial distributions of supercritical CO2 after injection cessation (Sg: gas saturation of CO2).
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Figure 16: 3D model of one injection well.
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that are closer to the injection well, the pressure basically
stabilizes over a shorter time.

To analyze the influence of CO2 injection on the reser-
voir pressure field under the conditions of different numbers
of injection wells, the effects of the number of injection wells
on the pressure change are compared. In the 2-well and 3-
well models, the degree of pressure change along the pres-
sure monitoring line exhibits relatively large changes. The
pressure changes at different distances from the injection
well(s) for different numbers of injection wells are shown
in Figure 27. The void space is constant for a fixed-volume

reservoir. During the injection process, more injection wells
can fill the pore space near the injection well at a faster rate
and cause the pressure to increase faster than the circum-
stance with the lesser number of injection wells. And this
makes the fluid move outward faster in the reservoir. Thus,
more injection wells in operation simultaneously can pro-
duce more pressure buildup at the same time and the same
location in the reservoir than a single-well injection.

Taking the change in the pressure field for the 1-well
model as an example, the distribution of pressure changes
at the pressure monitoring points demonstrates that the
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Figure 17: 3D model of 2 injection wells.

Y = 64 km

X = 30 km

Z = 25.625 m

Figure 18: 3D model of 3 injection wells.
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Figure 19: Locations of the pressure monitoring points in the 1-well model.
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closer the monitoring point is to the injection well, the
greater the pressure increase is. As the distance between the
pressure monitoring point and the injection well increases,
the pressure change rapidly decreases. At a distance of
0.6 km from the injection well, the pressure increase is as high
as 1.1MPa. However, at 25 km from the injection well, the
pressure increase is only 0.03MPa.

A comparison of the reservoir pressure changes for
models with different numbers of injection wells shows that

the number of injection wells has a significant effect on reser-
voir pressure changes. At a distance of 0.6 km from the injec-
tion well, the pressure increase in the 1-well model is
1.10MPa. The pressure increments of the monitoring points
at the same distance in the 2-well model and the 3-well model
are 1.58MPa and 2.11MPa, which are 1.43 and 1.92 times the
pressure increment in the 1-well model, respectively. At
monitoring points at different distances from the injection
well, the magnitude of the pressure change under Mitsui
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conditions can be two to three times more than that of the 1-
well model. The more the injection wells, the more significant
the impact on the reservoir pressure field is and the greater
the pressure change is.

In the study of Zhao et al. [25], the authors injected CO2 at
a fixed rate method. Therefore, the reservoir pressure changes
in this study are smaller than those of Zhao et al. The maxi-
mum pressure buildup in the formation ranges from 8.6MPa
to 9.3MPa. However, the influence of CO2 injection on the
pressure field is not much different. Due to the longer simula-
tion time studied by Zhao et al., the CO2 diffusion distance in
the reservoir is significantly larger than that in this study. The
maximum-extent distance of the CO2 plume from different
injection wells is more than 4km, which is mainly determined
by the permeability and structure of the formation.

3.2.4. Evolution of the Pressure Field after Stopping CO2
Injection. In the 1-well injection model, the changes in pres-
sure at each pressure monitoring point after CO2 injection
cessation are shown in Figure 28. The pressure accumulated
in the reservoir gradually dissipates after CO2 injection cessa-
tion. After a certain period of time, the reservoir pressure
field slowly returns to the initial pressure field state.

According to the pressure changes under the conditions
of the 1-well model (Figure 28), 2-well model (Figure 29),
and 3-well model (Figure 30), the reservoir pressure
decreases rapidly after CO2 injection ceases. By 10-15 years
after the cessation of the injection process, the reservoir pres-
sures in the different injection well models are restored to the
initial reservoir pressure.

When the pressure change of the reservoir is less than
0.05MPa (2‰ of the initial reservoir pressure), it is consid-
ered to return to the initial pressure state. Under such condi-
tions, the time required for the pressure at monitoring points
at different distances from the injection well to return to the
initial pressure is shown in Table 3.

During the period after the injection ceases, regardless of
the number of wells, the nearer area to the injection well, the
longer time the needed to recover to the initial reservoir pres-
sure and the shorter the recovery time needed for the far area.
For example, to the single-well mode, the pressure recovery
time at 0.6 km is 8.1 years and the pressure recovery time at
20 km is 5.4 years. This is mainly because there is more pres-
sure accumulation in the near area to the injection well, and
the pressure dissipation process is longer than that in the far
area where the pressure accumulation is small.

At the same distance from the injection well, the time of
pressure recovery is positively correlated with the number of
injection wells. However, the difference in recovery time is
not particularly obvious. For example, at a distance of
1.25 km from the injection well, reservoir pressure recovery
time is 8.1 years (one injection well), 9.2 years (two injection
wells), and 10.4 years (three injection wells), with a maxi-
mum difference of 2.3 years (Table 3).

After the 10 years of injection was ceased, the reservoir
pressure basically returned to its initial pressure state. The
CO2 loses its drive force in the reservoir, and the storage
mechanism gradually shifts to other mechanisms such as dis-
solved storage and mineral storage.
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Figure 24: Pressure changes at the pressure monitoring points
during injection in the 1-well model.
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3.3. The Impact of CO2 Injection on the Safety of
Groundwater. In the radial model, after CO2 is injected into
the reservoir, gravity and buoyancy forces cause lateral and
vertical CO2 diffusion. However, under the injection pressure
equivalent to 1.3 times the reservoir pressure, the maximum
lateral diffusion distance of CO2 is 1329m after a simulation
time of 100 years. Due to the small CO2 diffusion distance,
CO2 cannot migrate to the groundwater source area near

the study area, which is 25-40 km from the injection well.
Therefore, CO2 diffusion in the target reservoir will not affect
the water quality of the water source.

The large-scale injection of CO2, especially via multiple
injection wells, has a larger effect on the pressure field in the
reservoir than on the CO2 diffusion distance. However, the
effect of CO2 injection on the pressure field is most evident
in the regions close to the injection well. As the distance from
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Figure 25: Pressure changes at the pressure monitoring points during injection in the 2-well model.
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Figure 26: Pressure changes at the pressure monitoring points during injection in the 3-well model.
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the injection well increases, the pressure change in the reser-
voir decreases rapidly. In the 1-well injection conditions of
the radial model, the pressure increase in the reservoir is only
0.1MPa at 30km from the injection well. In the 3D model
with different numbers of injection wells, under 1-well, 2-well,
and 3-well conditions, the pressure increases at a distance of
25km from the injection well are only 0.03MPa, 0.07MPa,
and 0.11MPa, respectively. Under the 3-well conditions, when
the injection time is 10 years, the injection has the greatest
influence on the reservoir pressure field. The influence dis-
tance on the pressure field and the pressure increase in the res-
ervoir at this time are shown in Figure 31.

The groundwater sources in the study area are 25-40 km
from the target injection well, and CO2 injection has a very
low impact on the pressure field in the reservoir of the
water source area. In addition, the exploitation of ground-
water sources occurs mainly in the Quaternary unconfined
aquifer and shallow confined aquifer and there are multiple
sets of reservoir-caprock combinations between the CO2
injection level and the exploited water resources. The mining
horizon of the water source is approximately 1600m apart
from the CO2 reservoir. Therefore, it would be difficult for
the pressure propagation after CO2 injection to affect the
groundwater dynamic field in the shallow confined aquifers
and aquifers. The threat to the water supply safety and water
quality safety of water sources can be ignored.
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Figure 27: Pressure changes at the pressure monitoring points in
models with different numbers of wells in the 10th year.
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Figure 28: Pressure changes at the pressure monitoring points after
cessation of CO2 injection in the 1-well model.
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Figure 29: Pressure changes at the pressure monitoring points after
cessation of CO2 injection in the 2-well model.
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Figure 30: Pressure changes at the pressure monitoring points after
cessation of CO2 injection in the 3-well model.

Table 3: The time it takes for the pressure at monitoring points at
different distances from the injection well to return to the initial
pressure (time: yr).

Distance from
injection well (km)

0.6 1.25 3 5.5 11 15 20 25

One-injection
well model

8.1 8.1 8.1 8.1 7.5 6.6 5.4 1.3

Two-injection
well model

9.2 9.2 9.3 9.2 8.7 8.0 7.0 3.9

Three-injection
well model

10.4 10.4 10.5 10.4 10.0 9.3 8.3 5.1
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4. Conclusions and Suggestions

This paper studied the demonstration site for CO2-enhanced
water recovery technology in the Junggar Basin and selected
the Cretaceous Donggou Formation as the target reservoir.
The CO2 diffusion and reservoir pressure field changes
caused by CO2 injection via different numbers of injection
wells were analyzed by numerical simulation. The following
conclusions were obtained:

(1) The influence distance of CO2 injection on the tar-
get reservoir pressure field in the 1-well model was
explored through a radial model. Under an injec-
tion pressure of 1.3 times the reservoir pressure,
the pressure change at a distance of 30 km from
the injection well was 0.1MPa within the 10-year
injection period and the reservoir pressure at 50 km
was not changed. This result provided a scientific

basis for the 3D model scaling and the setting of
boundary conditions

(2) The 3D model was used to explore the pressure field
evolution of the reservoir. The results showed that
during the injection period, the pressure field contin-
uously expanded. The closer the distance to the injec-
tion well, the higher the variability of pressure was.
As the distance increased, the pressure change
decreased rapidly. After the injection ceased, the res-
ervoir pressure completely recovered to the initial
reservoir pressure after 15 years

(3) At the same injection pressure, the number of injec-
tion wells had a significant effect on the evolution of
reservoir pressure. As the number of injection wells
increased, the pressure increase at the monitoring
points at the same distance from the injection well
increased significantly. At monitoring points at
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Figure 31: Pressure increase in the CO2 reservoir when injection ceases in the 10th year in the 3-well model.
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different distances from the injection well, the
amount of pressure change under Mitsui conditions
was two to three times more than that of a 1-well sit-
uation. When the injection of CO2 ceased, the reser-
voir pressure returned to its initial pressure level
after 10-15 years. The recovery time was not signifi-
cantly related to the number of injection wells

(4) According to the results of the numerical simulation,
due to the small CO2 diffusion distance, the large-
scale injection of CO2 will not affect the groundwater
quality in the water source area. The extent of the
pressure field change caused by CO2 injection is
much greater than the extent of CO2 diffusion. How-
ever, the reservoir pressure field near the water
source changes very little. The impact of CO2 injec-
tion on the shallow groundwater dynamics on the
southern side of the Tian Shan Mountains can there-
fore be ignored. The scaled injection of CO2 in the
study area will not have a significant impact on the
development and utilization of groundwater from
nearby water sources

The current simulation results are only based on the
10-year fixed pressure injection. If the project’s operating
period is extended, the impact of CO2 injection on the hydro-
dynamic field will increase. Under the joint of geological
structures such as faults, the characteristics of groundwater
hydrochemistry and the hydrodynamic field in the shallow
surrounding area might be changed, which may affect the
safety of the water supply.
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The migration of fine particles in porous media has been studied for different applications, including gas production from hydrate-
bearing sediments. The clogging behavior of fine particles is affected by fine particle-pore throat size ratio, fine particle
concentration, ionic concentration of fluids, and single/multiphase fluid flow. While previous studies presented valuable results,
the data are not enough to cover a broad range of particle types and sizes and pore throat size in natural hydrate-bearing
sediments. This paper presents a novel micromodel to investigate the effects of fine particle-pore throat size ratio, fine
concentration, ionic concentration of fluid, and single/multiphase fluid flow on clogging or bridging in porous media. The
results show that (1) the concentration of fine particles required to form clogging and/or bridging in pores decreased with the
decrease in fine particle-pore throat size ratio, (2) the effects of ionic concentration of fluid on clogging behaviors depend on the
types of fine particles, and (3) fine particles prefer to accumulate along the deionized water- (DW-) CO2 interface and migrate
together, which in turn easily causes clogging in pores. As a result, multiphase fluid flow during gas production from hydrate-
bearing sediments could easily develop clogging in pore throats, where the relative permeability of DW-CO2 in porous media
decreases. Accordingly, the relatively permeability of porous media should be evaluated by considering the clogging behavior
of fines.

1. Introduction

The migration of fine particles in porous media has been
studied for different applications such as oil extraction [1,
2], pore clogging by fines [3–5], sand production in oil res-
ervoirs [6], fracturing in sediments during production of
shale oil and gas [7], and gas production from hydrate-
bearing sediments [8, 9]. The migration of fine particles
has been studied in laboratory experiments using two-
dimensional (2D) microfluidic pore models at the micro-
scale [10, 11] and three-dimensional (3D) porous sediment

models at the macroscale [12–16] to better understand the
migration behavior of fine particles and its impacts on
bridging and/or clogging in porous media [8–11, 17–23].
Previous studies have identified four distinct mechanisms
that are influenced by two critical size ratios: the ratio of
fine particle diameter to pore throat width (d/o) and the
ratio of fine particle diameter to host particle diameter
(d/D) (Figure 1, [14]). They are piping and no interaction
(d/o < 0 01 or d/D < 0 067), multiparticle blocking or bridg-
ing (0 01 < d/o < 0 6 or 0 067 < d/D < 0 2), and blocking/no
invasion (d/o > 0 6 or d/D > 0 2) (Figure 1). Also, previous
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studies have reported that clogging occurs more easily at
higher concentration of fine particles [10, 24, 25] and at
the lower flow rate because a higher flow rate prevents fine
particles to form bridging or/and clogging due to disrup-
tions by pressure distribution or flow reversals [2, 12].

In addition to the effect of fine particles size relative
to the pore throat size, parameters such as fine concen-
tration, flow rate, pore-fluid chemistry influence, and fine
migration/clogging behavior [8, 26]. Fine particles have
unbalanced surface charge densities and specific surface areas.
Their electrical surface charge distribution and fine particle
shapes result in three electrical interactions such as electro-
static Coulombic forces, the Sogami-Ise model, and Van der
Waals attraction and double layer repulsion that is described
by the Derjaguin-Landau-Verwey-Overbeek (DLVO) theory,
which influence the aggregation of fine particles. Thus, the
ionic concentration of the fluid affects particle interactions
and causes the aggregation due to the above three electrical
interactions, which links to the ratios of fine particle size and
the pore throat size [8].

A multiphase fluid flow is defined as a simultaneous flow
of two or more fluids with different phases (i.e., gas or liquid).
Previous studies have shown that multiphase fluid flow has
more impact on fine particle accumulation along the fluid-
fluid interface resulting in fine clogging/bridging in porous
media [2, 8, 9, 26, 27]. Therefore, for a given ratio of fine par-
ticle size to the pore throat size, fine clogging/bridging in
porous media during a multiphase fluids flow requires less
fine concentration as compared to a single-phase flow [8, 26].

In natural conditions, multiphase flow occurs during
methane extraction from gas hydrate. Also, porewater

freshening occurs during gas hydrate dissociation caused by
release of freshwater coming from hydrates. Both a multi-
phase fluid flow and a porewater freshening influence on fine
particle migration and clogging behaviors with the size ratio
of fine particles and pore throats. There are limited experi-
mental studies on fine particle migration and clogging during
methane extraction from hydrate [8]. [8] experiments were
conducted for pore throat sizes between 20μm and 100μm.

The objectives of this study are (1) to investigate the
impact of fine migration and potential clogging behaviors
of fine particles during gas hydrate dissociation in a wide
range of pore throat sizes using a 2D micromodel system
and (2) to present a “clogging map” to be used to understand
the clogging potential of natural hydrate-bearing sediments
during gas production with basic information such as miner-
alogy and grain size distribution. A wide range of fines sizes
between 20μm and 200μm and particle concentrations
between 0.1% and 20% were used in the study.

2. Experimental Study

2.1. Materials. Six fine particles that are widely common in
natural gas hydrate-bearing sediments were selected for this
study, namely, silica, silt, mica, calcium carbonate (primarily
calcite, CaCO3), diatom, kaolin (primarily kaolinite), and
bentonite (primarily montmorillonite) [28–30]. Table 1 lists
the median particle size of each fine particle. In this paper,
the concentrations of fine particles are calculated as the
weights of fine particles and fluid (in weight/weight percent
(w/w%)), which has a wide range between 0.1% and 20%
(i.e., 0.1%, 0.2%, 0.5%, 1%, 2%, 5%, 10%, 13%, 15%, 17%,
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Figure 1: Main mechanisms for fines migrating and clogging at pore throats, classified based on critical size ratios (d/D, d/o), where D is the
host particle diameter, d is the diameter of fine particle, and o is the pore throat width [8].
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and 20%). Deionized water (DW) and 2M sodium chloride
(NaCl) solution were used as pore fluid to study the effects
of ionic concentration on fine migration and clogging.

2.2. Micromodels. The micromodels used in this study were
fabricated using polymeric materials known as polydi-
methylsiloxane (PDMS, [4]). The micromodels were made
of a homogeneous 2D pore network pattern as depicted in
Figure 2 and were bonded to a PDMS-coated glass slide.
The micromodel measures 20mm × 10mm. The circular
solid diameter (D) represents the host particle size in sed-
iments. Pore throat widths, o, have a wide range of 20, 40,
60, 100, 150, 180, and 200μm, which were determined by
pore throat sizes in natural sediments. The pore height is
100μm, which does not influence the fluid flow and parti-
cle migration.

2.3. Experimental Setup. Figure 2 shows a schematic of the
experimental setup. The micromodel is placed horizontally
on an Olympus IX51-LWD 4X/0.1 microscope. Inlet and
outlet ports of the micromodel are connected to a Teledyne
ISCO pump and to a syringe pump (NE-1010; Kats Scien-
tific), respectively. The syringe pump (NE-1010; Kats Scien-
tific) injects DW mixed with fines into the micromodel.
And then, while the syringe pump (NE-1010; Kats Scientific)
controls the imbibition of DW from the micromodel, the
Teledyne ISCO pump injects CO2 gas (99.99%, Airgas) into
the micromodel. The system was maintained at 10 ± 1 kPa
by a pressure regulator and the pressure pump at room tem-
perature (25 ± 1°C). A filter was placed between the micro-
model and the pressure regulator to prevent fine migration
into the pressure regulator. The microscope has monitored
the channels of micromodels during tests, and the camera
captured both images and video (Figure 2).

2.4. Experimental Procedure. After thorough cleaning of the
experimental system including micromodel channels, tub-
ings, and its components using absolute ethanol (ACS
reagent grade; Mallinckrodt Baker), DWwas injected to rinse
the system. Then, an experimental setup was dried at room
temperature (25 ± 1°C) for 72hr and was assembled
(Figure 2). The micromodel was saturated by DW containing
fine particles at different concentrations (0.1%, 0.5%, 1%, 2%,
5%, 10%, 13%, 15%, 18%, and 20% by weight) using the
syringe pump. Then, the pressure was increased up to 10 ±
1 kPa using a pressure regulator and the ISCO pump. Both

pressure (10 ± 1 kPa) and temperature (25 ± 1°C) were kept
constant during all tests. The syringe pump withdrew DW
with fine particles from the micromodel at a constant flow
rate of 50μl/min. The microscope and the camera monitor
fine migration and DW flow through the micromodel, and
images were saved for further analysis.

2.4.1. Single-Phase Flow. The micromodel with a 200μmpore
throat width was first used. The fine concentration was grad-
ually increased until clogging was observed in the micromo-
del. At the state of clogging, the fine concentration was
labelled as the critical fine concentration for a given pore
throat size. Next, the micromodel with a smaller pore throat
size (e.g., 180μm) was used for a given fine concentration,
and another critical fine concentration was identified at a
given pore throat size. A series of experiments were con-
ducted to determine the critical fine concentration at a given
pore throat size.

2.4.2. Multiphase Fluid Flow. The micromodel was saturated
with DW mixed with fine particles. A combination of pore
throat size and fine concentration was selected such that
the pore throats in the micromodel were not clogged after
the injection of 100 pore volume of DW containing fines.
CO2 was then injected into the micromodel while DW-fine
particles were withdrawn using the syringe pump. Both pres-
sure (10 ± 1 kPa) and temperature (25 ± 1°C) were kept con-
stant during experiments. The experiments were repeated for
different combinations of pore throat size and fine concen-
tration where clogging was not induced during a single-
phase flow.

3. Results and Discussion

3.1. Effects of Particle Concentration and Particle Pore Throat
Size Ratio on Clogging Behavior in a Single-Phase Flow

3.1.1. Particle Concentration. Figure 3 displays a few snap-
shots of DW injection with kaolinite into the micromodel at
various particle concentrations from 0.1% to 1%. The flow
rate (50μl/min) and pore throat size (150μm) were kept con-
stant for all experiments. Results show that clogging occurs at
0.5% and 1% kaolinite particle concentration at a given exper-
imental condition. It implies that the 0.5% kaolinite is the
minimum concentration that causes clogging at pore throats,
which can be called as the critical clogging concentration in
this study. Note that the critical clogging concentration is
defined as the ratio of fine particle mass to liquid mass that
induces clogging. For example, 0.5% kaolinite is the critical
clogging concentration at a given condition (e.g., flow rate is
50μl/min, pore throat size is 150μm, and fluid type is DW).
In general, the critical clogging concentration decreases as
the particle-pore throat size ratio increases (Figure 4), which
is consistent with previous studies [8, 10, 25, 26].

3.1.2. Particle Pore Throat Size Ratio. Figure 5 shows three
images of DW injections with kaolinite into the micromodels
with various pore throat sizes from 40 to 100μm. The flow
rate (50μl/min) and kaolinite concentration (0.5%) were
constant for all experiments. Neither bridging nor clogging

Table 1: Median particle sizes of the fines used in this study.

Fine-grained particles Median particle size (d50) (μm)

Silica silt 10.5a

Mica 17a

CaCO3 8a

Diatoms 10a

Kaolinite 4

Bentonite <2b
aData from manufacturer. bApproximated value from literature (Arnott,
1965).
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was observed in the microfluidic pore models at the given
pore throat sizes of 60μm and 100μm (flow rate = 50μl/
min, kaolinite concentration = 0 5%). However, clogging
occurs at a pore throat size of 40μm at the same flow rate
and kaolinite concentration. It implies that clogging easily
occurs as pore throat size decreases.

3.2. Effects of Ionic Concentration on Clogging Behavior of
Fines in a Single-Phase Flow. Figure 6 shows a few images
of pore fluid-specific clogging tendencies and behaviors of
diatom, CaCO3, and kaolinite between DW and 2M-brine.
Clogging behavior depends on the type of injected fluid
(i.e., DW or 2M-brine) due to the ionic concentration of
fluids. For instance, kaolinite particles in 2M-brine (0.2%
kaolinite concentration) are uniformly dispersed in the
60μm pore throat micromodel, and no clogging is observed
in Figure 6(f). In contrast, with the identical geometry and
kaolinite concentration, kaolinite particles in DW are locally
concentrated at some pore throats that are identified as

clogged (red circles in Figure 6(c)). This result provides clear
evidence that kaolinite particles clog more easily in DW than
in 2M brine. However, for both diatom and CaCO3 particles,
results show the similar clogging tendencies of them in both
DW and 2M-brine (Figures 6(a), 6(b), 6(c), and 6(d)). The
number of clogging in pores is different between DW and
2M-brine; however, both particles clog in both DW and
2M-brine at the same conditions (i.e., particle size, pore size,
and concentration).

Figure 4 shows critical clogging concentrations of all
types of fine particles (i.e., silica silt, mica, CaCO3, diatoms,
kaolinite, and bentonite) between DW and 2M-brine. A
detailed discussion of results follows.

3.2.1. Kaolinite. While fine particle pore throat size ratios
were from 0.04 to 0.2 in the previous study [8], a broader
range of size ratios is investigated in this study from 0.02
to 0.2. Thus, new data in the range of size ratio from 0.02
to 0.04 was added onto the “clogging map” including only
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data from 0.04 to 0.2 (Figure 4). In contrast, the critical
clogging concentration of kaolinite in 2M-brine is higher
than in DI water when the fine pore throat size ratio is
less than 0.04. The results demonstrate that kaolinite
forms aggregation more easily in DW than in 2M-brine,
which can be explained by Coulombic forces between
platy particles that cause compact, face-to-face aggregation
of kaolinite particles in 2M-brine. However, kaolinite platy
particles form bulky, edge-to-face aggregation in DW,
which cause the kaolinite to form a bridge or clogging in
pore throats.

However, the critical clogging concentration of kaolinite
is similar between 2M-brines and DW when the fine pore
throat size ratio is higher than 0.04, which shows the same
trends in a previous study [8]. A higher fine pore throat size
means a larger fine particle size. Thus, it implies that the large
particle size governs the clogging in pores.

3.2.2. Silica Silt. While the size ratios of fine particle-pore
throat were from 0.105 to 0.525 in the previous study [8], a
broader range of size ratio is investigated in this study from
0.0525 to 0.525. Experimental results in the range of size ratio
from 0.0525 to 0.105 are added to the “clogging map” with
the critical particle concentration. Figure 4 presents that the
critical clogging concentration of silica silt in DW is higher
than in 2M brine in all range of size ratios, which shows
trends reported by [8]. The silica silt forms aggregations

more easily in 2M-brine than in DW. Silica silt has a more
negative charge distribution on the surface, which causes sil-
ica particles not to aggregate in freshwater. However, the pos-
itive ions in 2M-brine decrease the interparticle repulsive
force, which influences on the easier clogging of silica silt in
2M-brines than in DW. The net attractive interaction in
2M-brines is described by the Sogami-Ise model [31]. It
implies that silica silt decreases their potential for forming
bridges and blocks at the pore throat by freshwater during
gas production from hydrate-bearing sediments.

3.2.3. Bentonite. The size ratios of fine particle pore throat
were from 0.02 to 0.1 in the previous study [8], and the
broader range of the size ratio is reported in this paper from
0.01 to 0.1. Note that the range of size ratios from 0.01 to 0.02
is added to Figure 4. Experimental results in the range of size
ratio from 0.01 to 0.02 are added to the “clogging map” with
the critical particle concentration of bentonite particles.
Figure 4 shows that the critical clogging concentration of
bentonite in DW is much higher than in 2M-brine in all
range of size ratios, which shows the same trends reported
by [8]. Bentonite aggregates more easily in 2M-brine than
in DW, which can be explained by double layer thickness of
bentonite particles since bentonite particles have a high sur-
face charge concentration and surrounded by a relatively
thick double layer of freshwater [32], which is explained by
a combination of Van der Waals attraction and double layer
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Figure 3: Particle concentration effects on clogging behaviors in pore throats during DW flow with diatom.
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repulsion described by the DLVO theory. However, the dou-
ble layer thickness decreases with the increased ionic concen-
tration in water, which cause bentonite particles to form
bridges and blocks at pore throats. It implies that bentonite
particles decrease their potential for forming bridges and
blocks at the pore throat by freshwater during gas production
from hydrate-bearing sediments.

3.2.4. Mica, CaCO3, and Diatoms. Mica, CaCO3, and dia-
toms show the same critical particle concentrations
between DW and 2M-brine in each size ratio of the fine
particle pore throat. Mica, CaCO3, and diatom have a rel-
atively large particle size (Table 1), which governs the
interparticle interactions rather than electrical forces. Thus,
clogging of relatively large particles such as mica, CaCO3,
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Figure 4: The effects of ionic concentration of fluids (DW or 2M-brine) on clogging behaviors in pore throats.
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and diatom is controlled by their particle shape. The results
provided clear evidence that freshwater during hydrate disso-
ciation does not influence aggregation of mica, CaCO3, and
diatom particles.

3.3. Effects of Multiphase Fluid Flow on Fine Migration and
Clogging Behavior. After the DW percolated the micromodel,
CO2 gas was injected to simulate multiphase fluid flow dur-
ing gas production from hydrate-bearing sediment. Gas
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hydrate dissociation releases freshwater that decreases the
ionic concentration in liquid during gas production. There-
fore, only DW was used in multiphase fluid flow. Figure 7
shows a few images between single-phase flow and multi-
phase fluid flow. When DWwith kaolinite at a given concen-
tration from 0.2% to 1% was injected into the micromodel
(o = 100 μm), no clogging was observed in Figures 7(a),
7(b), and 7(c). Then, CO2 gas was injected into the micromo-
del with identical geometry and kaolinite concentration to
explore the effects of multiphase fluid flow on migration
and clogging behaviors of kaolinite particles (Figures 7(d),
7(e), and 7(f)). As CO2 gas was injected into the micromodel,
it displaced DW which was already filling the pore space.
CO2 gas-DW interfaces in the micromodel accumulated kao-
linite particles as indicated by the dark leading edge in the
micromodel, and kaolinite particles were migrating ahead
of the CO2 gas front. Thus, the clogging occurred in pore
throats as CO2 gas was injected. This result implies that kao-
linite particles clog more easily in a multiphase fluid flow
than in a single-phase flow.

Clogging of fine particles in multiphase fluid flow could
locally increase the pressure in the pores during hydrate dis-
sociation due to the decreased relative permeability, which
could push the host particles in sediments and change the
pore geometry [9]. While the results in this study do not
show such a migration of host particles due to the fixed host

particle in the micromodel, clogging observed during multi-
phase fluid flow could cause a fracture in natural sediment
during gas production from hydrate-bearing sediments.
The locally increased fine particle concentration along the
interface and clogging can explain the fracture in the previ-
ous study by [9].

Figure 8 shows critical clogging concentrations of all
types of fine particles (i.e., silica silt, mica, CaCO3, diatoms,
kaolinite, and bentonite) between DW (single-phase flow)
and DW-CO2 (multiphase fluids flow). Results show that
(1) the critical clogging concentration is higher in DW than
in DW-CO2 in all types of particles and all range of fine pore
size ratios, and (2) when the particle size is relatively larger
(i.e., fine-pore throat size ratio > 0 1), the critical clogging
concentration is similar between DW and DW-CO2 because
the particle size mainly governs the interparticle interactions.

4. Conclusions

Fine behavior in porous media broadly classified by four
regions, namely, piping (no interaction), bridging, aggrega-
tion (blocking), and sieving (no invasion). Such classification
is affected by fine particle-pore throat size ratio, fine particle
concentration, ionic concentration of fluids, and multiphase
fluid flow. Published data shows that neither clogging nor
bridging was observed at a lower fine particle pore throat size
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ratio. However, recent studies show that clogging occurs even
at a lower fine particle pore throat size ratio with a multi-
phase fluid flow and the change in ionic concentration of
liquid. Previous studies did not present enough measure-
ments to cover a broad range of particle types and sizes and
pore throat size in natural hydrate-bearing sediments. This
paper presents the results of a novel micromodel that was

developed to investigate the impact of fine particle pore
throat size ratio, fine concentration, ionic concentration of
fluid, and multiphase fluid flow on clogging or bridging in
porous media.

Single-phase flow experiments were conducted with
more percentages of fine particle concentration and fine
particle pore throat size ratio than what was published in
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previous studies. The results show that the concentration of
fine particles required to form clogging and/or bridging in
pores decreased with the decrease in fine particle pore throat
size ratio.

The impact of ionic concentration of fluid on clogging
behavior depends on the types of fine particles. Kaolinite eas-
ily clogged the pore throat in DW than in 2M-brine, which
could be explained by Coulombic forces between platy parti-
cles that cause compact, face-to-face clusters of kaolinite par-
ticles in 2M-brine. On the contrary, silica silt clogged the
pore space in 2M-brine easier than in DW, which is attrib-
uted to the negative charge distribution of silica silt on the
surface. The positive ions in 2M-brine decrease the interpar-
ticle repulsive force between the silica particles and cause
aggregations followed by clogging at the pore throat in 2M-
brines. Clogging develops easily for bentonite in 2M-brine
than in DWwhich can be explained by a relatively thick dou-
ble layer around the bentonite particles. Others such as mica,
CaCO3, and diatoms exhibit the same critical particle con-
centrations for fines in DW and 2M-brine due to the rela-
tively large particle size, which governs the interparticle
interactions rather than electrical forces.

Multiphase fluid flow experiments show that fine parti-
cles prefer to accumulate along the DW-CO2 interface and
migrate together, which in turn easily cause clogging in
pores. This result implies that multiphase fluid flow during
gas production from hydrate-bearing sediments could easily
form clogging in pore throats, where the relative permeability
of DW/CO2 in porous media decreases. Also, the fracture
could occur due to the increased pressure by the clogging in
pores. Thus, the relative permeability of porous media should
be evaluated by considering the clogging behavior of fines.

The results imply that the decrease in the salinity and the
presence of the gas phase induced from gas hydrate produc-
tion can damage the formation permeability and thus reduce
the productivity. The measure for preventing pore clogging
should be developed for sustainable gas production in the
presence of fines in the reservoirs.
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Currently, there is no proper method to predict the pore pressure disturbance caused by multistage fracturing in shale gas, which
has challenged drilling engineering in practice, especially for the infilling well drilling within/near the fractured zones. A numerical
modelling method of pore pressure redistribution around the multistage fractured horizontal wellbore was put forward based on
the theory of fluid transportation in porous media. The fracture network of each stage was represented by an elliptical zone with
high permeability. Five stages of fracturing were modelled simultaneously to consider the interactions among fractures. The
effects of formation permeability, fracturing fluid viscosity, and pressure within the fractures on the pore pressure disturbance
were numerically investigated. Modelling results indicated that the pore pressure disturbance zone expands as the permeability
and/or the differential pressure increases, while it decreases when the viscosity of the fracturing fluid increases. The pore
pressure disturbance level becomes weaker from the fracture tip to the far field along the main-fracture propagation direction.
The pore pressure disturbance contours obviously have larger slopes with the variation of permeability than those of the
differential pressure. The distances between the pore pressure disturbance contours are smaller at lower permeability and higher
viscosity. The modelling results of the updated pore pressure distribution are of great importance for safe drilling. A case study
of three wells within one platform showed that the modelling method could provide a reliable estimation of the pore pressure
disturbance area caused by multistage fracturing.

1. Introduction

Shale gas becomes more and more important worldwide.
The shale gas production reached 7500 × 108m3 in America
in 2016, which made up more than 40% of the total natural
gas production of America [1]. The horizontal well factory
and multistage hydraulic fracturing are the two most
important technologies for shale gas production commer-
cially [2–4].

There is over sixty years of history in the study of fracture
propagation in porous media, and many models have been
developed, such as the PKN model [5, 6], KGD model

[7, 8], and some three-dimensional models [9, 10]. Recently,
more complex models for multiple-fracture propagation in
horizontal wells have been built, such as the Unconventional
Fracture Model (UFM) [11, 12]. In order to obtain complex
fracture networks in low permeable shale reservoirs through
multistage hydraulic fracturing, many studies have been
done to analyze the stress distribution around the fractured
horizontal wellbore [13], which is mainly focused on the
extent of stress reversal [14] and the effect of stress shadow
[15]. Besides the analysis of fracture initiation and propaga-
tion, the stress redistribution results are further used to opti-
mize the stage spacing [14, 16, 17] and well space [18]. Such
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kinds of works have greatly helped to improve the efficiency
of stimulation treatments in shale gas formation.

In fact, hydraulic fracturing in the pay zone also has a
pressure-elevating effect. The pore pressure will increase
during and after the fracturing work. The natural gas within
the pay zone of the fracturing well would be driven to the
nearby well. When the gas invades the nearby wellbore under
drilling, it would lead to a gas kick and overflow. It seems easy
to understand the pore pressure elevation caused by hydrau-
lic fracturing, but it is not easy to quantitatively describe
these updated pore pressure distributions. Currently, there
is no proper method to predict or detect such pore pressure
disturbances from the industry, and it has not yet gained
enough concerns to warrant a scientific study. [19]. Unfortu-
nately, it has challenged the drilling engineering in practice,
especially for the infilling well drilling within/near the frac-
tured zones. The infilling well drilling practice in Fuling,
the first and largest commercially developed shale gas field
in China, indicated that some well drilling works were obvi-
ously influenced by troubles related to the large-scale hydrau-
lic fracturing work [20], such as gas kick, overflow, and
drilling fluid being polluted by fracturing fluid from neigh-
bouring wells. The resultant percentage of nonproductive
time could reach as high as 21.04~52.82% according to a sim-
ple summary of six infilling wells.

Pore pressure distribution around a single fracture could
be approximately described as an ellipse (Koning, 1985;
[21, 22]). But for the multistaged fracturing in shale gas,
pore pressure distribution around several fractures should
be evaluated simultaneously considering the interactions
among fractures. In this study, firstly, a numerical modelling
method of pore pressure distribution around a multistage
fractured horizontal wellbore was put forward based on the
theory of fluid transportation in porous media. Then, a series
of numerical modelling experiments were carried out to
investigate the effects of formation permeability, fracturing
fluid viscosity, and pressure within the fractures on the pore
pressure distribution. Finally, the implication of the safe
drilling of an infilling well was further discussed. And a case
study of infilling well drilling with the aid of numerical
modelling showed that the average ROP reached 11.02m/h
and no drilling troubles or accidents occurred.

2. Methods

2.1. Model Description. The horizontal section for shale gas
production is usually around 1000 meters. Multistage
fracturing can produce a fracture network including main
fractures and different scales of subfractures (Figure 1(a)).
The length of the fracture network of each stage can be
200~400 meters according to the interpretation of microseis-
mic monitoring. In order to investigate the pore pressure
disturbance at the scale of the horizontal well, the modelled
size is Lx = 1000m in length and Ly = 500m in width, repre-
senting the half horizontal plane along the horizontal well-
bore section (Figure 1(b)). According to the wire-mesh
model by Xu et al. [23], the fracture network of each stage
can be represented by an elliptical zone. Here, we use an
ellipse (semimajor axis L = 200m, short axis d = 2m) with

very high permeability of kf = 108mD to represent the
fracture network (as shown in Figure 1(c)) compared to that
of the low permeability of the shale formation (km < 1mD).
In this study, we simulate five stages of fracturing. The center
points of these five half-ellipses from left to right are (440, 0),
(470, 0), (500, 0), (530, 0), and (560, 0). The space between
two nearby ellipses is 30 meters equal to the fracturing
stage space.

For the transportation of any single phase (fluid or gas)
within the porous formation, it is controlled by the conti-
nuity equation [24] according to the law of conservation
of mass:

∂ ρϕ

∂t
+∇ ⋅ ρV = 0, 1

where ρ is the density of the fluid, ϕ is the porosity, and V
is the percolation velocity. If the fluid percolation follows
Darcy’s law, the motion equation should be [25]

V = −
k
μ
∇P, 2

where μ is the viscosity of the fluid, k is the permeability
of the formation, and ∇P is the gradient of pressure.

Fluid
injection

x

yz

Fracture 

(a)

(b)

(c)

network zone

Fractures equidistantly located 
on the horizontal boreholex

y
L

Lx

L
y

Pf

Pp

Model size:

Lx = 1000 m, Ly = 500 m, L = 200 m

Data output line:
Line 1: y = 0
Line 2: y = 200
Line 3: x = x0, y ≥ 200

Γp

Ω Γv

Figure 1: Numerical model of the pore pressure disturbance by
hydraulic fracturing. Modelled domain size = 1000 × 500m. The
fracture network of each stage is represented by an elliptical zone
(semimajor axis = 200m, short axis = 2m) with high permeability.
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Combining equations (1) and (2) gets

∇ ⋅ ρ
k
μ
∇P =

∂ ρϕ

∂t
3

For a horizontal well, the influence of temperature on the
density of fluid can be neglected. So the density variation with
pressure can be expressed by

ρ = ρ0 1 + βp P − P0 , 4

where ρ0 is the density at the reference pressure (P0) and
βp = 1/ρ ∂ρ/∂P T=const is the compressibility of the fluid.
Because the compressibility of the shale rock is much smaller
than that of fluid, the decrease of porosity with pressure is
very small, so the right side of equation (3) can be further
derived as

∂ ρϕ

∂t
= ϕ

∂ρ
∂t

= ϕρ0βp
∂ P − P0

∂t
5

Therefore, equation (3) can be written as

∇ ⋅ ρ
k
μ
∇P = ρ0ϕβp

∂ P − P0
∂t

6

For a certain investigated domain (Ω) as shown in
Figure 1(b), the initial pressure (P0) is equal to the shale gas
reservoir pressure which is taken as the reference pressure:

P t=0,Ω = P0 7

For the pressure boundary of Γp in Figure 1(c), the
hydraulic fracturing pressure (Pf ) is applied:

P t,Γp = Pf 8

So the differential pressure (ΔP = Pf − P0) is approxi-
mately the power on the fracture surface driving the
seepage of fracturing fluid into the shale formation, which
basically results in the increase of pore pressure (P) near
the fracture.

For other outer boundaries of the model (Figure 1(b)),
they are defined to be zero flow because these boundaries
are at the far-field condition:

k
μ
∇P ⋅ n

t,Γv
= 0 9

The numerical calculation for the definite problem
described by equations (6)–(9) within the domain shown
in Figure 1(b) is carried out by FEM software. The multi-
frontal massively parallel sparse (MUMPS) method is
used to solve the equations with speed-up convergence.
Triangular grids are used to mesh the model. In order
to ensure modelling convergence and acceptable accuracy,
the maximum grid size is 1/(2-3) of the elliptical minor
axis. Generally, the number of grids in a model is about
104~105 (as shown in Figure 2). After the pressure field
P x, y at every time step is calculated, the pressure variation
on the output lines (see definitions in Data Processing) can
be extracted for detailed analysis.

2.2. Data Processing. The initial reservoir pressure is taken as
a reference pressure to define the pore pressure disturbance
as P x, y, t /P0. Therefore, the pressure disturbance (P/P0)
is dimensionless and represents the pore pressure elevation
due to hydraulic fracturing. In order to quantitatively analyze
the pore pressure disturbance, three data output lines are set
as shown in Figure 1(b).

(1) Data Output Line 1: y = 0. This line starts from the origin
point of the model and extends to the right boundary of the
model along the positive x-axis direction. The pore pressure
distribution along this line can reflect the variation of pore
pressure near the horizontal wellbore

(2) Data Output Line 2: y= 200. This line starts from the
point (0, 200) on the left boundary of the model and
extends to the right boundary along the positive x-axis
direction. The pore pressure distribution along this line
can reflect the variation of pore pressure near the fracture
tip in the x-axis direction

(3) Data Output Line 3: x = 440 and y≥ 200. This line starts
from the tip (440, 200) of the left fracture and extends to

(a) (b)

Figure 2: Meshed model with triangular grids. The grids within the fracture network zone are refined to ensure convergence and accuracy of
the numerical modelling.

3Geofluids



the top boundary along the positive y-axis direction. The
pore pressure distribution along this line can reflect the
variation of pore pressure in the y-axis direction

For each modelling, the pore pressure distributions along
these three lines are extracted, and then the corresponding
pore pressure disturbances are calculated for further analysis.

2.3. Design of the Numerical Modelling Experiments. To
investigate the effects of different factors of permeability
(k), viscosity of the fracturing fluid (μ), and differential
pressure (ΔP, via changes in the hydraulic fracturing pres-
sure at a constant initial reservoir pressure) on the pore
pressure disturbance induced by fracturing, three series of
modelling experiments are designed as detailed in Table 1.
For each series, only one of the controlling parameters of
permeability, viscosity of the fracturing fluid, or differential
pressure is varied while the others are held constant.
Therefore, any resultant change in overall pore pressure
disturbance should be directly caused by the change of
the varied parameter. Other modelling parameters for all
these modellings are shown in Table 2 unless otherwise
stated.

3. Results and Discussions

With the range of parameters shown in Tables 1 and 2, the
pressure distribution patterns of the modellings are similar.
Figure 3 shows the modelling results for one of the realiza-
tions of Table 1. The affected zone of pore pressure distur-
bance increases with the duration of differential pressure. In
the following, the pore pressure distributions on the three
output lines at different times are analyzed quantitatively
for each series of modelling (Table 1).

3.1. The Influence of Permeability. To investigate the influ-
ence of permeability on the pore pressure disturbance, a
series of modellings (series 1 in Table 1) with different
permeabilities varying from 0.2mD to 2.0mD are carried
out for the constant fracturing pressure and viscosity
(ΔP = 70MPa and μ = 1mPa·s, respectively). The results
are shown in Figure 4.

The results shown in Figure 4 indicate that the pore
pressure disturbance zone (P/P0 > 1 0) expands obviously
from the fractures in both the x and y directions if the
permeability of the shale formation increases. Although the
permeability of a shale gas reservoir is usually very low, the
pore pressure disturbance due to such large-scale, multistage

hydraulic fracturing is significant. According to our model-
ling at k = 0 5mD, the pore pressure disturbance zone with
5% increase (P/P0 = 1 05) could be reached as far as 40.3m
in the x direction and 48.4m in the y direction from
the fracture.

3.2. The Influence of Viscosity. To understand the influence of
viscosity on the pore pressure disturbance, a series of model-
lings (series 1 in Table 1) with varying viscosities (1mPa·s,
2mPa·s, and 3mPa·s) are carried out when the permeability
and the differential pressure are held constant (k = 0 5mD,
ΔP = 70MPa). The results are shown in Figure 5.

The pore pressure disturbance zone decreases when
the viscosity of the fracturing fluid increases (Figure 5).
This is because the increase of viscosity makes the fluid
transportation in the shale much more difficult. Slick
water with relatively low viscosity (usually <10mPa·s) is
widely used for the fracturing in shale gas reservoirs.
According to our modelling at μ = 3mPa·s, the pore pressure
disturbance zone with 5% increase (P/P0 = 1 05) could be
reached at 24.6m in the x direction and 27.3m in the y
direction from the fracture. These results indicate that the
influence of viscosity on the pore pressure disturbance is
much less than that of formation permeability.

3.3. The Influence of Differential Pressure. In order to study
the influence of differential pressure on the pore pressure
disturbance, the formation pressure (P0 = 30MPa), perme-
ability (k = 0 5mD), and viscosity of the fracturing fluid
(μ = 1mPa·s) are kept constant and the hydraulic fractur-
ing pressure is set to be 90MPa, 100MPa, and 110MPa.

Table 1: Numerical modelling series and their modelling parameters.

Series index Variable parameters Constant parameters

1 Permeability of the shale formation (mD) (k) k = 0 2, 0 5, 0 8, 1 0, 2 0 μ = 1mPa·s
ΔP = 70MPa

2 Viscosity of the fracturing fluid (mPa) (μ) μ = 1, 2, 3 k = 0 5mD
ΔP = 70MPa

3 Differential pressure (MPa) (ΔP = Pf − P0) ΔP = 60, 70, 80 μ = 1mPa·s
k = 0 5 mD

Table 2: Parameters used in the numerical modelling.

Parameters Value

Shale gas reservoir pressure (initial pressure)
P0 (MPa)

30

Compressibility of the shale Cm (Pa-1) 0 05 × 10−9

Porosity of the shale formation ϕ 0.05

Effective permeability of the fracture network zone
kf (mD)

108

Density of the fracturing fluid ρ (g/cm3) 1.0

Fracturing pressure duration time for modelling t (s) 18000

Time step for numerical calculation dt (s) 10

4 Geofluids



So the differential pressure varies at 60MPa, 70MPa, and
80MPa, respectively. The modelling results are shown in
Figure 6.

As shown in Figure 6, the pore pressure disturbance
zone expands as the differential pressure increases. But the
increasing rate is relatively low. According to our modelling
at k = 0 5mD and μ = 1mPa·s, when the differential pressure
increases from 70MPa to 80MPa, the pore pressure distur-
bance zone with 5% increase (P/P0 = 1 05) only increases
1.19m and 1.41m in the x and y directions, respectively.
This means, for the pressure level usually applied in the

fracturing of shale gas formation, the influence of differential
pressure on further expansion of the pore pressure distur-
bance zone is very small, which can almost be ignored
compared to the larger scale of the fracture network zone
(semimajor axis L = 200m).

3.4. Implication of the Safe Drilling of the Infilling Well. For
the implementation of the “well factory,” it is important to
design a safe well spacing to avoid well interference during
drilling and fracturing, especially for infilling well drilling.
Based on the geometric positions of wells and fractures, the
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Figure 4: Pore pressure disturbance for different permeabilities at t = 4 h: (a) for data output line 1, (b) for data output line 2, and (c) for data
output line 3.
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Figure 3: The pore pressure distributions at different times from the modelling (k = 0 2mD, μ = 1mPa·s, P0 = 30MPa, and ΔP = 70MPa):
(a) t = 1 h, (b) t = 2 h, (c) t = 3 h, and (d) t = 4 h.
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pore pressure disturbance along the main-fracture propaga-
tion direction should be carefully considered. Generally, the
effective fracture zones are expected to connect to one
another between the two closest nearby stimulation stages
from the two sides of the two parallel wells [18], based on
the view of gas production. However, such a connection
between the effective fracture zones should be controlled to
a certain extent to avoid troubles and events during infilling
well drilling, such as gas kick and lost circulation, which
requires a safe well spacing.

For example, there are two parallel horizontal wells (Well
A and Well B) within the same plane and both of them have
been hydraulically fractured (as shown in Figure 7) at the
same condition that the pore pressure disturbance zones
are the same. Now an infilling well (Well C) is planned to
drill to accelerate shale gas recovery. If the density of the
drilling fluid is designed according to the initial reservoir
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Figure 5: Pore pressure disturbance for different viscosities at t = 4 h: (a) for data output line 1, (b) for data output line 2, and (c) for data
output line 3.
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Figure 6: Pore pressure disturbance for different fracturing pressures at t = 4 h: (a) for data output line 1, (b) for data output line 2, and (c) for
data output line 3.
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Figure 7: Pore pressure disturbance caused by the fracturing of
Well A and Well B influences the safe drilling of Well C. Note
that the pore pressure disturbance zone overlapped within the
contour line P/P0 = XA and P/P0 > 2XA.
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Figure 8: Different levels of pore pressure disturbance along the y direction from the fracture tip with the variation of (a) permeability,
(b) differential pressure, and (c) viscosity.

pressure and the ability of well control could deal with
pressure disturbances lower than XA, then Well C would
probably undergo gas kick in sections where the pore
pressure disturbance zones of Well A and Well B overlapped
(P/P0 > 2XA). To drill Well C safely, the density of the
drilling fluid should be optimized considering the pore
pressure disturbance. Therefore, it is important to under-
stand the pore pressure disturbance along the main-fracture
propagation direction.

In order to quantitatively investigate the pore pressure
disturbance along the main-fracture propagation direction
(y direction in this paper), the modelling results on data
output line 3 are further analyzed (Figure 8). As shown
in Figure 8, the pore pressure disturbance level becomes
weaker from the fracture tip to the far field along the
main-fracture propagation direction. The pore pressure
disturbance contours obviously have larger slopes with
the variation of permeability than those of the differential
pressure (Figures 8(a) and 8(b)), which indicates that the
distance of the pore pressure disturbance in the y direction
is more sensitive to the change of permeability. The pore
pressure disturbance contours first decrease quickly at rela-
tively low viscosity and then go down slowly to a plateau with
further increase of the viscosity (Figure 8(c)). The distances
between the pore pressure disturbance contours are smaller
at lower permeability and higher viscosity (Figures 8(a)
and 8(c)), which means that the gradient of pore pressure
along the y direction is large.

To analyze the sensitivity of pore pressure to differ-
ent parameters in a universal way, we define two dimen-
sionless parameters along the main-fracture propagation
direction:

(1) Dimensionless pressure (PD):

PD =
μ

k

vRy

Pf − P
10

(2) Dimensionless distance (RD):

RD =
Ry

L
, 11

where L is the half-length of the fracture, Ry = y − L is
the seepage distance in the y direction from the
fracture tip, and v is the seepage velocity.

Our modelling results of series 3 (see detailed parameters
in Table 1) show that the PD~RD curves for different differ-
ential pressures completely overlap with each other. It
means the relationship between PD and RD at a certain time
is independent to the hydraulic fracturing pressure (Pf ) and
is controlled by the fluid mobility (k/μ). This is because the
seepage velocity is proportional to the pressure gradient for
Darcy’s flow which is consistent with equations (10) and
(11). So here we discuss the dimensionless pressure distri-
bution along the data output line 3 at a constant differential
pressure (ΔP = 70MPa, P0 = 30MPa), and the results are
shown in Figure 9. On the whole, the dimensionless pres-
sure decreases quickly as the dimensionless distance
increases. The lower the fluid mobility is within the forma-
tion, the faster the dimensionless pressure drops, which
means a smaller pore pressure disturbance area (Figure 9).
For different types of mobility, there is a sharp decrease
of the dimensionless pressure near the fracture tip
(RD < 0 01). And following the sharp drop, there is a small
section with a slower dimensionless pressure drop or
even a slightly dimensionless pressure increase due to
the fracture interaction. The nearby fracture can contrib-
ute to the pore pressure and the seepage velocity, which
leads to the abnormal high value of the dimensionless
pressure according to equation (10). This effect becomes
more obvious as the mobility increases. The pore pressure
disturbance contours are also added to Figure 9 for
comparison.
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According to the design method of casing program
[26], the safety margin of equivalent density for gas kick
is 0.05-0.10 g/cm3. This indicates that it would be safe for
the infilling well drilling with similar designs (including
drilling fluid density and casing program) of the nearby
wells in the areas where the pore pressure disturbance is
smaller than 1.05 (i.e., P/P0 < 1 05). If the infilling well
needs to penetrate zones with a pore pressure disturbance
of P/P0 > 1 05 to meet reservoir engineering or geological
design requirements, the casing program or/and the drilling
fluid density for the infilling well should be carefully opti-
mized based on the updated pore pressure distribution. At
this condition, the numerical modelling of the pore pres-
sure disturbance as mainly discussed in this study could
provide helpful and practical results.

4. Field Applications

The spacing of two nearby paralleled horizontal wells is
relatively large at the early development stage of the Fuling
shale gas field, mainly 600-1300 meters [27, 28]. By contrast,
the well spacing within the same drilling unit for shale gas
production in America is usually 200-300m [29]. For such
a kind of large well spacing in Fuling, infilling well drilling
is a promising way to accelerate recovery. However, the pore
pressure of the interested block has been greatly disturbed by
numerous multistage hydraulic fracturing, which push the
drilling work of infilling wells into great risk.

Well 81-2HF, Well 81-3HF, and Well 81-4HF are
horizontal wells within the same well platform no. 81
(Figure 10). These three wells have similar casing program:
473 1mm × 55~60m conductor + 339 7mm × 700~720m
1st spud + 244 5mm × 2840~2900m 2nd spud + 139 7
mm × 4500~5100m (3rd spud). Their targets are within the
same formation.

Well 81-2HF was drilled to 5005m (TVD = 3873 81m)
at the third spud using oil-based mud (OBM) with a density
of 1.47 g/cm3 (Figure 10). And it was completed on June 12,
2015. Then, the 1000m horizontal section was hydraulically
fractured with fifteen stages. The fracturing work continued
for about ten days and finished on Aug. 9, 2015. Nearly
31200m3 of fluid was injected to the formation. The pump
pressure was about 50~95MPa with a pump displacement
of 2~15m3/min. The tested transient gas production was
5 03 × 104m3/d. Then, Well 81-2HF was closed due to an
unfinished gas pipeline network.

The pore pressure disturbance caused by the hydraulic
fracturing in Well 81-2HF was numerically modelled.
Although there was no microseismic detection data to
quantitatively describe the fracture half-length of Well
81-2HF, the microseismic data of 104 stages of similar
fracturing stimulations from 4 wells in the Fuling Gas
Field showed that the average fracture half-length was
189.4m. Our modelling results based on the fracturing
parameters of Well 81-2HF showed that the pore pressure
disturbance contour of P/P0 = 1 05 was about 48.73m
from the facture tip along the fracture propagation direc-
tion. However, the nearest distance from the target point
of Well 81-2HF to that of Well 81-3HF was only
217.4m at TVD = 2968 96m. This means Well 81-3HF
penetrated the zones with the pore pressure disturbance
of P/P0 > 1 05, which has a high probability of undergoing
gas kicks.

In fact, the drilling practice of Well 81-3HF verified the
above prediction. Well 81-3HF and Well 81-4HF were
drilled by the “well factory” mode after Well 81-2HF was
fractured. The drilling sequence is shown in Figure 11.
The third spud drilling of Well 81-3HF was seriously influ-
enced by the multistage fracturing of Well 81-2HF. When
Well 81-3HF was at the third spud, Well 81-2HF was
closed with the wellhead pressure as high as 40MPa. There
were gas kicks fifteen times in Well 81-3HF within the
depth of 2994~4505m. Among these fifteen gas kicks, thir-
teen kicks had to close the well and exhaust the gas by
burning. The flames of these burnings reached 2~6meters,
and the average burning time was nearly 70min. The dril-
ling fluid was weighted seven times, and its density
increased from 1.36 g/cm3 to 1.85 g/cm3 (Figure 11). The
nonproductive time due to these kicks reached 288 hours,
and the average ROP of the third spud decreased to
5.17m/h. As a comparison, there was no gas kick during
the third spud drilling of Well 81-2HF with the drilling fluid
density of 1.47 g/cm3 and the average ROP was 6.77m/h.

Direct evidence of the drilling troubles in Well 81-3HF
related to the fracturing of Well 81-2HF was a string sticking
at 4129m on Apr. 21, 2016. It failed to release the sticking by
conventional methods. But after the wellhead pressure of
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Figure 9: The change of the dimensionless pressure with the
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types of fluid mobility. The value of the fluid mobility (k/μ)
here is calculated with the unit mD/mPa·s. The circle points
are from numerical modellings. The gray curves are pore
pressure disturbance contours with the initial reservoir pressure
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Well 81-2HF dropped to 30MPa at 8:00 am on Apr. 24,
the drill string was successfully released (Figure 11). This
indicated that the geostress and pore pressure disturbance
caused by the hydraulic fracturing were responsible for
the sticking.

On the other hand, the nearest distance from the target
point of Well 81-2HF to that of Well 81-4HF was about
528.0m at TVD = 2697 98m. So according to the modelling
results, the trajectory of Well 81-4HF is out of the pore
pressure disturbance area of Well 81-2HF. The drilling
practice of Well 81-4HF was consistent with this result.
There was only one gas kick for the third spud drilling of
Well 81-4HF with the drilling fluid density of 1.54 g/cm3

(Figure 10), and the average ROP was 8.14m/h.

5. Conclusions

A numerical modelling method of pore pressure redistribu-
tion around a multistage fractured horizontal wellbore was
put forward based on the theory of fluid transportation in
porous media. The fracture network of each stage was repre-
sented by an elliptical zone with high permeability. Five

stages of fracturing were modelled simultaneously to con-
sider the interactions among fractures.

The effects of formation permeability, fracturing fluid
viscosity, and pressure within the fractures on the pore
pressure disturbance were numerically investigated. Model-
ling results indicated that the pore pressure disturbance zone
expands as the permeability and/or the differential pressure
increases, while it decreases when the viscosity of the fractur-
ing fluid increases. The pore pressure disturbance level
becomes weaker from the fracture tip to the far field along
the main-fracture propagation direction. The pore pressure
disturbance contours obviously have larger slopes with the
variation of permeability than those of the differential pres-
sure. The distances between the pore pressure disturbance
contours are smaller at lower permeability and higher
viscosity.

The modelling results of the updated pore pressure
distribution is of great importance for safe drilling. A
case study of three wells within one platform showed that
the modelling method could provide a reliable prediction
of the pore pressure disturbance area caused by multi-
stage fracturing.
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After a gas drainage event causes different degrees of initial porosity in the coal seam, the heterogeneity of the coal mass becomes
much more obvious. In this paper, soft coal testing samples with different degrees of heterogeneity were prepared first by a new
special experimental research method using hydrogen peroxide in an alkaline medium to generate oxygen. Then, a series of
mechanical tests on the soft coal mass samples were carried out under multiple factor coupling conditions of different
heterogeneities and confining pressures. The results show that with a low strength, the ductility failure characteristic and a kind
of rheology similar to that for soft rock flow were reflected for the soft coal; i.e., the stress-strain curve of the coal mass had no
apparent peak strain and residual strength. An interesting phenomenon was found in the test process: there was an upwardly
convex critical phase, called the brittle-ductile failure transition critical phase, for the heterogeneous soft coal mass between the
initial elastic compression phase and the ductile failure transition phase in the stress-strain curve of the coal mass. An evolution
of the brittle-ductile modulus coefficient of the soft coal was developed to analyze the effect of the internal factor (degree of
heterogeneity) and external factors (confining pressure) on the transition state of the brittle-ductile failure of soft coal. Further
analysis shows that the internal factor (heterogeneity) was also one of the essential factors causing the brittle-ductile transition
of soft coal.

1. Introduction

A soft coal mass with a complex composition and a cementa-
tion structure is a typical inhomogeneous medium and has
more complicated mechanical properties compared with
other rock masses [1–7]. In addition, due to the high number
of interformational pores, fractures, and microfractures
caused by the occurrence of gas, this kind of gas-filled coal
mass was found to be damaged to varying degrees [8–11].
In high gas and deep mines, the “three fields of surrounding
rock,” i.e., the original rock stress field, the mining stress field,
and the support stress field, will change after a gas drainage
event or roadway excavation, which will result in instability
of the surrounding rocks and even lead to some dynamic
destructive disasters, such as coal and gas bursts or rock
burst, causing an unrecoverable loss of economy and time

[12–20]. In particular, under a high-stress environment and
a complex disturbance stress field, the high-pressure gas
inside the coal mass not only weakens the strength of the coal
but also leads to nonlinear characteristics of the coal mass.
Therefore, the mechanical properties of a heterogeneous coal
rock mass are dynamically changing under the influence of
different stress fields and gas pressure fields in the deep
underground.

For the heterogeneity of the soft coal mass, most scholars
in past research programmes believed that the parameter
value of the mesoscopic unit of the coal mass followed the
Weibull distribution [21–24] which could be evaluated by
using one defined Weibull distribution function. Addition-
ally, numerous results show that the macroscopic mechanical
properties of the soft coal mass depend largely on the hetero-
geneity of the mesoscopic parameters [25, 26], which is the
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main reason for the macroscopic inhomogeneity and nonlin-
ear characteristics of the coal mass under an external load
[27–31]. Feng and Zhao [32] studied the relationship
between the macroscopic deformation behaviour of rock
and the mechanical properties of the mesoscopic particles
and found that regardless of whether its mesoscopic particles
are an ideal elastic-plastic material, an extremely brittle mate-
rial, or a transitional material, the macroscopic deformation
behaviour of the rock depends only on its heterogeneity.
Furthermore, the more uniform the mesoscopic particle dis-
tribution of the rock is, the more obvious the brittle charac-
teristics of the rock. In contrast, the less uniform the
mesoscopic particle distribution of the rock is, the more obvi-
ous the elastoplastic characteristics of the rock. Yang et al.
[33] found that the inhomogeneity caused by material defects
played a key role in the distribution of small voids and cracks
in the materials, as well as in the mode of crack propagation.
Hudyma et al. [34] showed that the relationship between the
mechanical characteristics and the porosity of tuff was that
with increasing porosity; its compressive strength and elastic
modulus were reduced. From the above, heterogeneity is
clearly an important index and has been widely used by
scholars to evaluate the mechanical parameters of coal and
rock masses. Moreover, the damage accumulation of the rock
mass depends largely on the homogeneity of the rock, espe-
cially the impact fragmentation of brittle heterogeneous
solids [35].

Recently, with the increasing depth of mining, the
mechanical characteristics of the coal and rock around road-
ways at high pressure, high gas pressure [36, 37], and high
temperature [38, 39] have been systematically researched.
Yang et al. [40] obtained the failure mechanisms and stability
control technology for a deep roadway with some soft rocks
in the Xin’an Coal Mine in Gansu Province, China, and one
new useful “bolt-cable-mesh-shotcrete+shell”-combined
support was proposed to support the ventilation roadway.
Yu et al. [41, 42] proved that the fracture expansion of the
coal and rock mass caused its permeability to increase, weak-
ening the surrounding rock strength. Then, they proposed a
core support technology with a prestressed truss anchor cable
to support the roadway.

The mechanical properties of intact hard rocks with
high homogeneity will change under certain conditions.
Researchers found that under high temperature, high
confining pressure, and other conditions, the rock would
transition from brittle failure to ductile failure [43–45].
Generally, the heterogeneity of rocks is a concentrated
expression of microcracks and rock defects from a micro-
perspective. From a macro perspective, it is the result of
the dynamic development and penetration of macrocracks
and pores, as well as the coupling of various other
influencing factors such as water and gas. This special
property of rock is not an idealized assumption of simple
and single conditions but is the result of multidimensional,
multifactor, and multilevel coupling. Unfortunately, most of
the researches on the special characteristics of the brittle-
ductile transition of rock are concentrated on the analysis
of mechanical properties of rock by external single factors
(e.g., single confining pressure and single temperature), thus

neglecting the influence of mutual coupling with internal
factors of rock (e.g., heterogeneity, water, gas, and temper-
ature). Therefore, this paper takes the heterogeneous coal
seam mining affected by gas or after gas extraction as
the engineering background. A series of mechanical tests
were carried out on heterogeneous soft coal samples. The
influence of the internal factors (heterogeneity) and exter-
nal factors (confining pressure) on the brittle-ductile fail-
ure and mechanical characteristics of the coal mass was
analyzed in detail. The brittleness-ductility of the soft coal
mass model was established. Then, the change law of the
internal structure of the soft coal mass affected by the
gas was inferred.

2. Effect of Gas on the Heterogeneity and
Mechanics of Soft Coal Mass

Similar to loose soil, the gas-filled coal mass is easily
destroyed under a complicated stress condition due to its soft
structure, low strength, poor deformation resistance capabil-
ity, and the fact that the internal area contains many weak
surfaces and original damage. After gas drainage in the coal
seam, the coal mass becomes loose and soft, showing macro-
scopic heterogeneity and nonlinear characteristics due to the
combined disturbed stress field.

The heterogeneity parameters of the coal medium are
reflected by the expansion degree of the specimen (i.e., the
initial porosity of the different coal samples), as shown in
equation (1):

m = n ⋅ k +m0, 1

where m is the heterogeneity parameter of the coal mass, k is
the rock material constant, n is the porosity (initial porosity)
of the coal mass, andm0 is the initial heterogeneity parameter
of the soft coal mass.

The comprehensive effect of axial compression, confining
pressure, and gas pressure on the gas-filled coal mass can be
expressed by an abstract macroscopic effective stress, which
is an equivalent parameter to describe the deformation
process of the coal mass [46]. The effective stress σ′ can be
determined [47]:

σ′ = σ − Pg + 1 − n Pg, 2

where n = m −m0 /k, the rock porosity is related to hetero-
geneitym, Pg is the pore pressure of the gas, and σ is the total
stress of heterogeneous coal and rock.

Assuming that the failure of heterogeneous soft coal con-
forms to the Mohr-Coulomb failure criterion, the effective
stress failure criterion can be obtained:

τ′ = c + σ′ tan φ, 3

where c is the cohesive force and φ is the internal friction
angle.
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By substituting equation (2) into (3), we can obtain

τ′ = c + σ − Pg tan φ + Pg 1 − n tan φ 4

Let 1 − n tan φ = tan φ′, where φ′ is the effective inter-
nal friction angle, and the value is related to the heterogeneity
of the coal and rock mass.

τ′ = c + σ − Pg tan φ + Pg tan φ′ 5

Equation (5) shows that the effective shear strength of the
heterogeneous coal and rock mass is composed of cohesion,
one strength caused by the stress variable σ − Pg and another
strength caused by the stress variable Pg. The strength caused
by the stress variable σ − Pg is related to the angle of internal
friction, while the shear strength caused by stress variable Pg

is related to the effective internal friction angle.
Let c′ = c + Pg tan φ′, where c′ is the effective cohesion.

Therefore, equation (5) can be simplified as follows:

τ′ = c′ + σ − Pg tan φ 6

The stresses σ − Pg and τ in the plane are determined by
the stress circles of the principal stresses σ1 − Pg and σ3 − Pg,
as follows:

σ1 − Pg =
1 + sin φ

1 − sin φ
σ3 − Pg + 2c′ cos φ

1 − sin φ
7

According to equation (7), the obtained theoretical curve
of heterogeneous coal is shown in Figure 1. The triaxial com-
pressive strength (TCS) of coal is affected by gas pressure and
heterogeneitym. Under the action of gas, the TCS of the coal
sample decreases linearly with the increase of gas pressure
and the coal with higher heterogeneity has lower peak
strength.

3. Test Design for a Heterogeneous Soft
Coal Specimen

3.1. Process Flow and Preparation Principle. Due to unfavor-
able construction conditions and test equipment factors, it is
difficult to obtain raw coal samples underground. However,
corresponding rock samples could simulate the characteris-
tics of raw coal [48–50]. Niu et al. [51, 52] have done a lot
of researches on natural and reconstituted anthracite coals,
and the results show that the swelling strain of reconstituted
coal is similar to the homogeneous isotropic variety. There-
fore, this method is used to produce heterogeneous soft coal
specimens. The specimens consisted of anthracite coal ash
through a 100 mesh screen (the average diameter is
150μm) as the main aggregate and P32.5 ordinary Portland
cement as the main cementitious material, and the degree
of heterogeneity was controlled by 30% hydrogen peroxide,
which generated oxygen through the disproportionation
reaction in the alkaline medium, as shown in the chemical

reaction equation (8), to create pores and fissures in the spec-
imens. The basic weight ratio of the white cement to anthra-
cite coal ash in the specimen was 7 : 3, and the water to
cement ratio was 0.4.

2H2O = 2H2O + O2↑ 8

Additionally, to reduce the three-dimensional distribu-
tion of pores and cracks in the sample, we first used the mixer
to mix and tamp the sample fully. Then, the coal samples that
were screened twice by comparing the quality and testing the
rock wave velocity were selected for the test.

Figure 2 illustrates the process flow for preparing speci-
mens with different heterogeneities. The main flow of the
sample preparation is as follows: First, the raw materials
(except hydrogen peroxide) were measured at the set ratio
and the uniform slurry was stirred at a water temperature
of approximately 20°C, with the mixing time controlled
within 60~80 s. Then, the designated quantity of hydrogen
peroxide was added to the slurry and quickly stirred. The
chemical reaction occurred after mixing hydrogen peroxide
and other materials. Generally, the basic chemical reaction
time and initial setting time of the cement were less than
5min and 10min, respectively. In the preparation of samples,
H2O2 and other aggregates need to be stirred and poured into
the mould with other complex procedures. These procedures
will take a lot of time, so it is required that adding the H2O2
mixture should be completed in a relatively short time (con-
trolled within 30-40 s). Except for the test specimens into
which hydrogen peroxide was not added, the other test
samples were filled to 70% of the mould volume. To reduce
error, it was forbidden to cast multiple sets of specimens at
once. After the vibration compaction and initial setting of
the test specimens, the expansion process was observed and
recorded for 8 hours. After removing the expansion and
smoothing the ends, the specimens were demoulded from
the containers and maintained for 28 d at room temperature
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Figure 1: Theoretical curves of peak strength, gas pressure, and
heterogeneity of heterogeneous soft coal rock mass (σ3 = 2 MPa,
internal friction angle = 8°).
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according to the International Society for Rock Mechanics
(ISRM) standards [53, 54].

The test moulding tool is a customized three-opening
mould made of cast iron, as shown in Figure 3, which can
create a standard test piece with a height and diameter ratio
of 2 : 1 (50mm × 100mm). Figure 3(a) indicates that no
expansion occurred in the mould without hydrogen perox-
ide. The hydrogen peroxide is easily dispersed in the con-
crete, and the gas velocity and mass can be controlled by
the temperature, the concentration of the hydrogen peroxide,
and the stirring speed. Different test pieces with different

degrees of heterogeneity were made by this process. When
only 2% of hydrogen peroxide was added, the volume of coal
expanded by 30% (Figure 3(b)).

3.2. Test Scheme. The species were all tested in the digital con-
trol electrohydraulic servo rock test system developed by the
Wuhan Institute of the Chinese Academy of Sciences (RMT-
150C). The test equipment is mainly used for mechanical
property testing of rock and concrete materials. Fourteen
sensors are equipped to record the load, stress, strain, dis-
placement, and other parameters from the axial and

Mould

0% H2O2

(a)

30% 
dilation

2% H2O2

(b)

Figure 3: Swelling behaviour of rock-like specimens made with different hydrogen peroxide contents: (a) specimen without expansion
(H2O2 = 0%, m = 1); (b) specimen with expansion of 30% (H2O2 = 2%, m = 4).
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Figure 2: Preparation process for a gas-affected heterogeneous soft coal mass specimen.
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transverse direction of the specimen during loading. The set-
tings of the axial loading rate and the confining pressure
loading rate are 0.20 kN/s and 0.05MPa/s, respectively, and
two levels of confining pressure (2.0MPa and 4.0MPa) are
set for the triaxial test and the uniaxial compression coupling
factor test, respectively, for different heterogeneous and gas
content soft coal samples.

A comparison test of 6 groups of samples with hydrogen
peroxide content varying from 0% to 5% (with % indicating
the mass ratio of the hydrogen peroxide content to the aggre-
gate) was established.

According to equation (1), each initial porosity of the soft
coal specimen corresponds to the degree of heterogeneity
parameter. In this paper, the k value of soft coal is 10 and
the value of m0 is 1 to reflect the mechanical properties of
the heterogeneous soft coal mass. The corresponding rela-
tionship is shown in Table 1.

4. Results and Discussion

4.1. External Single Factor (Confining Pressure). Figure 4
shows the stress-strain curves of the specimens with hetero-
geneous m = 1 under triaxial and uniaxial compression tests.
Compared with the uniaxial tests, the test curve obtained
under the triaxial confining pressure tests has no apparent
peak strain and residual strength, presenting a kind of
rheology similar to that for the soft rock flow.

4.2. Internal Multifactor Coupling (Confining Pressure,
Heterogeneity, and Gas Content). The triaxial compressive
stress-strain test results of the soft coal masses with different
heterogeneities and gas content under different confining
pressure couplings are shown in Figure 5. The test curve
is similar to the experimental results of the coal mass with
less homogeneity, and there is no obvious peak strain or
residual strength. In the process of compression, the effects
of the degree of initial porosity (i.e., the heterogeneity
parameter m) on the coal mass deterioration are different
(Figure 5(a)). The microcracks and pores can produce
more massive fissures during the stress loading process,
and the specimens will be destroyed when the pores and
fissures penetrate to the end (Figure 5(b)).

The failure of the specimen (Figure 5(b)) shows that
dilatancy failure is the main damage form for the soft coal
mass with a low degree of heterogeneity (m value is within
1~4). With increasing degree of heterogeneity (m > 5), the

distribution of the internal mineral medium becomes more
nonuniform, the overall structure becomes worse, and
microcracks and pores gradually develop, while the cohesive
force decreases slowly. At this point, dilatancy failure can be
clearly observed. As the degree of heterogeneity of the coal
mass increases, the damaged form of the specimens will
become loose and broken due to dilatancy and expansion
(see Figure 5(b)).

4.3. Brittle-Ductile Failure of Heterogeneous Soft Coal under
Multiple Factor Coupling. After further analysis of the
stress-strain failure curves of the specimens with different
heterogeneities (shown in Figure 5(a)), the compression pro-
cess can be divided into the compaction stage, the elastic
stage, and the strain-hardening stage. As shown in Figure 5,
there is an upwardly convex critical phase between the initial
linear elastic compaction phase and the ductile failure phase.
And we call this as a critical phase which is a brittle-ductile
failure transition phase. The key to distinguish this critical
phase is the process of the strain curve from the linear elastic
phase to the plastic rupture phase, in which the slope of the
tangent line at one point of the overstrain curve is larger than
that of the tangent line at the latter point of the critical phase.
Figure 6 shows the determination of the critical phase. The
slope of the tangent line at point H1 is larger than that at
point H2 (i.e., tan θ1 > tan θ2), and hence, the slope can be
regarded as the critical phase. Several points fit into the crit-
ical phase; therefore, in order to determine the critical inflec-
tion point H more accurately in the critical phase, we can
select the average value of stress increments in the critical
phase as the critical inflection point value H, i.e., the critical
inflection point value H = Δσ/2.

The deformation process of the coal mass exhibits an
ideal elastic to brittle feature before point H. After this point
H, the coal mass undergoes typical strain-hardening plastic
flow. If the degree of heterogeneity is higher (i.e., them value
increases from 1 to 6), the critical inflection point stress value

Table 1: Relationship between initial porosity and the heterogeneity
parameter of the specimen.

Number
Hydrogen peroxide

content (%)
Average dilation
volume (%)

Heterogeneity
(m)

A 0 0 1.0

B 1 25 3.5

C 2 30 4.0

D 3 40 5.0

E 4 45 5.5

F 5 50 6.0
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Figure 4: Stress-strain curves of triaxial and uniaxial compression
tests for nonexpansive specimens (m = 1).
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H is lower (i.e., the critical inflection point stress value H
drops from 7.1MPa to 2.5MPa). Besides, the compaction
degree of the pore and fracture in the line-elastic phase of

the coal sample decreases with the increase of heterogeneity
parameter m. In contrast, the strain grows rapidly after this
point and the stress is almost unchanged. The critical
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Figure 5: Stress-strain law of the triaxial test under different confining pressures: (a) 2MPa confining pressure test and (b) 4MPa confining
pressure test results and failure modes of specimens.
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inflection point H is one key factor in predicting whether the
specimen undergoes ideal brittle failure or the transforma-
tion of failure due to strain hardening.

The brittle-ductile transition failure occurs obviously in
the soft coal body under the coupling of multiple factors
(e.g., confining pressure and heterogeneity). To further
explore whether or not the intrinsic factor (heterogeneity)
of the soft coal mass can change the brittle-ductile transition
failure of the coal, in this section, the critical inflection point
stress value H of the brittle-ductile failure transition of the
heterogeneous soft coal mass is analyzed statistically, and
the relationship between the critical inflection point stress
value and the degree of heterogeneity is obtained, as shown
in Figure 7.

The linear regression equation of the test data was
obtained by linear function regression, as follows:

(i) Under 2MPa confining pressure:

H = 11 63m−0 897,
R2 = 0 939

9

(ii) Under 4MPa confining pressure:

H = −0 038m2 − 0 105m + 3 891,
R2 = 0 937

10

Considering fixed external factors (confining pressure),
equations (9) and (10) further indicate that the coal mass
with a higher degree of heterogeneity m has a lower stress
value for the brittle-ductile critical inflection point H and
that the probability of brittle-ductile transition of coal
increases, i.e., an easier transition from dilatancy and expan-
sion to loose and broken rock. In addition, the variation of
the confining pressure has some effect on the change of the

critical inflection point stress value. The higher the confining
pressure is, the larger the value ofH. Therefore, a higher con-
fining pressure can increase the integrity of the soft coal mass
and enhance its bearing capacity.

5. Brittle-Ductile Failure Transformation of
Soft Coal

5.1. Brittle-Ductile Failure. The process from brittle failure to
ductile failure of rock is not merely the result of a single factor
but more the result of multifactor coupling. In actual com-
plex underground rock engineering, the coupling of high
pressure, high temperature, and high pressure gas is often
encountered. Therefore, the multifactor coupling is the fun-
damental reason for the brittle-ductile failure transformation
of rock. However, it has great limitations with regard to ana-
lyzing the brittle-ductile transition of rocks when compared
to only using a single factor, which is an idealized assumption
of rock mechanics research. The brittle-ductile failure transi-
tion of soft coal refers to the three-dimensional stress relief
caused by excavation, gas pressure reduction caused by gas
drainage from boreholes, increased heterogeneity of coal
mass, or the superposition of various engineering blasting
and mining disturbance stresses in deep complex rock engi-
neering. These processes change the external factors (stress
environment) and internal factors (heterogeneity) of the coal
mass, causing the coal mass to undergo a change from stress
concentration to stress relief and then to stress concentration
and the corresponding rock to undergo a shift from compac-
tion to loose and then to compaction. Therefore, the change
refers to the evolution of the coupling factors between the
internal homogeneity and the external stress state of the rock,
resulting in different degrees of the brittle-ductile transfor-
mation of the coal mass.

The distinction between the brittle and the ductile behav-
iour depends onwhether amacroscopic fracture forms (strain
localization occurs) after substantial permanent straining (see
Figure 8) [44]. In soft coal, brittle deformation is cataclastic in
nature, where deformation involves microcrack formation
and frictional sliding along grain boundaries, whereas ductile
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point.
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deformation (different degrees of heterogeneity) transitions
to delocalized cataclasis (or “cataclastic flow”). Also, as
deformation becomes increasingly ductile, internal factors
(pore collapse) begin to play a more significant role than
microcracking, leading to an initially compactant stage in
porous soft coal deformation.

By simplifying the curves and data in Figures 5 and 7, the
stress-strain curve of the idealized soft coal mass is obtained
[32, 55, 56], as shown in Figure 9. The influence of the
confining pressure and the degree of heterogeneity coupling
factors on the failure evolution of the soft coal mass is
described by tan∠ACB in the figure. Under the influence of
an external factor, i.e., a low confining pressure, the damage
form of the coal mass is an ideal elastic-plastic failure. Both
the tan∠ACB and the elastic-plastic-ductile transition of the
failure state of the coal mass decrease faster due to the
increase in the confining pressure. Furthermore, the residual
strength of the postpeak coal mass increases, and the ductil-
ity is enhanced. The heterogeneity of the soft coal mass also
has a significant impact on the transformation between fail-
ure modes. The higher the heterogeneity parameters are,
the faster the change in the elastic-plastic-ductile failure
state of the coal mass (the lower critical inflection point

value). According to the results given in Figure 7, the influ-
ences of the confining pressure and heterogeneity on the
brittle-ductile critical transition state of soft coal are dis-
cussed in the next section.

5.2. External Factors (Confining Pressure) on Brittleness-
Ductility of Soft Coal Mass. The value of tan∠ACB in
Figure 9 can be named the brittle modulus, which is the abso-
lute value of the slope of the stress-strain curve at the soften-
ing stage after the peak softening of the coal rock specimen
and is obtained by

Eb =
δσ

ε1p
, 11

where δσ is the difference between the peak strength and the
residual strength and ε1p is the axial plastic strain during the
process of coal mass strength degradation.

Figure 9 shows that with an increase in the confining
pressure, the postpeak brittleness and the plasticity of soft
coal decrease and the transition to ductile damage gradually
evolves. During the increase in confining pressure, a
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shear failure
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"barreling"

  Increasing internal and external factors

Figure 8: Schematic illustrating changes in failure patterns in relation to internal and external factors and ductility (revised from [44]).
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dynamically evolving postpeak brittle-ductile modulus factor
can be established:

γ = Eb

Eb0
, 0 < g < 1, 12

where Eb0 is the brittle modulus of the soft coal mass under
uniaxial loading, Eb0 = σ1/ε, and Eb is the brittle modulus of
the soft coal mass under confining pressure.

The corresponding brittle modulus and brittleness coeffi-
cient obtained from the triaxial test data of Tennessee marble
[55, 57], Gebdykes dolomite [58], Vosges sandstone [59], and
heterogeneous soft coal mass are shown in Table 2, and the
relationship between the confining pressure and the brittle-
ductile modulus of the rock is shown in Figure 10. The brittle

modulus Eb of the rock changes gradually with the confining
pressure; i.e., the brittle-ductile modulus coefficient γ of the
rock undergoes an evolution process with the change of the
confining pressure (the γ value changes from 0 to 1). Accord-
ing to the heterogeneous coal rock mass and multiple exper-
imental [55, 57–59] results, we obtained the variation law of
the brittle-ductile transition inflection point stress H of the
rock (see Figure 6). Based on this law, in the relation curve
of the confining pressure and brittle-ductile modulus, a
brittle-ductile modulus transition boundary of rock can be
determined. At present, the brittle-ductile modulus γ value
is approximately 0.2. According to Figure 10, from the anal-
ysis, it can be seen that when the γ value is between 0.2 and 1,
the coal and rock mass show ideal brittle failure, and the cor-
responding brittle modulus coefficient is now called the

Table 2: Brittle-ductile modulus for different rocks.

(a)

Tennessee marble (data from [55, 57])

Confining pressure σ3 (MPa) 0.00 3.45 6.90 13.80 20.70 34.50

Peak strength σ (MPa) 130 145 160 180 195 245

Residual strength σr (MPa) 10 60 80 110 130 230

Brittleness modulus Eb (MPa) 174545 104615 85333 74666 34666 5333

γ 1.000 0.599 0.489 0.428 0.199 0.031

(b)

Gebdykes dolomite (data from [58])

Confining pressure σ3 (MPa) 0 5 20 40 90

Peak strength σ (MPa) 60 98 131 150 180

Residual strength σr (MPa) 10 42 101 148 200

Brittleness modulus Eb (MPa) 16667 8000 3529 2000 1900

γ 1.000 0.480 0.212 0.120 0.113

(c)

Vosges sandstone (data from [59])

Confining pressure σ3 (MPa) 0 10 20 40 60

Peak strength σ (MPa) 31 74 92 108 110

Residual strength σr (MPa) 22 38 75 94 107

Brittleness modulus Eb (MPa) 6923 4500 4232 3337 1060

γ 1.000 0.650 0.561 0.482 0.153

(d)

Heterogeneous soft coal rock mass m = 1
Confining pressure σ3 (MPa) 0 1 2 4

Peak strength σ or critical inflection point value H (MPa) 4.5 6.2 7.1 8.2

Residual strength σr or ductility strength (MPa) 2.2 8.3 10.1 15.3

Brittleness modulus Eb (MPa) 575 241 143 70

γ 1.000 0.330 0.248 0.121
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brittle modulus coefficient (Figure 10(b)). When the con-
fining pressure continues to increase, γ decreases gradually
from 0.2 infinitely to 0. Then, the coal mass transitions
from brittle to ductile failure, and the mechanical charac-
teristics are similar to those of the soft rock. The corre-
sponding brittle-ductile modulus coefficient is called the
ductile modulus coefficient with a small value (i.e., γ is
within 0~0.2).

If this kind of soft coal mass is under high pressure,
regardless of the damage characteristics or mechanical prop-
erties of the coal, ductile failure flow appears under the con-
dition of a small confining pressure. Therefore, according to
the test results, the modulus coefficient of heterogeneous soft
coal is generally in the range of 0 to 0.2.

By fitting the test data, the relationship between the
brittle-ductile modulus coefficient γ and the confining
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pressure almost obeys a negative exponential function. With
further increases in the confining pressure, the brittle-ductile
modulus coefficient γ decreases to a certain extent, and the
following relationship can be obtained [60]:

γ = Eb

Eb0
= exp −aσ3 , 13

where a is the fitting constant of the experiment and σ3 is the
confining pressure.

5.3. Internal Factor (Heterogeneity Degree Parameter) on
the Brittleness-Ductility of Soft Coal Mass. Whether brittle
failure or ductile-plastic failure occurs in the coal mass
depends on not only the stress environment but also the
impact tendency of the coal mass. The impact tendency
of the coal mass is also closely related to the heterogeneity
parameter m of the coal mass. Hence, the relationship
between the brittle-ductile state transitions of soft coal
rock is described by introducing the index η of the impact
tendency as follows:

η = E
Eb

, 14

where E is the elastic modulus before the peak strength of
the coal mass and Eb is the brittle modulus of the coal and
rock under a certain confining pressure.

Similarly, as shown in Figure 9, the range of values repre-
sents the physical and mechanical properties of the coal
mass, with η =∞ representing the ideal elastoplastic mate-
rial, η = 0 representing the extremely brittle material, η < 0
representing the strain-hardening material, and 0 < η<∞
representing the softening material.

The shape parameter β of the Weibull distribution
indicates the heterogeneity parameter m of the mesoele-
ment [61]. The relationship between the shape parameter
β and the heterogeneous parameter m can be obtained
from the fitting curve of the soft coal mass, as shown in
Figure 11.

The equation of the shape parameter β and the heteroge-
neous parameterm can be obtained by fitting the experimen-
tal data curve, as follows:

m = 0 994β−0 93, 15

where β is the shape parameter.
The above relations can be described as follows.

η = E
Eb

= b β − 1 −c, 16

where both b and c are material constants.
Based on the above analysis, with an increase in the shape

parameter β (i.e., β is increased from 0 to 20), the heteroge-
neity parameter m of the coal mass decreases gradually (i.e.,
the m value is reduced from 1 to infinitely close to 0). A
decrease in the heterogeneity parameter m causes the impact
tendency index η to decrease gradually (see Figure 11).
Meanwhile, if the brittleness of the coal mass increases, the
critical softening depth of the surrounding rock will decrease,
and the rock will be prone to dynamic phenomena, e.g., coal
and gas outburst. According to the change law of the critical
brittle-ductile inflection point of soft coal with different
heterogeneities (see Figure 7), the higher the heterogeneity
parameter m is, the smaller the stress intensity of the
brittle-ductile critical inflection point of the coal mass
and the more obvious the ductile failure characteristic
stage. In contrast, the lower the heterogeneity parameter
m of the soft coal rock is, the higher the homogeneity of
the coal mass and the more homogeneous the mineral
composition structure. Therefore, more ideal brittle frac-
ture characteristics of the coal mass are reflected in the
macromechanical characteristics.

Equation (17) can be obtained from equations (13) and
(16) as follows:

E
Eb0

= B β − 1 −c, 17

where B = exp −aσ3 ⋅ b.
The material parameter b in the expression of the impact

tendency index η of the soft coal mass is related to the confin-
ing pressure. If the confining pressure is not considered, i.e.,
σ3 = 0, equation (17) is consistent with equation (16). At the
same time, the brittle-ductile transition relationship of the
soft coal and rock is related only to the heterogeneity param-
eter m. Therefore, even if only considering the heterogeneity
of soft coal, it also plays a vital role in the brittle-ductile tran-
sition failure of soft coal. If the confining pressure is
increased, the coupling effect of the confining pressure and
heterogeneity parameter m influences the damage to the coal
body. With a change in the confining pressure and the het-
erogeneity parameter m, both the factors have an influence
on the change rate of the shock tendency. Both the heteroge-
neitym of the coal mass and the confining pressure coupling
not only determine the speed of the transition between the
brittle and the ductile failure of the coal rock but also affect
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the general failure mode of the gas-bearing coal mass and the
probability of coal and gas outburst and rock burst tendency
in the underground roadway.

Figure 12 illustrates the evolution of microfracture
propagation relative to the fracture macroscopic failure pro-
cess in the coal rock mass with high heterogeneity (m = 6).
The soft coal mass forms an initial porosity with different
degrees after the internal gas drainage. From a mesoscopic
point of view, the effective normal stress σn is less than the
macroconfining pressure σ3, but the effective normal stress
σn of the joint is greater than the confining pressure σ3 of
the coal mass (see Figure 12(b)), so the ability of the microfis-
sure to resist macroshear yielding of the coal is limited [62].
When the lateral unloading yield of the coal mass is shifted
from the three-direction stress state to the two-direction
unbalanced stress concentration, the microcrack tends to
open, and the stress development deterioration causes a
new coalescence fracture between the original fissures. When
the lateral limit is large, the whole surface will produce a
smooth shear fracture, but when the lateral limit is small,
the surface will produce a rough split crack (see Figure 12(c)).

6. Conclusions

This study attempts a new experimental research idea, based
on the heterogeneity characteristics of the soft coal mass, by
using hydrogen peroxide (H2O2) in an alkaline medium to
generate oxygen as the major impact indicators. Different
proportioning schemes and different kinds of heterogeneous
soft coal mass specimens were made in cast-iron moulds. A
series of multifactor coupling mechanical tests were carried
out for soft coal masses with different heterogeneities, and
the brittle-ductile response of a soft coal rock mass was dis-
cussed. The following conclusions can be drawn.

(1) The uniaxial and triaxial compression tests were
carried out on heterogeneous soft coal samples. The
ductility failure characteristic is reflected; i.e., the test
curve has no apparent peak strain and residual
strength, which presents a kind of similarity to the
rheology of soft rock flow. The coal specimens in

the loading process show internal factors (different
degrees of heterogeneity m) that vary due to the
degradation effect on the coal mass, from coal body
crack initiation and propagation, overlapping with
the process of heterogeneous coal mass destruction
from shear compression to bulging expansion and
even fracture failure

(2) In the heterogeneous mechanical test curve of the soft
coal specimen, there is an upwardly convex critical
phase between the initial linear elastic compaction
phase and the ductile failure phase. A key point can
be determined at this phase which is called the critical
inflection point H of the brittle-ductile failure transi-
tion. Before this point, ideal elastoplastic characteris-
tics are expressed. In contrast, after this point or
phase, the mechanical properties of the coal masses
are transformed into ductile strain hardening

(3) The more the confining pressure and the degree of
the heterogeneity parameter m increase, the more
obvious the ductile failure of the specimens is. The
heterogeneity degree of rock is also the critical factor
for the brittle-ductile transition of rocks

(4) With the influence of coal mass excavation or gas
drainage, the coal rock mass meso- and macropore
and fracture development will expand, weaken the
strength of the coal mass, or even cause the deteriora-
tion of the internal structure, resulting in the incom-
plete integrity of the coal mass and, after shear and
dilatancy, the evolution from loose to broken rock

Data Availability

The data used to support the findings of this study are
available from the corresponding authors upon request.

Conflicts of Interest

The authors declare that they have no conflicts of interest.

σn< σ3

σ3

σ1(a) (b) (c)

σ1 σ1

σ1

σ3

σn> σ3

Microfracture

Compacted pore

m = 6

Deterioration

Visible pores and fissures

Figure 12: Microfracture propagation in a soft coal mass due to a macrofailure process. (a) Fracture diagram of the coal mass specimen
(m = 6). (b) Three-dimensional stress stability structure of the coal mass. (c) The microfracture develops into a macroscopic fissure.
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In this study, the rheological properties and performances of mud prepared with geothermal spring water to be used by geothermal
drilling operators were examined at ambient and elevated temperatures. In this context, mud samples were prepared in the
compositions detailed in the API specification by using five different geothermal spring water types and a distilled water type.
Afterwards, density, apparent viscosity, plastic viscosity, yield point, gel strength, fluid loss, pH, and filter cake thickness of these
samples were measured. The drilling muds were analyzed by means of rheological tests in accordance with the standards of the
American Petroleum Institute (API). The experimental results have revealed that the mud prepared with geothermal water have
lower viscosity and yield point compared to those prepared with freshwater at elevated temperatures. The stability of the muds
decreases, especially at temperatures higher than 250°F, and they start to become flocculated. It was concluded that geothermal
water-based muds have higher API fluid loss and cake thickness than the freshwater-based one. Therefore, it could be
interpreted that the muds prepared with geothermal spring water will exhibit lower flow performance and lower ability of hole
cleaning and rate of penetration compared to the freshwater muds. Hence, it is recommended that this kind of water should not
be used to prepare drilling mud.

1. Introduction

Drilling fluids are an important circulation component for
the drilling process [1]. The drilling fluids are basically
divided into three categories according to their continuous
phase: water-based muds, oil-based muds, and gas-based
muds [2]. A typical water-based mud usually consists of sus-
pension of clay particles in water. Some of the main functions
of the muds are transporting of cuttings, lubricating of drill
string, preventing an influx of formation fluids, controlling
the hydrostatic pressure, and stabilizing the well [3, 4]. The
drilling muds must have certain rheological and filtration
properties in order to perform these functions [5]. It is rela-
tively difficult to maintain these properties of the mud during
geothermal drilling [6, 7]. As it is well-known, geothermal
drillings are carried out under hot and naturally fractured
and/or vugular formations where they cause a large amount
of lost circulation and degradation [8]. The lost circulation

is one of the most complicated problems that have existed
in drilling engineering and leads to the requirement for a
large volume of drilling fluid [9]. Therefore, it is significant
for the operators to provide water from the source closest
to the well site, both economically and technically. Operators
sometimes use a geothermal spring source which is close to
the well site to prepare drilling mud. In geothermal systems,
geothermal water ascends to the surface by reacting with
the subsurface formations causing mineral dissolution, so
the variety and concentration of dissolved constituents in
the geothermal waters are higher than those of freshwaters.
The geothermal water composition is characterized by
the macroelements of the reservoir rock and the subsur-
face environment to which it is exposed most of the time.
The most frequently observed ions with high concentrations
are Na+, K+, Ca2+, Mg2+, HCO3

−, CO3
2−, SO4

2−, and CO2.
Other micropollutants are heavy metals such as mercury, cop-
per, lead, silver, iron, zinc, arsenic, manganese, chromium,
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beryllium, selenium, vanadium, cadmium, nickel, strontium,
uranium, cobalt, gallium, and antimony. Some other ele-
ments of boron and silica could be present in geothermal
waters as well [10]. Therefore, these waters are likely to affect
the drilling fluid properties such as rheology, fluid loss, shale
inhibition, and lubricity.

There are various studies in the literature regarding the
change in rheological and filtration properties depending
on temperature, pressure, various contaminants and some
additives, or the chemistry of the clays used. Some of these
studies examined the effect of various additives on rheologi-
cal properties without changing the fluids used to prepare
mud while others have studied the effect of different fluids
on rheological properties by keeping the additives constant.
For instance, Vipulanandan and Mohammed [11] used
nanoclays, Jain et al. [12] used nanocomposites, Kang et al.
[13] used nanoparticles, Cai et al. [14] used nanosilicates, Li
et al. [15] used cellulose nanocrystals, Navarrete et al. [16]
used guar gum, Yan et al. [17] used synthetic polymers,
Mahto and Sharma [18] used tamarind gum, Ahmad et al.
[19] used acrylamide-based copolymer, and Meng et al.
[20] used carbon ash as an additive to examine the effects
on drilling mud. As a result, they observed that these addi-
tives improved the rheological properties to be present in
an effective drilling mud. Luo et al. [4] and Ofei et al. [21]
have used ionic liquids as an additive for drilling muds, and
they concluded that these liquids reduce fluid loss by improv-
ing the rheological properties of drilling muds even at ele-
vated temperatures. Kelessidis et al. [22] and Abu-Jdayil
[23] analyzed the rheological properties of drilling muds pre-
pared with salty water. They have stated that viscosity and
yield point decreased whereas the filtrate volume increased
as the concentration of salt increased. Furthermore, they
observed that mud samples present shear thickening behav-
ior with an increase in salt content. Zhao et al. [24] studied
the effect of Na, K, Mg, and Ca inorganic salt cations on the
rheological properties of the polyacrylamide/xanthan gum
solution for drilling mud and concluded that these cations
affected rheological properties negatively and reduced the
viscosity and cutting capacity significantly at high concentra-
tions. Willson et al. [25], Choi et al. [26], and Mao et al.
[27] examined the performance of drilling mud prepared
by seawater.

In this study, the rheological and filtration characteristics
of drilling muds prepared with geothermal spring water were
examined, and their effects on drilling performance were
revealed.

2. Materials and Methods

2.1. Materials. Four different geothermal spring water sam-
ples obtained from various geothermal areas (gs1, gs2, gs3,
and gs4), distilled water (dw1), Na-bentonite being the most
commonly used clay type in drilling mud, XCD (xantham
gum) for modifying viscosity, and CMC (carboxymethyl cel-
lulose) for controlling fluid loss were used to prepare the mud
samples. The chemical properties of geothermal spring water
and distilled water are given in Table 1.

The crystallographic properties of the sample used in this
study were determined using a Rigaku Miniflex II X-ray dif-
fractometer equipped with Cu α radiation in the 2θ range of
3–90° with a 0.01 step size and 0.5 deg/min, and the patterns
were evaluated using a PDXL software program for mineral
identification. The pattern given in Figure 1 shows that the
bentonite sample was composed of sodium-rich montmoril-
lonite (NaM) mineral together with quartz, clipoptilolite,
albite, and illite which were identified as impurities.

The elemental analysis of bentonite sample was per-
formed by X-ray fluorescence (XRF) using a Thermo ARL
X-ray spectrometer. From the obtained results, it is found
that the Na-bentonite sample is composed mainly of
SiO2 (61.59wt%), Al2O3 (15.88wt%), and Fe2O3 (5.62wt%),
in addition to Na2O (2.71wt%), MgO (2.21wt%), CaO
(1.53wt%), K2O (1.07wt%), TiO2 (0.92wt%), and L.O.I.
(7.82wt%) trace elements in the bentonite which are P2O5,
MnO, SrO, NiO, CuO, ZnO, and ZrO2. These results showed
that the Al2O3/SiO2 ratio was about 1/3 to 1/4 as expected for
montmorillonite which is the main component of bentonite
used in the study.

2.2. Preparation of Drilling Mud Samples. The mud samples
were prepared in the compositions detailed in the American
Petroleum Institute (API) specification [28]. As shown in
Figure 2, 500mL of geothermal spring water was stirred with
32.14 g of bentonite for 20 minutes to maintain the clay-

Table 1: Chemical properties of geothermal spring water samples
and distilled water sample.

Chemical parameters
Samples

gs1 gs2 gs3 gs4 dwl

pH 7.41 7.72 8.33 7.64 8.10

Specific conductivity (μS/cm) 6714 3015.5 2028 1805 10.49

K+ (mg/L) 98.8 26 33.2 34 —

Na+ (mg/L) 1215 256 423 363 1.42

NH4 (mg/L) <0.1 1.28 1.92 1.82 —

Ca2+ (mg/L) 97 287 22.4 28.8 0

Mg2+ (mg/L) 17.5 34.3 0.72 8.64 0

As(T) (mg/L) — <0.05 — — 0

B(T) (mg/L) 5.6 0.2 15.1 12.3 0

Li+ (mg/L) 1.5 — 1.05 0.98 —

SiO2 (mg/L) 81 56 203 187 —

CO2 (mg/L) 0.5 7.47 — — —

HCO3
- (mg/L) 7.6 245 580 626 —

CO3
2- (mg/L) <10 <10 90 0.0 —

SO4
2- (mg/L) 432 839 139 141 1

Cl- (mg/L) 1670 325 216 196 0.34

F- (mg/L) — <0.1 — — —

NO2
- (mg/L) — <0.1 <0.05 <0.05 0

NO3
- (mg/L) — 12.4 4.1 3.7 —

Salinity (ppt) — — 1.0 0.9 —

TDS (mg/L) — — 1504 1390 —

Fe(T) (mg/L) — — 0.46 0.475 0
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water ratio according to API standards. Then, 1.4 g of CMC
and 0.7 g of XCD were added to the solution, respectively.
Finally, the solution was stirred for 10 minutes to form a
homogeneous mixture. A Hamilton-Beach multiple mixer
(model 9B) was used for mixing.

The above process was repeated for each geothermal
spring water, and a total of four different mud samples were
prepared. These samples were labeled as S1, S2, S3, and S4.
Moreover, a sample was prepared with 500mL of distilled
water as base fluid in order to examine the effects of the water
on the mud by following the steps. This sample was also
labeled as D1. Prepared samples were remained in static con-
dition at room temperature for 16 hours as specified in the
API standard for bentonite clay. The five mud samples
labeled S1, S2, S3, S4, and D1 were subjected to rheological
and filtration tests. These tests were mud weight, viscosity,
gel strength, fluid loss, and mud cake thickness measure-
ments, respectively.

2.3. Determination of Rheological Properties. In the experi-
mental study, API Standard Procedures were used in order
to determine rheological properties [29].

The weight of the considered mud samples was deter-
mined by using the conventional OFITE (model 900) mud
balance at ambient temperature, while the rheological prop-
erties (viscosity, yield point, and gel strength) were measured
at both ambient and elevated temperatures by means of a
Fann model 35 viscometer and Fann model 50 SL rheometer,
respectively. Since the temperatures of geothermal resources
ranged between 30°C 86°F ± 150°C (302°F) [30], viscometer
shear stress dial readings were obtained under 77, 122, 167,
212, 257, and 302 (°F) temperatures and 150 psi pressure
every five seconds for each standard shear rate (3, 6, 100,
200, 300, and 600 rpm).

The Bingham plastic, power-low, and Herschel-Bulkley
models are the fundamental models to describe the behav-
ior of drilling mud [2]. Moreover, Vipulanandan [31] and
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Figure 1: X-ray diffraction (XRD) of Na-bentonite.
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Figure 2: Flowchart of the experimental procedure.
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hyperbolic models [32, 33] have been used for the same pur-
pose recently. However, drilling fluid is generally considered
to be classified as Bingham plastic in the drilling industry and
the rheological properties of drilling mud are determined
based on this model [20, 34].

According to the Bingham plastic model, the apparent
viscosity, plastic viscosity, and yield point were calculated
using the following equations from 600 and 300 rpm reading:

Apparent viscosity AV = θ600
2 mPas , 1

Plastic viscosity μp = θ600 − θ300 mPas , 2

Yield point yp = 0 5 θ300 − μp Pa 3

The gel strength of muds was measured with the rotating
viscometer. After that, the mud samples were immobilized
for 10 seconds and 10 minutes. The maximum deflection
value seen at 3 rpm was found as 10-second gel and 10-
minute gel, respectively.

Fluid-loss measurements were conducted both at ambi-
ent and 212°F temperature conditions. The measurements
at ambient temperature were performed using a LPLT (low
pressure-low temperature) filter press, and the measure-
ments at 212°F were made using the Fann 500mL filter press
in a pressure of 100 psi.

After the fluid-loss measurements, the mud cake on the
No. 50 filtrate paper was left to evaporate water at ambient
temperature for 24 hours, then the thickness of the mud cake
was measured with a Vernier-type caliper.

3. Results and Discussion

The shear stress values and their relationship with the mud
samples prepared with S1-4 and D1 are given in Figure 3
under both ambient and elevated temperatures (77, 122,
167, 212, 257, and 302 (°F)).

Figures 3(a)–3(f) reveal that the relationship between the
shear stress and the shear rate is not linear between 0 and
100 rpm, but linearly increases up to 600 rpm, so the behavior
of these samples can be described by the two-parameter
Bingham plastic model, which assumes a linear relationship
between the shear stress and the shear rate. As a matter of
fact, the Bingham plastic model does not accurately predict
fluid flow behavior at low shear rates but is useful for contin-
uous monitoring and treating of drilling fluids. Fluids that
exhibit Bingham plastic behavior do not flow until the shear
stress exceeds a critical value known as the yield point. Once
the yield point is reached, changes in shear stress and shear
rate are proportional. This constant of proportionality, or
the slope of the curve, is termed plastic viscosity. Moreover,
it has been highlighted that shear stress values decreased as
temperature increased for all the samples due to the thermal
degradation of the components of the mud samples. When
the rheograms are compared, it is seen that the shear stress
values of the D1 sample is higher than those of S1, S2, S3,
and S4 samples in all terms and conditions. For all samples,

the shear stress values decreased at 257 and 302 (°F) temper-
atures and low shear rate (3-6 (rpm)). Normally, it is
expected that the shear stress increases with the increase in
the shear rate value. Nevertheless, bentonite muds can main-
tain their stability up to 250°F and show shear thickening
behavior at temperatures higher than 250°F. Therefore, gel-
ling and filtration problems will occur at temperatures higher
than 250°F in the boreholes where these drilling muds are
used. These problems will cause the drilling fluid to flow into
formation and reduce the carrying capacity.

Table 2 shows AV, PV, and YP and the ratio of YP to PV
of the drilling mud samples depending on the temperature.

As can be seen in Table 2, temperature affects the AV of
geothermal and freshwater muds negatively. On the other
hand, the AV of freshwater mud is greater than that of geo-
thermal water muds at constant temperature. As AV shows
the flowability of the drilling mud and affects the rate of pen-
etration, it could be noted that the muds prepared with geo-
thermal spring water will have lower flow performance.

From Table 2, it is seen that the PV of the muds prepared
with geothermal spring water is lower than that of mud pre-
pared with freshwater at all temperatures. This indicates that
the spring water causes reduction in bentonite swelling abil-
ity compared to distilled water. This difference is the result of
the different concentration of dissolved solid in the content
of geothermal water and distilled water and leads to a differ-
ence in the viscosity of water that is used to prepare mud
samples, in which the viscosity of water is one of the factors
affecting plastic viscosity. The yield point of the all samples
varies considerably with elevated temperature. Furthermore,
similar to the viscosity, the highest yield point values are seen
for the D1 sample at all temperatures. The low YP will cause
drilling mud not to meet the task of suspending the cuttings
and carrying capacity. In addition, the plastic viscosities of
the samples generally decrease up to 167°F temperature.
Although an increase is observed in a temperature range
from 167°F to 212°F, it decreases consistently at the temper-
atures higher than 212°F. However, the plastic viscosity of
the S2 sample decreases continuously at temperatures higher
than 167°F. Although fluctuations are observed for the yield
points of the samples up to 167°F, the yield points of all sam-
ples reduce distinctly at temperatures higher than 167°F.
Interestingly, the yield point of the S2 sample reached a neg-
ative value at 257 and 302 (°F). This could be due to the wall
slip phenomena. Wall slip is a common problem during rhe-
ology measurements of drilling fluids and is defined as a dif-
ference between the velocity of the walls of the measuring
geometry and of the adjacent fluid layer [35]. The low shear
rate [36] is one of the parameters in which “wall slip” is tra-
ditionally associated.

Shear thinning behavior is a desired property as it pro-
vides a reduction in the pumping pressure and an improve-
ment in the rate of penetration when the viscosity is low in
the pipes and where the drilling mud has a high shear rate.
The YP/PV ratio is the measurement of the shear thinning
as well [1, 37]. When the ratio gets higher, the shear thin-
ning becomes greater [1, 2]. It is observed that the YP/PV
ratio is the highest for the D1 sample in all conditions.
Moreover, this ratio should be at least 0.375Pa/mPas to

4 Geofluids



0

5

10

�휏 
(P

a)

�훾 (S-1)

15

20

25

0 200 400 600 800 1000

600 rpm300 rpm100 rpm

S1
S2
S3

S4
D1

(a)

0

5

10

�휏 
(P

a)

�훾 (S-1)

15

20

25

0 200 400 600 800 1000

S1
S2
S3

S4
D1

600 rpm300 rpm100 rpm

(b)

0

5

10

�휏 
(P

a)

�훾 (S-1)

15

20

25

0 200 400 600 800 1000

600 rpm300 rpm100 rpm

S1
S2
S3

S4
D1

(c)

0

5

10

�휏 
(P

a)

�훾 (S-1)

15

20

25

0 200 400 600 800 1000

600 rpm300 rpm100 rpm

S1
S2
S3

S4
D1

(d)

0

5

10

�휏 
(P

a)

�훾 (S-1)

15

20

25

0 200 400 600 800 1000

600 rpm300 rpm100 rpm

S1
S2
S3

S4
D1

(e)

0

5

10�휏 
(P

a)

�훾 (S-1)

15

20

25

0 200 400 600 800 1000

600 rpm300 rpm100 rpm

S1
S2
S3

S4
D1

(f)

Figure 3: The rheograms of the S1, S2, S3, S4, and D1 samples at constant temperatures (a) 77°F, (b) 122°F, (c) 167°F, (d) 212°F, (e) 257°F, and
(f) 302°F.
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achieve sufficient hole cleaning [4, 21]. The YP/PV ratio of
the D1 sample is higher than 0.375Pa/mPas at all tempera-
tures. However, it is noted that the ratio of geothermal
water-based mud samples is below this value at temperatures
above 212°F. This indicates that freshwater bentonite muds
exhibit more shear thinning behavior compared to geother-
mal water-based bentonite muds. As the ratio decreases
depending on temperature, muds prepared using geothermal
water will adversely affect the hole cleaning and penetration
rate. Therefore, it will directly cause a considerable increase
in the cost of drilling.

Density, gel strength, mud cake thickness, pH, and fluid
loss tests were also performed. The results are shown in
Table 3.

Mud density is one of the key parameters for successful
drilling and affects the performance of drilling mud. The
mud density measurements revealed that the density of
each of the samples was 1.031 g/cm3. It has been noted that
the density of the samples taken from different locations
would not change the drilling performance in drilling
mud suspensions prepared with the same concentration of
bentonite and water.

The gel strength is the shear stress measured at low shear
rate after the mud was set quiescently for a period of time
(10 seconds and 10 minutes in the standard API procedure).
The minimum difference between the results of 10 sec and
10min was measured in the D1 sample as 3.0 lb/100 ft2. This
indicates that the D1 sample has a higher cutting carrying
capacity and thixotropic properties than the other mud sam-
ples. As a matter of fact, when circulation was over, sus-
pended particles were prevented from collapsing into the
bottom of the well. The problem of pipe sticking was also
prevented due to gel strength. The initial gel strengths of
the drilling muds should be high enough to prevent the cut-
tings in suspension from collapsing. Therefore, it is possible

Table 2: Rheological properties of drilling mud samples.

Samples S1 S2 S3 S4 D1

Apparent viscosity
(AV) mPas at 150 psi

Amb. con 17.305 11.180 19.700 18.900 22.895

77°F 19.265 11.095 20.535 19.747 23.535

122°F 16.154 8.315 17.298 16.209 21.910

167°F 14.422 6.604 15.948 14.874 20.675

212°F 13.153 5.490 15.506 14.267 20.008

257°F 9.881 3.648 12.465 11.748 16.354

302°F 6.735 1.867 8.551 8.260 12.526

Plastic viscosity (PV)
mPas at 150 psi

Amb. con. 9.590 6.920 10.650 10.650 10.650

77°F 13.404 7.887 14.097 13.748 14.602

122°F 10.602 4.489 11.609 11.073 13.004

167°F 8.847 4.838 9.763 9.312 11.411

212°F 8.870 4.253 11.401 10.588 12.625

257°F 8.129 3.690 10.068 9.640 11.060

302°F 4.877 2.282 6.707 6.464 8.079

Yield point (YP) Pa
at 150 psi

Amb. con. 7.884 4.353 9.249 8.431 12.514

77°F 5.985 3.279 6.578 6.130 9.129

122°F 5.673 4.248 5.813 5.247 9.100

167°F 5.697 1.804 6.320 5.683 9.467

212°F 4.376 1.264 4.194 3.758 7.543

257°F 1.789 -0.04 2.449 2.153 5.410

302°F 1.897 -0.41 1.884 1.835 4.543

YP/PV Pa/mPas
at 150 psi

Amb. con. 0.822 0.629 0.868 0.791 1.175

77°F 0.446 0.415 0.466 0.445 0.625

122°F 0.535 0.946 0.500 0.473 0.699

167°F 0.643 0.372 0.647 0.610 0.829

212°F 0.493 0.297 0.367 0.354 0.597

257°F 0.220 −0.01 0.243 0.223 0.489

302°F 0.388 −0.41 0.280 0.283 0.562

Table 3: The other rheological properties of the drilling mud
samples.

S1 S2 S3 S4 D1

Density (g/cm3) 1.031 1.031 1.031 1.031 1.031

Filtration pH at 75°F 6.0 7.0 8.0 8.0 7.0

Filter cake thickness (mm) 0.13 0.15 0.12 0.15 0.11

Gel strength (lb/100 ft2)
10 s/10min

7.5/17 4/8 10/27 12/27 16/19

API fluid loss cc at 100 psi
and amb. temperature

30 s 0.5 0.8 0.5 0.3 0.8

1min 0.8 1.2 1.0 0.5 1.2

3min 2.1 2.5 1.6 1.5 1.7

5min 2.6 3.5 2.4 2.3 2.4

7.5min 3.4 4.4 3.3 3.0 3.2

10min 4.2 5.3 3.9 3.7 3.7

15min 5.4 6.6 5.1 4.8 4.8

20min 6.4 7.7 6.0 5.7 5.1

25min 7.2 8.7 7.0 6.4 6.5

30min 8.0 9.7 7.6 7.1 7.05

High-temperature fluid loss.
cc at 100 psi and 212°F

30 s 2.4 1.0 3.0 3.0 3.3

1min 2.6 1.8 3.2 3.2 4.3

3min 3.2 2.8 3.8 4.2 5.8

5min 3.8 3.8 4.8 5.6 6.7

7.5min 4.9 5.4 5.8 6.6 7.6

10min 5.6 6.4 6.7 7.2 8.4

15min 7.2 8.6 8.4 8.8 9.9

20min 8.8 10.2 10.0 10.4 11.4

25min 10.3 12.0 11.2 12.0 12.8

30min 11.4 13.8 13.6 14.0 13.0
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that the muds prepared with geothermal spring water cause
high-pressure changes during maneuvering and it is likely
to crack the weak formations.

It is observed that the fluid loss of all samples increased in
the course of time at ambient and elevated temperatures up
to 302°F. When the API and the high-temperature fluid loss
values at the end of 30 seconds and 30 minutes of each sam-
ple are examined, it is seen that the mud sample retained its
stability and the lowest difference is the sample labeled
as D1. As the increment in the filtration rate of the fluid
increases, the filtrate volume flowing into the underground
formation may cause contamination of the production zone
and/or deterioration of well stability. In all these cases, more
filtration control agents will be required, and the cost of fluid
will be directly affected.

After the API fluid loss test, the best filter cake measured
by caliper of the mud samples is obtained for the D1 sample
with a value of 0.11mm. This indicates that the mud pre-
pared by using geothermal water causes a thicker filter cake
on wellbore during drilling operations compared to the
freshwater muds. When geothermal water is preferred to pre-
pare mud by operators, it will be more likely to encounter
problems such as stuck pipe, excessive torque, drag, high
swab, and surge pressures compared to freshwater muds.

4. Conclusions

As a result of experiments conducted on five different mud
samples in order to compare the drilling performance of
the drilling muds prepared with geothermal spring water
and freshwater, the following conclusions were found.

(i) Muds prepared with geothermal water have lower
viscosities and yield points than those prepared with
freshwater at elevated temperatures. The stability of
the muds deteriorates, and the muds start to become
flocculated especially at temperatures higher than
250°F. Moreover, since the viscosity and yield point
of both types of muds are not high enough for dril-
ling mud to perform its functions, this will lead to
an increase in the amount of mud filtrate invasion
and decrease the carrying capacity of drilling muds

(ii) The shear stress values at constant shear rate and
shear thinning behavior of geothermal water-based
muds are found to be lower than those of muds pre-
pared with freshwater at both ambient and elevated
temperatures. Therefore, these muds will exhibit
lower flow performance, lower ability of hole clean-
ing, and lower rate of penetration compared to
freshwater muds

(iii) Geothermal water muds lead to greater filtrate vol-
ume than that of freshwater muds at both ambient
and elevated temperatures. In other words, it could
be noted that there is an increase in the volume of fil-
trate flowing through the formation during drilling
when geothermal water-based muds are used. It
could also lead to contamination of the production
zone and degradation of well stability. Therefore, it

will require a significant amount of fluid loss addi-
tive to control the filtration. As a result, this will
directly affect the cost of the well

(iv) Muds prepared with geothermal water are found to
have a greater cake thickness than are muds pre-
pared with freshwater. Therefore, it may cause the
drill string to stick to the wellbore and increase the
possibility of other damages inside the well due to
higher swab and surge pressures

Briefly, it could be noted that the muds prepared with
geothermal spring water will cause lower drilling perfor-
mance and high cost compared to muds prepared with fresh-
water. Therefore, it is recommended that geothermal spring
water should not be used to prepare drilling mud in terms
of effectiveness and cost of drilling.
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The relative hydraulic conductivity is one of the key parameters for unsaturated soils in numerous fields of geotechnical
engineering. The quantitative description of its variation law is of significant theoretical and technical values. Parameters in a
classical hydraulic conductivity model are generally complex; it is difficult to apply these parameters to predict and estimate the
relative hydraulic conductivity under deformation condition. Based on the fractal theory, a simple method is presented in this
study for predicting the relative hydraulic conductivity under deformation condition. From the experimental soil-water
characteristic curve at a reference state, the fractal dimension and air-entry value are determined at a reference state. By using
the prediction model of air-entry value, the air-entry values at the deformed state are then determined. With the two parameters
determined, the relative hydraulic conductivity at the deformed state is predicted using the fractal model of relative hydraulic
conductivity. The unsaturated hydraulic conductivity of deformable Hunan clay is measured by the instantaneous profile
method. Values of relative hydraulic conductivity predicted by the fractal model are compared with those obtained from
experimental measurements, which proves the rationality of the proposed prediction method.

1. Introduction

The seepage analysis of unsaturated soils is one of the hot
topics in geotechnical and geoenvironmental engineering.
There are many phenomena related to seepage problem, such
as slope landslide disasters caused by rainfalls, antiseepage of
the earth dikes, and transport of pollutants in underground
soils. The unsaturated hydraulic conductivity is the most
critical parameter in seepage analysis [1], which can be
directly measured in laboratory experiments, e.g., steady-
state test [2–4], instantaneous profile test, and other tests
[5–7]. However, the direct methods are not only complex,
time consuming, and labor intensive but also the accuracy
and operability of test instrument require improvement.
These problems have motivated many researchers to study
the prediction method of hydraulic unsaturated conductivity.
In addition, the seepage analysis of unsaturated soil under
complex conditions relies on the prediction method of

hydraulic conductivity [8]. Therefore, it is of great signifi-
cance to preciously predict and estimate the unsaturated
hydraulic conductivity [9, 10].

Mualem and Klute [11] provided a detailed overview of
various models for hydraulic conductivity and divided the
prediction model of hydraulic conductivity into three species:
empirical forms, macroscopic models, and statistical models.
The empirical forms and macroscopic models describe the
relationship between unsaturated hydraulic conductivity
and matric suction (or volumetric water content) through
mathematical simple functions [12–16]. The statistical
models are indirect methods for predicting unsaturated
hydraulic conductivity from the soil-water characteristic
curve (SWCC). Fredlund et al. [17] established a method
for predicting unsaturated hydraulic conductivity through
a complicated calculation procedure. The calculation pro-
cedure is done as follows: the SWCC was divided into m
stage along the direction of volumetric water content,
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each stage of hydraulic conductivity was calculated by the
matric suction at the middle point of each stage, and the
accumulative calculation was carried out for obtaining
unsaturated hydraulic conductivity. Based on the previous
achievements in seepage analysis field, Agus et al. [18]
evaluated and summarized four statistical models, i.e., the
CCG model [19], modified CCG model [20], Burdine
model [21], and Mualem model [22]. Although these
models commendably describe the variation of hydraulic
conductivity for different soils, the applicability of these
models is still principally limited due to its complexity to
some extent [23–26].

On the other hand, some researchers have devoted to
improving these classical statistical models for more conve-
nient and simple methods. Since Mandelbrot and Wheeler
[27] proposed the concept of fractal geometry, the fractal
theory has been widely used in the analysis of physical geom-
etry properties as a mathematical method [28–31]. The
fractal theory relates the unsaturated hydraulic conductivity
to characterization of soil structure [32, 33], which provides
a powerful tool to indirectly predict the hydraulic conductiv-
ity. Compared with the method of sectional calculation and
integral calculation proposed by Fredlund et al. [17] and
Agus et al. [18], the fractal model can simplify the compli-
cated calculation procedure about relative hydraulic conduc-
tivity. Tyler and Wheatcraft [34] derived the fractal model of
relative hydraulic conductivity based on a fractal model of
SWCC. Based on the fractal theory, many researchers have
derived new models for estimating the relative hydraulic
conductivity, but the influence of deformation on hydraulic
conductivity was not considered [35–43].

Many efforts have been done to examine the unsaturated
hydraulic conductivity under deformation condition. Lloret
and Alonso [44] investigated the effect of the void ratios
and saturation separately on the unsaturated hydraulic
conductivity and put forward the method of relative unsatu-
rated hydraulic conductivity under deformation condition.
Huang et al. [45, 46] proposed and verified an innovative
method of hydraulic conductivity of unsaturated soil under
deformation condition. Wang et al. [47] researched the vari-
ation of unsaturated hydraulic conductivity with volumetric
water content and dry density. Assouline [48] proposed a
model to predict the influence of soil density on hydraulic
conductivity. Hu et al. [49] investigated a model taking into
account the variation of pore size distribution, which pre-
dicted the relative hydraulic conductivity under deformation
condition combined with the Mualem model. Cai et al. [50]
presented an indirect prediction approach for the relative
hydraulic conductivity taking account of the effect of initial
void ratios. Fortunately, based on the fractal theory, Zhou
et al. [51] proposed the unsaturated hydraulic conductivity
model considering the effect of porosity. In this method,
two fractal dimensions were used to describe the fractal
characteristics of pore structure. The change law of maxi-
mum pore size with porosity was predicted from the existing
empirical model; then, the air-entry value can be predicted.
Eventually, based on the Mualem model, Zhou et al. [51]
derived a fractal model of relative hydraulic conductivity
considering the effect of porosity.

Tao and Kong [52] derived a new theoretical model from
microscopic pore channels to predict the relative hydraulic
conductivity. However, the predicted relative hydraulic
conductivity is in a scatter plot, which is uncontinuous and
hard to meet the requirement of unsaturated seepage
analysis. Moreover, the calculation programs of prediction
methods are complex and inconvenient for engineering
application. Therefore, it can be seen that a new simple
method is further expected to predict the relative hydraulic
conductivity under deformation condition. According to
the fractal theory, the predicted method of SWCC taking into
account the influence of initial void ratio was proposed by
Tao et al. [53]. On this basis, a predicted method of relative
hydraulic conductivity under deformation condition was
presented in this paper combined with the fractal model of
relative hydraulic conductivity. This method is able to obtain
the continuous curve of relative hydraulic conductivity under
different matric suction conditions, which satisfy the theoret-
ical research on seepage analysis. Furthermore, it is simple
and convenient for practical engineering application. It is
worth noting that the model presented in this paper is
different from that proposed by Zhou et al. [51]. In this
paper, only one fractal dimension is used to describe the pore
distribution characteristics, the air-entry value is directly
predicted by the air-entry value model proposed by Tao
et al. [53], and a fractal model of relative hydraulic conductiv-
ity is derived by using the Tao-Kong model (Tao et al. [54]
indicated that the Tao-Kong model yields good predictions
against measured data when the fractal dimension is large,
while the predictions of the Mualem model agree well with
the measured results of the relative hydraulic conductivity
when the fractal dimension is relatively small). In contrast
with the proposed model in this paper, the computational
efforts of Zhou et al. [51] are relatively complex.

In addition, due to the experimental difficulty and long
experimental period, little experimental data is reported to
verify the existing models considering the effect of different
initial void ratios. Thus, it is particularly urgent to supple-
ment relevant experiments. In this paper, the unsaturated
hydraulic conductivity of deformable Hunan clay is mea-
sured by the instantaneous profile method to verify the
proposed model. The instantaneous profile method took
more than a year; consequently, the experimental data
obtained in this study will be a useful supplement in the
hydraulic field for unsaturated soils. The good agreement
between the predicted values of the relative hydraulic
conductivity and experimental data demonstrates that the
proposed model efficiently captures the effects of deforma-
tion condition on the hydraulic conductivity.

2. Basic Theory

2.1. Hydraulic Conductivity Model. According to the chan-
nels of microscopic pore, a saturated hydraulic conductivity
model can be expressed as [52]

ks =
γTs

2 cos2α
2piη

θs

θr

dθ
ψ2 θ

, 1
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where ks is the saturated hydraulic conductivity, γ is the bulk
density, Ts is the surface tension, α is the contact angle, η is
the viscosity, pi is the ratios of the actual length of the
micropore channel in the class i to the soil sample length,
θ is the volumetric water content (θr and θs are the residual
volumetric and saturated volumetric water content, respec-
tively), and ψ is the matric suction.

On this basis, the unsaturated hydraulic conductivity kw
can be obtained:

kw = γTs
2 cos2α
2piη

θ

θr

dθ
ψ2 θ

2

Dividing equation (2) by equation (1), the calculus form
of the relative hydraulic conductivity be described as

kr θ =
θ
θr

dθ/ ψ2 θ

θs
θr

dθ/ ψ2 θ
, 3

where kr is the relative hydraulic conductivity, which is
defined as the ratio between the unsaturated hydraulic
conductivity and its corresponding saturated hydraulic
conductivity (kw/ks).

2.2. Fractal Form of Hydraulic Conductivity Model. As
presented by Tao et al. [53], a SWCC fractal model can be
proposed; it is expressed as follows:

w =ws
ψa

ψ

3−D
, ψ ≥ ψa,

w =ws, ψ < ψa,
4

where w is gravimetric water content (ws is saturated
gravimetric water content), D is the fractal dimension, and
ψa is the air-entry value.

The fractal model of SWCC is derived by the gravimetric
water content. According to the relationship between the
gravimetric and volumetric water content, it is also appli-
cable to volumetric water content through the conversion
equation:

θ = w ⋅Gs

1 + e
, 5

where e is the initial void ratio and Gs is the relative
particle density.

Then, substituting equation (5) into equation (4), the
volumetric water content of fractal characteristics can be
obtained:

θ = θs
ψa

ψ

3−D
, ψ ≥ ψa,

θ = θs, ψ < ψa

6

The differential form of equation (6) is expressed as

dθ = D − 3 θsψ
3−D
a ψD−4dψ 7

Equation (7) is differential expression of equation (6) at
ψ ≥ ψa; accordingly, the application range of equation (7) is
ψ ≥ ψa. Then, substituting equation (7) into equation (3),
the following expression is yielded:

kr θ =
θ
θr

dθ/ ψ2 θ

θs
θr

dθ/ ψ2 θ

=
θs D − 3 ψ3−D

a
ψ
ψd
ψD−6dψ

θs D − 3 ψ3−D
a

ψa
ψd
ψD−6dψ

=
ψ
ψd
ψD−6dψ

ψa
ψd
ψD−6dψ

= ψD−5 − ψD−5
d

ψD−5
a − ψD−5

d

= ψ/ψa
D−5 − ψd/ψa

D−5

1 − ψd/ψa
D−5 ,

8

where ψd is the matric suction corresponding to residual
volumetric water content (θr). Since D < 3 and ψa ≪ ψd ,
ψd/ψa

D−5, is approaching infinitesimal, so Equation (8) is
simplified as

kr ψ = ψa

ψ

5−D
9

It is noted that equation (9) is applicable to the stage
when the matric suction is greater than the air-entry value
(ψ ≥ ψa), while the kr value is taken as one when the matric
suction is less than the air-entry value (ψ < ψa). The con-
tinuous curve of the relative hydraulic conductivity can
be obtained by the fractal form of the hydraulic conduc-
tivity model, which is simple and convenient for practical
engineering application.

2.3. Estimation of Unsaturated Hydraulic Conductivity. The
main purpose of this paper is to predict the relative
hydraulic conductivity under deformation condition. It is
found from equation (9) that the unsaturated relative
hydraulic conductivity is mainly controlled by the fractal
dimension and the air-entry value, and it can also be
applied to the prediction of relative hydraulic conductivity
under deformation condition.

The process of determining the fractal dimension and the
air-entry value is described as follows.

By taking the logarithm of both sides of equation (6),
there is

ln θ = 3 −D −ln ψ + ln θs ⋅ ψa
3−D 10

Then, it is easy to obtain

ln θ∝ 3 −D −ln ψ 11

The fractal dimension is obtained by fitting experimental
SWCC to equation (11). According to Tao et al. [55], the
matric suction corresponding to the maximum pore size
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(rmax) is defined as the air-entry value (ψa). Meanwhile,
the fractal model of pore volume should be satisfied with
r ≤ rmax. On the basis of the Young-Laplace equation, ψ
is inversely proportional to r. So for a better fitting effect,
it is better to adopt the experimental data at the stage of
ψ ≥ ψa. By plotting the ln θ against −ln ψ, the fractal
dimension can be calculated by D = 3 − k, in which k is
the gradient of the graph. Note that the fractal dimension
is seen as a constant for the same soil with different initial
void ratios [53].

Following Tao et al. [53], the air-entry value at different
initial void ratios can be determined as

ψai =
ψa0

ei/e0 1/ 3−D0
, 12

where ψa0 is the air-entry value of a maximum initial void
ratio (e0), ψai is the air-entry value of a random initial void
ratio ei (ei < e0), and D0 is the fractal dimension of a
maximum initial void ratio (e0).

It is worth pointing that the maximum initial void ratio
(e0) refers to the reference state of soil sample, while the
random initial void ratio ei (ei < e0) is corresponding to the
deformed state of soil samples. Therefore, the same soil with
different initial void ratios is taken as a different type of
deformation condition.

By using equation (12), the air-entry value of random
initial void ratios (ei) is determined. After determination of
the fractal dimension and air-entry value, the unsaturated
relative hydraulic conductivity with different initial void
ratios can be predicted from equation (9).

2.4. Hydraulic Experiments of Deformable Hunan Clay. The
soil samples in this study are unsaturated clay soils in Hunan
Province with a liquid limit of 46.34%, a plastic limit of
27.84%, and a relative particle density of 2.76. For the prepa-
ration of the soil sample, firstly, the soil was air-dried natu-
rally until no obvious changes in gravimetric water content
were measured, and that soil should be crushed and passed
through the 2mm standard sieve later. Soils were then mixed
with a certain water quantity to reach the objective initial
gravimetric water content about 19%. Importantly, the
mixture should be placed in the hermetic box for at least
48 hours to make sure of the migration of water in soil, and
then, the gravimetric water content was measured again.

Two sets of soil samples at five different initial void ratios
(1.12, 1.04, 0.97, 0.90, and 0.84) were prepared by hydraulic
jack. After vacuum and saturation, one set of samples was
used to the SWCC test, and another set of samples was used
in the variable water head test for measuring the saturated
hydraulic conductivity. In the experimental process, the
gravimetric water content was measured. But for calculation
and model verification, the gravimetric water content should
be converted into the volumetric water content by using
equation (5).

2.5. Soil-Water Characteristic Curve Test. The pressure plate
instrument produced by the Soil Moisture Company of the
USA was selected for the SWCC test. The tests were executed

by increasing gradually the matric suction from 0 to 1250 kPa
(0, 5, 10, 30, 80, 280, 280, 450, 700, and 1250 kPa) without net
stress. When the pore water was allowed to drain from the
soil sample in pursuit of equilibrium in each level, the
volumetric water content corresponding to specified matric
suction was calculated from the amount of drainage in the
soil sample. The experimental SWCC at the reference state
(e0 = 1 12) of Hunan clay is shown in Figure 1.

2.6. Permeability Test

2.6.1. Saturated Permeability Test. The saturated hydraulic
conductivity of Hunan clay with different initial void ratios
was measured by the variable water head test; the equipment
of testing was TST-55 Permeameter (Figure 2). Then,
multiple tests were performed to obtain the average value
for high accuracy. The saturated hydraulic conductivity of
soil samples with different initial void ratios at 20°C was
obtained by temperature modification as shown in Table 1.

2.6.2. Unsaturated Permeability Test. The instantaneous
profile method was employed to measure the unsaturated
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Figure 1: Measured SWCC for Hunan clay (e0 = 1 12).

Figure 2: Saturated permeability test.
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hydraulic conductivity of deformable Hunan clay. The
equipment of the instantaneous profile method was a special
type of glass cylinder with a height of 1m and a diameter of
25 cm, which was designed by ourselves. At the side of the
glass cylinder, 5 columns of holes were arranged uniformly,
and each column of holes was evenly distributed with a
vertical interval of 5 cm (Figure 3). But, these holes were
sealed when the test was starting. Under the action of gravity
and capillary force, the water flow permeated into the bottom
of the cylinder, which accelerated the test process. The water
flow accorded with the requirement of one-dimensional
seepage condition and Darcy’s law.

The specific test steps are as follows:

(1) Soil Preparation. The preparation of remolded soil had
the steps similar to the SWCC test. For the homogenization

Table 1: Measured values of saturated hydraulic conductivity of Hunan clay.

e 1.12 1.04 0.97 0.90 0.84

ks (cm/s) 7 72 × 10−4 4 15 × 10−4 2 49 × 10−4 1 73 × 10−4 7 63 × 10−5

Figure 3: Unsaturated permeability test.
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Figure 4: Measurement of the relative hydraulic conductivity of
deformable Hunan clay.

−8 −7 −6 −5 −4 −3 −2 −1
−1.4

−1.3

−1.2

−1.1

−1.0

−0.9

−0.8

−0.7

−0.6

Experimental data
Fitting analysis

ln
 �휃

y = 0.108x−0.578
R = 0.99
D = 3−0.108 = 2.892

e0 = 1.12

−ln �휓

Figure 5: Fractal dimension of Hunan clay.
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Figure 6: SWCC fitting to get the air-entry value at a reference state
(e0 = 1 12).

Table 2: Predicted and experimental result of air-entry value.

Initial void ratios
Air-entry value (kPa)

Experimental results Predicted values

1.12 1.81 1.81

1.04 3.56 3.59

0.97 6.69 9.17

0.90 9.49 13.71

0.84 20.96 25.97
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of water, the soil sample was stirred evenly by the blender,
and then, the soil was sealed for more than 48 hours. After
the water migrate uniformly, the gravimetric water content
was measured again.

(2) Sample Preparation. The sample was prepared by strati-
fied compaction. To ensure close contact between soil layers,
the interface of different layers was scraped. When the
sample preparation was finished, an 8 cm thick fine sand
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Figure 7: Comparison between predicted values and experimental results of the relative hydraulic conductivity of deformable Hunan clay.
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layer was evenly spread on the surface of each sample, which
ensured that the water permeated uniformly and prevented
the surface layer of each sample from caking during the
seepage process.

(3)Water Permeation. Thecertainamountofwater (1500mL)
was continuously added on the top of the sample during the
20min. Then, it is necessary to immediately seal the top of
the cylinder with fresh film to prevent water evaporation.

(4) Measurement of Gravimetric Water Content. Taking a soil
sample for instance, when the wetting front infiltrated in the
heights of 15 cm~20 cm of the soil sample, the gravimetric
water content from top to bottom was beginning to be
measured by taking out a certain amount of soil from a
column of holes at the same time. By repeating the above
work, the gravimetric water content of the other columns
was measured at different time intervals, which depends on
the falling velocity of wetting front. Finally, the variation
of gravimetric water content with heights of soil samples
at different times can be obtained.

The soil samples at initial void ratios of 1.12, 1.04,
0.97, 0.90, and 0.84 were tested in turn by using the
above method. The unsaturated hydraulic conductivity
was calculated using the method presented by Wang
et al. [56]. Based on the experimental saturated hydraulic
conductivity, the unsaturated hydraulic conductivity is
converted to the relative hydraulic conductivity (Figure 4).
It is noteworthy that the calculated relative hydraulic
conductivity of Hunan clay is based on capillary theory, so
the matric suction considered in this paper is mainly influ-
enced by capillary water. However, at the stage of higher
matric suction (about greater than 1000 kPa), the matric suc-
tion is greatly influenced by film water which is not studied in
this paper, so the corresponding data are not analyzed. That
is to say, the proposed model is suitable for lower suction
(about smaller than 1000 kPa) stage because capillary suction
is only considered.

2.7. Model Verification. By fitting equation (11) to the exper-
imental SWCC at a reference state (e0 = 1 12), the fractal
dimension (D) was determined to be 2.892 for deformable
Hunan clay (Figure 5). While by fitting equation (6) to the
experimental SWCC at a reference state (e0 = 1 12), the
corresponding air-entry value ψa0 can be determined to be
1.81 (Figure 6). According to equation (6), the volumetric
water content is a constant (θs) when the range of matric
suction is ψ < ψa (it can be represented as AB in Figure 6).

On the basis of the fractal dimension and air-entry value
at a reference state, the air-entry values of Hunan clay at
deformed state were determined using Equation (12), as
shown in Table 2. It can be seen that the predicted air-
entry values are close to the experimental results at a
deformed state.

Based on the fractal dimension and the predicted air-
entry values at a deformed state, the relative hydraulic con-
ductivity of Hunan clay at a deformed state can be calculated
by using equation (9). In Figure 7, the predicted values are in

good agreement with the measured values, which verifies the
accuracy of the proposed method.

3. Conclusions

A fractal prediction method was presented to determine the
relative hydraulic conductivity under deformation condition
in this study. The method was only necessary to obtain the
fractal dimension and the air-entry value at a reference state
by the SWCC test. The relative hydraulic conductivity at a
deformed state was predicted combined with the air-entry
value and fractal form of the hydraulic conductivity model.
Compared with the tedious calculation work (i.e., integral
and sectional calculation) in the existing procedure, the
proposed method requires less work to determine the relative
hydraulic conductivity under deformation condition. In
order to demonstrate the accuracy of the proposed method,
the instantaneous profile method of deformable Hunan clay
was carried out to obtain the experimental data of the relative
hydraulic conductivity with different initial void ratios. By
comparing the measured values with the predicted values,
the accuracy of the proposed method was validated.
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To accurately detect the development height of the water flowing fractured zone (WFFZ) in the overlying strata of the working face
after mining under water and to ensure the safety and reliability of coal mining, the coal seam located under Weishanhu Lake in the
Jisan coal mine was used as the experimental system. A similar laboratory simulation and water injection-based fracturing test
system were used with the working face before and after mining activity to calculate, quantitatively detect, and qualitatively
analyze the development height of the WFFZ in the overlying strata. Meanwhile, a flow-stress-damage model and its criterion of
fracture expansion were established based on the Mohr-Coulomb criterion, and the FLAC 3D software was used to simulate the
deformation and failure of the overlying strata and the evolution of WFFZ during the mining process. The results showed that
the height ranges of the WFFZ beneath Weishanhu Lake of the Jisan coal mine as established by the above three methods are
30-45m, 30-48m, and 30-50m. In the process of mining, the caving zone and fractured zone are, respectively, subjected to
tensile failure and shear failure. The development height of the water flowing through the fractured zone in the overlying strata
is basically consistent with the range of the “breaking arch.” The flow-stress-damage model and its criterion of fracture
expansion can be applied to the fracture law of overlying strata under water under similar geological conditions.

1. Introduction

China’s coal resources are widely distributed and are rather
common under buildings, railways, and water bodies. The
mining of coal resources under water is particularly seriously
threatened by the overlying aquifer; as such, the mining of
coal under water has become a focus of research. The pri-
mary hazard is mainly caused by the movement and failure
of overlying strata and the development of water flowing
fractured zone (WFFZ) during the mining process. The con-
tinuous development of theWFFZ will cause it to be linked to
the main aquifer, and even the surface water system, of the
mining area. Because of this, the surface, underground water
system near the mining area, and the surface ecological

environment will change. The key to achieving safe, green,
and efficient production of coal resources under water is to
ensure that the WFFZ is not affected by the main aquifer
[1]. Therefore, it is of great practical significance to carefully
study the development process of the WFFZ and the move-
ment of overlying strata while mining under water.

Both domestic and international scholars have studied
the damage of overlying strata and the accuracy of improving
predictions of the height of the WFFZ from different per-
spectives. These studies have provided technical support for
safe mining under water. The height and evolution of the
WFFZ are often studied using empirical formulas, physical
experiments, numerical simulations, and field tests. The
hydraulic fracturing process involves the coupling of fluid
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movement, rock deformation, and fracture propagation.
Fractures may form whenever stress in any part of the
material exceeds its strength, which could be either shear
stress, normal stress, or a combination of both [2]. The
deformation of flexible strata during complete failure is
not brittle; rather, brittle failures occur only as mining is
in progress [3]. The mining-induced fracture zone provides
pressure-relief passageways for gas that flows from coal
seams and the surrounding coal/rock strata as well as spaces
for gas storage [4, 5]. The mining-induced fracture zone,
together with the caving zone, is defined as the WFFZ.
Bai et al. [6] acquired an empirical formula for the height
of the WFFZ through field tests in multiple coal mines
under the condition of a stable gob. Majdi et al. [7] pre-
sented five new simple, yet conclusive, mathematical
approaches to estimate the height of the distressed zone.
Liu et al. [8] used on-site measurements, mechanical theory
calculations, and numerical simulations to analyze the reg-
ularity of the height of the WFFZ. As the face continuously
advances, the overlying strata collapse, and destruction and
dissociation occur on the weak side [9]. Zhang et al. [10]
analyzed the regularity of the development of the WFFZ
under the influence of different factors in the process of
block mining and established a height prediction model of
the WFFZ for block mining. Other scholars have calculated
the height of the WFFZ in the mining process according to
the prediction formula presented in the Regulations of
Mine Hydrogeology issued by the Ministry of Coal Indus-
try. The above research has provided a foundation for coal
mining under rivers and lakes. However, mining-induced
fracturing and the deformation of overlying strata require
further exploration from the perspective of mining under
surface water and aquifers.

Based on the mining that occurs under Weishanhu Lake
in the Jisan coal mine, as well as on the theoretical analysis of
mining-induced fractures, deformation laws, and structural
mechanics models of overlying strata, this paper provides a
simulation-based analysis of the development height of the
WFFZ on a working face before and after mining occurs.
The established fracture expansion criterion based on the
Mohr-Coulomb criterion is imbedded in the FLAC 3D soft-
ware to simulate and analyze mining-induced fracturing

and deformation laws of overlying strata and the regularity
of the development of the WFFZ and to verify the engineer-
ing according to field-measured data in the mining process.

2. The Breaking Arch Model and Fracture
Expansion Criterion

2.1. Mechanical Structure Model of the Breaking Arch. A
stope mechanical structure model is established [11–13] as
shown in Figure 1.

According to an existing theory, the overlying strata can
be divided into three zones in the vertical direction: the cav-
ing, the fractured, and the sagging [14]. The breaking arch
consists of the caving zone and the fractured zone, and the
height of the WFFZ is basically consistent with the range of
the breaking arch.

(1) The Caving Zone. The caving and final arrangement
of blocks in the stope after breaking are irregular.
The bulking coefficient is relatively high, generally
up to 1.3-1.5. However, after they are recompacted
by overlying strata, the bulking coefficient can reach
approximately 1.03. This zone is directly above the
roof of the mining area, and in many cases, it is
caused by immediate roof caving.

(2) The Fractured Zone. After the strata are fractured, the
area where rock blocks remain arranged in an orderly
manner is called the fractured zone, which is located
above the caving zone. Since the rock blocks are
arranged in an orderly fashion, the bulking coefficient
is relatively low.

(3) The Sagging Zone. All strata from the top of the frac-
tured zone to the surface are called the sagging zone.
The notable characteristic of stratal movement in this
zone is that the movement is continuous; it is also
integral that the movement of strata from the top of
the fractured zone to the surface is stratified and inte-
gral. In the vertical section, subsidence values of all
upper and lower parts are quite low. If there is a thick
and hard key layer, a separation area may emerge in
the sagging zone.
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Figure 1: Mechanical structure model of the breaking arch in the stope.
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The WFFZ is distributed in the shape of a “saddle” [15],
including the caving zone and the fractured zone. If the over-
lying aquifer is located within the WFFZ, it will cause the
fracture water to flow from the fractured strata into the gob
and working face.

2.2. Fracture Expansion Criterion. Due to the interaction of
seepage pressure and coal seam mining under water, the
strata will fracture and form a fracture zone that utilizes
existing holes in the strata, which causes the strata to shear
and slide along the fracture zone, and eventually causes the
destruction of the entire structure.

2.2.1. The Range of the Fractured Zone Generated during
Mining. The working face mining process is divided into
two stages, including (1) the stage of incomplete mining, dur-
ing which the mining distance of the working face is less than
the width of the working face, and (2) the full mining stage,
during which the mining distance of the working face is
greater than the width of the working face.

The fracture height of the overlying strata in the stope
is determined by the width of the working face. When this
is fixed, the maximum height of the WFFZ of the overlying
strata is definite. When the mining distance of the working
face does not reach the width of the working face, the
development height of the overlying strata space structure
is related to the length of the working face; overall, the height
of the overlying strata space structure in the stope develops
linearly as the work face is mined. When the mining dis-
tance of the working face reaches the width of the working
face, the development height of the overlying strata space
structure is approximately one-half of the width of the work-
ing face [16].

2.2.2. Fracture Expansion Criterion. As a natural material,
pores and cracks exist in rock masses and have significant
influence on the mechanical properties of the host rock mass.
When the rock mass is subjected to external forces, it often
breaks down in such defective areas first, followed by insta-
bility and failure of the entire rock mass [17]. Fracturing
can be classified as three basic types based on how the frac-
tures form under external forces: opening mode (Type I),

sliding mode (Type II), and tearing mode (Type III). The
splitting that is caused by water pressure is different from
other mechanical splitting because any newly generated frac-
ture will be immediately filled with water and that water pres-
sure is applied to the fracture surface. Fractures formed
under tension are Type I fractures. According to the Grif-
fith theory [18, 19], the appearance of a fracture will pro-
duce a new surface for the solid material, which has the
same surface energy as the surface of the liquid, and a part
of the energy (U) released by the system will be converted
to surface energy. Assume that the surface energy on the
surface of the material is γ, namely, surface tension, and
the maximum length of the rock is 2α; then, the surface
energy is S = 4αγ. When the fracture is in an equilibrium
state d/dα W −U = γ , the left side of the formula is
the force that drives fracture expansion, while the right side
of the formula is the force with which the material hinders
fracture expansion. Griffith believes that if the applied stress
exceeds the critical stress value or the input energy exceeds
the critical energy, the material will fracture. If the fluid in
the fracture is continuously supplemented through perme-
ation, the fracture pressure is maintained so that the exter-
nal input energy continues to be greater than the critical
energy; thus, part of the fracture will continue to expand.

2.2.3. Numerical Simulation Method for Fracture Expansion.
From the perspective of energy, the fracturing of rock mate-
rial mainly occurs when the input energy exceeds the maxi-
mum value of the material itself; thus, the material will
begin to break down; the more energy the material bears,
the higher the degree of damage. In the initial fracture, since
the crack tip is not very sharp and the degree of energy accu-
mulation is low, the cracking is slow; however, the crack tip
becomes very sharp after cracking, and a large amount of
energy will accumulate at the crack tip, resulting in fracturing
of the rock. Wang et al. [20] presented the acoustic emission
hits can be used to analyze the damage in rock material, but
the number of acoustic emission hits cannot be used alone
to determine the degree of rock damage directly. Therefore,
it is an appropriate method to judge the degree of cracking
from the perspective of energy.

As the rock is damaged, the microstructure changes, the
material strength and the elastic modulus decrease, and the
permeability becomes higher. The damage variable D is
defined to estimate the degree of damage. According to the
ratio of dissipated energy to the maximum strain energy of
rock, the degree of damage to the rock is estimated. The
strain energy of the rock is as follows:

dW
dV

=
εi j

0
σijdεij 1

For the convenience of simple calculations, we believe
that the stress-strain curve for the rock can be simplified into
a bilinear stress-strain model that consists of two straight
lines (Figure 2). The area surrounded by the stress-strain
curve is the energy that the unit body bears. The input energy
for the element is partly used to increase the elastic energy of
the material and is also partly consumed by other kinds of

Elastic 
stage

0

Damage 
stage

σ

σu

Soua : (dw/dv)a -- elastic energy density
Souf : (dw/dv)u --the maximum strain energy density that a unit can withstand

Bilinear stress-strain model
u

eu ef e

Figure 2: Bilinear stress-strain curve.
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energy, such as sound waves and crack propagation. Theoret-
ically, this is called the dissipated strain energy density of the
element, which is shown as follows:

dw
dv d

= dw
dv

−
1

2E∗
0

σ21 + σ22 + σ2
3

− 2υ σ1σ2 + σ2σ3 + σ3σ1 ,
2

where E∗
0 is Young’s modulus after reduction, which is related

to the stress path. When the energy of the element is greater
than the critical energy, cracks appear, which are generally
oriented perpendicular to σ3 or the maximum tensile stress.

Based on the built-in Fish function of FLAC 3D, the dam-
age model is built with the energy defined as the determining
criterion of fracturing. The simulation progress is shown in
Figure 3. At the initial stage, the strain energy density of the
element is set to 0 (that is, z extral = 0), and the strain energy
density of the element calculation step I is as follows:

dW
dV i

= dW
dV i−1

+ 1
2 σix + σi−1x εix − εi−1x

+ 1
2 σiy + σi−1

y εiy − εi−1y

+ 1
2 σi

z + σi−1
z εiz − εi−1z

+ 1
2 σixy + σi−1xy εixy − εi−1xy

+ 1
2 σiyz + σi−1

yz εiyz − εi−1yz

+ 1
2 σiyz + σi−1

yz εiyz − εi−1yz

3

The strain energy accumulation of the element during the
simulation process is recorded. σi

x, σ
i
y, σ

i
z , σ

i
xy, σ

i
yz , and σ

i
xz are

the element stresses in step I; σi−1x , σi−1y , σi−1
z , σi−1xy , σ

i−1
yz , and

σi−1xz are the element stresses prior to step I. Stress-strain is
indicated in the same way.

If the element energy meets dW/dV ≤ Soua, the element
will not be damaged.

If the element energy meets Soua < dW/dV < Souf , the
damage variable D will be defined as the ratio of dW/dV
to Souf .

If Souf < dW/dV , the element is considered to be
completely damaged, and the bearing capacity is lost. To
ensure that the element does not produce singular points,
the element is given a residual volume modulus E∗

C and a
larger permeability η∗.

It is necessary to note that the loss of the bearing
capacity of the element does not indicate the host rock
sample is destroyed. Under three-directional pressure, the
cohesion of the material is lost, but overall damage will not
occur; the rock will be destroyed only when the confining
pressure is withdrawn. Therefore, it is practical and appro-
priate to give the damage element a smaller volume variable
and higher permeability.

Therefore, the FLAC 3D rock mass energy-determining
criterion can be used to comprehensively estimate the rock
mass damage caused by mining-induced stress and fracture
water pressure. Meanwhile, the development of the WFFZ
can be simulated well.

3. Methods and Results

3.1. Numerical Simulation of the Development Regularity of
the WFFZ

3.1.1. Model Configuration. Based on the 183upper04 work-
ing face that is located under Weishanhu Lake of the Jisan
coal mine, the FLAC 3D simulation software was used to
build a numerical model to study the movement of overly-
ing strata and the development of the WFFZ during mining.
According to the test results of rock samples, the strata
overlying the coal seam are mainly sandstone, with fine-
grained sandstone and medium-grained sandstone in the
upper part and thick siltstone and mudstone in the lower
part, where fractures are well-developed. Table 1 lists the
main lithologies of the 183upper04 working face. The frac-
ture parameters are obtained according to the properties
of the rock materials [21].

The length, width, and height of the design model
were 800m, 400m, and 200m, respectively, as shown in
Figure 4. The boundary conditions of the model mechanics

Import model parameter
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Strain energy density
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Start

Apply residual
deformation

modulus E⁎

C and
maximum
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Balance model

Result

(du /da) > (du /da )a

(du /da) − (du /da )a

(du /da) u − (du /da )a

D =

0 ≤ D < 1

η = η/(1−D)

E
⁎ 
=

 
E0 D

No

Yes

No

Yes

No
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Start calculation

Figure 3: Flow chart of numerical simulation.
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were as follows: the top boundary of the model was a free
boundary; the bottom, front, back, left, and right boundaries
of the model were set as stress boundaries.

In the FLAC 3D model, the S-B method was applied to
initialize the ground stress by applying the stress bound-
ary; the equivalent load, namely, the gravity stress, was
applied at the top of the model. The load σz is obtained by
the following formula:

σz = γH, 4

where γ indicates the unit weight of overlying strata and
H indicates the depth from the top boundary of the model
to the surface. The lateral stress generated by gravity stress
in the horizontal direction is determined by the following
formula:

σx = σy = λσz , 5

where λ is the side pressure coefficient, determined by the
formula λ = μ/ 1 − μ , where μ is Poisson’s ratio.

After modeling, the deformation and failure conditions
of overlying strata were simulated, and the height and shape
of the caving zone and WFFZ during mining were analyzed.
During the simulation, the mining height is 3m, and the
open-off cuts are made from elevations of -715m, -710m,
and -705m, with each step of the excavation being 50m.
Then, the development of the WFFZ was analyzed.

3.1.2. Analysis of Simulation Results

(1) The Distribution of the Failure Field at Different Mining
Distances. By analyzing the failure field, the distribution of

failure areas in overlying strata after mining can be directly
observed. Based on Figure 5, which shows the simulation
results of the distribution of the plastic zone at different min-
ing distances of the working face, when the mining of the
working face reaches 50m, the plastic zone is concentrated
directly above the upper gob, which gradually decreases and
mainly belongs to shear failure. The siltstone strata below
are dominated by tensile failure. As the mining of the work-
ing face reaches 100m and the gob area increases, the coal
seam roof falls and sinks further. Tensile failure occurs
mainly in the immediate roof above the gob, and tensile shear
failure above the coal pillar indicates that the collapse of the
immediate roof occurs directly from this area. Tensile shear
failure occurs in the main roof stratum above the immediate
roof, and shear failure becomes more obvious upward. The
range of the plastic zone increases in the horizontal and ver-
tical directions as the working face is mined further. Finally,
the heights of the caving zone and fracture zone are
approximately 15m and 50m, respectively, which develops
into the mudstone with 8.5m height. As the mining of the
working face reaches 150m or more, the development
height of the caving zone and the WFFZ basically remains
stable. In summary, the distribution of the plastic zone
above the gob and above the coal wall in the front and back
of the gob basically corresponds to the development height
of the caving zone and the WFFZ. When open-off cuts are
made from elevations of -715m, -710m, and -705m, there
is little change in geological conditions, and the regularity
of the WFFZ is similar.

(2) Distribution of the Failure Field in Different Mining Upper
Limits. For open-off cuts made at different elevations, the
simulation results of the distribution of the plastic zone in

Table 1: Mechanical parameters of the main strata.

Lithology Bulk modulus (GPa) Shear modulus (GPa) Cohesion (MPa) Tensile strength (MPa) Friction (°)

Mudstone 0.6 0.32 0.5 0.6 28

Fine sandstone 1.63 1.2 2.5 1.1 32

Medium sandstone 1.6 1.14 2.2 1.0 31

Siltstone 1.87 1.12 2.0 1.0 30

Coal 0.8 0.14 0.3 0.5 26

Block group
Mudstone

Mudstone

Mudstone

Mudstone

Siltstone

Siltstone

Siltstone

Fine and medium-grained sandstone

Fine and medium-grained sandstone

Interbedding of fine-grained and siltstone

Interbedding of fine-grained and siltstone

Fine and medium-grained sandstone

3 upper coal seam

Figure 4: Numerical simulation model.
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overlying strata after excavating 200m are shown in
Figure 6. From the simulation results of different mining
upper limits, the displacement vector map and contour of
displacement of each mining upper limit are similar in
shape with consistent stratal movement. After mining,
stress is concentrated at the edge of the gob and shear fail-
ure occurs in the rock mass above the coal pillar. Accord-
ing to the distribution of the maximum and minimum
principal stresses, the coal seam roof area is a destressed
zone, where stress is redistributed after the coal seam is
mined. The rock mass is dominated by tensile failure. On
the upper gob, tensile failure, tensile shear failure, and
shear failure zones develop successively from the bottom
to the top. As the mining area increases, the range of the
maximum principal stress contour constantly expands, the
shape and height constantly change, and the plastic failure
zone of the strata continues to develop forward and
upward, indicating that the caving zone and the WFFZ
are increasing continuously.

Overall, if the mining height is 3m, the height of the cav-
ing zone is approximately 15m and the height of theWFFZ is
approximately 50m.

We investigate two other methods to calculate, quantita-
tively detect, and qualitatively analyze the development
height of the WFFZ in overlying strata to verify the practical-
ity of the numerical model.

3.2. Physical Experiment on the Development Regularity of
the WFFZ

3.2.1. Similar Simulation Test Design. A similar simulation
test model was built based on the 3upper coal seam in the
Jisan coal mine. During the simulation, the movement, fail-
ure, and distribution of stress in the overlying strata were
continuously monitored. The mechanical phenomena and
rules in site mining were obtained by inversion. Eighty-
meter boundaries were left on both sides of the 183upper04
working face at the tail entry and head entry. The physical
similarity model is shown in Figure 7. The length, width,
and height of the model were 1 8m × 0 3m × 0 8m, the geo-
metric similarity parameter of the model was α1 = Lp/Lm =
200, the unit weight similarity parameter was αγ = γpi/γmi =
1, the stress similarity parameter was ασ = α1αγ = 200, and
the elastic modulus similarity parameter was αE = ασ.
Table 2 lists the main model similar parameters.

3.2.2. Mining and Field Monitoring. The mining height in the
model was 1.5 cm, equivalent to 3m in an actual mining sce-
nario. Forty centimeter-wide boundaries were left on the left
and right sides of the model, equivalent to 80m boundaries in
an actual mining scenario. Mining was performed from left
to right.

To monitor the settlement of overlying strata, the
coordinate grid and the light lens displacement meter were
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Figure 5: Distribution of plastic deformation of the overlying strata at different mining distances: (a) working face mined to 50m, (b) working
face mined to 100m, and (c) working face mined to 150m.
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used for calibration, and the plane displacement monitor-
ing grid was arranged on the front side of the model. The
layout of monitoring spots is shown with red dots in
Figure 7.

The mining process of the model was monitored, the
movement of overlying strata during mining and the param-
eters in the failure state of the overlying strata were recorded,
and the images were processed.
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Figure 6: Distribution of plastic deformation in overlying strata at different mining upper limits: (a) mined upper limit of -715m, (b) mined
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3.2.3. Experimental Results and Analysis. Excavation is begun
from 40 cm on the left boundary in 5 cm increments, which is
equivalent to actual excavation increments of 10m. The
height variation and location of the boundary of the WFFZ
during the process of model mining are measured and
recorded, and the relationship between the development
height and the mining distance is also recorded. The physical
model is shown in Figure 8.

Each time stratal movement is stabilized after mining,
all points of displacement and failure on the model are
observed and calculated comprehensively. The analysis of
experimental results for the 183upper04 working face is
shown in Figure 9.

During mining, the development height of the WFFZ
increases with the mining distance, but when the mining
distance exceeds a certain value, it no longer develops
upward. Figure 10 shows the relationship between the fail-
ure height of the overlying strata and the mined distance
of the working face.

When the mined distance of the working face is short, the
overlying strata can maintain a state of stability without
extensive rock collapse; the development height of the WFFZ
also remains low, as shown in Figure 9(b). As mining pro-
gresses, the development heights of the caving zone and the
WFFZ increase rapidly with the first weighing of the working
face and the rapid collapse of overlying strata. Afterward,
the development height of the caving zone gradually falls
and stabilizes, with a maximum height reaching 12m, as
shown in Figure 9(c). As the mining distance increases,
the development height of the WFFZ continues to increase
steadily, and the fractures rapidly spread upward. When
the working face is mined to 150m, its maximum develop-
ment height reaches 44.14m, as shown in Figure 9(e). The
ratio of the height of the fractured zone to the mining
height is 14.71. Meanwhile, an obvious curved subsidence
zone is formed above the WFFZ. Subsequently, with a fur-
ther increase in the mining length, the development height
of the WFFZ gradually decreases and stabilizes between 30
and 45m.

From Figure 9(e), the development of the WFFZ is dis-
tributed in the shape of a “saddle,” in which the shape is
slightly higher on both sides and lower in the middle. The
reduction area appears in the middle of the gob, which corre-
sponds to the results of the theoretical study of the failure of
overlying strata. The broken overlying strata in the gob are
gradually compacted as the working face advances, the gob
boundary is supported by the coal wall, and the degree of

reconsolidation of the fractured and caved strata in the mid-
dle of the gob is greater than that of the gob boundary.

As Figure 10 shows, the caving zone and the WFFZ
follow a pattern of increasing first and then decreasing and
stabilizing as the distance of coal mining increases. The
height of the caving zone of the model is stable at a range
of 8-12m, and the development height of the WFFZ is
44.14m. Compared to the strike model, the tilt angle is the
main cause of the higher height of the WFFZ.

3.3. Field Measurements of the WFFZ

3.3.1. Application of Water Injection Fracturing Test System.
The “underground up-hole observation device” was arranged
in a chamber in a certain position around the downhole min-
ing face, and the upward-inclined drill holes were pitted from
the chamber to the WFFZ in the strata overlying the gob of
the working face. A double-sided water plugging device was
used to observe the development height of the WFFZ in the
overlying strata before and after mining and to analyze the
deformation and failure of the overlying strata, ultimately
providing scientific technical parameters for the safety min-
ing under water [22].

The observation method used for borehole injection
water leakage in the surface is a traditional and reliable
method. However, when mining under large water bodies,
the traditional method of observing the height of the WFFZ
through ground drilling cannot be performed due to the
presence of a water body. In this study, underground water
leakage was measured by up-hole injection. That is, at the
periphery of the working face, up-holes were drilled upward
to the gob; leakage measuring by subsection, sealing, and
water injection was performed in the drill holes to determine
the height of theWFFZ according to seepage in the drill holes
at each depth. According to the existing roadway layout, the
height observation station was selected on the side of the
stopping line of the working face. In the auxiliary haulage
gate of the 183upper04 working face, appropriate observa-
tion profiles were selected to arrange premining observation
holes and postmining observation holes. The observation
results from premining observation hole 1 and postmining
observation hole 2 are shown in Figures 11 and 12, respec-
tively. The injection water leakage of observation hole 1 is
generally between 0.2 and 0.5 L/min. The drilling is not
affected by mining action, and the data mainly fluctuate
because the overlying strata of the 3upper coal seam include
interbedded siltstone, fine sandstone, medium sandstone,
and mudstone, for which the fracture development and water
conductivity of each stratum are different, leading to different
injection water leakages in each stratum. The entire pore seg-
ment shows different injection water leakages, which indi-
cates that the upper strata that were exposed by premining
drilling are relatively intact and fractures are not developed.
The injection water leakage in observation hole 2 is obviously
higher than that in observation hole 1, which indicates that
fractures are better developed within the drilling depth of
60m. As the drilling depth increases, the injection water leak-
age in the pore segment slowly increases until it is approxi-
mately consistent with observation hole 1, indicating that

Table 2: Model parameters.

Index Parameter

Geometric similarity parameter 200 : 1

Thickness of coal seam (m) 0.03

Time similarity parameter 200 : 1
Unit weight similarity parameter 1 : 1

Stress similarity parameter 200 : 1

Elastic modulus similarity parameter 200 : 1
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the degree of fracture development is reduced. Therefore,
from observation hole 2, the upper limit of water conductiv-
ity is the depth of the hole at 60m, and the height of the
WFFZ is calculated by the following formula:

H2 = 60 × sin 40 5° = 39 97m 6

Based on the test results of all observation holes, the
height of WFFZ in the strata overlying the working face is
approximately 40m.

According to the observation results, the development
height of the WFFZ on the first mining face of the 3upper
coal seam located under Weishanhu Lake of the Jisan coal
mine is saddle-shaped, as shown in Figure 12. The width of

the side expansion (or extrusion) of the WFFZ is approxi-
mately 10m. The upper surface of the WFFZ is in the mud-
stone, which is in the eighth layer overlying the 3upper coal
seam with a thickness of 8.5m. It is believed that its upper
surface is the boundary between the 8.5m thick mudstone
and the 1.6m thick fine and medium-grained sandstone.

The reason for the formation of the saddle-shape and side
boundary convex-shape is that the curvature of the overlying
strata is the largest at the mining boundary, so the height of
the WFFZ at the mining boundary is also the highest. On
the outside of the mining boundary, that is, above the coal
pillar, the overlying strata are in a state of tensile stress, which
easily produces opening fractures. Therefore, the outer con-
vex type is caused on the side boundary of the WFFZ.

Figure 8: Simulation experiment model.

(a) (b)

(c) (d)

(e) (f)

Figure 9: Failure and movement of overlying strata during mining: (a) open-off cut, (b) working face mined to 40m, (c) working face mined
to 80m, (d) working face mined to 100m, (e) working face mined to 150m, and (f) working face mined to 200m.
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3.3.2. Visual Observation of Boreholes. The fracture devel-
opment of the 183upper04 working face roof was observed
by a YTJ20 borehole television (Figure 13); the observation
depth was 13.43m due to limited equipment conditions.
According to the nearest C4-11 bore hole columnar sec-
tion to the chamber, the borehole camera passes through
the 1.75m thick siltstone of the roof, the 2.95m thick fine
siltstone interbed, and 5.22m thick claystone in sequence,
and the ultimate depth is at 5.22m in the claystone. Based
on the analysis of the borehole video, the height of the
caving zone on the 183upper04 working face is greater
than or equal to 9.92m.

The heights of the WFFZ obtained using the above three
methods were approximately 50m, 30-45m, and 40m.
The respective caving zone heights were approximately

15m, 8-12m, and 9.92m. The results of the physical
experiment and field measurements showed that the
numerical simulation results are correct. The results veri-
fied the practicality of the flow-stress-damage model to
study the fracture of overlying strata under water during
mining. However, there is an obvious bias in the data
obtained from the three methods; the data obtained from
the physical experiment and field measurements were
slightly lower than those of numerical simulation. The
possible reasons mainly include the selected mechanical
parameters of the strata, which have a significant influence
on the experimental results. Another possible reason is
that the caving zone height results are inaccurate because
of limited equipment conditions that were presented in
the field measurement section.
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4. Conclusions

Based on the Griffith theory, energy was used as the fracture
expansion criterion. Through the use of the Fish language,
the flow-stress-damage model and its criterion were embed-
ded in FLAC 3D software, and a calculation program was
applied to simulate the mining process under a water body.
The failure of the surrounding rock in the mining process
under the water body was analyzed. Combined with the field
observation results and laboratory simulation results for the
height of the WFFZ, the effectiveness of the determination
method was verified and the evolution law of the height of
the WFFZ was obtained.

The WFFZ consists of the caving zone and the fracture
zone, and its development height is basically the same as that

of the “breaking arch.” As the working face is mined, caving
occurs in the overlying strata and the degree of fracture
development increases, but the height of the WFFZ will not
increase if the overlying strata are supported by waste rock,
which is formed after caving and expansion of the working
face. The height of the WFFZ obtained by numerical simula-
tions was approximately 50m, the development height
obtained by laboratory simulations was in the range of 30m
to 45m, and the development height obtained by the water
injection fracturing test system was approximately 40m.

The key to safe mining under water is to ensure that the
WFFZ does not affect the overlying water. The height of the
WFFZ measured in the field was within the safe range, and
thus, safe mining under water can be realized. The research
results provide theoretical support for coal mining under
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water in the Jisan coal mine and a reference for determining
the height of the WFFZ in similar geological conditions.
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Multistage hydraulic fracturing is a key technology for developing tight reservoirs. Field data indicate that a small fraction of the
injected water can be recovered during flowback. Fractures play an important role in the retention of fracturing fluid, but the
mechanisms and rules remain uncertain. Therefore, an experimental facility was established for studying the fluid retention in
fractures using an improved conductivity apparatus. The fluid trapped in rough fractures was measured, and the dynamic
changes of the drainage volume and rate under various apertures were analyzed. The effects of different factors, such as the
fracture aperture, surface roughness, tortuosity, and matrix imbibition, on the fluid retention were studied. An empirical
formula between the retention rate and fracture aperture was derived on the basis of mass conservation. Results showed that the
fluid retention rate slowly decreased with an aperture increase in the fracture, and it would increase with considerable
roughness, high tortuosity, and significant matrix imbibition. Meanwhile, drainage volume and rate change dramatically
resulted from the gas drive. Secondary fractures and microcracks played an important role in the retention of fracturing fluid.
Furthermore, the mechanisms of fracturing fluid retained in the tight reservoir, including viscous trapping and “locking” in
fractures, the effect of gravity, surface-bound water film, capillary force retention, and matrix imbibition, were discussed. This
study is significant for understanding the flowback rules of fracturing fluid, diagnosing fracture development, and identifying
reservoir properties.

1. Introduction

Multistage hydraulic fracturing is a key technique for the
effective exploitation of tight reservoirs. In the process of
multistage hydraulic fracturing, a large amount of fractur-
ing fluid is injected into the formation. However, field data
show that the flowback rate of the fracturing fluid after
fracturing is generally no higher than 30% [1]. For con-
ventional reservoir hydraulic fracturing, the flowback rate
should be higher to reduce the damage caused by the
external fluids to the reservoir [2–4]. Nevertheless, the
relationship between the flowback rate and the stimulated
effect in tight reservoirs is unclear, and the production
from wells with high flowback rates is unnecessarily high.
The retained fracturing fluid is closely related to reservoir

damage, environmental protection, and oil and gas pro-
duction [5–8].

During the hydraulic fracturing, a part of retained frac-
turing fluid is imbibed into the matrix, and another portion
is trapped in the fracture. Published studies have suggested
that fracturing fluid enters the matrix by capillary force and
gradually spreads to the deep matrix, which is influenced by
rock composition, mineral content, porosity, permeability,
wettability, geochemical characteristics, and liquid properties
[9–11]. For example, the spontaneous imbibition of marine
and continental shale shows that the imbibition capacity of
marine shale is stronger than that of continental shale due
to the difference of clay mineral content and wettability
[12]. However, some researchers mentioned that only a few
fracturing fluids can enter the shale matrix given the change
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in pressure gradient during fracturing and flowback. The
fracturing fluid, which is similar to proppants in the fracture,
could support some closure fractures [13]. Some studies have
also found that the fracturing fluid cannot flow back in time
during the rapid closure of an unpropped fracture [14].

Realizing fracture characteristics is a prerequisite to
studying the retention of fracturing fluid in fractures. A
single rough fracture is the basic unit that comprises a
fracture network. Many studies have been conducted on the
description methods of rough fracture surfaces and the fluid
flow rules in fractures [15–18]. In the published study,
fracture aperture, surface roughness, and tortuosity are
important parameters in describing fracture characteristics.
However, no uniform standard exists for describing the
characteristics of rough fractures. In the publications of
numerical simulation, a discrete fracture network model
has been established, and fracture length, density, and con-
nectivity have been studied. Enhancing the contact between
the matrix and the fracture can improve the capability of
the fracturing fluid to enter the matrix [19]. The flowback
rate may decrease with a complex fracture network and a
large stimulated volume. So far, this phenomenon cannot
be explained clearly from the level of mechanisms.

Some works have given their views on the retention
mechanism of fracturing fluid by laboratory experiments,
numerical simulations, and field data analysis [20–22]. A
numerical simulation study shows that matrix imbibition,
secondary fracture trapping, and shut-in time significantly
affect production due to fluid retention [19]. The fracture
closure and gravity in the primary fracture are the main
mechanisms of FFR [23]. Experimental results show that
the surface tension and wetting in primary fractures influ-
ence FFR, while gas displaces liquid during flowback. Mean-
while, the effect of gravity separation in a primary fracture on
the fracturing fluid is significant [20]. Until now, there have
been few studies on the mechanism of FFR.

The mechanism and rule of retention in rough fractures
are unclear, and the relationship between the flowback rate
and development of artificial fractures is uncertain. Few
experimental methods have been conducted to simulate the
fluid retention process. In this study, we built an experimen-
tal facility to evaluate fluid retention. The fluid trapped in
rough fractures was measured, and dynamic changes in
drainage volume and rate under various apertures were

analyzed. The effects of different factors, such as the fracture
aperture, surface roughness, tortuosity, and fracture surface
imbibition, on fluid retention were studied, and the retention
rate was calculated on the basis of mass conservation.

2. Classification of Fractures

A complex fracture network that consists of a single rough
fracture is formed during multistage hydraulic fracturing.
Previous studies related to hydraulic fracturing have divided
fractures into primary and secondary fractures [24, 25]. For
further study, fractures are divided into three types, namely,
primary fractures, secondary fractures, and microcracks
according to the customary method and the characteristics
of various man-made fractures [26, 27]. The main classifica-
tion characteristics of fractures are shown in Table 1.

The aperture of the primary fracture is greater than
0.80mm. The fracture has a large opening, which is the main
flow channel of the fluid, and has high conductivity. The
aperture of the secondary fracture is between 0.25 and
0.80mm. The secondary fractures, which are minor channels
of the fluid flow that have good connectivity with the primary
fracture, are numerous and have small apertures. The aper-
ture of a microcrack is less than 0.25mm. They distribute
in a scattered state and have a small scale, which can enhance
rock permeation. The primary fracture, secondary fracture,
and microcrack mentioned in this paper are based on the
classification criteria of fractures, as listed in Table 1.

3. Experimental Materials and Methods

3.1. Sample Acquisition and Characteristics. The sample was
acquired from the shale outcrop (30 00 cm × 30 00 cm ×
30 00 cm) of the Silurian Formation, a marine deposit in
the Sichuan Basin of Southeastern Chongqing. Sample
properties of the standard cores are listed in Table 2. The
average porosity, measured by a helium porosity measure-
ment device, is 5.56%. The average permeability, measured
by a steady-state method, is 0.0007mD (SY/T5336-2006).
X-ray diffraction analysis results of the shale mineral compo-
sition are shown in Table 3. The clay mineral content is
14.5%–40.2%, the quartz content is 38.0%–54%, the feldspar
content is 5.6%–12.1%, and the carbonate rock content is
4.2%–16.0%. Scanning electron microscopy images showed

Table 1: Classification criteria of fractures.

Type Aperture Characteristic Connectivity

Primary fracture >0.80mm Single, large aperture, main flow channel Excellent conductivity

Secondary fracture 0.25–0.80mm Large number, small aperture Good connectivity with primary fracture

Microcrack <0.25mm Discrete distribution, small scale Poor connectivity

Table 2: Sample properties.

Basin Formation Depositional environment Porosity (%) Permeability (mD)

Sichuan Basin Silurian Formation Marine deposition 5.56 0 7 × 10−3
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that an organic fracture is developed and filled with pyrite,
as shown in Figure 1. The elastic modulus is 20.17GPa,
Poisson’s ratio is 0.28, and the density is 2.53 g/cm3.

For the convenience of research, four sets of rock samples
and one group of steel samples were prepared before the
experiment, and they were marked CI, CII, CIII, GHI, and
GHII. The fractures of CI, CII, CIII, and GHI were formed
along the bedding. GHI’s fracture surface was polished by a
grinder, and the fracture of GHII was formed by two steel
plates. They are all shown in Figure 2. The standard cores
were drilled in the direction of the vertical bedding for per-
forming a single-sided spontaneous imbibition experiment.

3.2. Measurement of Surface Roughness. ContourGT is a
three-dimensional optical microscope, which is used to
obtain the roughness and surface topography of the fracture
surface. The principle of white light interference was adopted
for measuring the optical path difference that reflects the
surface physical properties. The measuring resolution is
0.1 nm, the measuring range is 0.1–10mm, and the closed
loop is not stitching, as shown in Figure 3.

The surface topographies of CI, CII, CIII, GHI, and GHII
were scanned using Contour-GT. The local typical mor-
phology of the fracture surface was obtained, as shown in
Figure 4. We could thus acquire the mean square roughness
(Rq), arithmetic mean deviation (Ra), and maximum height
drop (Rv).

3.3. Experimental Apparatus and Methods

3.3.1. Experimental Apparatus. Artificial fractures have
different apertures, roughness, and surface properties. The
fracturing fluid is displaced by the gas during flowback. The
flow and retention rule of fracturing fluid in rough fractures
must be understood. Therefore, a retention experimental

facility was built for studying the effects of fractures between
two test samples on fluid retention. The experimental setup
includes a modified conductivity apparatus and a spontane-
ous imbibition device, as shown in Figure 5. The modified
conductivity apparatus consists of a conductivity room, a
hydraulic pump with automatic pressure control, a laser
ranging sensor for measuring the fracture aperture, and a
computer with SmartSeries software. The device has a
maximum closure pressure of 137MPa, the conductivity
room area is 64.5 cm2, and the fracture aperture-controlling
accuracy is 0.1mm. The spontaneous imbibition device is
composed of an electronic balance, a constant-temperature
and humidity box, and a computer with software. The accu-
racy of the electronic balance is 0.00001 g; it was used to
obtain the value of matrix imbibition mass for calculating
the retention rate.

3.3.2. Experimental Methods. The surface morphology of the
samples was scanned before the experiment for determining
surface roughness and three-dimensional topography. The
experimental setup established using the conductivity appa-
ratus was used for liquid loading and gas displacing, as shown
in Figure 6(a) (the green pipeline is the gas-displacing sys-
tem and the blue pipeline is the liquid-loading system).
Figure 6(b) shows the placement of the specimen inside
the testing cell, orientation of the fracture, and fluid flow/
drainage direction. Distilled water was used, and its volume
flow rate was 5mL/min. Nitrogen was also used, and its
volume flow rate was 10mL/min. The change in the fracture
aperture could be monitored in real time through a displace-
ment sensor. The drainage liquid mass could be collected by
the balance at the outlet. The total amount of the injected
water mass could be obtained by an integral. The loading
mass and retention rate of fluids with different apertures,
surface roughness, tortuosity, and matrix imbibition were

Table 3: Mineral composition.

Mineral type Clay Quartz Feldspar Carbonate

Mass percentage 14.5%–40.2% 38.0%–54.0% 5.6%–12.1% 4.2%–16.0%

(a) (b)

Figure 1: SEM images: (a) natural fracture filled with pyrite and (b) organic development.
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obtained. A one-sided spontaneous imbibition experiment of
the standard core was conducted to obtain the mass of the
spontaneous imbibition matrix.

An experiment on fluid retention was performed in the
following procedure. (1) The test sample was loaded into
the conductivity room according to the industrial standard
SY/T 6302-2009. (2) The device was opened, and the initial
fracture aperture was set. (3) The inlet valve was opened for
injecting liquid into the crack and closed after the stability
of flow at the outlet for 15min. (4) The gas valve was opened
for 30min for simulating the gas displacement that would
occur upon disappearance of the liquid flow at the outlet.
(5) The fracture aperture was adjusted before the next cycle,
and the experimental data were recorded by the computer
in real time. The experimental process ended upon comple-
tion of the above steps.

4. Experimental Results

4.1. Characteristics of Drainage Mass and Rate. The experi-
ment was performed using four sets of test samples and one
group of steel plates by adjustment of the fracture aperture.
The drainage characteristics of CI, CII, and CIII at different
fracture apertures were analyzed. In Figure 7(a), the fracture
apertures are 1.7, 1.0, 0.5, and 0.1mm. The experiment was
used as a basic experiment without gas drive. The mass of

the drainage fluid continuously increases under the different
apertures. The drainage mass of the same set of experiments
decreases with the reduction in the fracture aperture. In
Figures 7(b) and 7(c), the fracture apertures are 1.6, 1.3,
and 0.2mm. The gas drive increases the drainage mass by
comparison. In Figures 7(d) and 7(e), the fracture apertures
are 2.2, 1.8, 1.6, and 1.3mm. Figures 7(b) and 7(d) represent
the case without gas drive, whereas Figures 7(c) and 7(e)
represent the case with gas drive. When the apertures are
2.2 and 1.8mm, the drainage mass increases and then fluctu-
ates severely due to a gas breakthrough in the fracture. In the
initial stage, the drainage mass increases rapidly, and the
increase in the drainage mass gradually decreases. The gas
drive increases the final mass of the drainage fluid. The drain-
age mass in the rear of the gas drive begins to fluctuate, which
results in a certain increase in the total drainage volume.

In Figure 8(a), the fracture apertures are 1.7, 1.0, 0.5, and
0.1mm. The rate of the drainage fluid shows a decrease trend
with time. A remarkable difference in the initial drainage rate
with different apertures is observed, and the difference
gradually decreases with time. In Figures 8(b) and 8(c), the
fracture apertures are 1.6, 1.3, and 0.2mm. The gas drive,
which was conducted in Figure 8(c) but not in Figure 8(b),
clearly increases the drainage rate.

In Figures 8(d) and 8(e), the fracture apertures are 2.2,
1.8, 1.6, and 1.3mm. The gas drive, which was conducted in

Fracture

GHI GHII

CIIICIICI

Figure 2: Surface characteristics of samples, four sets of test samples, and one group of steel samples (top view).
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Figure 8(e) but not in Figure 8(d), increases the rate of the
drainage fluid significantly. A comparison of Figures 8(b)
and 8(c) with Figures 8(d) and 8(e) shows a noticeable
difference in the drainage rate under the condition of gas
displacement. The gas drive results in a sudden increase in
the drainage mass and rate. This process is considered to sim-
ulate the beginning of gas production of hydraulic fracturing
flowback. The characteristic of the gas-water ratio during
flowback can identify the complexity of reservoir fractures.
The stimulated volume was evaluated on the basis of the
material balance equation [28].

4.2. Factors Affecting Liquid Retention. A large number of
fractures will be generated after a tight reservoir is fractured.
The fracture has different apertures, surface roughness, and
tortuosity. The high imbibition capacity and adsorbed water
film are caused by a large number of micro–nanopores, rich
clay content, and a large stimulated area, which are not found
in conventional reservoirs. Therefore, the aperture, rough-
ness, tortuosity, and surface imbibition are studied. Accord-
ing to the principle of mass conservation, the amount of
injected fracturing fluid in the formation is equal to the
sum of the mass of fluid discharged and retained in the
fractures. The total amount of liquid injected is calculated

according to the injection rate. The drainage mass after gas
drive can be read directly from the outlet balance. The reten-
tion mass is equal to the difference between the total amount
of the injected liquid and the collecting mass of the balance
after the gas drive.

4.2.1. Aperture of the Fracture. The fracture aperture is an
important parameter describing the fracture feature. It
decreases with the increase in the closure stress. The true
opening value is obtained by comparing the initial set value
with the closure value. Five groups of experiments were
carried out, including sixteen different sets of apertures.
The aperture is 0.1mm, 0.2mm, 0.5mm, 0.7mm, 0.8mm,
1.0mm, 1.3mm, 1.6mm, 1.7mm, 1.8mm, and 2.2mm. The
frequency of the fracture aperture is obtained by a statistical
analysis, as shown in Figure 9. According to the classification
criteria of fractures, 25% of microcracks, 25% of secondary
fractures, and 50% of primary fractures are representative.

Figure 10 shows the loading mass (retention mass) of the
liquid at different apertures of CI, CII, and CIII. The loading
mass decreases with the increase in the aperture of the
fracture. CI and CII show that the effect of aperture change
on a small scale on the fluid retention is greater than that
on a large scale. However, CIII shows no such obvious

Figure 3: ContourGT.
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pattern that could be caused by gas displacement. There is
some difference between gas displacement and no gas
displacement. The discharge of liquid depends mainly on
the elasticity of formation and liquid expansion without gas
displacement [29]. The gas provides displacement pressure
and increases the discharge capacity of the liquid.

4.2.2. Surface Roughness. The relevant typical morphology of
the sample fracture surface is extracted, as shown in Table 4.
Considering Rq, Ra, and Rv, we can determine the contrast of
roughness: RCI > RCII > RCIII > RGHI > RGHII. The maximum
drops of CI, CII, and CIII are much larger than those
of GHI and GHII. The asperity on the fracture surface
determines the primary roughness, which is the first contact
area with the decrease in the fracture aperture.

Different test samples have different roughness under the
same aperture. When the aperture is 0.1mm and 0.5mm, the
loading mass of CI is higher than that of GHI. When the
opening aperture is 0.2mm, the loading mass of CIII is
greater than that of GHI. When the aperture is 1.6mm, the
loading mass of CII is greater than that of CIII. High rough-
ness leads to a large loading mass. The difference is that the
loading mass of CII is lower than that of CIII when the
aperture is 1.3mm, although the roughness of CII is higher
than that of CIII.

One possible reason is that the aperture exerts a main
effect on the liquid retention under large apertures, as shown

in Figure 11. The primary roughness dominates the direction
of the fluid flow and pressure distribution and is character-
ized by the maximum peak, height of the maximum peak
valley, and maximum height drop. The secondary roughness
was characterized by root-mean-square roughness and
contour arithmetic mean square deviation, which mainly
influences the distribution of the fracturing fluid in the frac-
tures [30]. The surface roughness is an important parameter
that affects the fluid flow state, and it also has a significant
effect on the retention of the fracturing fluid [31, 32].

4.2.3. Fracture Tortuosity. Fractures were modeled using
parallel plates in the study of fluid flow in fractures [33], as
shown in Figure 12(a). The real fracture surface is rough,
and the fracture formed by the rough surface has a certain
tortuosity, as shown in Figure 12(b). Roughness and tortuos-
ity affect the flow state and the regularity of fluid in fractures.
The presence of tortuosity increases the flow space and the
fracture surface area connected with fluid.

Tortuosity can be characterized by different methods.
The simplest method for describing tortuosity is the rate
of chord and arc, which is defined as the ratio of the
length of the curve to the distance between the endpoints.
According to the definition of tortuosity, we can obtain
τCI > τCII > τCIII > τGHI ≈ τGHII. When the aperture is
0.1mm, the loading mass of CI is higher than that of GHI.
When the aperture is 0.2mm, the loading mass of CIII is
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−307.634 �휇m

32.00 �휇m

32.00

24.00

24.00

16.00
16.00

8.00
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(e)

Figure 4: Typical morphology of the fracture surface: (a) CI, (b) CII, (c) CIII, (d) GHI, and (e) GHII.

(a) (b)

Figure 5: Experimental apparatus: (a) modified conductivity apparatus and (b) spontaneous imbibition device.
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higher than that of GHI. As shown in Figure 13, the loading
mass increases with great tortuosity.

4.2.4. Imbibition of the Matrix. The degree of rock dryness
affects the matrix imbibition. In the process of reservoir for-
mation, hydrocarbon drainage and vaporization occur in a
tight reservoir. The high temperature and pressure condi-
tions underground keep the water evaporating continuously,
thereby resulting in the low water saturation of the rock. The
fracturing fluid enters the dry reservoir under a “thirsty” state
and is thus difficult to expel. A single-sided spontaneous

imbibition experiment of four groups (I, II, III, and IV) was
performed. The core circumference and top surface were
sealed by epoxy resin to appear as a face. The sample
immersed in the liquid completely was suspended from the
analytical balance with a waterproof line [9]. As shown in
Figure 14, we could gain the single surface spontaneous
imbibition mass. And then, we calculated the single surface
spontaneous imbibition mass per unit area. Finally, we would
gain the imbibition mass of test samples. The special proper-
ties of the shale lead to high imbibition. However, compared
with the FFR in the fracture (for example, Figure 10), the
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proportion of spontaneous imbibition near the fracture
surface is smaller.

5. Calculation of the Retention Rate

According to mass conservation, the amount of the injected
fluid in the formation is equal to the sum of the amount of
fluid discharged and liquid retained in the fractures. The
amount of liquid retained in the fractures can be decomposed
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Table 4: Local roughness of test samples.

Test sample name Ra (μm) Rq (μm) Rv (μm)

CI 270.025 330.888 772.332

CII 231.824 286.561 691.251

CIII 97.358 117.974 421.261

GHI 18.589 26.389 146.435

GHII 8.953 7.957 59.837
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into matrix imbibition, surface-bound water film, capillary
retention on the surface, viscous retention in the fractures,
and the retention due to fracture “locking.” They are
described by using

〠M =Mf +Mm +Ms +Mc +Mv +M1, 1

where ΣM is the total injection mass (g), Mf is the drainage
mass (g), Mm is the matrix imbibition (g), Ms is the
surface-bound water film retention (g), Mc is the capillary
retention (g), Mv is the viscous retention (g), and Ml is the
fracture “lock” retention (g). In this study, the parameters

in equation (1) can be obtained via an experiment of
retention and spontaneous imbibition.

R = ∑M −Mf
∑M

, 2

where R is the retention rate and is a dimensionless
parameter. The total injection ΣM can be obtained by
integration of the pump displacement. The matrix mass
after the imbibition stability is included in the numerator of
(2) considering the time effect of imbibition. The retention
rate of the fracturing fluid of the four groups of test
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Figure 14: Single-sided imbibition: (a) standard rock imbibition and (b) test sample imbibition.
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samples and a set of steel samples under different fracture
apertures was obtained, as shown in Figure 15.

The retention rate decreases with the increase in aperture
and maintains at 70%–85%. The retention rate of the primary
fracture is between 70% and 77%, the retention rate of the
secondary fracture is between 75% and 80%, and the
retention rate of the microcrack is between 78% and
85%. A partition evaluation diagram of the FFR rate is
shown in Figure 16.

Microcracks, secondary fractures, and primary fractures
correspond to three related fracture zones. The retention
rates of the microcrack and secondary fracture zones are
higher than that of the primary fracture zone. The aperture
increases from 0.1mm to 2.2mm, and the retention rate
decreases from approximately 85% to 70%. The empirical
formula y = −0 024lnx + 0 7582 can be obtained by fitting
the curve, as shown in Figure 16. The retention rates of the

rough fracture are scattered on both sides of fitting line A,
and the retention rates of the smooth fracture are scattered
on both sides of fitting line C. With a decrease in the aperture
of the primary fracture to the secondary fracture, the asperity
of the fracture surface can cause local contact and retain the
fluid near the contact points.

The samples were split along the bedding, and one of
them was subjected to a smooth treatment. The smooth
fracture surface may be damaged in the treatment process
and reduce the fracturing fluid imbibition. The dry surface
and the driving pressure difference are small, and the fitting
points are uniformly distributed near fitting line A. Consider-
able retention rate points of small fractures distribute around
fitting line C with great tortuosity and high retention rate.
Tortuosity increases the complexity of the channels, thereby
requiring high pressure and energy to drain the fluid. The
retention rate becomes high with small aperture, large
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Figure 15: Retention rate at different apertures: (a) CI, (b) CII, (c) CIII, (d) GHI, and (e) GHII.
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roughness, high tortuosity, and high imbibition of the matrix.
Fracturing fluid is mainly trapped in fracture systems, which
has different functions at various apertures. Secondary frac-
tures and microcracks play an important role in the retention
of fracturing fluid.

6. Discussion

6.1. Mechanisms of FFR. The retention of fracturing fluid in
the rough fractures of tight reservoirs is controlled by various
mechanisms. The predominant mechanism of FFR varies
under different fracture geometry characteristics and reser-
voir properties. Experiments in this study were conducted
to study the retention mechanism, including retention of
the surface capillary force, irreducible water film, matrix
imbibition, and viscous trapping in the fracture.

Restricted by experimental conditions, mechanisms not
studied also include the gravity in the primary fracture and
the “locking” in the microcrack [24]. The fluid flowback
rate when the gas displacement direction is the same as
the direction of gravity is greater than that opposite in the
primary fracture [19]. Gravity segregation is an important
mechanism that influences the retention in the primary
fracture, which is affected by the fracture aperture, fracture
height, and liquid viscosity. The retention rate becomes
large with high fracture height, rough fracture surface,
and high density of the network.

The viscous force and capillary force exert significant
influences on the exchange of fluid in fractures and the
matrix at low velocity. Viscous retention in the microcrack
is caused by the viscous force, and capillary retention on

the fracture surface is formed by the capillary force.
The viscous retention has a significant effect with small
aperture and pressure difference and great viscosity. The
capillary retention is influenced by great roughness and
water-wet reservoirs. The rock fracture surface will be
covered with a layer of water film influenced by the con-
tent of clay minerals, formation water, and property of
fracturing fluid. The surface-bound water film is another
important mechanism of FFR impacted by the dryness
and the property of the rock surface. The dry rock surface
and strong hydrophilic rock are conducive to fluid retention,
as shown in Figure 17.

“Locking” is defined as storage of liquids in rough
fractures under the condition of a certain contact area and
external pressure. A portion of the secondary fracture is
partially supported by a proppant. The fracturing fluid is
trapped in the fractures after the closure of fracture, as shown
in Figure 18. The “locking” of fractures may be an important
mechanism that improves formation energy, which can store
high-pressure fracturing fluid. The “locking” is mainly con-
trolled by the aperture, roughness, closure stress, and contact
area. High roughness, local “locking,” and large area of con-
tact are conducive to the retention of the fracturing fluid.

Spontaneous imbibition is an important mechanism
of fluid retention during the flowback affected by the
porosity, clay minerals, surfactant, and injection fluid
salinity. Micro–nanopores, high clay and ionic content, and
wettability of the fluid are conducive to spontaneous imbibi-
tion [10, 12]. The retention mechanisms of fracturing fluid
are summarized according to the retention type, controlling
factor, and favorable condition, as shown in Table 5.

y = −0.024lnx + 0.7582
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6.2. Retention Rules of Fracturing Fluid. Based on the above
research, we could see that the mechanism of fluid retention
mainly includes gravity retention in the primary fracture,
which is related to the fracture aperture. Surface-bound water
film, fracture closure “locking,” and viscous trapping domi-
nate in the secondary fracture. Surface capillary retention,
surface-bound water film, and matrix pore imbibition are
key control factors of fluid retention in the microcracks.
Retention is divided into fracture volume-dependent reten-
tion and surface-related retention. The fluid retained in
fractures may be driven out owing to volume-dependent
retention, whereas fluid trapped due to surface-related
retention is difficult to drive out. The aperture of the primary
fracture is greater than 0.9mm. When the aperture is
sufficiently large, the fluid retention is mainly affected by
the fracture aperture and the gas drive pressure. However,
roughness and tortuosity have minimal effects. When the
aperture reaches the scale range of the secondary fracture
(aperture between 0.25 and 0.7mm), the contact of the
microconvex body on the rough fracture surface will reduce
the drainage of liquid. The roughness and tortuosity of the
fracture play an important role in the retention of the fractur-
ing fluid in a secondary fracture. With a further reduction in
the fracture aperture, the scale range of a microcrack (less
than 0.2mm) is gradually reached. The contact area between
the two joints increases.

The retention rate of the fracturing fluid in the primary
fracture is approximately 30% owing to the surface tension
of the proppant, wettability, and gravity [20]. The difference
in the retention rate in the primary fracture between this
study and previous research is attributed to the following
reasons. (1) The fracture area is 64.5 cm2, and the material

is shale outcrop in this study. The fracture area is 625 cm2,
and the material is glass plate in Parmer’s study. (2) A prop-
pant was not used in the primary fracture of this study, in
which the retention rate of liquid in the primary fracture
may be overestimated. However, the subsidence of the prop-
pant in the main fracture is typically considered.

Flowback is required in tight reservoirs during the later
stages of fracturing. During the process of flowback, the
fracturing fluid and gas are produced at the same time. The
experiment simulated two stages of liquid flowback. The first
stage relies on the elastic energy of the rock itself to drain the
liquid in fractures. In the second stage, the incoming gas
provides the power for the drainage of the liquid. The free
gas generated during the formation of the fracture network
can be produced and consumed continuously when the
fracturing fluid is discharged in the initial stage. The gas
was injected after a certain period of drainage in this experi-
ment. When the gas-dominant channel was formed in the
fracture, the capability of driving fluid dropped dramatically.
Once this “breakthrough” occurred during flowback, it
could aggravate the retention in fractures. The discharge
of liquid is mainly dependent on the elastic energy of for-
mation and liquid expansion without gas providing the
energy of displacement.

The nozzle size can be adjusted to control the flowback
speed during the period of loading water recovery. “Break-
through” should be avoided as much as possible owing to
the damage to the formation. The drainage rate represents
the discharge velocity of the fracturing fluid, and it is high
under large apertures in the initial stage. The presence of
gas has a significant effect on the drainage rate. Development
of the tight reservoir is efficient with high reservoir quality
and a complex network.

6.3. Application of FFR. The engineering parameter that
corresponds to the retention rate of fracturing fluid is the
flowback rate in the field. A low postfracturing flowback rate
for efficient and fracture-developed wells in tight reservoirs
exist. Fracturing fluid entering the formation gradually
diffuses into the deep part of the matrix. Yang et al. found
that the capacity for spontaneous imbibition is positively
correlated with the content and type of clay mineral. The

Water blocking

Figure 18: Fracture “locking.”

Matrix imbibition

Bounded 
water film

Trapping water by
viscous force

Bounded water
by capillary pressure

Figure 17: Fracture surface retention and viscous trapping in the fracture.
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volume of imbibition is larger than its pore volume [9]. Hu
et al.’s research showed that the retention of fracturing fluid
in organic pores is directly related to the mineral types. The
thermal maturity of an organic matter and the roughness of
the pores are closely related to the retention [33]. The
reduced flowback rate results from the surface-bound water
film, surface retention by capillary force, and matrix
imbibition. A high retention rate is related to great matrix
imbibition, rich organic matter content, and complex organic
pore. The retention rate can reflect the reservoir property.

Multistage hydraulic fracturing usually forms multi-
stage fractures. A large amount of fracturing fluid is
injected into the formation to create fractures, accompa-
nied by a large amount of free gas. When the fracture size
is less than 0.1mm (microcrack), the fluid entering the
microcrack cannot easily flow back. When the fracture size
is between 0.2 and 0.9mm (secondary fracture), the fluid
entering the secondary fracture can flow back partially.
When the fracture size is larger than 0.9mm (hydraulic
fracture), the fluid entering the primary fracture is likely
to flow back. A high retention rate is related to the high
frequency of secondary fractures and microcracks formed
in the fracture system and the high roughness and tortu-
osity. A good fracturing effect is related to good connec-
tivity between the matrix and fracture, as shown in
Figure 19. Compared with simple fractures, the complex
fractures have more secondary and microfractures, larger
stimulated volume, and more matrix imbibition. Therefore,
they have a lower flowback rate and a higher initial gas
production rate.

7. Conclusions

We can draw the following conclusions from the above
results.

(1) Fluid is mainly retained in the fracture system, and
secondary fractures and microcracks play a major
role in fluid retention. The retention of fracturing
fluid decreases with an increase in the fracture
aperture. The retention rate of fluid will increase with
the small aperture, high roughness, high tortuosity,
and high matrix imbibition

(2) Gas drive can cause abrupt changes in the drainage
mass and rate. When gas drive is not performed,
the drainage rate decreases smoothly and the
drainage mass increases steadily. After the gas drive,
sufficient gas volume is related to improving drainage
rate and mass. As the gas creates a “breakthrough”
phenomenon in the fractures, the increase in the
drainage mass tends to plateau off

(3) Liquid retention in the primary fracture is mainly
affected by the fracture aperture. Liquid retention in
the secondary fracture is mainly affected by the
surface roughness and tortuosity. The liquid reten-
tion in the microfractures is mainly affected by
the fracture aperture and surface roughness. The
retained fluid related to the volume may be driven
out, whereas that related to the surface is difficult
to drive out

Table 5: FFR mechanisms.

Retention mechanism Controlling factor Favorable condition

Surface capillary retention Wettability, surface roughness Large roughness, hydrophilic rock, low flow rate

Surface-bound water film Surface dryness, liquid surface properties Dry surface, strong hydrophilicity

Matrix pore imbibition Physical properties, liquid type, clay and ion content Small pores, wetting liquids, high clay/ion content

Fracture closure “locking” Contact area, fracture aperture, roughness, stress Large contact area/stress, high roughness, small aperture

Gravity retention
Liquid viscosity, fracture aperture, roughness,

fracture height
High viscous force, large aperture

Viscous trapping Fracture aperture, drive pressure, liquid viscosity Small aperture and pressure, high viscosity

Primary fracture

Microfracture

Secondary fracture

Horizontal well

(a)

Primary fracture

Microfracture

Secondary fracture

Horizontal well

(b)

Figure 19: Comparison of fractures: (a) complex fractures and (b) simple fractures (modified from Ghanbari and Dehghanpour [24]).
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Nomenclature

Rq: Mean square roughness (μm)
Ra: Arithmetic mean deviation of roughness (μm)
Rv: Maximum height drop of roughness (μm)
ΣM: Total injection mass (g)
Mf : Drainage mass (g)
Mm: Matrix imbibition (g)
Ms: Surface-bound water film retention (g)
Mc: Capillary retention (g)
Mv: Viscous retention (g)
Ml: Fracture “lock” retention (g)
R: Retention rate (%).
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Fine, small-size, drilled cuttings, if not properly separated using mud conditioning equipment at the surface, are circulated with the
drilling fluid from the surface to the bottom hole. These drilled cuttings have a significant effect on the drilling fluid properties and
filter cake structure. During drilling long lateral sandstone formations, different cuttings with varied properties will be generated
due to sandstone formations being heterogeneous and having different mineralogical compositions. Thus, the impact of these
cuttings on the drilling fluid and filter cake properties will be different based on their mineralogy. In this paper, the effect of
different sandstone formation cuttings, including arenite (quartz rich), calcareous (calcite rich), argillaceous (clay rich), and
ferruginous (iron rich) sandstones, on the filter cake and drilling fluid properties was investigated. Cuttings of the mentioned
sandstone formations were mixed with the drilling fluid to address the effect of these minerals on the filter cake thickness,
porosity, and permeability. In addition, the effect of different sandstone formation cuttings on drilling fluid density and
rheology, apparent viscosity (AV), plastic viscosity PV), and yield point (YP) was investigated. High-pressure high-temperature
(HPHT) fluid loss test was conducted to form the filter cake. The core sample’s petrophysical properties were determined using
X-ray fluorescence (XRF) and X-ray diffraction (XRD) techniques and scanning electron microscopy (SEM). The results of this
work indicated that all cutting types increased the rheological properties when added to the drilling fluid at the same loadings
but the argillaceous sandstone (clay rich) has a dominant effect compared to the other types because the higher clay content
enhanced the rheology. From the filter cake point of view, the ferruginous sandstone improved the filter cake sealing properties
and reduced its thickness, while the argillaceous cuttings degraded the filter cake porosity and permeability and allowed the finer
cuttings to penetrate deeply in the filter medium.

1. Introduction

During the drilling process, an impermeable layer called a
filter cake is formed on the face of the drilled formation to
minimize the filtration and solid invasion [1, 2]. There are
several variables that affect filter cake properties, filtration
volume, and invasion depth, such as drilling fluid additives,
formation properties, and well conditions (temperature,
pressure, and drill pipe rotation). The drilling fluid additives
highly affect the filtration properties. Therefore, intensive

research has been carried out to improve the characteristics
of drilling fluid additives to minimize their adverse effect
on drilled formations. Currently, nanomaterials have been
introduced in the drilling fluid application for different func-
tions. Silica and ferric oxide nanoparticles were introduced to
stabilize the performance of drilling fluid and improve the fil-
ter cake properties [3–6]. Nanoclay, cellulose, and polymers
were used to improve the rheological properties of drilling
fluid [7–9]. On the other hand, the formation permeability
and lithology play a great role on the cumulative mud filtrate
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loss [10, 11]. Thus, the filter cake buildup through either
static or dynamic conditions was simulated to understand
the filter cake properties [12–15].

Although drilling fluid is carefully designed through
several comprehensive API tests [16–21], it is important to
control drilling fluid properties during drilling operations
to control the wellbore stability and prevent formation dam-
age [22–29]. Many factors affect drilling fluid properties
while drilling, including changing the particle size of addi-
tives during the fluid circulation, passing through high-
temperature formations, and contaminating the drilled
formation [28, 30–32]. The key factors that cause major
changes in drilling fluid properties are changing the property
of drilling fluid additives and/or introducing new solids to the
drilling fluid during the drilling operation. Mainly, the source
of the noncontrollable solids added to the drilling fluid dur-
ing the drilling process is the drilled formation particles.

In practice, solid removal equipment is installed at the
surface to control the sloid content generated during the
drilling process and maintain the drilling fluid properties
for efficient drilling operations. Solid removal units consist
of shale shakers, sand traps, desanders, desilters, and centri-
fuges [33, 34]. Many factors affect the overall solid removal
efficiency, such as total solid content, particle size, mud prop-
erties, and cleaning equipment design. Each piece of equip-
ment is designed to remove solids with a specific particle
size range, and combining them together will increase the
sloid removal efficiency [35]. Particle size is a challenging fac-
tor in the solid removal process and drilling operation, and
its effect becomes more serious as the particle size decreases
[33]. The desander can remove particle sizes of 40μm to
45μm, while the desilter can remove particle sizes of 20 to
25 micron. From a practical point of view, it is not recom-
mended to use desanders and desilters with oil-based drilling
fluids because of their very wet solid discharge [33, 34].

For long horizontal sections of the well, it has been
reported that the sand content could reach 30% in the filter
cake structure while drilling the sandstone is lateral with a
3000 ft. length [23]. The reported results showed that mixing
the drilled sand particles with the drilling fluid while drilling
had a significant impact on the drilling fluid properties [30,
36]. Furthermore, integrating high sand content with the cir-
culated drilling fluid produced a thicker filter cake, degraded
the sealing properties of the filter cake, and allowed the solids
to invade into the formation [30, 37, 38]. This will reduce the
productivity of the well and will require additional costs in
order to stimulate the near-wellbore area. Lots of research
was conducted to investigate the impact of drilling fluid
properties on the wellbore stability, well integrity, and filter
cake formation during the drilling operations [23–28, 36, 39].

The properties of the drilled solids contaminating the
drilling fluid depend on the formation characteristics.
Although, the properties of the drilled formation are based
on the same clay type and amount of other contamination
metals, no attention was paid on the effect of different sand
types on drilling fluid and filter cake properties. For the sand-
stone, there are four common types—quartz arenite, ferrugi-
nous, calcareous, and argillaceous sandstones. Quartz arenite
is a matrix-poor sandstone with more than 90% quartz [40].

Ferruginous sandstone is a sandstone with more than 15 per-
cent of iron oxides (e.g., hematite). The iron oxides occur as
pore-filling and grain-coating materials and stained rock
with the reddish brown colour [41]. Calcareous sandstone
is composed of more than 15 percent of carbonate minerals
(e.g., calcite) as cementing materials. Argillaceous sandstone
has significant amounts of clay minerals (e.g., kaolinite),
which come from the dissolution of unstable detrital min-
erals such as feldspars.

In the past, a majority of the research focused on the
drilled cutting rock type (i.e., sandstone and limestone),
while studying the effect of different mineralogy of the same
formation was not addressed. In order to address the knowl-
edge gap, it is critically important to understand whether
changing the mineralogy of the sandstone formation with a
large percentage (about 30wt.%) of calcite, clay, and iron will
have major effect on filter cake porosity, sealing properties
(permeability), and drilling fluid properties.

The main objective of this study is to address the effect
of drilled cuttings of quartz arenite, calcareous, argilla-
ceous, and ferruginous sandstone formations on filter cake
and drilling fluid properties. The drilled cuttings were
mixed with the drilling fluid in varying quantities (ranging
from 15 to 30wt.%) to study their impact on filter cake and
drilling fluid properties.

2. Materials and Experiments

2.1. Rock Sample. Four types of the sandstone cores with
varying mineralogy were used—quartz arenite, calcareous,
argillaceous and ferruginous sandstone formations. The
selected core samples were crushed to generate the drilled
cuttings. From this point forward, we will refer to quartz are-
nite as sandstone (reference sample) and the others will be
referred to as calcareous argillaceous and ferruginous.

The petrophysical properties (porosity and permeability)
of the tested core samples were measured in the laboratory.
The helium porosimeter was used to measure the porosity
and grain density of the core samples. The gas permeabilities
of the selected core samples were obtained using Hassler
Core Holder Assembly.

The elemental and mineralogical composition of the cut-
tings were determined using X-ray fluorescence (XRF) and
X-ray diffraction (XRD) techniques. The cuttings generated
with the different sandstone core samples were mixed with
the drilling fluid with two concentrations (15% and 30wt.%).

2.2. Rock Sample Properties. The XRD and XRF results
showed that the first core sample (the reference sample sand-
stone) consisted mainly of quartz (90wt.%), whereas the
amount of the quartz in the other three samples ranged
between 65 and 70%. The remaining 25-30% constitutes
other types of rock particles—either calcite (calcareous sand-
stone), clay (argillaceous sandstone), or iron (ferruginous
sandstone). Figure 1 shows the difference in the mineralogy
between the sandstone core samples used in the study. The
detailed mineralogical composition using XRD and XRF
results of the core samples is presented in Figures 2 and 3.
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Figure 1: Diagram showing the difference in the mineralogy of the sandstone core samples for this work.
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Figure 3: XRF results of the drilled cuttings (core samples).

3Geofluids



Furthermore, the argillaceous and ferruginous drilled
cutting particle samples were identified using scanning elec-
tron microscopy (SEM), as shown in Figure 4.

The porosity of the sandstone and argillaceous core
samples (samples 1 and 3) was 28% and 17%, respectively.
The other two samples, calcareous and ferruginous, dis-
played low porosity values of 8.5% and 2.3, respectively.
The permeability measurements showed that the calcareous,
argillaceous, and ferruginous sandstones displayed low per-
meability values, 1.3mD, 0.67mD, and 0.28mD, respec-
tively, while the first sample (sandstone) permeability was
329.5mD.

2.3. Drilling Fluid Properties. The density and rheology of the
drilling fluid was measured after adding different cutting
types with different percentages (15% and 30%) using mud
balance and a Fann viscometer. The cuttings generated from
drilling operations vary in size from large, medium, fine, and
ultrafine particles. Table 1 shows the particle size of the solids
that can be separated with solid removal equipment [33].
This study focuses on the fine particles that cannot be
removed with the main solid removal equipment, less than
20μm. Therefore, the rock samples were crushed to fine
powder and then sieved to make sure that only fine particles
will be used.

Calcite-weighted water-based drilling fluid was used in
this study. The composition of the drilling fluid is listed in
Table 2. The primary properties of the base drilling fluid such
as density, apparent viscosity (AV), plastic viscosity (PV),
and yield point (YP) are shown in Table 3.

2.4. HPHT Fluid Loss Test. The filter cake was formed using
HPHT fluid loss test. The static test was conducted at
300 psi differential pressure and 90°F. The filter cake was
formed on the face of the ceramic disk. The 50μm ceramic
disk was used as a filter medium. Drilling fluid consisting of
a cutting concentration of 30% was used to form the filter
cake. The thickness of the ceramic disk was 6.35mm.

Filter cake porosity (∅c) was determined using the equa-
tion presented by Dewan and Chenevert [42]:

∅c =
α

α + ρf /ρg
, 1

where ρf and ρg are the fluid and the grain densities, respec-
tively, and α is measured using the following equation [42]:

α = net wet weight of the filter cake
net dry weight of the filter cake − 1 2

The weight of the filter cake over the saturated ceramic
disk was recorded. After this step, the disk with the filter cake
was placed in the oven for 24 hrs, at 100°C in order to evap-
orate the water [23]. The dry weight of the filter cake was
recorded after this step.

The permeability of the formed filter cake (Kc) was calcu-
lated using Khatib [43] correlation for the water-based
CaCO3 mud:

Kc = 112 7 e−8 8 1−∅c 3

2.5. Solubility Test. Solubility experiments were conducted to
investigate the effect of the drilled cuttings (of different sand-
stone formations) on the filter cake removal efficiency. One
gram of the solids was added to 50mL of GLDA (20wt.%)
at a pH of 4 [23]. Solids contain 70wt.% weighting material
(calcite) and 30wt.% drilled cuttings. The experiments were
performed at 100°C under static conditions for 24 hours.

3. Results and Discussion

3.1. Effect of Cutting Content on Drilling Fluid Properties. The
cuttings generated with the different core samples were
mixed with the drilling fluid with concentrations of 15%
and 30wt.%. This range of the cutting content was observed
as the maximum amount of sand content that may contam-
inate the drilling fluid while drilling long horizontal sections
[12, 23]. The effect of different sandstone cutting content
(quartz arenite, calcareous, argillaceous, and ferruginous)
on drilling fluid density was not significant. The drilling fluid
density of the base fluid was 10.5 ppg, while the density of the
drilling fluid mixed with sandstone cuttings was in the range
10.5 to 11ppg. This is due to the similarity in the weighting
agent density (CaCO3 = 2 71 gm/cc) and the density of the
mixed sand contents—quartz arenite (2.64 gm/cc), calcare-
ous (2.69 gm/cc), argillaceous (2.68 gm/cc), and ferruginous
(2.84 gm/cc).

Quartz

(a)

(a)

Hematite

(b)

Quartz

(b)

(c)

Quartz

Kaolinite

(c)

Figure 4: SEM photomicrographs showing (a) quartz arenite sandstone (quartz-rich sandstone), (b) ferruginous sandstone, (c) argillaceous
sandstone.
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Increasing the concentration of the cutting content
resulted in a noticeable increase in the drilling fluid viscosity.
Particularly, as shown in Figure 5, the results demonstrate
that the apparent viscosity of the drilling fluid consisting of
15wt.% of argillaceous was the highest compared to the ref-
erence samples (quartz arenite-based drilling fluid) and the
other two samples, calcareous- and ferruginous-based dril-
ling fluids. Similar observations for the drilling fluid mixed
with argillaceous sandstone cuttings were demonstrated for
the other rheological parameters (plastic viscosity, yield
point) in Figures 6 and 7. On the other hand, there was a
minor variation in the drilling fluid gel strength (10min
and 10 sec) for all drilling fluids, as seen in Figure 8.

Based on the results obtained by this study, the exper-
imental data of AV and PV show linear fitting of the dril-
ling fluid AV and PV across the sand contents of the four
different sandstone cuttings as shown in Figures 5 and 6,
respectively. This finding is in agreement with the linear
relationship reported for invert emulsion drilling fluid vis-
cosity as a function of the sand content [36].

The highly rich clay cutting (argillaceous) drilling fluid
showed the highest apparent viscosity compared to other

drilling fluids (Figure 5). This can be attributed to the high
clay content of the drilled cuttings mixed with the drilling
fluid and enhanced drilling fluid rheology. This behavior of
the argillaceous cutting confirmed the use of clay particles
as viscosifier additives. In the same range, the 30wt.% cutting
content for the other two samples, calcareous and ferruginous,
shows higher AV (Figure 5), PV (Figure 6), YP (Figure 7), and
GS (Figure 8) values than that of the quartz arenite.

These results demonstrate that the drilled formation
mineralogical composition has a strong impact on the dril-
ling fluid rheological properties and this may affect the dril-
ling operations. Drilling and mud engineers on the wellsite
have to monitor the drilling fluid properties regularly and
adjust these properties due to the contamination of the
drilled formation cuttings.

3.2. Effect of Cutting Content on Filter Cake Properties. The
filter cake thickness was measured at the end of the fluid loss
test. To ensure accuracy, the measurement was conducted
through different points [14]. An average of these values
was taken as the final value of the filter cake thickness, as pre-
sented in Figure 9. The experimental data shows that the
thickness of the filter cake for the base mud was around
2.9mm. The results established that adding the same
amounts of drilled cuttings of quartz arenite, calcareous,
argillaceous, and ferruginous sandstone formations does
not have the same effect on the filter cake thickness. As
shown in Figure 9, it is clearly observed that there is a minor
increase in the filter cake thickness by adding the quartz are-
nite. Calcareous sandstone also produced a thicker filter cake,
while the ferruginous and argillaceous sandstones formed a
very thin filter cake at the same test conditions.

The results of filter cake porosity and permeability are
presented in Figure 10. In order to gain a deeper understand-
ing of the effect on filter cake structure, both results for the
thickness and permeability were linked together. For the
quartz arenite sandstone, the sealing properties of the filter
cake were not affected by mixing this type of cutting with
the drilling fluid (i.e., mostly the filter cake porosity and per-
meability have the same values of the base drilling filter cake
with a slight increase). Thus, the rate of building the filter
cake mostly will be the same. The slight increment in the fil-
ter cake thickness formed by arenite sandstone can be attrib-
uted to the slight increment in the filter cake permeability of
this sample, Figure 10.

On the other hand, the calcite-rich sandstone particles
(calcareous) produced a thicker filter cake compared to the
other drilling fluids. This can be attributed to the bad bridg-
ing of the calcite particles when mixed with the drilling fluid.
This is very crucial while drilling calcite-rich sandstone for-
mations, and care should be taken by adjusting the drilling
fluid composition to eliminate the formation of a thick
mud cake.

For the argillaceous-based drilling fluid, although the fil-
ter cake thickness was lower than the thickness of the filter
cake formed by the base drilling fluid, the sealing properties
of the formed filter cake were poor. The highest filter cake
permeability was observed for this type of cutting. Conse-
quently, the fine particles still find a way to invade the filter

Table 1: Solid removal by type of equipment.

Equipment Particle size (μm)

Shale shaker >74
Mud cleaner >74
Desander >45
Desilter >20-25
Centrifuge <8

Table 2: Drilling fluid formulation.

Component Description Units Function

Water 308 cc Base

Defoamer 0.08 g Antifoam agent

XC polymer 1.5 g Viscosifier

Starch 6 g Loss circulation control

KCl 80 g Clay stabilizer

KOH 0.3 g pH adjustment

Sodium sulfide 0.25 g Oxygen scavenger

CaCO3 (MED) 80 g Weighting material

Table 3: Drilling fluid properties.

Property Value Units

Apparent viscosity (AV) 24.1 cP

Plastic viscosity (PV) 15.1 cP

Yield point (YP) 18 lb/100 ft2

Gel strength (GS) (10 sec) 13 lb/100 ft2

Gel strength (GS) (10min) 14 lb/100 ft2

Density 10.3 ppg

pH 10.5 —
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medium. Therefore, it is not just a matter of reducing the fil-
ter cake thickness; emphasis must be placed on providing
good sealing properties as well. The high amount of solid
invasion was confirmed by taking the weight of the ceramic
disc of this sample after removing the filter cake and compar-
ing it with the original weight of the ceramic disc before the
filter cake was deposited.

Finally, for the ferruginous sandstone, the results show
that there is an improvement in the filter cake permeability
but the thickness was too small compared to the other
samples. Typically, if the filter cake permeability is low,
the filtration rate will be reduced, which will minimize
the solid precipitation and invasion. This observation con-
firmed that the ferric oxide can deposit a filter cake with
better characteristics. Several studies were conducted to

evaluate the effect of ferric oxide nanoparticles on the seal-
ing properties of filter cake [4, 15, 44–47]. It was proved
that ferric oxide particles effectively improve the sealing
properties of the filter cake and form a thin, non-erodible fil-
ter cake with low permeability and filtrate invasion into the
formation. This is attributed to the high positive charge
(+39.5 to 45mV at 78°F) of ferric oxide particles, which indi-
cates a high potential stability in suspension, thus leading
to better particle dispersion and filter cake structure [47].

It was found that the drilled cuttings reduced the solubility
by 25-30%when comparedwith the cleanfluid.Consequently,
the process of filter cake removal in the presence of drilled
cuttings becomes more difficult as shown in Table 4. The
results of this section confirmed the same observation
reported in the previous study [23].
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Figure 5: Drilling fluid apparent viscosity.
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Figure 6: Drilling fluid plastic viscosity.
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4. Conclusions

This experimental studywas conducted to address the effect of
drilled cuttings of quartz arenite, calcareous, argillaceous, and
ferruginous sandstone concentrationonfilter cakeanddrilling
fluid properties. This work was conducted using two cutting
concentrations (15 and 30wt.% of the drilling fluid) to investi-
gate the effect of sand-cutting mineralogy on the drilling fluid
and filter cake properties. Based on the obtained results, the
following conclusions are drawn:

(1) As the quartz arenite, calcareous, argillaceous, and
ferruginous sandstone formation cutting contents
increased in the drilling fluid, the rheological proper-
ties (AV, PV, YP, and gel strength) increased

(2) For cutting concentrations lower than 15%, the results
showed that the argillaceous-based drilling fluid vis-
cosity was the highest compared to those of the other
drilling fluid types. Ferruginous sandstone drilled cut-
tings improved the yield point plastic viscosity ratio.
YP/PV ratio increased from 1.2 (based fluid) to 1.58

(3) For high cutting concentrations, 30wt.%, argilla-
ceous and calcareous had the highest drilling fluid
viscosity. Ferruginous-based drilling fluid reported
the lowest increase in plastic viscosity as compared
with other formulations

(4) Calcareous- and arenite-based drilling fluids pro-
duced higher filter cake thickness compared to
ferruginous- and argillaceous-based drilling fluids

(5) Ferruginous sandstone drilled cuttings produced
the ideal filter cake. The based drilling fluid fil-
ter cake thickness was reduced by 66% after
adding 30% of ferruginous sandstone. In addi-
tion, the filter cake permeability was reduced
by 25%.

(6) Finally, increasing the argillaceous cutting content
in the filter cake increased the permeability of
the filter cake and allowed the solid particles of
the filter cake to invade the formation more
deeply
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Figure 10: Filter cake porosity and permeability.

Table 4: Solubility for different types of sandstone cuttings.

Experiment no.
Solid description

Solvent Solubility (%)
Weighting material (calcite) Cutting particles Total solids weight (gm)

1 1 gm 0 gm 1 gm

GLDA 20wt.% low pH
(pH = 4) at 100°C

92.45

2 0.7 gm 0.3 gm quartz arenite 1 gm 64.60

3 0.7 gm 0.3 gm calcareous 1 gm 68.76

4 0.7 gm 0.3 gm argillaceous 1 gm 66.35

5 0.7 gm 0.3 gm ferruginous 1 gm 65.32
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In recent years, the lithologic traps in a mid-depth formation are the focus of oil or gas exploration and development for eastern
oilfields in China. The Shahejie Formation develops thick hard brittle shale, and the wellbore instability problem is prominent
due to obvious hydration effect for long immersion time during drilling. Through the analysis of laboratory tests and field test
results of physical and chemical properties and microstructure and mechanical properties of hard brittle shale, the instability
mechanism is discussed for the wellbore in the shale formation. To simulate the whole process of progressive collapse of a
wellbore in a hard brittle shale formation, a coupled hydraulic-mechanical-chemical (HMC) model is developed and this model
is compiled with ABAQUS software as the solver. Then the coupled HMC model is applied to simulate the progressive
evolution process of wellbore collapse in a hard brittle shale formation, and the influence of different parameters on the
progressive failure of the wellbore is analysed. The results show that the wellbore enlargement rate increases with the drilling
fluid immersion time and the influence of different parameters on the wellbore enlargement rate is different. The water
absorption diffusion coefficient and the activity of the drilling fluid have the most obvious influence on the expansion of the
wellbore, and the sensitivity is strong. The permeability of shale has little effect on the wellbore enlargement rate. The calculated
progressive failure process of the wellbore is basically consistent with that of the actual drilling.

1. Introduction

The oil or gas exploration and development of a mid-depth
formation have become the focus for eastern oilfields in
China. Hard brittle shale in a mid-depth formation, which
is affected by the existence of cracks and hydration effects,
often causes wellbore instability problem for long immersion
time. The wellbore instability in hard brittle shale has become
the main bottleneck restricting the drilling speed. From the
point of view of reducing drilling costs and accelerating
exploration and development for oil or gas, it is of great sig-
nificance to study the wellbore stability of hard brittle shale in
a mid-depth formation.

The Nanpu sag is a continental lacustrine sedimentary
basin, which forms a high-quality source of rocks such as

semideep lake and deep lake phase shale and oil shale. The
main source rock is the lithologic trap of the Shahejie Forma-
tion with the depth of more than 4000m. Several hundred
meters of hard brittle shale is developed in the Shahejie For-
mation, which has high clay mineral content and microcrack
development. During the actual drilling process, the hydra-
tion effect of hard brittle shale causes the wellbore instability
by differential pressure penetration, crack self-water absorp-
tion, and long immersion time. Many complicated situations,
such as drilling tool resistance and well logging retaining,
often occur due to the wellbore collapse and diameter
enlargement in a hard brittle shale formation, which seri-
ously affects the drilling efficiency. The original mechanical
balance and chemical balance of the formation are broken
after the wellbore is drilled. Due to the coupling action of
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hydraulic gradient and chemical gradient, the disturbed zone
of the wellbore is developed and it becomes a changed het-
erogeneous area with time by the seepage diffusion and the
hydration effect of the drilling fluid. This series of effects
has led to a very complex process for the wellbore in hard
brittle shale. Aiming at the wellbore stability problem of
shale, many scholars have carried out a lot of research work
and obtained many meaningful research results. In general,
they mainly focus on the following aspects: firstly, from the
point of view of physical and chemical characteristic analyses
of shale, the collapse mechanism of the shale wellbore is
studied and discussed [1, 2]; secondly, from the perspective
of coupling experiment of the shale wellbore, different
experimental schemes are designed to study the collapse
mechanism of the shale wellbore [3–6]; thirdly, the collapse
mechanism of the shale wellbore is analysed by numerical
simulation method and reasonable suggestions are given
[7, 8].

Generally speaking, the development of the coupling
model for shale wellbore stability can be divided into four
stages. The first stage is the application of the thermoelastic
analogy method [9, 10], which compares the hydration
expansion stress of shale to the thermal expansion stress
and the movement of water into shale to the thermal diffu-
sion. The quantitative model established by this method
can consider the effect of water content changes on the shale
wellbore stability but ignores the nature of the chemical
interaction between the shale and the drilling fluid. The sec-
ond stage is the method of free energy thermodynamics of
water molecules [2, 11]. The theory holds that the difference
in activity (chemical potential) between drilling fluid and
shale drives free water into and out of the shale, changing
the pore pressure of the wellbore to affect the effective stress
near the wellbore. By appropriate strength criteria of shale,
the optimum mud concentration and optimum mud density
for maintaining wellbore stability can be determined. The
free energy thermodynamics model of water molecules
negates the effect of differential pressure on water movement
in shale and also negates the effects of ion diffusion and ion
exchange on shale hydration and does not consider time
effects. The third stage is the nonequilibrium thermodynamic
method [12–16]. Nonequilibrium thermodynamic method is
a comprehensive method to study the chemomechanical
coupling of wellbore stability of shale. However, it is difficult
to determine the model parameters, which can only be
applied to ideal solution with low mass concentration. The
combined effect of fluid pore pressure and rock deformation
is not taken into account, and it is conservative to adopt lin-
ear elasticity for shale in the coupled model. The fourth stage
is the application of total water potential [17–19]. The
method holds that the difference in total water potential
(the sum of pore pressure and chemical potential) is the root
cause of water flow. The total water potential method can
consider the comprehensive effect of pore pressure and
chemical potential, but many parameters are difficult to
determine, and no solution is given.

According to the previous studies, the wellbore instability
mechanism is discussed by analysing the physical and chem-
ical properties and microstructure and mechanical properties

of hard brittle shale. To depict the evolution law of wellbore
failure, a coupling constitutive model was developed consid-
ering the actual unloading process, strength weakening, and
plastic deformation of shale during drilling. The influence
of different parameters on the progressive failure of the well-
bore is analysed, and the understanding of wellbore collapse
is improved, which can provide a reference for the optimiza-
tion of drilling fluid to prevent or slow down the wellbore
instability for a hard brittle shale formation.

2. Mechanism of Wellbore Collapse in a Hard
Brittle Shale Formation

During drilling, the diameter of shale in the Shahejie Forma-
tion varies greatly and the problem of wellbore instability is
prominent. The lithology, mineral composition, microstruc-
ture, and hydration effect of shale need to be tested and
studied.

2.1. Formation Mineral Composition. The whole rock min-
erals and clay minerals of the hard brittle shale are tested
by X-ray diffraction method. The composition of the whole
rock and the content of clay minerals are shown in Tables 1
and 2.

Clay and quartz are the main minerals in shale of the Sha-
hejie Formation. Feldspar and calcite are also developed in
different degrees. Brittle minerals (quartz, feldspar, and cal-
cite) are relatively developed, with quartz content ranging
from 6.71% to 39.94%. The clay content is relatively high,
ranging from 19.09% to 43.06%. Illite and illite/montmorillo-
nite are the main clay minerals. The relative content of illite is
34.47~56.64%, and the content of illite/montmorillonite is
6.72~39.74%. No montmorillonite is found in the Shahejie
Formation.

2.2. Microstructure Structure of Shale. Microstructure analy-
sis of shale can reveal orientation arrangement, cementation
structure of clay minerals, and microcrack distribution. The
development degree and size of microcracks are important
factors for drilling fluid performance optimization. Scanning
electron microscope (SEM) is one of the most effective means
to observe microstructures in shale. The microstructure of
shale and occurrence of clay minerals in the Shahejie Forma-
tion are analysed by SEM, which are shown in Figure 1.

From Figure 1, the shale of the Shahejie Formation is
highly compacted and well cemented but the microcracks,
microholes, and bedding are well developed. From the view-
point of rock mechanics, the development of microcracks
and microholes can destroy the integrity of shale, weaken
the mechanical properties, and provide a channel for drilling
fluid to enter the formation during drilling. Under the action
of pressure difference and capillary force, the drilling fluid
invaded the formation along microcracks or microholes.
On the one hand, it may induce hydraulic fracturing and
aggravate wellbore failure; on the other hand, it also increases
the probability and degree of interaction between drilling
fluid and clay minerals in a formation, which leads to the
decrease of formation rock mechanical strength and the
increase of wellbore instability.
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2.3. Influence of Drilling Fluid Action on the Shale Structure.
After hydration, clay minerals in shale can expand and pro-
duce expansion stress. Microcracks in shale can produce
stress concentration at the crack tip by the influence of water
or drilling mud.

The drilling mud used in the field is water-based KCl
filming drilling fluid. The microstructure changes of shale
after fluid action were observed by high-power polarizing
microscope, which are shown in Figures 2 and 3. Under the

action of clear water and drilling mud, microcracks in shale
will initiate, expand, or bifurcate and clear water and drilling
mud will invade the interior of shale along microcracks, fur-
ther aggravating the failure of shale.

2.4. Cation Exchange Capacity. Cation exchange, i.e., cation
exchange adsorption, is one of the important characteristics
of shale and can be used to predict the potential water sensi-
tivity of a formation. When the clay is dispersed in water, the

Table 1: Mineral composition of shale.

Well Depth (m)
Percentage of minerals (%)

Clay minerals Quartz Calcite Plagioclase Orthoclase Dolomite

W-81 4900.01 43.06 39.94 1.71 12.21 0.00 3.08

W-82 4149.86 25.33 6.71 38.98 0.00 12.73 16.25

W-96 3901.10 19.09 36.45 9.07 27.54 6.42 1.44

Table 2: Relative content of clay minerals.

Well
Relative content (%)

Interlayer ratio (%)
Illite (I) Montmorillonite (S) Illite/montmorillonite (I/S) Kaolinite (K) Chlorite (C)

W-81 49.78 0.00 12.63 6.27 31.33 15.00

W-82 56.54 0.00 6.72 0.00 36.74 10.00

W-96 34.47 0.00 39.74 10.62 15.17 25.00

(a) Flaky clay mineral (b) Flaky structure

(c) Microcrack (d) Microhole

Figure 1: SEM images of the shale core in well W-82.
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adsorbed cations will diffuse from the surface of the clay. By
measuring the cation exchange capacity (CEC value) of the
shale, the hydration, expansion, and dispersion of the shale
can be reflected.

The cation exchange capacity of shale samples was mea-
sured, and the results show that the range of CEC of the Sha-
hejie Formation was 90~235mmol/kg with an average of
146.25mmol/kg. The shale of the Shahejie Formation has a
certain hydration ability and is prone to wellbore instability
under the action of water-based drilling fluid.

3. Effect of Drilling Fluid on Mechanical
Properties of Shale

The mechanical properties of shale are important factors to
represent the failure characteristics of the wellbore under
external disturbance and drilling fluid, which are directly
related to the density of available safe drilling fluid, the
performance of drilling fluid, and the manifestations of
wellbore accidents.

3.1. Mechanical Properties of Original Shale. To minimize the
disturbance of the drilling coring, the rock cores are quickly
vacuum sealed and stored in a roomwith a given temperature
and humidity. Considering the water sensitivity of shale, the
water drilling method cannot be used for rock sample

processing in the laboratory. After the drilling cores are fro-
zen for more than 2 hours, the rock samples can be drilled
down by using liquid nitrogen to cool the drill bit. During
the rock sample processing, the room is set with a certain
humidity and the processing time is also shortened as much
as possible for reducing the water evaporation of rock samples.
The processing time is controlled within half an hour. The ini-
tial water saturation has a significant impact on the shale
hydration effect, and the humidity control of the rock sample
is set with reference to the initial water content. The initial
water saturation is determined according to the following
steps: (1) measuring the length and diameter of the rock sam-
ple, (2) placing the sample in an oven at 105°C for 48 hours, (3)
obtaining the water-containing volume according to the mass
difference of the rock sample before and after drying, and (4)
calculating the water saturation by dividing the water-
containing volume to the pore volume of the rock sample.

The triaxial compression mechanical properties of the
original rock were tested from the Shahejie Formation of W-
82 well, and the stress-strain curves are shown in Figure 4.
The elastic modulus of shale is 18.27~23.59GPa, the
Poisson’s ratio is 0.12~0.23, the cohesive force is 24.14MPa,
and the internal friction angle is 21.7°. In addition, the
Brazilian splitting experiments were carried out on five
samples and the tensile strength of shale is 1.13~6.09MPa
with the average value of 4.41MPa.

(a) Before invasion (b) 48 h after invasion

Figure 2: Clear water intrusion along microcracks in shale.

50 �휇m

(a) Before invasion

100 �휇m

(b) 96 h after invasion

Figure 3: Morphological changes of microcracks under the intrusion of drilling fluid.
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Brittleness is an inherent mechanical property of rock,
which is controlled by rock composition, structure, confining
pressure, temperature, and other factors. At present, rock
mineral composition and elastic parameters are two widely
used evaluation indexes for rock brittleness in the petroleum
engineering field. Based on the brittleness evaluation of rock
mineral components, the brittleness evaluation results of
shale of brittle minerals are as follows: the brittleness index
of shale in well W-82 is 0.664, that of shale in well W-96 is
0.809, and that of shale in well W-81 is 0.569.

Rickman et al. [20] thought that the larger the Young’s
modulus and the smaller the Poisson’s ratio, the greater the
brittleness of shale. The two parameters can be used to char-
acterize the brittleness of shale. According to the results of
triaxial compression tests, the brittleness index of core #1

(confining pressure 0MPa) is 0.424, that of core #2 (confin-
ing pressure 25MPa) is 0.367, and that of core 3# (confining
pressure 50MPa) is 0.326.

Through the analysis of rock mechanical properties, the
shale failure mode is mainly brittle under the condition of tri-
axial compression. The brittle mineral content is higher, the
elastic modulus is relatively higher, and Poisson’s ratio is rel-
atively low, indicating that the shale in this formation
exhibits high brittleness.

3.2. Effect of Drilling Fluid Action on Mechanical Properties of
Shale. To evaluate the change of mechanical properties of
shale under the action of drilling fluid and provide a basis
for the evaluation of drilling fluid to maintain rock strength
performance, the mechanical properties of shale have been
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Figure 4: Triaxial test results of original rock in the W-82 well (depth 4150m).
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tested under the action of drilling fluid. The fluid for the
immersion tests is water-based KCl filming drilling mud.

Hardness is a parameter reflecting the ability of rock to
resist tool invasion and failure. The shape requirement of
the rock sample for the indentation hardness test is lower
than that of the triaxial compression test and direct shear test,
which is convenient for a large number of tests. Due to the
difficulty to obtain the drilling cores of shale and the limited
samples used for triaxial tests, the influence of drilling fluid
on the mechanical properties of shale was tested by the hard-
ness testing method.

The change characteristics of the strength of shale can be
described by testing the hardness of shale immersed in dril-
ling fluid at different immersion time. Three groups of shale
hardness tests were carried out at the same location under
original condition, immersed drilling fluid for 6 hours and
12 hours. The test results are shown in Figure 5. It can be seen
that the shale hardness decreases gradually with the increase
of immersion time. The reduction of shale hardness under
drilling fluid immersion indicates that the influence of dril-
ling fluid on shale strength cannot be neglected.

Due to the shortage of drilling cores, the shale samples of
the same layer in the adjacent area were tested. The results show
that the integrity of shale samples is destroyed during the
immersion process and macrocracks are found. Some samples
are broken into fragments, and the degree of hydration is seri-
ous. Uniaxial and triaxial compression tests of shale samples
immersed in drilling fluid for 0 hour (original rock), 6 hours,
and 12 hours were carried out. The test results are shown in
Table 3. It can be seen that themechanical strength of hard brit-
tle shale decreases gradually with immersion time in drilling
fluid under the same confining pressure. After 6 hours of dril-
ling fluid immersion, the strength of shale decreased by
16.32% on average and the strength decreased by 23.10% on
average after immersion for 12 hours.

From the above analysis of experimental results, the main
factors that lead to wellbore instability during the drilling
process in hard brittle shale can be summarized as follows:

(1) Shale has high clay mineral content, and the content
of illite/montmorillonite mixed layer is well devel-
oped. As a mineral between expansive clay and non-
expansive clay, the illite/montmorillonite mixed layer
is easy to absorb water and cause nonuniform hydra-
tion expansion. The cation exchange tests also prove
that the shale is prone to hydration reaction and its
structural strength is weakened by the external fluid

(2) Microcracks and microholes in shale of the Shahejie
Formation are well developed, which provide a flow
channel and hydration space for external fluid,
resulting in a decrease of shale strength and an
increase for the wellbore failure risk

(3) The brittleness of the Shahejie Formation is relatively
strong. Stress release or unloading, wellbore pressure
fluctuation, low drilling rate, and long immersion
time during the drilling process are more likely to
lead to wellbore cracks that provide a channel for
drilling fluid and aggravate wellbore instability

For modelling of the time-dependent wellbore failure
process in a shale formation, the diffusion and seepage of
drilling fluid in the shale formation and its strength weaken-
ing behavior should be taken into account [21].

4. Coupled Hydraulic-Mechanical-Chemical
(HMC) Model of Shale

According to the governing equation of chemical-pore-
elastic mechanics and elastic-plastic constitutive relation, a
coupled HMC model describing time-dependent wellbore
failure of shale is established. It is assumed that plastic defor-
mation mainly affects the mechanical balance of rock.

4.1. Navier Equation for Displacement. According to Biot’s
theory, the porous media is assumed to consist of an elastic
porous solid matrix, in which pore space is saturated by fluids
containing many chemicals. Assuming that the chemical
potential expansion coefficients of diluent and solute in solu-
tion are the same as those of ω0, the Navier-type equation for
displacement is derived by using momentum balance equa-
tion:

K + G
3 ∇ ∇u +G∇2u − α∇p − ω0 1 − ρs

ρD
∇C = 0, 1

where K and G are bulk modulus and shear moduli, respec-
tively, u is rock displacement, α is Biot’s coefficient, p is pore
pressure, C is the solute mass fraction, and ρs and ρD are the
densities of solute and diluent, respectively.

4.2. Pressure Diffusion and Solute Transport in Shale. When
drilling fluid enters the shale formation, the chemical poten-
tial difference and hydraulic pressure difference between
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Figure 5: Hardness change with drilling fluid immersion.
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formation fluid and drilling fluid lead to the redistribution of
formation pore pressure. Considering that shale has the
semi-membraneous properties in drilling fluid and ignoring
the effect of solid deformation on fluid flow, the coupled fluid
diffusion equation is given [22, 23]:

k

ηC′n
∇2p + Im

RT
V

ln 1
Cshale

∂C
∂t

= ∂p
∂t

, 2

where k is permeability, η is the fluid viscosity, C′ is the fluid
compressibility, n is the porosity, Im is membrane efficiency,
R is the universal gas constant, T is temperature, V is molar
volume, and Cshale is the initial mass fraction in shale
formation.

The conservation of solutes in rocks produces the follow-
ing equation for solute transfer:

nC −D∇2C = 0, 3

where D is the solute diffusion coefficient.

4.3. Elastoplastic Constitutive Relation. It is assumed that the
saturated porous medium exhibits a partial elastic and par-
tially plastic manner after undergoing initial yielding. There-
fore, the strain change caused by the stress increment can be
divided into elastic and plastic components:

dεij = dεij e
+ dεij p

4

Assuming that the plastic strain increment is propor-
tional to the stress gradient, it can be defined by plastic
potential G:

dεij p
= dλ

∂G
∂σij

, 5

where dλ is proportionality constant and called the plastic
multiplier.

To ensure that the plastic flow direction is defined
uniquely, the flow potential is chosen as a continuous and
smooth function, which is a von Mises circle in the deviatoric
stress plane. The potential function asymptotically
approaches the linear Drucker-Prager flow potential at high
confining pressure stress and intersects the hydrostatic pres-
sure axis at 90°. A family of flow potentials in the meridional
stress plane is shown in Figure 6. The plastic potential G is
defined as follows:

G = ξσ0 tan ψ 2 + q2 − σm tan ψ, 6

where ξ is the model parameter ξ = 0 1, σ0 is initial yield
stress, σm is the confining pressure, q is Mises stress, and ψ
is the dilation angle of the rock.

The general form of the plastic yield function can be
given by

F σij, κ′ = 0, 7

where κ′ is the hardening parameter, which is influenced by
the hydration effect.

The Drucker-Pracker yield criterion has been widely used
in the problem of wellbore stability in shale formations to
describe the elastoplastic behavior of shale [24–28]. In this
study, the elastoplastic calculation is performed using the
Drucker-Prager criterion. A modified Drucker-Prager yield
criterion can be expressed as follows [29]:

F = l0
2 + q2 − σm tan φ − c, 8

where c is cohesion, φ is the friction angle of the rock, l0 =
c0 − σt , c0 is initial cohesion, and σt is tensile strength.

4.4. Strength Weakening Model of Shale. Rock strength varies
with the water content of shale formation. According to the
above test results, the strength can be assumed to be approx-
imately linear attenuation with the water content. The
strength weakening model of shale can be defined as [22]

c = c0 − Ks w −w0 ,
φ = φ0 − Ls w −w0 ,

9

Table 3: Strength changes of shale under drilling fluid immersion.

Sample Immersion time (h) Confining pressure (MPa) Compressive strength (MPa) Cohesion (MPa) Internal friction angle (°)

1
0

0 30.80
9.83 24.89

2 50 153.46

3
6

0 23.79
7.86 23.09

4 50 138.30

5
12

0 21.48
7.32 21.42

6 50 129.00

q

�휎m�휉�휎0

(d�휀ij)p
�휓

Figure 6: A family of flow potentials in the meridional stress plane.
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where c0 and φ0 are the cohesion and friction angle, respec-
tively, at the initial water content w0, Ks is cohesion coeffi-
cient, and Ls is friction angle coefficient.

According to mass conservation equation, the diffusion
equation of water can be defined as [30]

Cf
∂2w
∂x2

+ ∂2w
∂y2

= ∂w
∂t

, 10

where Cf is water absorption diffusion coefficient of shale.

4.5. Permeability Evolution of Shale. Assuming that elastic
deformation of shale cannot causes damage, plastic deforma-
tion and damage occur simultaneously. After yielding failure
of shale, the internal pore and fracture in rock gradually ger-
minate and penetrate each other and the permeability of
shale increases obviously. In the study of wellbore stability,
permeability is often considered as constant in most previous
studies. However, in fact, permeability around the wellbore
varies during drilling excavation.

According the equation of Kozeny-Carman, the perme-
ability and porosity evolution of shale can be defined as

k = k0
1
n0

1 + εv
2/3 −

1 − n0
n0

1 + εv
−1/3

3
,

n = 1 − 1 − n0
εv + 1 ,

11

where k0 is the initial permeability of shale, n0 is the initial
porosity, and εv is the volumetric strain.

4.6. Solution Strategy. Based on the above analysis, the
decoupled numerical method is adopted to solve the coupled
HMC model of shale. Due to the relative independence of
solute transport equation and mass conservation equation,
they can be solved first. Then the pressure transfer model
and the solid deformation can be solved synergistically. The
HMC model of shale involves two calculation modules
embedded in ABAQUS software, namely, the rock consolida-
tion module and the mass diffusion module.

Although the HM coupling field and mass diffusion field
of rock are different, they essentially contain two basic con-
tents: linearization and time step discretization (or load
increment). The calculation of the HM field and diffusion
field can be designed separately by two independent systems.
By means of data communication, the coupling of parame-
ters at each time step can be realized and the related coeffi-
cients can be continuously revised at each time step and the
mutual correction is carried out at a series of time steps.
Based on the previous research on the THM coupling
method [31], using MATLAB as the platform and ABAQUS
as the solver, the analysis software for modelling time-
dependent wellbore collapse in shale formation is developed.
The data storage and communication between different cal-
culation modules are realized by ABQMAIN subroutine,

and strength weakening and permeability evolution are real-
ized by USDFLD subroutine.

In multifield coupled analysis, the models for mass
diffusion analysis and HM analysis require the same
meshes, analysis steps, initial time increment, and time
period for data communication. The ABAQUS has the
interpolation capability to obtain the nodal quantities at
a given time. This coupled problem is solved through a
“staggered solution technique” as shown in Figure 7 and
as follows:

(1) First, a water content analysis is performed using the
mass diffusion module in ABAQUS, where water
absorption diffusion coefficient of shale is assumed
to be constant. Water content histories are written
onto an external file used in step 3

(2) The solute mass fraction analysis is performed
through the second mass diffusion module in ABA-
QUS where the solute diffusion coefficient is assumed
to be constant and the porosity is changed with time.
In the first cycling analysis, the porosity is assumed to
be constant, and in the subsequent analysis, it is read
from an external file. Solute mass fraction histories
are written onto an external file used in step 3

(3) The water content and solute mass fraction histories
are used by the rock consolidation module in ABA-
QUS, in which the rock strength is performed as a
function of water content and permeability evolution
is the function of volumetric strain by USDFLD sub-
routine. The HM model calculates stresses, pore pres-
sure, porosity, etc. as function of time. The porosity
histories are written onto an external file used in step 2

(4) The ABQMAIN subroutine reads the files with solute
mass fraction, water content, and porosity data and
creates new files containing histories of solute mass
fraction, water content, and porosity. The porosity
histories are used by the solute mass fraction model
in subsequent analysis

Steps 2-4 are repeated if the material parameter values are
found to be different compared to those of the previous
solution.

The USDFLD subroutine is used to redefine the field var-
iable at the material integration point and also to obtain
information at the material integration point. Under the con-
ditions of hydration, the mechanical parameters of the rock
are affected by the water content and change with the water
content. Similarly, the permeability and porosity are influ-
enced by the change of volumetric strain. Here, the water
content and volumetric strain can be defined as the field var-
iables, so that the mutual calling between the subroutines and
the related module are realized.

5. Application

5.1. Project Overview. The W lithologic trap of Nanpu sag is
an important exploration area in the Jidong oilfield in China,
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which is located in the west of Huanghua Depression in the
Bohai Bay Basin. The drilled formations are the Paleogene
Shahejie Formation, Dongying Formation, Neogene Guantao
Formation, Minghuazhen Formation, and Quaternary Plain
Formation from bottom to top. The area, thickness, and clo-
sure range of the W trap are 356km2, 840m and 1000m,
respectively. The first number of the Shahejie Formation
develops a large set of shale as caprock for lithologic
reservoirs.

According to the drilling well history, drilling fluid, and
well completion data, statistical analysis on drilling complex
accidents was done on 20 drilled wells in the W trap. The
result shows that the most prominent accident is leakage,
followed by borehole wall caving and collapse, and the leak-
age accident occurs about four times more than the latter.
The fracture pressure coefficient in shale target formation is
more than 1.8 (Table 4). The maximum equivalent density
of drilling fluid used in complex formation is 1.6. Combined
with drilling core observation and imaging logs, the fractures
are relatively well developed around the wellbore for leakage
accidents. Increasing the density of drilling fluid is not ideal
for inhibiting wellbore collapse and diameter enlargement.

For some wells, the wellbore diameter increases instead when
the drilling fluid density increases from 1.23 to 1.39.

The hard brittle shale of the Shahejie Formation has
microcracks and some microholes, which provide a channel
for drilling fluid to invade. The presence of developed cracks
and hydration effect make the leakage problem using the
conventional drilling method more serious. Therefore, the
implementation of an underbalanced drilling method is an
effective way to improve the reservoir protection and prevent
drilling fluid leakage. The formation pressure coefficient of
the Shahejie Formation is higher than 1.3 (Table 4), and then
the liquid-based drilling fluid system is selected for the
underbalanced circulation medium. Taking W-82 well as
the research object, the dynamic damage law of wellbore
under the condition of underbalanced drilling is studied.
The total depth of W-82 is 4745m, and the underbalanced
drilling footage is 598.07m from 4146.93m to 4745m in
the Shahejie Formation.

5.2. Computational Condition. According to the symmetry
of the wellbore, one-quarter of the wellbore is used for
modeling analysis, which is shown in Figure 8. To simu-
late the drilling unloading, the element removing tech-
nique is used to deal with the excavated part of the
wellbore. The radius of the wellbore is 0.108m, and the
length and width of the calculation model are set as
15m to reduce the pore pressure influence of the wellbore
on the outside of the model. The plane strain quadrilateral
element is used to discretize the model, the total number
of grids is 1993, and the total number of nodes is 2087.
The divided grid is shown in Figure 9.

Table 4: Pressure tests of the Shahejie Formation.

Layer
Formation

pressure coefficient
Collapse pressure

coefficient
Fracture pressure

coefficient

Es1 1.31 1.32 1.8

Es2,
Es3

1.30 1.33 1.93

No

Yes

Input initial parameter

Cycle iteration setting

Updated parameters

Mass diffussion module
for water content analysis

Conslidation module
for HM coupling analysis

Mass diffussion module
for solute mass fraction analysis

Data storage,
communication

Convergence

End

Mass diffussion module
for water content analysis

Conslidation module
for HM coupling analysis

Mass diffussion module
for solute mass fraction analysis

Data storage,
communication

ABAQUS

Figure 7: Flowchart of the multifield coupling implementation.
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Initial pore pressure, initial stress, initial water content,
and initial water activity are defined inside the shale forma-
tion. For the mechanical boundary conditions, OB and OD
are set as normal constraint conditions, the maximum hori-
zontal earth stress is applied on the BC side, and the mini-
mum horizontal earth stress is applied on the CD side.
After drilling excavation, the AE side is applied as mud pres-
sure, water content condition, drilling fluid activity condi-
tion, and seepage condition.

The analysis steps that simulate the progressive failure
process of the wellbore are defined as follows: the first step
is in situ stress balance, which is to restore the initial stress
field, i.e., the stress state before drilling excavation. By
defining the inside stress field and outside boundaries of the
model, the initial in situ stress field can meet the
requirements of calculation. The second step is the drilling
excavation by the technique of element removing. In this
step, the shale formation is excavated firstly, and then the
wall of the wellbore is applied mud pressure. Due to
relatively short drilling excavation, the wall of the wellbore
is considered as impermeable. The third step is the seepage
and diffusion stage to simulate the seepage and diffusion

effect inside and outside the wellbore. In this step, the wall
of the wellbore is considered as permeable for a longer
period. The strength of the surrounding rock of the
wellbore is weakened by hydration effect, and the wellbore
failure process is simulated in 53 days.

According to laboratory tests, field data, logs, and related
geological data of adjacent areas, the calculation parameters
at the depth of 4250m in the Shahejie Formation are
defined as follows: overburden pressure at 91.63MPa,
maximum horizontal principal stress at 81.22MPa,
minimum horizontal principal stress at 68.72MPa, and
formation pressure coefficient at 1.3; elastic modulus of
shale at 20.2GPa, Poisson’s ratio at 0.16, cohesion at
24.1MPa, internal friction angle at 21.7°, equivalent
permeability at 1.01mD, and the porosity at 9%; initial
formation water content at 2% and saturated water content
at 10%; Ks at 2.71MPa and Ls at 2.50°; and activity
diffusion coefficient at 5 × 10−9 m2/s and formation water
absorption diffusion coefficient at 9 5 × 10−9 m2/s.

5.3. Progressive Failure Process of the Wellbore. Taking the
drilling fluid equivalent density 1.1 as an example, the
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Figure 8: Schematic diagram of the calculation model.
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underbalanced drilling method is used to open the shale for-
mation. The above calculation model is simulated to investi-
gate the progressive collapse and failure process of the
wellbore considering the influence of the seepage and hydra-
tion diffusion in shale by drilling fluid.

Figure 10 shows the pore pressure distribution after dril-
ling excavation. It can be found that the pore pressure grad-
ually increases with the distance from the wellbore wall and
tends to the initial pore pressure value. The change rate of
pore pressure decreases gradually with drilling time

increasing. The disturbed zone of the seepage field is about
20 times of the wellbore radius after 5 days and 55 times after
53 days of drilling excavation.

Figure 11 presents the distribution of water content
after the formation was drilled. The water content gradu-
ally decreases with the increase of the distance from the
wellbore wall and tends to the minimum value of 2%.
In the early stage after the formation was drilled, the
water content changes sharply and fluctuates to a certain
extent. After that, the change rate of the water content

(a) Unexcavated integral model (b) Excavation body

(c) Wellbore local model after excavation

Figure 9: Meshes of the analysis model.
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decreased with the increase of the immersion time by
drilling fluid.

The cohesion and internal friction angle of shale are
changed by water content evolution. The distribution and
variation laws of cohesion and internal friction angle are sim-
ilar to that of the water content, which are shown in
Figures 12 and 13.

The progressive failure process of the wellbore is
shown in Figures 14 and 15. It can be found that the
extent and scope of wellbore collapse in the y direction
(ED line, shown in Figure 8(c)) are obviously larger than
those in the x direction (AB line) and the damaged zone

is basically elliptical, which is consistent with the field
imaging logs. The collapse scope increases with immersion
time. The maximum plastic strain is 0.52% after drilling
excavation, while the maximum plastic strain is 0.81%
after 5 days of drilling excavation.

For the depth of wellbore collapse (as shown in
Figure 16), the damaged zone increased rapidly and then
tends to be stable and increases linearly by the influence
of hydration effect. Therefore, the hydration effect of
shale in the Shahejie Formation is very obvious and the
wellbore collapse is a time-dependent progressive failure
process.
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5.4. Parametric Study. By obtaining the plastic zone range
corresponding to AB and ED at different time, and taking
its average value as the borehole enlargement value, the ratio
of the borehole enlargement value to the outer diameter of
the drilling bit is defined as the wellbore enlargement rate.
Through numerical analysis, the collapse period chart under
different influence parameters can be established for shale
formation.

Figure 17 shows the wellbore enlargement rate varying
with time under different drilling fluid densities. The wellbore

enlargement rate increases with the drilling fluid immersion
time and the wellbore enlargement rate decrease with the
increase of the drilling fluid density. Taking the drilling fluid
density of 1.2 as an example, the wellbore enlargement rate is
18.07% after drilling excavation and 58.22% after 7 days of
immersion with an increase of 40%. It can be seen that hydra-
tion effect by drilling fluid has a great influence on the progres-
sive collapse of wellbore in shale formation.

Figure 18 presents the variation of the wellbore enlargement
rate with time under the influence of water absorption diffusion
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Figure 11: Water content distribution of wellbore after drilling.
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coefficient. When the water absorption diffusion coefficient is
5 0 × 10−10 m2/s, the wellbore enlargement rate increases from
18.07% to 47.18% in 53 days. The wellbore enlargement rate
is 117.16% after 53 days of drilling fluid immersion for the water
absorption diffusion coefficient of 1 4 × 10−8 m2/s. The water
absorption diffusion coefficient has a very large influence
on the wellbore collapse, and the larger the water absorption
diffusion coefficient, the more obvious the collapse. The
water absorption diffusion coefficient is a parameter that

characterizes the transfer velocity of water in shale formation,
which determines the ability of shale to absorb water and
affects the hydration effect.

The inflow and outflow of formation water are affected by
the drilling fluid activity. The drilling fluid activity affects the
activity of formation water, thus affecting the hydration effect
of shale. Figure 19 shows the wellbore enlargement rate with
time under different drilling fluid activities. The original activity
of formation water is 0.7, while the wellbore collapse does not
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Figure 12: Variation of formation cohesion after drilling.
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change with time for the drilling fluid activity less than 0.7.
When the drilling fluid activity is greater than the original activ-
ity of formation water, the drilling fluid erodes into the forma-
tion, causing the hydration effect obviously. With the increase
of immersion time, the wellbore enlargement rate increases.

When the drilling fluid activity is 0.95, the wellbore enlargement
rate increases from 18.07% after excavation to 210.96% after 53
days.

Figure 20 shows the wellbore enlargement rate vary-
ing with time under different permeabilities of shale. It
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can be seen that the influence of permeability on the
wellbore enlargement rate is not obvious. However, the
overall trend is that the wellbore enlargement rate at a
small permeability is slightly smaller than the wellbore
enlargement rate at a large permeability. The permeabil-
ity of shale affects the ability of water to penetrate, but

the effect on the wellbore enlargement rate is relatively
weak.

According to the above analysis, the effects of different
parameters on the wellbore collapse are different. Under
underbalanced drilling conditions, drilling excavation distur-
bances cause the original crack extension and new
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microcracks, which causes the shale hydration to expand by
the self-water absorption effect of the microcracks. Due to
hydration effect, the strength of shale gradually decreases,
which is the intrinsic factor that leads to the progressive col-
lapse of the wellbore. For using underbalanced drilling condi-
tion in a hard brittle shale formation, the drilling speed
should be fast, the strong inhibition of drilling fluid to shale
should be strictly controlled, and the circulation time should
be minimized.

5.5. Comparison with Field Results. To verify the reliability
and accuracy of the coupling model of the wellbore, the
numerical results were compared with the field measured data.

In the actual drilling process, the wellbore is allowed to
have a certain collapse. There is no drilling accident as long
as there is no accumulated rock debris. Generally, the
qualified wellbore conditions during drilling are as follows:
the average wellbore enlargement rate is not more than 15%,
or the maximum wellbore enlargement rate of the oil/gas
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reservoir is not more than 30% and the maximum wellbore
section accounts for less than 30% of the whole reservoir.
For the Shahejie Formation, the density of drilling mud is
1.2 g/cm3 used for underbalanced drilling condition. During
the drilling process, the wellbore is basically stable, only a
few slight wellbore collapses occur, and there are no drilling
accidents. The wellbore stability condition satisfies the
requirements of underbalanced drilling with an average
drilling rate of 1.78m/h. According to the calculation results

shown in Figures 18–20, the calculation value of the wellbore
enlargement rate is 18% after drilling excavation, which is
consistent with the field results.

During the process of water-based underbalanced dril-
ling, the risk of leakage and reservoir damage by drilling fluid
is reduced due to the drilling fluid pressure being lower than
the formation pressure. However, the existence of capillary
force makes the shale absorb water in a countercurrent mode,
especially in the microcracks. As a result, the water absorption
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Figure 17: Curves of the wellbore enlargement rate with time under different drilling fluid densities.
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causes the shale to be hydrated remarkably. In addition, the
wellbore lacks the pressure balance by drilling fluid, which
aggravates the wellbore collapse. A large number of falling
rock blocks have been returned when pulling the drill string
from the hole and starting logging work, and it is difficult to
connect the column of the drilling string. Figure 21 shows
the well diameter curve of the shale formation in W-82. The
wellbore enlargement rate is between 55% and 85% in the
depth of 4265m to 4275m, and the numerical value of the
wellbore enlargement rate is about 84%. Then drill stem test-
ing was carried out, and the wellbore has been immersed by
drilling fluid for 53 days from drilling excavation to drilling
down through the hole, which causes more rock blocks to be

falling (Figure 22), formation instability, and wellbore collapse.
The predicted wellbore enlargement rate in this paper has
exceeded 100%, and the wellbore collapse is serious, which
basically coincides with the actual drilling. The proposed
model in this study can effectively reflect the progressive fail-
ure process of the wellbore in shale formation.

6. Conclusions

The microcracks of hard brittle shale in the mid-depth for-
mation are well developed, the content of illite/montmorillo-
nite mineral and illite in the formation is higher, and the
shale is easy to be self-water hydration expanded, which is
the root cause for wellbore instability during drilling. To sim-
ulate the whole process of progressive failure of hard brittle
shale, a HMC model is developed, which is compiled with
ABAQUS software as the solver.

In the initial stage of underbalanced drilling, there is no
instability problem in the wellbore. As the immersion time
increases, the wellbore gradually becomes unstable. Due to the
influence of hydration, the wellbore enlargement rate increases
with the increase of drilling fluid immersion time and different
parameters have different effects on the wellbore enlargement
rate. Water absorption diffusion coefficient and drilling fluid
activity have a great influence on wellbore enlargement, while
the permeability of shale on the wellbore enlargement rate is
weak. The calculated results are basically consistent with the
actual drilling, and the validity of the proposedmodel is verified.

Whether the drilling fluid can maintain the rock strength
of the hard brittle shale well or not largely determines
whether the drilling fluid can maintain the wellbore stability
of the hard brittle shale formation. As for strong hydration
characteristics and developed microcracks of hard brittle
shale, the effective solution for the wellbore stabilization
technology is to strengthen sealing and improve inhibition
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ability of drilling fluid, instead of relying on increasing dril-
ling fluid density.
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Water-based hydraulic fracturing for the exploitation of shale gas reservoirs may be limited by two main factors: (1) water pollution
and chemical pollution after the injection process and (2) permeability decrease due to clay mineral swelling upon contact with the
injection water. Besides, shale rock nearly always contains fractures and fissures due to geological processes such as deposition and
folding. Based on the above, a damage-based coupled model of rock deformation and gas flow is used to simulate the fracturing
process in jointed shale wells with CO2 fracturing. We validate our model by comparing the simulation results with theoretical
solutions. The research results show that the continuous main fractures are formed along the direction of the maximum
principal stress, whilst hydraulic fractures tend to propagate along the preexisting joints due to the lower strength of the joints.
The main failure type is tensile damage destruction among these specimens. The preexisting joints can aggravate the damage of
the numerical specimens; the seepage areas of the layered jointed sample, vertical jointed sample, and orthogonal jointed sample
are increased by 32.5%, 29.16%, and 35.05%, respectively, at time t = 39 s compared with the intact sample. The preexisting
horizontal joints or vertical joints promote the propagation of hydraulic fractures in the horizontal direction or vertical direction
but restrain the expansion of hydraulic fractures in the vertical or horizontal direction.

1. Introduction

In recent years, the application of hydraulic fracturing has
significantly increased the production of oil and natural gas.
It is estimated that hydraulic fracturing has improved recov-
erable reserves of oil by at least 30% and of natural gas by 90%
[1]. In addition, more than 60% of oil and gas wells need to be
fractured first, especially for unconventional gas resource
deposited in deep underground shale layers with extremely
small permeability (usually less than 1mD) [2, 3]. Hydraulic
fracturing may increase permeability of shale by three to five
orders of magnitude [4]. Thus, the production of the frac-
tured gas wells increases dramatically. In all, hydraulic frac-
turing introduced in oil and gas fields has revolutionized
gas production around the world [5, 6].

However, the water-based fracturing technology has
some limitations and environmental concerns. First, hydrau-
lic fracturing consumes large amounts of water. According
to a report [7], the water use for hydraulic fracturing
accounts for 9% of total freshwater consumption in Texas.
The large consumption of water will restrict the oil and gas
reservoir developments in a water-deficient area [8, 9]. Sec-
ond, due to the large amount of water and chemical reagents
used in the hydraulic fracturing, it may cause potential water
pollution and chemical pollution if the treatment of flow-
back fluids with chemical reagents is insufficient [10–12].
Third, for the reservoirs containing clay minerals, the perme-
ability may decrease after water injection, thereby decreasing
the production of gas reservoirs [13–15]. The main reason is
that, when the hydration minerals meet injection water, clay
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minerals can swell and result in blockage of seepage channels
[16]. All of these disadvantages of hydraulic fracturing pro-
mote the study and development of waterless fracturing [17].

Several waterless fracturing technologies have been
introduced in oil and gas industries over the past few decades,
including oil-based fracturing, N2 fracturing, and CO2 frac-
turing [18]. Oil-based fracturing was first used in Colorado,
Texas, and Kansas in late 1940s [19]. Compared with
hydraulic fracturing, it could be conducted in frozen areas.
However, oil-based fracturing is expensive and may impair
the effective permeability of wells [20]. N2 fracturing and
CO2 fracturing are the two most popular fracturing methods
because they are more economical and efficient compared
with hydraulic fracturing [21]. According to engineering
production data [22], the production of the reservoirs
stimulated by CO2 is 1.9 times as much as the production
of those stimulated by N2. The laboratory experiment results
indicate that the gas with lower viscosity, higher diffusivity,
and lower surface tension can penetrate into smaller pore
space to create more complex fracture networks compared
with hydraulic fracturing [23, 24]. In addition, the fracture
surface created by gas fracturing has a larger roughness and
complexity, resulting in a greater increase in permeability [4].

In addition, shale reservoirs always contain kinds of
joints caused by the geological deposition and folding
[25–27]. The existing joints have a significant influence
on the initiation and propagation of the induced hydraulic
fractures [28–30]. The fracture networks of jointed reservoirs
may be very complex due to the reopening of the existing
joints, the expansion of hydraulic fractures, and the intersec-
tion between joints and hydraulic fractures [31]. Nitrogen
fracturing experiments were conducted on shale samples ver-
tical and parallel to the bedding plane; the results indicated
that a relative complex fracture surface is formed in the shale
sample vertical to the bedding plane [32]. He et al. [33]
performed hydraulic fracturing on shale with bedding planes;
the results showed that the bedding planes in shale formation
have a significant influence on the propagation of hydraulic
fractures. However, the mechanism of the fracture initiation
and propagation in kinds of jointed reservoirs is not well
investigated. It is important to learn the distribution of frac-
ture networks for the successful design of stimulation in
jointed reservoirs.

To this end, the numerical tools COMSOL andMATLAB
are used to simulate the hydraulic fracture propagation
driven by injection fluids in several jointed reservoirs. The
distribution of fracture networks and the development of
horizontal and vertical fracture radii are studied in this work.

2. Governing Equations

In the numerical simulation, CO2 is injected into the
borehole. Then, the rock mass begins to fracture with the
increasing injection pressure. The process of CO2 fracturing
involves solid deformation and fluid seepage. In this part, a
series of governing equations are set up for solid mechanic
field and flow field. Besides, damage equations are introduced
to describe the destruction of the calculation elements.

2.1. Rock Deformation and Damage Evolution Equations. In
this work, shale rock is assumed as an elastic continuum
material, whose constitutive relation satisfies with the physi-
cal equation of elasticity. It should be noted that the influence
of pore pressure on stress distribution is also considered in
the equation. Thus, the modified physical equation can be
induced as

σij = 2Gεij + 2G ν

1 − 2ν εvδij − αpδij, 1

where σij is the total stress tensor, εij is the total strain tensor,
G = E/2 1 + ν is the shear modulus of rock, E is the elastic
modulus of the rock, ν is Poisson’s ratio of the rock, εv =
ε11 + ε22 + ε33 is the volumetric strain, δij is the Kronecker
delta, α is the Biot coefficient, and p is the pore pressure.

The relationship between strain and displacement is
expressed by a geometric equation as follows:

εij =
1
2 ui,j + uj,i , 2

where ui and uj are the components of displacement in i and
j directions, respectively.

Substituting the modified physical equation (1) and the
geometric equation (2) into the equilibrium equation, then
the modified Navier-type equation is induced as

Gui,jj +
G

1 − 2ν uj,ji − αpi + f i = 0, 3

where f i is the component of the net body force.
Since the initiation and propagation of hydraulic frac-

tures are studied in this work, a damage model is introduced
to characterize the damage condition during the injection
process. The damage model is used to determine whether
shale damage occurs after every calculation step. For the cal-
culation element, when the stress state meets the maximum
tensile stress criterion or the Mohr-Coulomb criterion, the
tensile crack or shear crack occurs. It should be noted that
the tensile crack is first generated, because the compressive
strength is ten times greater than the tensile strength. Equa-
tions (4) and (5) are the maximum tensile stress criterion
and the Mohr-Coulomb criterion, respectively:

F1 = σ1 − f t0 = 0, 4

F2 = −σ3 + σ1
1 + sin φ

1 − sin φ
− f c0 = 0, 5

where σ1 and σ3 are the first and third principle stresses; f t0
and f c0 are the tensile strength and compressive strength of
rock, respectively; and φ is the internal friction angle.

When elements start to be damaged, the elastic modulus
reduces correspondingly according to damage theory [34].
The evolution of elastic modulus is defined as

2 Geofluids



E = E0 1 −D ,
k = k0 exp αkD ,

6

where E0 is the initial elastic modulus of rock and D is the
damage variable and is calculated as [35–37]

D =

0, F1 < 0, F2 < 0,

1 − εt
ε1

2
, F1 = 0, dF1 > 0,

1 − εc
ε3

2
, F2 = 0, dF2 > 0,

7

where ε1 and ε3 are the first and third principal strains and εt
and εc are the tensile strain and compressive strain,
respectively.

2.2. Gas Flow Equation. Gas flow equations are defined to
describe the injection gas flow in this part. The gas continuity
equation during gas transportation is defined as

∂m
∂t

+∇ ⋅ ρgqg =Qm, 8

where m is the gas mass per volume of rock, ρg is the density
of the injection gas, qg is the seepage velocity of the gas, Qm is
the source origin, and t is the time variable.

On the basis of Darcy’s law, the seepage velocity of gas
is shown as

qg = −
k
μ
∇p, 9

where k is the permeability of the rock and μ is the
dynamic viscosity coefficient.

Assuming that shale rock is saturated by CO2 after the
injection, the gas content per volume of rock can be defined
as m = ρgϕ, and ϕ is the porosity of the rock. Injected CO2

gas enters the supercritical state when the pressure exceeds
7.56MPa at the temperature 76.8 degrees Celsius [38]. When
the injection CO2 is transformed from the gaseous state to
the supercritical state, density and viscosity change dramati-
cally under the different pressure. The evolution of density
and viscosity of CO2 varying with pressure is shown in
Figure 1. The relationship between density, viscosity, and
pressure can be described by interpolating function in the
model calculation. Thus, the first item in equation 7 is
induced to equation (10) [39] as

∂m
∂t

= ϕ
∂ρg
∂t

+ ρg
∂ϕ
∂t

= ∂p
∂t

ϕcρg 10

The density of CO2 changes rapidly with pressure whilst
the porosity of shale changes slightly during hydraulic frac-
turing. Thus, ρg ∂ϕ/∂t is ignored since ρg ∂ϕ/∂t is much
smaller than ϕ ∂ρg/∂t , where c = 1/ρg ∂ρg/∂p is the

compressibility coefficient of CO2 and c can be calculated
from Figure 1.

Putting equations (9) and (10) into equation (8), the gas
continuity equation can be induced into equation (11) as

∂p
∂t

ϕcρg+∇ ⋅ −
k
μ
ρg∇p =Qm 11

Considering the influence of solid mechanics on the evo-
lution of porosity, the dynamic evolution of porosity can be
described by [40]

ϕ = α − α − ϕ0 exp εv − εv0 −
p − p0
Ks

, 12

where ϕ0 is the initial porosity of shale rock, εv0 is the initial
volumetric strain, p0 is the initial pore pressure, and Ks is the
bulk modulus of rock grains.

2.3. Characterization of Rock Heterogeneity. Since rock is het-
erogeneous material with natural fissures and induced fis-
sures [41], Weibull distribution function is introduced to
represent the heterogeneity of shale rock in this part [42].
In this work, parameters, such as elastic modulus and
strength, are assumed to conform to the Weibull distribution
and produced in MATLAB. Weibull statistical distribution
and the probability density function are defined as

f x, x, λ = λ

x
x
x

λ−1
exp −

x
x

λ
, 13

where x is the mechanical parameter of rock, x is the average
value of x, and λ is the coefficient of heterogeneity.

3. Numerical Simulation Setup

3.1. Model Geometry. Before the simulation, the models for
gas fracturing, boundary settings, and parameters are intro-
duced in this part. The 2D calculation model here is a 2D
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Figure 1: The evolution of density and viscosity of CO2 with
pressure (T = 76 8°C).
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plane cross-section through a horizontal well, which is a 2D
plane square with a length of 0.2m and a borehole with a
diameter of 0.04m drilled in the center. The distribution of
preexisting horizontal joints, vertical joints, and orthogonal
joints is showed in Figure 2. The thickness of the joints is

1mm among these models. For mechanical boundary set-
tings, the load applied on the left boundary is equal to that
on the upper boundary, the value is 5MPa, whilst the right
boundary and lower boundary are roller boundaries; these
boundary settings are the same for the intact sample, layered
jointed sample, vertical jointed sample, and orthogonal
jointed sample. The gas is injected from the inner boundary
with the injection rate of 0.0106m3/s. As for seepage bound-
aries, there is no flow boundary on the outer boundaries. The
parameters for the rock matrix and joints are listed in
Table 1; it should be noted that the elastic modulus, tensile
strength, and compressive strength of joints are only half of
those of the rock matrix.

3.2. Numerical Implementation of the Model. In the front
parts, the coupling equations and model geometry are estab-
lished. Due to the complexity of the coupling relationship
between solid deformation and fluid flow, these equations
are difficult to be directly calculated. Thus, the finite element
method is adopted to solve coupling equations via COMSOL
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Figure 2: Numerical samples with different kinds of joints: (a) intact sample, (b) sample with layered joints, (c) sample with vertical joints,
and (d) sample with orthogonal joints.

Table 1: Mechanical parameters for the simulations.

Mechanical parameters Rock matrix Joint Unit

Elastic modulus 36 18 GPa

Poisson’s ratio 0.225 0.25 —

Rock density 2600 2600 kg/m3

Compressive strength 62 31 MPa

Tensile strength 8.2 4.1 MPa

Initial rock permeability 10-18 1 3 × 10−17 m2

Initial rock porosity 0.01 0.015 —

Biot coefficient 0.2 0.3 —

Internal fraction angle 0.117π 0.117π rad
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Multiphysics and MATLAB. The distribution of stress and
pore pressure is obtained to further discuss the condition of
the numerical sample. The flow chart of numerical calcula-
tion procedures is showed in Figure 3.

3.3. Model Validation. It is important to validate the effective-
ness of the model before it is used to simulate the fracture
propagation in the jointed reservoirs. The classical theoretical
solution for forecasting the breakdown pressure [43] is
shown as

pb = σt − σ1 + 3σ3 − p0, 14

where pb is the breakdown pressure, σt is the tensile strength
of the rock, σ1 and σ3 are the maximum and minimum prin-
cipal stresses, respectively, and p0 is the initial pore pressure.

The numerical specimen used in this part is the same
with the intact sample shown in Figure 2(a). In this part,
the initial pore pressure is 1MPa, the average tensile strength
and compressive strength of the specimen are 5.9MPa and
59.4MPa, respectively, and the average elastic modulus of
the numerical specimen is 35.9GPa. The horizontal stress is
fixed at 25MPa, and the vertical stress is varying from
10MPa to 25MPa. A tectonic stress coefficient β σx/σy is
defined in this part, and the breakdown pressure versus the
tectonic stress coefficient is calculated in this part.

A comparison of the breakdown pressure with different
tectonic stress coefficients by the theoretical solution and
numerical solution is shown in Figure 4. The results show
that the numerical simulation results agree well with results
obtained from the theoretical equation, indicating that the
proposed model is suitable to simulate the hydraulic fracture
propagation under CO2 fracturing.

4. Results and Discussion

4.1. Fracture Propagation in the Intact Sample. The hydraulic
fracture initiation and propagation in an intact sample with-
out joints are shown in Figure 5. To distinguish tensile
cracks and shear cracks, the damage in tension is defined
as negative whilst that in shear is defined as positive. It can
be seen that the fractures first appear around the borehole
and propagate gradually to the surrounding rock with the
increase of injection gas pressure [44]. Eventually, several
main fractures are formed uniformly in the rock sample. As
shown in Figure 5, hydraulic fractures are principally formed
in the tensile mode in the intact sample during gas fracturing,
and the number of damaged elements in the tensile mode
accounts for 93.6% of the total number of damaged elements
at time t = 37 s.

Figure 6 shows the development of the seepage area ver-
sus injection time. It should be noted that the cracks (damage
area) are generated from the destruction of the elements. The
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Figure 3: Calculation procedures of the numerical model.
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seepage area keeps as 0m2 due to the low gas pressure from
t = 0 s to t = 15 s. Then, the seepage area increases slowly
from 3.27e-5 m2 to 3.44e-3 m2 from t = 16 s to t = 31 s with
fracture initiation and gradual propagation. Besides, it
increases dramatically from 3.44e-3 m2 to 6.93e-3 m2 from
t = 31 s to t = 39 s, indicating that unstable fracture propa-
gation occurs. The whole process of the evolution of the

seepage area can be fitted by an exponential function as
shown in Figure 6.

The development of horizontal and vertical fracture radii
versus injection time in the intact sample is presented in
Figure 7. It can be seen that hydraulic fractures initiate at
time t = 16 s. As the injection gas pressure in the borehole
further increases, the fracture radii in horizontal and vertical
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Figure 5: Distribution and evolution of the fracture in the intact sample.
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directions increase at a similar rate, reaching 6.3e-2 m and
6.49e-2 m at time t = 39 s, respectively. The slight difference
of two curves shown in Figure 7 may result from the hetero-
geneity of mechanical parameters assigned to the sample.

4.2. Fracture Propagation in the Layered Jointed Sample.
In the shale gas wells, the surrounding rock contains kinds
of joints and fissures caused by the geological deposition
and folding. The existence of these joints and fissures has a
significant influence on the propagation of hydraulic frac-
tures. Based on the above, hydraulic fracture propagation in

kinds of joint samples will be discussed in the following parts.
The fracture propagation in layered jointed samples is
researched in this part.

The distribution and evolution of the fracture in the
layered jointed sample are presented in Figure 8. At time
t = 15 s, the sample begins to fracture. Hydraulic fractures
first emerge around the drilling hole at time t = 18 s due to
stress concentration in the inner boundary. With the increase
of the injection time, hydraulic fractures propagate to the
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Figure 8: Distribution and evolution of the fracture in the layered jointed sample.
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surrounding rock. Finally, fractures propagate along the
diagonal direction and horizontal direction forming several
main fractures, as shown in Figure 8. The distribution of
the fracture is different from that in the intact sample. This
result from the fracture propagation favors the horizontal
preexisting joints along which the least energy is dissipated
due to their low strength and elastic modulus.

The seepage area begins to increase from time t = 14 s;
then, it increases slowly from 7.92e-6 m2 to 3.22e-3 m2

from time t = 14 s to t = 29 s due to the low injection gas pres-
sure at the initial stage. With the increase of injection gas
pressure, the seepage area increases rapidly from 3.22e-3 m2

to 9.18e-3 m2 from time t = 29 s to t = 39 s. The seepage area
increases by 32.5% in this case compared with that in the

Step 18 Step 22

Step 29 Step 37

Horizontal

Vertical
Diagonal

−0
.8 0.
8

−0
.6 0.
6

−0
.4 0.
4

−0
.2 0.
20

Figure 11: Distribution and evolution of the fracture in the vertical jointed sample.
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intact sample at time t = 39 s. An exponential function is used
to describe the development of the seepage area (Figure 9).

Figure 10 is the development of horizontal and vertical
fracture radii versus injection time in the layered jointed
sample. Both the horizontal radius and vertical radius
increase with the injection time. It can be seen that the hori-
zontal radius is larger than the vertical radius during the
whole fracturing process, due to the low strength of the joint
in the horizontal direction. The horizontal radius and vertical
radius are 8e-2 m and 5.55e-2 m at time t = 39 s, respectively.
Compared with the intact sample (horizontal radius and ver-
tical radius are 6.3e-2 m and 6.49e-2 m, respectively, at time
t = 39 s), the preexisting joints promote the expansion of
cracks in the horizontal direction but restrain the crack
expansion in the vertical direction.

4.3. Fracture Propagation in the Vertical Jointed Sample. The
distribution and evolution of hydraulic fractures in the verti-
cal jointed sample are presented in Figure 11. It can be seen
that fractures are first generated around the borehole due to
stress concentration. Then, fractures propagate along the
diagonal direction and vertical direction with the increase
of injection pressure, probably resulting from the equal load
applied on the horizontal and vertical directions, and the pre-
existing joints in the vertical direction. Eventually, several
main fractures are formed along the diagonal and vertical
directions. Tensile damage is the main model of destruction,
and the number of tensile cracks accounts for 93.9% of the
total cracks.

It can be seen from Figure 12 that the seepage area
increases slowly from 3.96e-6 m2 to 2.18e-3 m2 with the injec-
tion time varying from t = 14 s to t = 26 s, owing to only a
small amount of crack propagation at the low injection pres-
sure stage. Then, the seepage area increases sharply from
2.18e-3 m2 to 8.95e-3 m2 with the injection time varying from
t = 26 s to t = 39 s, due to the propagation of several main
fractures at the same time in this period. Besides, the devel-
opment of the seepage area is fitted by an exponential func-
tion, as shown in Figure 12.

The development of horizontal and vertical fracture radii
versus injection time in the vertical jointed sample is pre-
sented in Figure 13. It can be seen from the curve that frac-
tures begin to propagate at time t = 15 s. With the increase
of injection gas pressure, both the horizontal and vertical
radii increase gradually. It should be noted that the vertical
radius is greater than the horizontal radius in the whole injec-
tion process. The horizontal and vertical radii are 5.1e-2 m
and 8e-2 m, respectively, at time t = 39 s. Compared with
the intact sample (horizontal radius and vertical radius are
6.3e-2 m and 6.49e-2 m, respectively, at time t = 39 s), the
preexisting vertical joints promote the expansion of cracks
in the vertical direction but restrain the crack expansion in
the horizontal direction.

4.4. Fracture Propagation in the Orthogonal Jointed Sample.
Orthogonal joints are also common in naturally fractured
reservoirs. The distribution and evolution of hydraulic frac-
tures after gas fracturing in the orthogonal jointed sample
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Figure 14: Distribution and evolution of the fracture in the orthogonal jointed sample.
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are shown in Figure 14. Fractures appear around the bore-
hole at the initial stage (at time t = 18 s), and it propagates
to surrounding rock along the horizontal and vertical direc-
tions at time t = 29 s. The preexisting orthogonal joints play
a significant role in the propagation direction of the fracture:
many generated fractures are extended in the direction of
the preexisting natural fractures, as shown in Figure 14. Dur-
ing this period, fractures begin to expand gradually to form
continuous cracks; the seepage area increases gradually from
1.98e-5 m2 to 3.13e-3 m2. The main fractures are connected to
form the crush area near the injection hole at time t = 37 s. As
shown in Figure 15, the seepage area increases dramatically
from 3.13e-3 m2 to 9.36e-3 m2, and a complex fracture network
is developed eventually. The seepage area increases 35.05%
comparedwith thatof the intact sample at time t = 39 s.Tensile
damage is the primary damage mode in this situation with
93.02% of the damaged elements being in the tensile mode.

Figure 16 is the development of horizontal and vertical
fracture radii with injection time in the orthogonal jointed
sample. The fractures begin to propagate into the further
surrounding rock at time t = 15 s. The horizontal radius
and vertical radius are almost identical before time t = 26 s;
then, the vertical radius becomes greater than the horizontal
radius in the following process, which may result from the
heterogeneous mechanical parameters used in this model.
The horizontal radius and vertical radius are 7.3e-2 m and
8e-2 m at time t = 39 s, respectively. Compared with the
intact sample (the horizontal radius and vertical radius are
6.3e-2 m and 6.49e-2 m, respectively, at time t = 39 s), the
preexisting joints promote the expansion of fractures in the
vertical direction.

Based on the numerical simulations conducted on the
intact sample, layered jointed sample, vertical jointed sample,
and orthogonal jointed sample, the numerical results can be
concluded in Table 2. The numerical results indicate that
the preexisting horizontal joints or vertical joints promote
the propagation of hydraulic fractures in the horizontal
direction or vertical direction but restrain the expansion of
hydraulic fractures in the vertical or horizontal direction.
And the preexisting orthogonal joints promote the propaga-
tion of hydraulic fractures both in the horizontal direction
and vertical direction. The similar results can also be
observed in the research of Wang et al. [28] as shown in
Figure 17. In addition, the preexisting joints can aggravate
the damage of the numerical specimens; the seepage areas
of the layered jointed sample, vertical jointed sample, and
orthogonal jointed sample are increased by 32.5%, 29.16%,
and 35.05%, respectively, at time t = 39 s compared with
the intact sample.

5. Conclusions

In this work, a series of numerical simulations are performed
on jointed samples under the CO2-based hydraulic fractur-
ing. A damage model is introduced to describe the initiation
and propagation of microcrack in the fracturing process. The
mechanical mechanism of the propagation of hydraulic frac-
tures in several kinds of joint reservoirs is researched in this
work. The numerical results of the intact sample, layered
jointed sample, vertical jointed sample, and orthogonal
jointed sample under CO2 fracturing are shown in Table 2.
Based on the results, the following conclusions are obtained.

It is shown that several continuous main fractures are
formed uniformly in the intact sample. For the jointed

Table 2: Numerical results of the intact sample, layered jointed
sample, vertical jointed sample, and orthogonal jointed sample
under CO2 fracturing.

Sample
Damage area
(10-2 m2)

Horizontal
radius (m)

Vertical
radius (m)

Intact 0.693 0.063 0.0649

Layered jointed 0.918 0.08 0.0555

Vertical jointed 0.895 0.051 0.08

Orthogonal jointed 0.936 0.073 0.08
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Figure 16: Development of horizontal and vertical fracture radii
versus injection time in the orthogonal jointed sample.
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samples, hydraulic fractures mainly propagate along the pre-
existing joints due to the lower strength and elastic modulus
of joints compared with the rock matrix. Hydraulic fractures
intersect with preexisting joints to form complex fracture
networks. Besides, tensile damage is the main failure model
in these numerical samples.

The variations of the seepage area versus injection
time among these conditions are similar. The seepage area
increases smoothly at the beginning since hydraulic fractures
propagate slowly under low injection pressure, and then, it
increases rapidly with the propagation of a large amount
of hydraulic fractures to the surrounding rock. The whole
process can be described by an exponential function. The
seepage areas of the layered jointed sample, vertical jointed
sample, and orthogonal jointed sample are increased by
32.5%, 29.16%, and 35.05%, respectively, at time t = 39 s
compared with the intact sample. For the complexity of the
fracture networks, it can be described by the development
of horizontal and vertical fracture radii. The preexisting hor-
izontal joints or vertical joints promote the propagation of
the fracture in the horizontal direction or vertical direction
but restrain the fracture expansion in the vertical or horizon-
tal direction. In addition, the hydraulic fracture propagation
is promoted along the preexisting orthogonal joints to form
the complex fracture networks.
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CO2 geological storage (CGS) proved to be an effective way to mitigate greenhouse gas emissions, and CO2-enhanced water
recovery (CO2-EWR) technology may improve the efficiency of CO2 injection and saline water production with potential
economic value as a means of storing CO2 and supplying cooling water to power plants. Moreover, the continuous injection of
CO2 may cause a sharp increase for pressure in the reservoir system, so it is important to determine reasonable reservoir
pressure control strategies to ensure the safety of the CGS project. Based upon the typical formation parameters of the China
Geological Survey CO2-EWR test site in the eastern Junggar Basin, a series of three-dimensional (3D) injection-extraction
models with fully coupled wellbores and reservoirs were established to evaluate the effect of the number of production wells and
the well spacing on the enhanced efficiency of CO2 storage and saline production. The optimal key parameters that control
reservoir pressure evolution over time are determined. The numerical results show that a smaller spacing between injection and
production wells and a larger number of production wells can enhance not only the CO2 injection capacity but also the saline
water production capacity. The effect of the number of production wells on the injection capacity and production capacity is
more significant than that of well spacing, and the simulation scenario with 2 production wells, one injection well, and a well
spacing of 2 km is more reasonable in the demonstration project of Junggar Basin. CO2-EWR technology can effectively control
the evolution of the reservoir pressure and offset the sharp increase in reservoir pressure caused by CO2 injection and the sharp
decrease of reservoir pressure caused by saline production. The main controlling factors of pressure evolution at a certain spatial
point in a reservoir change with time. The monitoring pressure drops at the beginning and is controlled by the extraction of
water. Subsequently, the injection of CO2 plays a dominant role in the increase of reservoir pressure. Overall, the results of
analysis provide a guide and reference for the CO2-EWR site selection, as well as the practical placement of wells.

1. Introduction

CO2 geological storage (CGS) in deep saline aquifers is a
potential technology to lower carbon emissions and thereby
mitigate global climate change [1]. It has attracted much
attention from the Chinese government and enterprises in
recent years, particularly in coal-rich regions [2–5]. Tradi-
tional CGS projects may cause a series of problems due to
the continuous large-scale injection of CO2 and the reservoir
pressure build-up, such as caprock fracturing, upward CO2

leakage, fault activation, and induced seismicity, all of which
will limit the injection capacity of CO2 and threaten the
safety and security of CGS projects [6–8]. The alternative
geoengineering approach of CCUS (Carbon Capture, Utiliza-
tion, and Storage) technology [9–12] is an attractive and
potentially viable way to significantly reduce anthropogenic
carbon emissions with the benefit of economically productive
activities [13].

CGS combined with enhanced water recovery
(CO2-EWR) technology is proposed to make up for the
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shortcomings of the traditional CCS technology [14–21].
Compared with traditional deep saline aquifer CGS projects,
CO2-EWR not only can mitigate the excessive build-up of
reservoir pressure by a reasonable engineering design of the
extraction wells to improve the capability of the injected
CO2 but also produce deep saline water that can be used for
industrial or agricultural utilizations after a treatment to
effectively alleviate water shortage in arid areas [14, 18].

Davidson et al. [22] suggested that future constraints on
CCS deployment are likely to be necessary in areas that have
a significant potential demand for deep geologic CO2 storage
and in areas that are already experiencing water stress. To
reduce risks associated with the overpressure in the reservoir
and to increase the capacity of saline water production and
CO2 storage, Kobos et al. [14] developed a methodology of
combining thermal power plants, CO2 storage in deep saline
aquifers and extraction of saline waters. They indicated that
injection-induced overpressure particularly in the near-well
regions can be relieved by producing water from dedicated
water production wells and that the treated saline waters
can be used as cooling water for power plants [14, 23],
but the adverse consequences are the associated higher
costs of the intervention operations [24]. The brine extrac-
tion combined with CO2 injection could effectively reduce
the reservoir pressure, and the amount of CO2 dissolved in
the brine will increase significantly due to the extraction of
saline water, thereby improving the security of CO2 stor-
age [25–27].

A series of mathematical/numerical models have been
developed to find out the relationship between the reservoir
pressure evolution and the process of CO2 injection or brine
extraction. Buscheck et al. [18] introduced active CO2 reser-
voir management (ACRM) to prove that brine extraction can
reduce pressure build-up and increase storage capacity. The
concept of “impact-driven pressure management (IDPM)”
suggests that strategic well placement and optimization of
extraction may allow for a significant reduction in the saline
water production volumes [28]. Li et al. [16] primarily
studied the influence of well arrangements and formation
parameters on the reservoir pressure evolution by a 3D
standard numerical model in the Junggar Basin. Then, the
optimizer combining the genetic algorithm and TOUGH2
(GA-TOUGH2) is used to achieve both the maximum effi-
ciency of water production and the maximum capacity of
CO2 storage, taking into account the safety of CGS [19],
following the work of Li et al. [16].

Generally, researches about CO2-EWR are now in the
stage of theoretical study, and only one actual project, the
Gorgon Project in Australia [29, 30], has been implemented
throughout the entire world. How to reasonably optimize
the arrangement of the production wells to achieve the
trade-off between the safety of CO2 geological storage and
the largest utilization of deep saline water, as well as a strat-
egy of reservoir pressure control, must be studied in an actual
CO2-EWR project. Li et al. [16] and Liu et al. [19] have per-
formed some numerical simulations, whereby the reservoir
properties were assumed to be isotropic without considering
the heterogeneity in actual conditions, and the range of their
models was small with a coarse resolution of each individual

grid block. Moreover, the assumption of the closed surround-
ing boundaries deviates from reality and had a great negative
impact on the modeling results.

The impact of the number of production wells and the
well spacing on the enhanced efficiency of CO2 storage
and saline production, as well as the key parameters con-
trolling reservoir pressure evolution over time, need to be
studied further. Based upon the geological and hydrogeo-
logical conditions of the CO2-EWR test site in the eastern
Junggar Basin of China, a series of 3D injection-extraction
models with fully coupled wellbores and reservoirs were
established to simulate the process of CO2-EWR over a
long period of time. The evolution of the reservoir pres-
sure and the enhanced efficiency of CO2 storage and saline
water production were evaluated. The results of analysis
can provide significant information for the actual opera-
tion of a CO2-EWR project.

2. Geology and Reservoir Characterization

The Junggar Basin, located in the northern part of the
Xinjiang Uygur Autonomous Region in western China,
has the greatest early opportunity for CO2-EWR or storage
of a large volume of carbon emissions in deep saline aquifers
with a suitable geology. The water shortage is very serious in
the eastern part of the basin, where it is the most enriched
area of coal resources in Xinjiang. There are more than
sixty coal chemical enterprises in this area, which have
exacerbated the crisis of CO2 emissions and water shortage
[31]. The CO2-EWR test site is situated in the Fukang
depression of the Junggar Basin with gentle formations,
and the dip angle is approximately five degrees from
southwest to northeast.

One deep hole in the site was used for the prefeasibility
study of the CO2-EWR technology. According to the well
logging data and drilling data of the existing wells, three res-
ervoir intervals without faults had been perforated between
the depths of 1945.5 and 2994m to carry out CO2-EWR
research. The three perforated intervals are all sandstone
aquifers developed in the Cretaceous Donggou Formation
and Lian-Sheng Formation, as shown in Figure 1.

The second perforated interval, with a depth of
2241.9-2267.5m, is employed for the current simulation
study based on the pumping tests. The porosity and perme-
ability of the reservoir were determined through the geologi-
cal investigation and sample analysis (Figure 2), and we
assumed that each layer was isotropic.

The variation of porosity and permeability is caused by
the periodicity of strata formation sedimentation. The mid-
dle part of the strata (high permeability and porosity) and
the overlying and underlying layers (low permeability and
porosity) form a closed reservoir system where CO2 can be
safely sealed.

3. Simulation Approach

3.1. Simulation Tool. The simulations in the paper were
carried out using the well-known multiphase flow solver
TOUGH2-MP/ECO2N code [32–35], the parallel version
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of a fully coupled wellbore-reservoir simulator [36–38]
with the fluid property module “ECO2N,” which was
designed for applications to CO2 geologic sequestration in
deep saline aquifers.

The model domain was constructed using the prepro-
cessing interface software TOUGHVISUAL [39, 40], which
was developed for the pretreatment and postprocessing of
TOUGH family codes. The friendly interface software can
easily create regular or irregular grids, based on the charac-
terizations of geological conceptual models.

3.2. Simulation Scenarios. The number (n) of production
wells and the distance (d) between wells may have various
impacts on CO2 migration and reservoir pressure evolution.
We designed several simulation scenarios (Table 1) corre-
sponding to the main concerns of evaluating the impacts of
the number of production wells and the well spacing on the
enhanced efficiency of CO2 storage and saline water produc-
tion, as well as the key parameters controlling reservoir
pressure evolution over time.

The arrangements of the number of production wells and
well spacing refer to the previous research results [41, 42].

3.3. Grid Subdivision. Based on the actual geological condi-
tions of drilling data and geophysical exploration data, a 3D
numerical model of the target strata of the CO2-EWR test site
was constructed (Figure 3). The depths of the top and bottom
layers of the real target reservoir were 2241.9m and 2267.5m,
respectively, with a total thickness of 25.6m. In order to
reduce the influence of lateral boundary on the simulation
results, the model domains in the X and Y directions were
both 20 km.

In view of the model precision of the evaluation and the
calculation capability of the computer, a model mesh with
an irregular nonequidistant grid subdivision was adopted
on the horizontal plane. Each column of well elements
was connected to 32 columns of rock elements surround-
ing the well. A radially discretized submesh was generated
with the number of grid units increasing with the distance
to the injection/extraction well. The vertical meshes were
strictly divided based on the lithology characteristics of
the existing well. A total of 18 geological strata were
assigned to the 18 grid layers with an average thickness
of approximately 1m. The entire 3D mesh consisted of
23,949 grid blocks for the base-case model with one injec-
tion well and one pumping well, and the distance between
wells was 2 km (Figure 3).

Figure 4 shows the different 3D grids for the different
simulation scenarios. Figures 4(a) and 4(b) represent the sole
CO2 injection and the sole water production scenarios,
respectively. Figures 4(c)–4(e) show the scenarios with one
injection well and one pumping well, of which the distances
between the two wells were 1 km, 3 km, and 5 km, respec-
tively. As shown in Figures 4(f) and 4(g), there were two or
four production wells around one injection well with fixed
distance between wells of 2 km. The number of model ele-
ments is different due to the arrangement of production
wells (Table 1).
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Figure 1: Stratigraphic structure characteristics of the study area
(the blue color represents lower porosity and permeability, and the
orange color represents higher porosity and permeability).
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3.4. Boundary and Initial Conditions. Based on previous
numerical works [43, 44], the Dirichlet boundary conditions
were preferred for the lateral boundaries (far enough) with a
constant pressure and temperature. The upper and bottom
boundaries of the reservoir were assumed to be impermeable
due to the great thickness and low permeability of the overly-
ing and underlying layers.

The wellbore was treated as an inner boundary (pressure
boundary) rather than a flux boundary because it is a more
reliable and efficient way to inject CO2 in the wellhead of
the injection well by the pressure boundary [45, 46], and
the same was done for the production well. In addition, the
injection pressure at the wellhead was specified as 7MPa
for the supercritical condition of CO2 [47]. The pressure per-
turbation due to water extraction should not exceed the frac-
ture pressure of the strata [48, 49], so the bottom hole flowing
pressure in the production well was fixed at 7.28MPa, which
is 30% of the reservoir hydrostatic pressure.

The reservoir was initially filled with only saline water
with a salinity of 4.32% (mass fraction) according to the
pumping tests in the existing well. The initial reservoir
pressures and temperature were determined with the mon-
itoring data of the well (Table 2). As mentioned above, we
treated the wellbore as a pressure boundary, and the

injection pressure at the wellhead was also specified as a
constant 7MPa in previous studies, with the CO2 gas at
saturation and zero salinity [46].

4. Results and Discussion

4.1. The Shut-In Time for Different Scenarios. The post-
processing cost of the extracted saline water will be very
expensive if the content of CO2 in the production stream
is too high, which will greatly increase the production
cost of enterprises. Hence, a well shut-in time is proposed
when the CO2 content in the production stream is higher
than 10%, and the simulations are terminated [19]. For
the base-case CO2-EWR scenario, the well shut-in time
is 3.95 years.

As shown in Figure 5, the time required for CO2 to
migrate from the injection well to the production well varies.
With the increase in the well spacing between the production
well and injection well, the shut-in time increases gradually,
and the shut-in time decreases gradually with the increase
in the number of production wells. However, the number of
production wells has little effect on the shut-in time com-
pared with the well spacing.

After analyzing the shut-in time of each scenario, the
effects of CO2 injection combined with saline water produc-
tion on CO2 spatial migration, CO2 injection and saline water
production capacity, and the evolution of reservoir pressure
are analyzed in the following section.

4.2. CO2 Migration in Reservoirs.When the supercritical CO2
migrates to the production well and reaches a certain concen-
tration (Sg = 0 1), the spatial distribution of CO2 in the
model of CO2-EWR is obviously different from that of single
CO2 injection, as shown in Figures 6 and 7. Considering the
symmetry of the CO2 spatial distribution, we only analyzed
the spatial distribution of CO2 in the X-Z plane (Y = 0m)
near the injection well.

4.2.1. Effect of the Well Spacing on CO2 Migration.
Figures 6(b), 6(d), 6(f), and 6(h) show the distribution of
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Figure 2: Porosity and permeability of the reservoir formations according to borehole logging data.

Table 1: Detailed information of different simulation scenarios.

Scenarios
Number of
injection
wells

Number of
production

wells

Distance d
between wells

(km)

Number of
model

elements

Base case 1 1 2 23,949

Case 1 1 0 / 29,721

Case 2 0 1 / 29,721

Case 3 1 1 1 22,905

Case 4 1 1 3 24,273

Case 5 1 1 5 24,813

Case 6 1 2 2 33,837

Case 7 1 4 2 53,577
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supercritical CO2 in the CO2-EWR model at the end of the
simulation when the well spacing was 1 km, 2 km, 3 km,
and 5 km, respectively, in comparison to the spatial distribu-
tion of CO2 at the same time in the solo CO2 injection model,
as shown in Figures 6(a), 6(c), 6(e), and 6(g). During the
injection period, there is a single-phase region of the super-
critical CO2 near the injection well, and the saturation of
the supercritical CO2 decreases gradually with the increasing
distance from the injection well in one model. Because of the
obvious pore-permeability heterogeneity in the vertical direc-
tion, the mudstone layer with relatively low permeability
divides CO2 into several areas vertically, so the spatial distri-
bution of CO2 is obviously different in the vertical direction.
The roof of the reservoir is mudstone with very low perme-
ability, which can effectively prevent CO2 from migrating to
adjacent aquifers, and this improves the safety of CO2
geological storage.

The placement of production wells makes it easier for
CO2 to migrate towards the wells, resulting in the asymmet-
ric distribution of CO2 on both sides of the injection well. At
the end of the simulation in the CO2-EWR model, the super-
critical CO2 on the right side of the injection well had already
migrated to the production well with a very high saturation
(the maximum CO2 migration distances were 1 km, 2 km,
3 km, and 5 km, respectively). However, the maximum CO2
migration distances on the left side of the injection well were
584m, 1230m, 1896m, and 2962m, respectively.

In the solo CO2 injection model, the spatial distribution
of the supercritical CO2 on both sides of the injection well
was symmetrical, and the migration distance was small.
Compared with the CO2-EWR models at the same time,
the maximum CO2 migration distances were 449m,
1020m, 1614m, and 2790m, respectively, which were not
only smaller than the maximum migration distance of the
supercritical CO2 but also smaller than the CO2 migration
distance on the left side of the injection well. The preferential
lateral migration of CO2 was due to the release of reservoir
pressure by the saline water production.

4.2.2. Effect of the Number of Production Wells on CO2
Migration. Figures 7(b), 7(d), and 7(f) show the spatial distri-
bution of supercritical CO2 in the CO2-EWRmodel with 1, 2,
and 4 production wells (well spacing of 2 km) at the end of
the simulation, in comparison to the spatial distribution of
CO2 at the same time in the solo CO2 injection model, as
shown in Figures 7(a), 7(c), and 7(e).

As shown in Figure 7, the spatial distribution of CO2 in
the CO2-EWR model with different numbers of production
wells was basically similar, the maximum migration distance
of CO2 was 2 km, and CO2 had migrated to the production
wells. In the solo CO2 injection model, the maximum migra-
tion distances of CO2 were 1020m, 992m, and 910m, respec-
tively, at the same time.

The results of the influence of the well spacing and the
number of production wells on CO2 migration show that
the well spacing has a significant effect on the shut-in time,
so the maximum migration distance of CO2 varies greatly.
In contrast, the number of production wells has little effect
on the shut-in time, so the maximum migration distance of
CO2 has little effect. Compared with traditional CO2 geolog-
ical storage technology, the arrangement of production wells
can promote the horizontal migration of CO2, thereby reduc-
ing the accumulation of CO2 concentration and pressure
near the injection wells, which can significantly reduce the
risk of CO2 leakage from the reservoir.

4.3. Enhanced Efficiency of the Injection and Production
Capacity. In the traditional CCS storage process, the reservoir
pressure build-up may limit the injection capacity of CO2
due to the continuous large-scale injection of CO2. The place-
ment of saline water production wells at a certain distance
from the injection wells can effectively release reservoir pres-
sure and thus may improve the injection efficiency of CO2. At
the same time, CO2 injection may offset the reservoir pres-
sure reduction caused by solo saline water production, where
water is extremely needed and groundwater exploitation is
essential. At the same time, this can improve the efficiency

X
 (m)

Y (m)

−5000

−2241.88
−2254.68
−2267.48

5000

10000
−10000

−5000

−5000

0

Near-well

CO2 injection well
Saline production well

2000 m

00

500

0

2000 
D

ep
th

 (m
)

Figure 3: The 3D grid of the CO2-EWR modeling area (base case).

5Geofluids



D
ep

th
 (m

)

X (m)

Y (m)

−2241.88
−2254.68
−2267.48

−5000

0

5000

10000

0
−5000

5000
10000

CO2 injection well

(a)

X (m)

Y (m)

D
ep

th
 (m

) −2241.88
−2254.68
−2267.48

−5000

0

5000

10000

0

−5000

5000
10000

Saline production well

(b)

D
ep

th
 (m

)

−2241.88
−2254.68
−2267.48

0

−5000

5000

10000
−5000

0

−10000

5000
10000

CO2 injection well Saline production well

X (m)

Y (m)

(c)

−5000
D

ep
th

 (m
)

−2241.88
−2254.68
−2267.48

0

5000
−5000

10000
−10000

5000
0

10000

CO2 injection well
Saline production well

X (m)

Y (m)

(d)

D
ep

th
 (m

)

−2241.88
−2254.68
−2267.48

−5000

0

5000

10000
−5000

0

−10000

5000
10000

CO2 injection well
Saline production well

X (m)

Y (m)

(e)

D
ep

th
 (m

)

−2241.88
−2254.68
−2267.48

−5000

0

5000

10000
−5000

0

−10000

5000
10000

CO2 injection well

Saline production well

Saline production well

X (m)

Y (m)

(f)

D
ep

th
 (m

)

−2241.88
−2254.68
−2267.48

−5000

0

5000

10000
−5000

0

−10000

5000
10000

CO2 injection well

Saline production well
Saline production well

X (m)

Y (m)

(g)

Figure 4: The 3D grid for the simulation scenarios. (a) Sole CO2 injection. (b) Sole water production. (c) 1 injection well and 1 production
well with the well spacing of 1 km. (d) 1 injection well and 1 production well with the well spacing of 3 km. (e) 1 injection well and 1
production well with the well spacing of 5 km. (f) 1 injection well and 2 production wells with the well spacing of 2 km. (g) 1 injection
well and 4 production wells with the well spacing of 2 km.
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of saline water production, and the produced saline water can
be used for local industry and agriculture after treatment.

Then we need to quantitatively evaluate the influence of
the well spacing and the number of production wells on the
CO2 injection capacity and saline water production capacity
during the process of CO2-EWR.

4.3.1. Influence of the Placement of the Production Wells on
the Injection and Production Capacity. When there is only
one production well, the influence of the well spacing on
the CO2 injection capacity and saline water production
capacity is shown in Figure 8.

Figures 8(a) and 8(c) show that the injection rate
increases rapidly at the beginning of the CO2 injection period
and that the injection rate can be stabilized after a long sim-
ulation time. During the simulation period, the injection
capacity of CO2 is linearly related to the time. In the solo
CO2 injection model, the injection rate was 19.52 kg/s, and
the amount of injected CO2 was 2.32 million tons after 4
years. In the CO2-EWR model with a well spacing of 1 km,
the injection rate under the same wellhead pressure was
35.32 kg/s at a time of 1.01 years when the simulation was ter-
minated because the CO2 content in the production stream
was higher than 10%, the injection rate was increased by
101.48% compared with the solo CO2 injection model at
the same time, and the CO2 injection amount was approxi-
mately 1 million tons. When the well spacing was 2 km, the
injection rate of CO2 was 33.90 kg/s, 73.85% higher than
the solo injection model, and 3.78 million tons of CO2 was
injected after 3.95 years. When the well spacing was 3 km
and 5 km, the injection rate was 28.46 kg/s and 25.51 kg/s
and had increased by 45.80% and 30.69% after 4 years,
respectively. After 9.4 years and 28.43 years, the CO2 injec-
tion amounts were 8.40 million tons and 24.92 million tons,
respectively.

The influence of well spacing on the CO2 injection rate
and amount is significant. The smaller the well spacing, the
greater the CO2 injection rate due to the more obvious influ-
ence of the production wells on the reservoir pressure. How-
ever, with the increasing well spacing, the longer the
simulation period and the larger the cumulative injection
amount.

As shown in Figures 8(b) and 8(d), at the early stage of
saline production, the production rate will reach a peak,
and then, the production rate will continue to decline, finally
reaching a stable stage in a short period of time. The effect of
the well spacing on the production rate and amount was not
obvious. In the solo saline water production model, the stable
rate was 53.88 kg/s, and the total amount of produced saline
water could be 6.86 million tons in four years. When the well
spacing was 1 km in the CO2-EWR model, the increase for
pressure in the reservoir system caused by CO2 injection will
transmit to the production well in a short time. As a result,
more saline water is displaced to the production well by the
high-pressure CO2, and the saline water production rate will
be higher than others with larger well spacing, so the produc-
tion rate was 66.29 kg/s at 1.01 years, which is 22.60% higher
than that of the solo saline water production model at the
same time, and the amount of saline water production was
2.15 million tons. When the well spacing is 2 km, the produc-
tion rate was 62.39 kg/s, an increase of 15.79% compared
with the solo production model, and the production amount
increased to 7.60 million tons after 3.95 years. When the well
spacing is 3 km and 5 km, the production rate was approxi-
mately 56.17 kg/s and 55.09 kg/s after 4 years and had only
increased by 4.25% and 2.25%, which is close to the solo
saline water production rate at the same time. However, after
9.40 years for the 3 km well spacing and 28.43 years for the
5 km well spacing, the saline water production amounts were
approximately 16.69 million tons and 49.57 million tons,
respectively.

Table 2: Geometric and hydrogeological specifications for the
simulation.

Reservoir

Thickness 25.60m

Porosity Figure 2

Permeability Figure 2

Rock grain density 2650 kg/m3

Rock specific heat 920 J/kg/°C

Rock thermal conductivity 2.51W/m/°C

Initial conditions

Reservoir fluid
Saline water

(salinity of 4.32%)

Reservoir temperature 63.00°C

Average reservoir pressure 21.89MPa

Initial CO2 saturation 0

Wellbores

Diameter 0.20m

Roughness 0.046mm

Heat conductivity 2.51W/m/°C

Inclination of wells Vertical

Injection-production distance Table 1

Injection pressure (wellhead) 7.00MPa

Production pressure (downhole) 7.28MPa
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Figure 5: The shut-in time for different CO2-EWR simulation
scenarios (year).
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Figure 6: Spatial distribution of the supercritical CO2 at the end of the simulation in different scenarios (analysis of the well spacing). (a) Sole
CO2 injection at 1.01 years. (b) The well spacing of 1 km at 1.01 years. (c) Sole CO2 injection at 3.95 years.(d) The well spacing of 2 km at 3.95
years. (e) Sole CO2 injection at 9.40 years. (f) The well spacing of 3 km at 9.40 years. (g) Sole CO2 injection at 28.43 years. (h) The well spacing
of 5 km at 28.43 years.
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Hence, the effect of well spacing on the enhancement of
the saline water production rate is not as significant as that
of the CO2 injection rate during the process of CO2-EWR.
When the well spacing increases to a certain distance (for
example, 3 km in this study), the enhancement effect of
CO2-EWR on the rate of saline water production is negligi-
ble, but the amount of saline water production increases sig-
nificantly with increasing well spacing due to the increase in
the simulation period.

Figure 9 shows the effect of different numbers of produc-
tion wells on the CO2 injection and production capacity
when the well spacing was fixed to 2 km.

As shown in Figures 9(a) and 9(c), the number of produc-
tion wells had a great influence on both the CO2 injection
rate and the injection amount. When there was no produc-
tion well, the injection rate of CO2 was only 19.52 kg/s, and
the cumulative injection amount was 2.32 million tons after
4 years. When there was one production well, the injection
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Figure 7: Spatial distribution of the supercritical CO2 at the end of the simulation in different scenarios (analysis of number of the production
wells). (a) Sole CO2 injection at 3.95 years. (b) One production well at 3.95 years. (c) Sole CO2 injection at 3.88 years. (d) Two production wells
at 3.88 years. (e) Sole CO2 injection at 3.36 years. (f) Four production wells at 3.36 years.
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rate of CO2 was 33.90 kg/s at the end of 3.95 years, which is
73.85% higher than that of the single CO2 injection model
at the same time, and the cumulative injection amount was
3.77 million tons. When there were two production wells,
the injection rate was 45.25 kg/s at 3.88 years, which was
1.30 times the solo injection rate with the CO2 injection
amount totaling 4.69 million tons. At the end of 3.36 years
in the model with 4 production wells, the injection rate of
CO2 was 65.48 kg/s, an increase of 229.54%, and the total
CO2 injection amount reached 5.95 million tons. The
increase in the number of production wells had a positive
effect on the efficiency of CO2 injection.

It can be seen from Figure 9(b) that the rate of saline
water production in each well declines rapidly at the begin-
ning of the simulation during the process of CO2-EWR, but
with the passing of simulated time, the rate rises slightly.
Because the process of CO2 injection can lead to an increase
in the reservoir pressure, this will offset the pressure decrease
caused by saline water extraction near the production wells,
and the injected CO2 can promote the migration of saline

water to the production wells, thereby replenishing the saline
water in the production area.

When the spacing between the injection and production
wells is fixed, the stable production rate of saline water in
each production well decreases gradually with the increase
in the number of production wells, as shown in Figure 9(b).
In the solo production model, the stable production rate
was 53.88 kg/s, with a total amount of saline water produc-
tion of 68.62 million tons after 4 years. The production rate
was 62.39 kg/s, an increase of 15.79%, when there was one
production well at the time of 3.95 years, and the amount
of production was 7.60 million tons. In the model with two
production wells, the steady rate in each production well
was 55.58 kg/s after 3.88 years, only increasing by 3.16%.
The total amount of saline water production in the two wells
was 13.59 million tons. When the number of production
wells increased to 4, the rate of saline water production in
each well was 50.32 kg/s at the end of 3.36 years, which was
lower than that of the solo saline water production rate.
When the number of production wells increases, the saline
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Figure 8: The effect of the well spacing on the CO2 injection and saline water production capacity. (a, b) Injection and production rates. (c, d)
Injection and production amounts.
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water in the reservoir is extracted in a short time, and the rate
of saline water recharge in the production area cannot meet
the demand for short-term extraction. Although the rate of
saline water production in each well decreases with the
increase in the number of production wells, the total rate of
all wells was still very large, and the total amount of saline
water production of four wells was 21.14 million tons in
3.36 years (Figure 9(d)).

4.3.2. Optimization Scenario for the CO2-EWR Project in
the Junggar Basin. To optimize the arrangement of pro-
duction wells, we evaluated the effects of the well spacing
and the number of production wells on the annual CO2
injection amount and annual saline water production
amount (Figures 10 and 11). Firstly, the suitable well spac-
ing for the site was applied (Figures 10 and 11), then the
preferred number of production wells was determined
(Figures 10–12). Finally, we came to the reasonable opti-
mization scenario for the CO2-EWR project in the Junggar
Basin of China.

Figure 10 shows the effect of the well spacing and the
number of production wells on the annual CO2 injection
amount. In the solo CO2 injection model and the CO2-EWR

model with one production well with different well spacing,
the annual CO2 injection amount is less than 1 million tons.
With the increase in well spacing, the enhancement efficiency
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Figure 9: The effect of the number of production wells on the CO2 injection and saline water production capacity. (a, b) Injection and
production rates. (c, d) Injection and production amounts.
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of CO2 injection is gradually weakened, and the influence of
the well spacing on the CO2 injection amount is not obvious.
When the number of production wells increases to 2 and 4,
the annual CO2 injection amount increases to more than 1
million tons, and the increase in the number of production
wells has a significant effect on the enhancement of CO2
injection capacity.

The influence of the well spacing and the number of pro-
duction wells on the annual saline water production amount
is shown in Figure 11. The well spacing has little effect on the
enhancement efficiency of saline water production.When the
well spacing is within 2 km, the enhancement efficiency is

between 12.13% and 23.92%. The enhancement efficiency
of annual saline water production is less than 3.54% when
the well spacing is greater than 3 km. The number of produc-
tion wells has a significant influence on the annual saline
water production amount. Although the production rate in
a single well decreases with the increase in the number of
production wells (Figure 9(b)), the total production amount
is still very large due to the large number of production wells.
The annual operating time of coal-fired power generating
units is approximately 5,500 hours, and the installed water
consumption rate is approximately 0.6m3/(s·GW) in the
study area at present [50]. In this study, when there are two
production wells, the annual saline water production capac-
ity is 3.03 million tons, which can meet the annual water con-
sumption demand of a thermal power plant with an installed
capacity of 300MW.

The above analyses of the influence of the placement of
production wells on the CO2 injection and saline water pro-
duction capacity indicate that the CO2 injection and saline
water production capacity decrease with increasing well
spacing. Therefore, the smaller well spacing can meet the
needs of massive CO2 injection and salt water production,
but the simulation period is too short to generate enough
economic benefits when the well spacing is less than 1 km
(Figures 8(c) and 8(d)). When the well spacing is greater than
3 km, the enhancement efficiency of CO2-EWR technology
on the CO2 injection and saline water production is not obvi-
ous, so a 2 kmwell spacing is more suitable for our study area.

As shown in Figures 10 and 11, the effect of the number
of production wells on the injection capacity and production
capacity is more significant than that of well spacing, but the
increase in production wells will correspondingly increase
the project cost, so it is necessary to analyze the enhanced
efficiency of production wells. From Figure 12, it can be seen
that the enhancement efficiency of CO2 injection and saline
water production declines when there are more than two
production wells. The enhancement efficiency is higher than
the theoretical enhancement efficiency when the number of
production wells is one and two. To maximize the enhance-
ment efficiency of CO2 injection and saline water production
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Figure 12: The enhanced efficiency of the number of production
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and to obtain the greatest economic benefits, the scenario
with two production wells is more reasonable.

In summary, the implementation of CO2 injection com-
bined with saline water production technology has a great
enhancement efficiency for both CO2 injection and saline
water production capacity. CO2-EWR technology can not
only achieve the goal of lowering carbon emissions to miti-
gate global climate change but also produce enough water
resources to meet the local water demand. The actual site
simulation of the Junggar Basin shows that the simulation
scenarios with 2 production wells with one injection well
and a 2 km well spacing are more reasonable.

4.4. Controlling Factors of the Reservoir Pressure Evolution.
The pressure in the reservoir is monitored, and the pres-
sure monitoring point is in the middle of the injection
well and the production well, z = −7m below the caprock.
The initial reservoir pressure of the monitoring point is
21.82MPa. The analysis of the temporal variation of the
pressure and the controlling factors of reservoir pressure
evolution at this point for different simulation scenarios
can provide guidance for reservoir safety evaluations and
reservoir protection strategies for CO2-EWR project design
and operation.

As shown in Figure 13, the reservoir pressure increases
rapidly in the solo CO2 injection model at the early stage.
After 1 year, the reservoir pressure increases slowly and
finally stabilizes after 3 years. The stable pressure was
22.93MPa, an increase of 1.11MPa compared with the initial
pressure. At the same time, the reservoir pressure decreased
sharply because of the saline water production in the solo
water production model, and the reservoir pressure reached
a stable state after 2 years with a pressure of 19.38MPa, a
decrease of 2.44MPa.

In the CO2-EWR model, the pressure of the monitoring
point dropped notably because of the saline water production
during the early simulation stage. Then, the pressure rose

slowly due to the continuous CO2 injection. When there is
only one production well with a well spacing of 1 km, the res-
ervoir pressure decreased to 20.07MPa after 0.41 years. As
the injection-production well spacing was small, the CO2
injection affected the monitoring point earlier, and the reser-
voir pressure rapidly rose to 21.05MPa at 1.01 years. The
evolution of the pressure at the monitoring point was mainly
controlled by the water production during the early stage
lasting 0.41 years. Then, the pressure increased, and the con-
trolling factors changed to the CO2 injection process. When
the well spacing was 2 km, the pressure at the monitoring
point decreased to the lowest value of 20.48MPa at 0.88
years, then rose slowly to 20.54MPa after 4 years. When
the well spacing was 3 km and 5 km, the reservoir pressure
decreased to a stable value of 20.80MPa and 21.01MPa,
respectively. The pressure in the reservoir was mainly con-
trolled by saline water production during the early stage,
and the pressure at the monitoring point decreased rapidly.
However, when the well spacing was less than 3 km, the mon-
itoring point was close to the injection well and the CO2
injection process quickly affected the monitoring point as
time passed, resulting in a significant rise in the pressure.
Finally, the reservoir pressure could be restored to the initial
pressure of the formation.

Figure 14 indicates the influence of the well spacing on
the transition time point, injection rate, and production
rate; the transition time point indicates the transformation
moment of the main controlling factors on the pressure
evolution. The transition time point increased gradually
with the well spacing, and the CO2 injection rate and
saline water production rate gradually decreased at this
time point. When the well spacing was greater than
2 km, the decreasing trend of the injection and production
rate was weakened, and the increasing trend of the transi-
tion time point was weakened accordingly. The pressure
evolution at the monitoring point was controlled by the
saline water production before the transition time point
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Figure 14: Influence of the well spacing on the transition time point, injection rate, and production rate.
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and then controlled by CO2 injection. The enhancement
efficiency of CO2 injection and saline water production
by the CO2-EWR technology was weakened (Figure 8) as
the distance between the monitoring point to the injection
or production well increased with the increase in well
spacing, and the increasing trend of the transition time
point also slowed down.

Figure 15 shows the temporal variation of the pressure at
the monitoring point under different numbers of production
well conditions. Although CO2 injection can raise the reser-
voir pressure slightly, it still dropped rapidly with the increas-
ing number of production wells as time passed. The pressure
at the monitoring point dropped to 18.54MPa after 0.48
years when there were four production wells in the reservoir,
which was 3.28MPa lower than the initial reservoir pressure,
and it did not reach the critical fracture pressure [51]. Then,
the pressure rose gradually due to CO2 injection, and the
pressure was restored to 19.76MPa after 3.36 years, which
was still lower than the original hydrostatic pressure of the
reservoir; hence, the threat to the mechanical properties
and to the security of the reservoir was weakened. When
there were one or two production wells, the pressure at the
monitoring point decreased slightly, with a maximum
decrease of 1.76MPa. In the later stage, the pressure was
mainly controlled by CO2 injection. Although the initial res-
ervoir pressure could not be restored to the initial pressure, it
was significantly improved compared with the scenario of
solo water production.

As shown in Figure 16, when the well spacing was fixed to
2 km, the transition time point of the main controlling factors
on the monitoring pressure was progressively advanced, and
the CO2 injection rate increased gradually with the number
of production wells. At the same time, the water production
rate of each well decreased gradually. The transition time
point was reduced to 0.48 years when there were four pro-
duction wells, and the CO2 injection rate and water produc-
tion rate were 49.53 kg/s and 48.98 kg/s, respectively. Then,
the CO2 injection rate increased gradually, but the produc-
tion rate decreased gradually (Figure 9(a)). Therefore, the

pressure evolution at the monitoring point was mainly con-
trolled by the CO2 injection in this stage, so the pressure rose
gradually (Figure 15).

To explore the relationship between the main controlling
factors of the pressure evolution at the monitoring point and
the injection and production rate, we analyzed the temporal
variation of the pressure and of the injection and production
rate in the base-case model with one production well and one
injection well, with a well spacing of 2 km, as shown in
Figure 17. At the beginning of the simulation, the rate of
saline water production was much higher than the CO2 injec-
tion rate, and the pressure at the monitoring point decreased
rapidly. Then, the water production rate decreased as the
CO2 injection rate increased, and the trend of the pressure
decrease was weakened. The main controlling factor of the
pressure in this stage was the process of saline water produc-
tion, and the reservoir pressure remained stable for some
time. As the simulation continued, the production rate
reached a stable level, while the CO2 injection rate still
increased slowly, and the pressure increased gradually. The
main controlling factor of the pressure in this stage was
CO2 injection.

The variation tendency of the pressure at the monitor-
ing point is the same in Figure 17 as for the other simu-
lation scenarios during the process of CO2-EWR. The
main controlling factors of the pressure evolution at a cer-
tain spatial point in the reservoir change with time. The
transition time point is affected by the well spacing, the
number of production wells, and the spatial position in
the reservoir. When the monitoring point is in the middle
of the injection well and the production well as is the case
in our model with one production well and one injection
well and a well spacing of 2 km, the pressure evolution is
mainly controlled by the water production in the first
0.88 years; then, the main controlling factor of the pres-
sure is the process of CO2 injection.

Moreover, CO2-EWR technology can effectively control
the reservoir pressure and avoid the drastic increase in reser-
voir pressure caused by traditional CO2 geological storage
and the drastic decrease of reservoir pressure caused by solo
saline water extraction. Therefore, it can become an effective
CCUS technology.

5. Conclusions

Based upon the geological and hydrogeological conditions
of the CO2-EWR test site in the eastern Junggar Basin, a
series of 3D injection-extraction models with fully coupled
wellbores and reservoirs were established to evaluate the
effect of the number of production wells and the well
spacing on the enhanced efficiency of CO2 storage and
saline production, as well as the key parameters control-
ling the reservoir pressure evolution, and the following
conclusions were obtained:

(1) CO2-EWR technology can promote the horizontal
migration of CO2 during the process of CGS, thereby
reducing the accumulation of the CO2 concentration
and pressure near the injection wells, which can
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Figure 15: The pressure evolution curve at the monitoring point
under different numbers of production well conditions.
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significantly reduce the risk of CO2 leakage along the
injection wellbore

(2) A smaller spacing between the injection and produc-
tion wells and a larger number of production wells
can enhance not only the CO2 injection capacity
but also the saline water production capacity. How-
ever, the effect of the number of production wells
on the injection and production capacity is more sig-
nificant than that of the well spacing

(3) The actual site simulation of the Junggar Basin shows
that the simulation scenario with 2 production wells,
one injection well, and a well spacing of 2 km is the
most reasonable, and the annual production capacity

can meet the water requirements of a 300MW ther-
mal power plant

(4) During the CO2-EWR process, the main controlling
factors of the pressure evolution at a certain spatial
point in a reservoir change with time. The transition
time point is affected by the well spacing, the number
of production wells, and the spatial position in the
reservoir

(5) CO2-EWR technology can effectively control the evo-
lution of the reservoir pressure and offset the sharp
increase in reservoir pressure caused by CO2 injec-
tion and the sharp decrease of reservoir pressure
caused by saline production. It can avoid possible
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Figure 16: Influence of the number of production wells on the transition time point, injection rate, and production rate.
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Figure 17: Temporal variation of the monitoring pressure and the injection and production rate.
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reservoir damage during the implementation of a
CGS project and ensure the reservoir stability and
safety of the project

The implementation of a CO2-EWR project plays an
active role in the eastern Junggar Basin, which can not only
achieve the goal of lowering carbon emissions to mitigate
global climate change but also produce enough water
resources to meet the local water demand. The potential of
CO2 injection and saline water production can be significant.
The sensitivity analysis of the reservoir parameters and the
influence of geochemistry on CO2 migration and the
capacity of CO2 injection and saline water production
need to be studied further.
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In tight fractured reservoirs, oil in matrices is mainly explored due to mass transfer mechanisms during the pressure
depletion process. In the modeling of mass transfer in fractured reservoirs using the dual porosity concept, the shape
factor is the most important parameter and should be described accurately. However, the current shape factors are not
suited for tight oil reservoir simulation because the characteristics of tight oil reservoirs are not taken into account. In
order to solve this problem, a new mass transfer function for tight fractured oil reservoirs is proposed by introducing a
new time-related correction factor which could consider not only the existence of the boundary layer in nano-microscale
throats in tight porous media but also the heterogeneous pressure distribution in matrix blocks. In addition, special
contact relations between matrix and fracture are included. The correction factor presented in this study is verified using
the experimental data and numerical simulation results. Data analysis results demonstrate that the lower and slower the
pressure propagation velocity, the longer the duration time of unsteady flow compared to conventional reservoirs.
Therefore, in the calculation of mass transfer flow in tight oil reservoirs, the unsteady flow between fracture and matrix
cannot be ignored.

1. Introduction

At present, the oil production process of tight oil reser-
voirs is normally applied after the artificial fracturing
procedure. During the pressure depletion process, oil in
matrix blocks is produced by the mechanism of single
phase mass transfer, normally. Similar to the conventional
fractured oil reservoir, dual porosity is usually used to
represent fractured reservoirs which was firstly proposed
by Barenblatt et al. [1]. Barenblatt et al. assumed that
the flow from the matrix to the fracture is pseudo-flow;
Warren and Root [2] proposed a pseudo-steady analytical
radical solution of single phase mass transfer flow in frac-
tured reservoirs and applied the analytical solution in well
test analysis. The continuity equation describing the

planar flow of a compressible fluid in a fracture is
described as follows:

kfx
μ

∂2pf
∂x2

+
kfy
μ

∂2pf
∂y2

− ϕmCm
∂pm
∂t

= ϕfCf
∂pf
∂t

1

On the assumption that the flow of the matrix follows
Darcy’s law, the rate expression of mass transfer is
described by

ϕmCm
∂pm
∂t

= σ
k
μ

pm − pf 2

In Eq. (2), σ is the characteristic coefficient of the
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fractured matrix block and it is usually termed as the
shape factor. Different scholars have great differences on
the selection of shape factor values. In Warren and Root’s
model, the shape factor is defined as follows:

σ = 4n n + 2
L2

3

In Eq. (3), n n = 1,2,3 represents the dimension of the
matrix block. For the case of 1, 2, and 3 sets of fractures (1-D,
2-D, and 3-D situations), the values of σ are 12/L2, 32/L2, 60/
L2. Kazemi et al. [3] also have proposed the shape factor as fol-
lows in Eq. (4):

σ = 4 1
Lx

2 + 1
Ly

2 + 1
Lz

2 4

In Eq. (4) Lx, Ly , and Lz are the lengths of thematrix block
in the x, y, and z directions, respectively. When Lx = Ly = Lz
= L, for the situation of 1, 2, and 3 sets of fractures, values of
σ in different situations are 4/L2, 8/L2, and 12/L2.

Coats [4] has proposed different expressions of shape
factor and compared with the fine grid numerical simula-
tion. Simulation results reported by Bourbiaux shows that
Coat’s calculation results are more in coincidence with the
reference solution, and Kazemi et al.’s results deviate from
fine grid results. These mass transfer models mentioned
above are proper for the conventional fractured oil reser-
voir in which the fluid flow in the matrix obeys Darcy’s
law and the mass transfer between the matrix and the
fracture can be assumed as a steady or pseudo-steady
flow. Hassanzadeh and Pooladi-Darvish [5] analyzed the
effects of fracture boundary conditions on the matrix-
fracture transfer shape factor. Hassanzadeh and Pooladi
[6] extend their previous analysis and use infinite-acting
radial and linear dual-porosity models, where the bound-
ary condition is chosen at the wellbore, as opposed to
that at the matrix boundary.

Ranjbar and Hassanzadeh [7] used the matrix–fracture
transfer shape factor for modeling the flow of a compressible
fluid in dual-porosity media. Ranjbar et al. [8] had investi-
gated the effect of the fracture pressure depletion regime on
the shape factor for a single-phase flow of a compressible
fluid. In the current study, a model for evaluation of the
shape factor is derived using solutions of a nonlinear diffusiv-
ity equation subject to different pressure depletion regimes. A
combination of the heat integral method, the method of
moments, and Duhamel’s theorem is used to solve this non-
linear equation. Ranjbar [9] analyzed one-dimensional
matrix-fracture transfer in dual porosity systems with vari-
able block size distribution. Ranjbar et al. [10] present a semi-
analytical solution for release of a single-phase liquid or gas
from cylindrical and spherical matrix blocks with various
block size distributions and different pressure depletion
regimes in the fracture.

However, at present, there is no mass transfer function
for tight oil reservoirs. The main reason is that as for tight
oil reservoirs, there are some particular characteristics com-
pared to other reservoirs. These characteristics are due to
the following: (1) a large amount of nanoscale or microscale
throats present in tight porous media, with a boundary
layer effect which leads to nonlinear flow behavior in
matrix blocks [11, 12], cannot be neglected; (2) the flow
pattern has its own characteristics due to the contact rela-
tion between the matrix and the artificial fractures in tight
oil reservoirs; (3) due to the low permeability of matrix
blocks, the pressure sweep velocity is slow, the distribution
of pressure in the matrix block is heterogeneous, and there-
fore, it is not appropriate to assume that the pressure distri-
bution in the matrix is homogeneous and to use an average
pressure at the center of the matrix to represent the pres-
sure in the matrix.

In view of the abovementioned problems, a new mass
transfer model is proposed. Firstly, in order to reflect the
nonlinear flow behavior in matrix blocks, a model of tight
formation permeability is used to replace the permeability
in the traditional mass transfer model. Secondly, according
to the contact relation between the matrix and the fracture,
the new mass transfer model is divided into three categories
which is the matrix-planar fracture model (1-D), the matrix--
planar/naturally fracture model (2-D), and the matrix-
volume fracture model (3-D). Then, based on the assumption
of an unsteady flow between matrix blocks and fractures, a
time-dependent correction factor is obtained to modify the
traditional mass transfer flow model. At last, the proposed
model is verified by comparing with experimental data or
simulation results.

2. Mathematical Methods

2.1. Permeability Model of Tight Formation. The range of the
tight oil formation throat radius distribution ranges from
20nm to 1.2μm, and the permeability is at the magnitude
of 10−1mD [13]. The existence of the boundary layer cannot
be ignored in these nanoscale or microscale throats. The
influence of the boundary layer on the throat is shown in
Figure 1. The fluid flow in the throat of unconventional oil
reservoirs reduces the effective flow due to the presence of
the boundary layer. In some extreme cases, when the bound-
ary layer thickness is equal to the original throat radius, the
presence of the boundary layer can even cause all fluids in
the throat to become immobile. According to Tian et al.
[14], the boundary layer thickness can be quantitatively
expressed by

h =
r0 25763e−0 261r ∇P −0 419μ, ∇P < 1MPa/m,
r0 25763e−0 261rμ, ∇P > 1MPa/m

5

h is the thickness of the boundary layer, in μm, r is the radius
of the throat in tight porous media, in μm, μ is viscosity, and
∇p is the pressure gradient, in MPa/m.
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Due to the influence of the boundary layer, the radius of
the original throat is larger than the effective flow radius.
Therefore, the effective throat radius is used to characterize
the flow in micro- or nanoscale throats. The effective throat
radius is equal to the original throat radius minus the bound-
ary layer thickness given by

reff = ri − h 6

The matrix core can be equivalent to a microcircular tube
capillary bundle model. It is assumed that the model is com-
posed of a circular tube with a continuous radius and that the
flow of fluid in the matrix can be obtained according to the
Poiseuille equation:

Qi =N
πr4i ΔP
8μτL 7

For the pore throat distribution of a tight core, the Gauss
probability distribution function (Eq. (8)) can be used [15–
18]. Figure 2 shows the pore throat radius distribution and
the cumulative pore throat distribution curve expressed by
the Gauss function. Because of the different distribution of
the pore throat in different cores, the pore throat distribu-
tion can be changed by changing the mean pore throat value
and the standard deviation between pore throat and pore,
thus representing the pore throat composition of different
cores. For the distribution of pores and throats as normal
distribution, the throat distribution can be described by the
Gauss function, and the pore throat that cannot be fitted
to the normal distribution can be represented by finding
other functions.

f ri = 1
2πσ

exp −
ri − ν

2σ2
2

8

Combining Eq. (7) and Eq. (8), the flow rate when the
pores and throat distribution obey the Gauss function can
be presented by

Q = ∑i=n
i=1πNf ri ri

4 ⋅ ΔP
8μτL 9

Based on Darcy’s law, the flow rate of porous media can
be expressed as

Q = KmAΔP
μL

10

The matrix cross-sectional area can be expressed as

A = ∑i=n
i=1πNf ri ri

2

φm
11

The flow rate expression is obtained by substituting Eq.
(11) into Eq. (10):

Q = Km∑
i=n
i=1πNf ri r

2
i ⋅ ΔP

φmμL
12

Eq. (12) and Eq. (9) are combined to obtain the perme-
ability of the tight oil reservoir:

Km =
φm∑

i=n
i=1 exp − ri − ν /2σ2 2r4i

8τ∑i=n
i=1 exp − ri − ν /2σ2 2r2i

13

Boundary layer

Oil phase

(a) Fluid flow when a boundary exists in the throat

Oil phase

Boundary layer

(b) Fluid flow when no boundary layer exists

Figure 1: The influence of the boundary layer on the flow of tight throat.
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Eq. (13) does not consider the effect of the boundary
layer. Since the boundary layer effect cannot be neglected
in the tight oil reservoir, the thickness of the boundary

layer shall be subtracted from the original radius of the
throats. Then, the permeability of the tight oil reservoir is
obtained as

2.2. Mass Transfer Model. Because of the stress distribution,
fracture network complexity, and the difference of fractur-
ing technique, different forms of matrix fracture contact
relations are formed in the reservoir after the fracturing
procedure. Figure 3(a) shows a matrix-planar fracture con-
tact model in 1-D, Figure 3(b) shows the matrix-planar/-
naturally fractured model in 2-D, and Figure 3(c) shows
the matrix-complex fracture in 3-D. For a different con-
tact model of matrix and fractures, mass transfer will hap-
pen when the original balanced pressure distribution
changes. Analytical solutions of the mass transfer rate of
different contact relation models are characterized in the
following section.

2.2.1. Matrix-Planar Fracture Mass Transfer Model. The
contact relation of the matrix and fracture in 1-D is shown
in Figure 4. Under the pressure difference, fluid in the
matrix flows linearly into the fracture. During the process
of linear flow, the pressure in the matrix changes continu-
ally. Thus, in the calculation process, pressure change in
the matrix should be considered to avoid introduction of
a significant error.

The continuity equation of fracture can be expressed as

∇ ⋅
kf
μB

∇pf = ϕf ct
∂pm
∂t

− qm→f 15

The continuity equation of the matrix can be expressed as

∇ ⋅
km
μB

∇pm = ϕmct
∂pm
∂t

+ qm→f 16

The mass transfer rate is a function of pressure difference,
matrix permeability, and shape of matrix blocks, and it can
be expressed as

q = σ
km
μB

Pm − Pf 17

As shown in Figure 5, single phase mass transfer depends
on the pressure difference between matrix blocks and

fractures. The mass transfer rate can also be expressed by
writing Darcy’s law between the matrix and the fracture as
given by

q = Akm
μB

Pm − Pf
L

18

The flow rate at the interface can be expressed as follows:

q = −Amf
km
μB

∂P
∂x

19

Assuming a planar fracture, the area of interface is
given by

Amf = 2 ϕf
wf

V f 20

To calculate the mass transfer rate properly, the fol-
lowing assumptions are made:

(1) The fracture pressure is chosen as the pressure at the
interface pf due to the smaller size of the fracture rel-
ative to the matrix

(2) Thematrix pressure is selected as average pressure pm
of the matrix block which is involved in the flow, and
the position of average pressure pm is selected at the
half width of the matrix that is involved in the flow

(3) When 1-D single phase mass transfer occurred, the
position change of the average pressure of the matrix
is shown in Figure 5:

Due to the extremely low permeability of the tight matrix
block, mass transfer between matrix and fracture is slow.
During every step of this process, only part of the matrix
block is involved to contribute to the mass transfer (shown
in Figure 5). As the mass transfer process proceeds, more
and more matrix block regions are involved, and the average
pressure point is selected at the center of the involved matrix
block which contributes to the mass transfer, so the average
pressure point (red point in Figure 5) continually changes
its position as the mass transfer process proceeds.

Km =

φm∑
i=n
i=1 exp − ri − ν /2σ2 2 ri − ri ⋅ 0 25763e−0 261ri ∇P −0 419 ⋅ μ 4

8τ∑i=n
i=1 exp − ri − ν /2σ2 2 ri − ri ⋅ 0 25763e−0 261ri ∇P −0 419 ⋅ μ 2 , ∇P < 1MPa ⋅m−1,

φm∑
i=n
i=1 exp − ri − ν /2σ2 2 ri − ri ⋅ 0 25763e−0 261ri ⋅ μ 4

8τ∑i=n
i=1 exp − ri − ν /2σ2 2 ri − ri ⋅ 0 25763e−0 261ri ⋅ μ 2

, ∇P > 1MPa ⋅m−1

14
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These assumptions are not consistent with the actual sit-
uation, but convenient for calculation. To alleviate this

problem, a correction factor Cf is introduced and then the
mass transfer rate can be expressed as

q = CfA
km
μB

Pm − Pf
L/2 21

For a single phase slightly compressible fluid, the flow in
the matrix can be written using

∂Pm
∂t

= km
ϕmμct

∂2Pm
∂x2

22

subject to the initial condition

Pm = Pi,  −
L
2 ≤ x ≤

L
2 , t = 0, 23

and the boundary condition

∂Pm
∂x

= 0, x = 0 24

Pm = Pf , x = −
L
2 , t > 0,

or Pm = Pf , x = L
2 , t > 0

25

(a) Matrix-planar fracture model (1-D) (b) Matrix-planar/naturally fracture model (2-D)

Г6

Г7

Г4

Г3

Г2

Г1Г5

Г8

(c) Matrix-volume fracture model (3-D)

Figure 3: Different contact modes between matrix and fracture.

L/2

Figure 4: The schematic for 1-D mass transfer flow between matrix
and fracture.
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IfMt is the cumulative mass transfer from matrix to frac-
ture at time t, then M∞ represents the total mass transfer
when the time approaches to infinity; the ratio of Mt and
M∞ can be given as (Crank, 1995)

Mt
M∞

= 1 − 〠
∞

j=0

8
2j + 1 2π2 exp −

2j + 1 2π2kt

ϕμctL
2 , 26

The ratio given by Eq. (26) can also be transformed into
the ratio of increment of density:

Mt
M∞

= ρm − ρi
ρf − ρi

27

Fluid is assumed as slightly compressible, thus

ρ P = ρi 1 + c P − Pi 28

Combining Eq. (17)–Eq. (28), an analytical solution is
obtained as follows:

Pm − Pf
Pi − Pf

= 〠
∞

j=0

8
2j + 1 2π2 exp −

2j + 1 2π2kmt

ϕmμctL
2 29

Because the mass transfer rate is equal to the accumulate
flow per unit volume of matrix,

q = −ϕmctV
∂Pm
∂t

30

The partial derivative of pressure Pm to time t is as follows:

∂Pm
∂t

= − Pi − Pf 〠
∞

j=0

8km
ϕmμctL

2 exp −
2j + 1 2π2kmt

ϕmμctL
2

31

Substituting Eq. (31) into Eq. (22),

q = L3
km
μ

8V
L2

Pi − Pf 〠
∞

j=0
exp −

2j + 1 2π2kmt

ϕmμctL
2 , 32

q = Cf
kmA1
μ

Pm − Pf
L/2

33

In Eq. (33), A1 = 2L2, V is the volume of the matrix
involved in the mass transfer process and the correction coef-
ficient can be expressed as follows:

Cf =
qμBL

2Akm Pm − Pf
34

Substituting Eq. (32) and the pressure difference of the
average pressure of thematrix and the pressure of the fracture
(Pm − Pf ) into Eq. (34), the final expression of correction coef-
ficient Cf is obtained as

Cf =
π2

4
∑∞

j=0exp − 2j + 1 2π2tD
∑∞

j=0 2j + 1 −2 exp − 2j + 1 2π2tD
, 35

where tD = km/ϕmμctL2 t
When the value of dimensionless time tD is large enough,

the correction factor converged into the shape factor of the
pseudo-steady mass transfer flow:

Cf =
π2

4 36

For the correction coefficient Cf of pseudo-steady mass
transfer flow, Lim and Aziz use the constant shape factor σ to
replace Cf ; the mass transfer rate can be expressed as follows:

q = π2

L2
V
km
μ

Pm − Pf , 37

where V = LA0 is the volume of the matrix and A = 2A0,

q = π2

4 A
km
μ

Pm − Pf
L/2 38

The correction coefficient of the pseudo-steady mass
transfer coefficient is then

Cf =
π2

4 = 2 47 39

2.2.2.Matrix-Planar/Naturally FractureMassTransferModel.
Figure 6 shows the schematic for the contact between the
matrix and hydraulic-natural fractures. Under this circum-
stance, matrix blocks are surrounded by fractures, and fluid
flow fromthematrix to fractures is 2-Dplanarflow.For conve-
nience, the contact relation between matrix and fracture is
simplified as shown in Figure 7 and the change of average
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Figure 5: Schematic for the change of matrix average pressure.
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pressure in the matrix during the process of mass transfer
is also shown in Figure 7, where after the simplification
the contact relation becomes a circular contact between
matrix and fracture.

Under the assumption of 2-D circular contact relation,
the pressure diffusion equation in the matrix block can be
written in the following form:

∂P
∂t

= 1
r
∂
∂r

rkm
ϕmμct

∂P
∂r

40

The boundary and initial conditions are

Pm = Pi, 0 ≤ r ≤ R, t = 0,
Pm = Pf , r = R, t > 0

41

Then, for the analytical solution of two-dimensional rad-
ical flows, after handing, the pressure difference relation can
be written as

Pm − Pf
Pi − Pf

= 〠
∞

n=1

4
αn

2 exp −
αn

2kmt

ϕmμctR
2 , 42

J0 Rαn = 0 43

In Eq. (43), J0 is the Bessel function of the first kind of
order zero, and αn is the root of the Bessel function.

∂Pm
∂t

= − Pi − Pf 〠
∞

n=1

4km
ϕmμctR

2 exp −
αn

2kmt

ϕmμctR
2 , 44

q = −ϕmctV
∂Pm
∂t

45

After substituting Eq. (44) into Eq. (45), the mass transfer
rate of Eq. (46) can be obtained as given by

q = L3 Pi − Pf 〠
∞

n=1

4km
μR2 exp −

α2nkmt
ϕmμct

46

Figure 7 shows that the position of the average pressure
in 2-D situation changes as the mass transfer process keeps
proceeding. The theory is the same as in Figure 5.

q = Cf
kmA2
μ

Pm − Pf
L/2 , 47

Cf =
∑∞

n=02 Pi − Pf km L4/R2 exp − α2nkmt/ϕmμct
4L2 Pi − Pf km∑

∞
n=0 4/R2α2n exp − α2nkmt/ϕmμct

= ∑∞
n=0L

2 exp −tD
8∑∞

n=01/α2n exp −tD
48

In Eq. (47), A2 = 4L2, tD = kmt/ϕmμct.

Pm

Pf

Pm

Pf

Pm

Pm

Pf

Pm

Pf

Matrix

Fracture

Figure 7: Schematic for the change of average pressure.

Horizontal well

Naturally
fracture Matrix

Horizontal
well

Hydraulic
fracture

Figure 6: Schematic for contact between matrix and hydraulic-natural fractures.

Figure 8: Schematic for contact between matrix and volume
fractures.
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2.2.3. Matrix-Volume FractureMass Transfer Model. Figure 8
shows the schematic of contact between matrix blocks and
volume fracture in 3-D. Under this circumstance, matrix
blocks are surrounded by fractures, and fluid flow from
matrix blocks to fracture can be simplified as spherical flow.

Under the assumption of 3-D contact, the pressure diffu-
sion equation in the matrix block can be written in the fol-
lowing form:

∂P
∂t

= km
ϕmμct

∂2P
∂r2

+ 2
r
∂P
∂r

49

The boundary condition and initial condition are

Pm = Pi, 0 ≤ r ≤ R, t = 0
Pm = Pf , r = R, t > 0

50

The analytical solution of the 3-D pressure diffusion
equation can be written as follows [19]:

Pm − Pf
Pi − Pf

= 6
π2 〠

∞

n=1

1
n2

exp −
n2π2kmt

ϕmμctR
2 ,

∂Pm
∂t

= −6 Pi − Pf 〠
∞

n=1

km
ϕmμctR

2 exp −
n2π2kmt

ϕmμctR
2 ,

q = −ϕmctV
∂Pm
∂t

,

q = 6L3 Pi − Pf 〠
∞

n=1

km
μR2 exp −

n2π2kmt

ϕmμctR
2

51

The correction factor of the mass transfer equation in
3-D is

q = Cf
kmA3
μ

Pm − Pf
L/2 52

In Eq. (52), A3 = 6L2

Cf =
3L4∑∞

n=0 Pi − Pf km/R2 exp − n2π2kmt/ϕmμctR2

6kmL2 6/π2 ∑∞
n=0 Pi − Pf 1/n2 exp − n2π2kmt/ϕmμctR2

= π2L2∑∞
n=01/R2 exp −n2π2tD

12∑∞
n=01/n2 exp −n2π2tD

53

Table 1: Reservoir parameters of Yanchang Formation.

Parameter No. 1 No. 2 No. 3 No. 4 No. 5 No. 6 No. 7 No. 8

Porosity (%) 8.20 6.20 12.70 8.40 6.80 6.00 5.10 12.10

Gas permeability (10−3 μm2) 0.40 0.16 0.12 0.18 0.10 0.10 0.05 0.23

Liquid permeability (10−3 μm2) 0.014 0.006 0.004 0.005 0.003 0.003 0.001 0.01

Table 2: Data of throat distributions of Yanchang Formation.

Throat radius (μm) No. 1 (%) No. 2 (%) No. 3 (%) No. 4 (%) No. 5 (%) No. 6 (%) No. 7 (%) No. 8 (%)

0-0.01 38.41 27.42 5.52 52.03 46.86 38.69 66.50 7.31

0.01-0.02 9.12 20.21 12.61 9.70 8.34 15.58 9.04 16.23

0.02-0.05 15.84 17.42 29.65 17.41 11.35 21.59 8.78 17.56

0.05-0.10 12.62 10.43 19.56 10.94 11.21 13.09 5.98 10.25

0.10-0.20 12.17 9.31 15.5 2.95 11.05 4.07 3.09 12.34

0.20-0.30 6.73 8.12 9.51 1.66 5.54 2.11 1.77 11.21

0.30-0.40 2.78 3.84 4.76 0.91 1.64 0.91 0.86 8.65

0.40-0.50 1.11 2.22 1.52 0.57 0.36 0.48 0.42 8.64

0.50-0.60 0.51 1.01 0.78 0.32 0.21 0.25 0.28 4.76

0.60-1.00 0.31 0.37 0.65 0.26 0.14 0.13 0.22 3.05
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Figure 9: Comparison between experimental data and calculated
data from the model.
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Eq. (53) shows the correction factor in the circumstance
of 3-D and in Eq. (53) tD = kmt/ϕmμctR2.

3. Model Validation

3.1. Validation of Tight Oil Permeability Model. For the val-
idation of the tight oil permeability model, the accuracy of
the model is verified by comparing with the experimental
results obtained by Wang et al. [13, 20]. In his experiment,
throat size distribution and core permeability are obtained,
respectively, from mercury injection and the core displace-
ment experiment.

Main parameters and throat size distribution used in the
core experiment are listed in Tables 1 and 2. Based on the dis-
tribution of throat size and some other related reservoir
parameters, the effective permeability of the tight oil reser-
voir can be calculated from the proposed permeability model.
A comparison of the calculated and experimental results is
shown in Figure 9. The error line gives the difference between
the experimental and measured values. The results shown in
Figure 9 demonstrate an acceptable agreement between
experimental and calculated permeabilities which verifies
the tight oil reservoir permeability model.

3.2. Validation of Tight Oil Mass Transfer Model. For the
matrix-planar fracture and matrix-planar/naturally fracture
model, their corresponding correction factors are compared
with the constant shape factor which is previously proposed
by Lim and Aziz [21]. The main parameters used in calcula-
tion are listed in Table 3, and the change of the mass transfer
flow correction factor with time is shown in Figure 10. The
results are shown in Figure 11 and demonstrate that the tight
oil mass transfer correction factor decreases as time increases
and finally tends to a stable value similar to the traditional
shape factor [21].

For formation with different permeabilities, the correc-
tion factors of mass transfer flow are different (Figure 10).
For the tight oil reservoir, since the permeability of the
reservoir is low, the pressure propagation is low and the time
at which the correction factor reaches steadiness is obviously
longer than that of high permeability reservoirs. Therefore,
when calculating the mass transfer flow in tight oil
reservoirs, the time-related correction factor should be
considered. For high-permeability reservoirs, due to high-
pressure diffusivity, the time of the correction coefficient
reaches steadiness much faster than that of tight oil
reservoirs. Therefore, the time-related correction coefficient
has great influence on the mass transfer flow in high-
permeability reservoirs.

For the 3-D model, the mass transfer rate and cumulative
flow are compared with numerical simulation results; the tra-
ditional mass transfer model with a constant shape factor is
previously proposed by Lim and Aziz [21]. The main param-
eters used in calculation are also listed in Table 3, except the
permeability of the matrix which is 0.1mD.

A comparison of the mass transfer rate is shown in
Figure 11(a), and the results show the mass transfer rate of
the tight oil reservoir which agrees well with numerical
simulation results except the very early stage of the mass
transfer process. This could be caused by the assumption of
radical flow which may not coincide with the real situation
at the early stage. Besides, in Figure 11(a) the mass transfer
rate with a constant shape factor is obviously lower than
the one with the time-related correction factor at the early
and middle stages. However, during the late stage, as the
time-related correction factor changes, its value gradually
approaches to the value of the constant shape factor, then
the mass transfer rate with the time-related correction factor
turns the same with the mass transfer rate with the constant
shape factor. Due to the better fitting of numerical simulation
results, the proposed correction factor Cf is proven to be
more suitable for the tight oil matrix block. On the other
hand, the corresponding cumulative mass transfer is shown
in Figure 11(b) and compared with the constant shape factor.
The cumulative mass transfer with the time-dependent cor-
rection factor is much close to the numerical simulation
results due to the higher mass transfer rate at the early and
middle stages of the mass transfer process. Overall, even
though there is little discrepancy, the result of the new model

Table 3: The main parameters of the model.

Model parameter Value Model parameter Value

Matrix permeability (10−3 μm2) 0.001/0.01/0.1/1 Total compressibility (10−4 MPa−1) 6.7

Oil viscosity (mPa∙s) 1 Half-length of fracture (m) 100

Reservoir thickness (m) 10 Matrix porosity (%) 20

Matrix initial pressure (MPa) 20 Fracture pressure (MPa) 15
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Figure 10: The change of the mass transfer flow correction factor
with time.
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is much closer to the real situation of the mass transfer in the
tight fractured oil reservoir.

4. Conclusion

(1) A tight matrix permeability model is established by
considering both the boundary layer and the throat
distribution of tight oil reservoirs. A nonlinear flow
in the matrix can be described through the new
matrix permeability model

(2) Three kinds of models have been proposed to reflect
the contact relation of matrix and fracture based on
the actual complex fracture network distribution dur-
ing the fracturing process: matrix-planar fracture
(1-D) model, matrix-planar/naturally fracture (2-D)
model, and matrix-volume fracture (3-D) model

(3) The correction factor has considered two main char-
acteristics in tight fractured oil reservoirs: the first is
the change of pressure distribution in the matrix dur-
ing the mass transfer process and the second is the
existence of the boundary layer in tight porous
media. Data analysis results show that despite little
discrepancy at the early stage, the newly proposed
correction factor made a much more accurate calcu-
lation result of the mass transfer rate compared to
the traditional mass transfer function with a constant
shape factor

(4) For fractured tight oil reservoirs, the pressure propa-
gation velocity in the matrix is low, and the duration
time of the unsteady mass transfer flow between
matrix fractures is very long, so the unsteady mass
transfer flow plays an important role in the explora-
tion of tight oil reservoirs

Nomenclature

H: Thickness of boundary layer, μm

R: Radius of throat, μm
υ: Mean pore radius, μm
µ: Oil viscosity, mPa∙s
▽p: Pressure drop, MPa/m
reff: Effective throat radius, μm
ri: Original throat radius, μm
f(r): The micro throat distribution function
N: The total number of microtubes
A: The cross-sectional area of the core, μm2

φm: Porosity of matrix, %
φf: Porosity of fracture, %
Q: Total flow rate of capillary bundle model, cm3/day
L: Length of capillary bundle model, cm
km: Matrix permeability of tight oil reservoir, mD
kf: Fracture permeability, mD
pf: Average pressure in fracture, mD
pm: Average pressure in matrix block, mD
qm→f: Mass transfer flow rate, cm3/day
Ct: Total compressibility
Q: Mass transfer rate, cm3/day
Vf: Volume of fracture, cm3

M∞: Total mass transfer quantity when the time
approaches to the ultimate time

Mt: Accumulate mass transfer quantity t at time t
ρi: Oil density at initial time, g/cm3

ρf: Oil density in fracture at time t, g/cm3

ρm: Average oil density in matrix, g/cm3

Cf: Correction factor, dimensionless.

Data Availability

The parameters of the model, experimental data, and calcu-
lated data used to support the findings of this study are
included within the article.

Conflicts of Interest

The authors declare that there is no conflict of interest
regarding the publication of this article.

10−2

10−1

100

101

102

10−2 100 101 102 103

M
as

s t
ra

ns
fe

r fl
ow

 ra
te

 q
 (m

3 /d
)

Time (t)

Time-related correction factor
Constant shape factor

Numerical simulation

(a) The impact of the correction factor on the mass transfer rate

A
cc

um
ul

at
e m

as
s t

ra
ns

fe
r

flo
w

 q
ua

nt
ity

 Q
 (m

3 )

0

20

10

30

40

50

10−2 100 102 104

Time (d)

Time-related correction factor
Constant shape factor

Numerical simulation

(b) The impact of the correction factor on accumulate mass transfer quantity

Figure 11: The impact of the mass transfer flow correction factor to the flow rate.

10 Geofluids



Acknowledgments

The author acknowledge the support of this research pro-
vided by the National Natural Science Foundation of China
(No. 51674273, U1762210, and 51574258), the Major State
Basic Research Development Program (973 Program) (No.
2015CB250900), National Science and Technology Major
Project of China (2017ZX05013002-005), and Major Projects
of China National PetroleumCorporation (No. 2016B-1303).

References

[1] G. I. Barenblatt, I. P. Zheltov, and I. N. Kochina, “Basic con-
cepts in the theory of seepage of homogeneous liquids in fis-
sured rocks [strata],” Journal of Applied Mathematics &
Mechanics, vol. 24, no. 5, pp. 1286–1303, 1960.

[2] J. E. Warren and P. J. Root, “The behavior of naturally frac-
tured reservoirs,” Society of Petroleum Engineers Journal,
vol. 3, no. 3, pp. 245–255, 1963.

[3] H. Kazemi, L. S. Merrill, K. L. Porterfield, and P. R. Zeman,
“Numerical simulation of water-oil flow in naturally fractured
reservoirs,” Society of Petroleum Engineers Journal, vol. 16,
no. 6, pp. 317–326, 1976.

[4] K. H. Coats, “Implicit compositional simulation of
single-porosity and dual-porosity reservoirs,” in SPE Sympo-
sium on Reservoir Simulation, Houston, Texas, February 1989.

[5] H. Hassanzadeh and M. Pooladi-Darvish, “Effects of fracture
boundary conditions onmatrix-fracture transfer shape factor,”
Transport in Porous Media, vol. 64, no. 1, pp. 51–71, 2006.

[6] H. Hassanzadeh and M. Pooladi, “Shape factor in the draw-
down solution for well testing of dual-porosity systems,”
Advances in Water Resources, vol. 32, no. 11, pp. 1652–1663,
2009.

[7] E. Ranjbar and H. Hassanzadeh, “Matrix–fracture transfer
shape factor for modeling flow of a compressible fluid in
dual-porosity media,” Advances in Water Resources, vol. 34,
no. 5, pp. 627–639, 2011.

[8] E. Ranjbar, H. Hassanzadeh, and Z. Chen, “Effect of fracture
pressure depletion regimes on the dual-porosity shape factor
for flow of compressible fluids in fractured porous media,”
Advances in Water Resources, vol. 34, no. 12, pp. 1681–1693,
2011.

[9] E. Ranjbar, “One-dimensional matrix-fracture transfer in dual
porosity systems with variable block size distribution,” Trans-
port in Porous Media, vol. 95, no. 1, pp. 185–212, 2012.

[10] E. Ranjbar, H. Hassanzadeh, and Z. Chen, “Semianalytical
solutions for release of fluids from rock matrix blocks with dif-
ferent shapes, sizes, and depletion regimes,” Water Resources
Research, vol. 49, no. 4, pp. 2174–2196, 2013.

[11] W. C. Li, Y. M. Zhang, and F. Wang, “Application of
constant-rate mercury penetration technique to study of pore
throat characteristics of tight reservoir: a case study from the
Upper Triassic Yanchang Formation in Ordos Basin,” Litho-
logic Reservoirs, vol. 24, no. 6, pp. 60–65, 2012.

[12] J. Wu, L. Cheng, C. Li et al., “Experimental study of nonlinear
flow in micropores under low pressure gradient,” Transport in
Porous Media, vol. 119, no. 1, pp. 247–265, 2017.

[13] R. F. Wang, P. P. Shen, Z. Q. Song, and H. Yang, “Characteris-
tics of micro-pore throat in ultra-low permeability sandstone
reservoir,” Acta Petroiei Sinica, vol. 30, no. 4, pp. 560–563,
2009.

[14] X. Tian, L. Cheng, and R. Cao, “Characteristics of boundary
layer in micro and nano throats of tight sandstone oil reser-
voirs,” Chinese Journal of Computational Physics, vol. 33,
no. 6, pp. 717–725, 2016.

[15] W. R. Purcell, “Capillary pressures - their measurement using
mercury and the calculation of permeability therefrom,” Jour-
nal of Petroleum Technology, vol. 1, no. 2, pp. 39–48, 1949.

[16] P. H. Nelson, “Pore-throat sizes in sandstones, tight sand-
stones, and shales,” AAPG Bulletin, vol. 93, no. 3, pp. 329–
340, 2009.

[17] W. K. Camp, “Pore-throat sizes in sandstones, tight sand-
stones, and shales: discussion,” AAPG Bulletin, vol. 95, no. 8,
pp. 1443–1447, 2011.

[18] L. L. Latour, R. L. Kleinberg, P. P. Mitra, and C. H. Sotak, “Por-
e-size distributions and tortuosity in heterogeneous porous
media,” Journal of Magnetic Resonance. Series A, vol. 112,
no. 1, pp. 83–91, 1995.

[19] J. Crank, The Mathematics of Diffusion, Oxford University
Press, London, 1975.

[20] R. Wang, M. Chen, and W. Sun, “The research of micro-pore
structure in super-low permeability sandstone reservoir of
the Yanchang Formation in Ordos Basin,” Geological Review,
vol. 54, no. 2, pp. 270–277, 2008.

[21] K. T. Lim and K. Aziz, “Matrix-fracture transfer shape factors
for dual-porosity simulators,” Journal of Petroleum Science &
Engineering, vol. 13, no. 3-4, pp. 169–178, 1995.

11Geofluids



Research Article
A Method to Accurately Determine the Methane Enrichment
Zone of a Longwall Coal Mine

Guorui Feng ,1 Ao Zhang,2 Shengyong Hu ,2 Xiangqian Guo,3,4 Chao Li,3,4 Guocai Hao,2

and Zhen Li2

1College of Mining Engineering, Taiyuan University of Technology, Taiyuan 030024, China
2College of Safety and Emergency Management Engineering, Taiyuan University of Technology, Taiyuan 030024, China
3Shanxi Jincheng Anthracite Mining Group Co. Ltd., Jincheng 048000, China
4State Key Laboratory of Coal and CBM Co-Mining, Jincheng 048006, China

Correspondence should be addressed to Shengyong Hu; hsyztx@163.com

Received 10 September 2018; Revised 16 November 2018; Accepted 29 November 2018; Published 27 February 2019

Guest Editor: Bisheng Wu

Copyright © 2019 Guorui Feng et al. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Large numbers of gobs are produced as a result of underground longwall mining, and a large amount of these gobs is known to
contain methane gas reserves. The efficient drainage of these methane resources is directly dependent on accurately determining
the methane enrichment zone (MEZ) in longwall mining gobs. In this study, a method for accurately determining the MEZ
within the zone of interconnected fractures, which utilized a surface directional borehole (SDB) technique, was proposed. The
SDB was designed and implemented in a longwall gob located in the Sihe Coal Mine in China’s Shanxi Province. The trajectory
of the SDB constantly varied in the different overlying stratum layers and locations above the gob. The methane flow rate and
concentration from the SDB, along with the methane concentration in the upper corner of the longwall face, were monitored
and obtained as the longwall face advanced. Then, by analyzing the acquired data of the different horizontal and vertical
positions of the SDB, the accurate locations of the MEZ within the zone of interconnected fractures were determined. There
were the methane decrease zone (MDZ) and methane shortage zone (MSZ) below and above the MEZ, respectively. The results
showed that in the MEZ, both the methane flow rate and concentration displayed slight decreasing trends and maintained high
levels as the distance from the roof of the coal seam increased. In the MDZ, a sharp decline was observed in the methane flow
rate. However, a relatively high methane concentration had still been maintained. In the MSZ, both the methane flow rate and
concentration displayed dramatic fluctuation and relatively low levels. The average methane flow rates in the MEZ were
determined to be 1.3 and 1.6 times higher than those in the MDZ and MSZ, respectively.

1. Introduction

Coal is one of the most important global energy sources and
contributes to up to 70% of China’s primary energy produc-
tion and consumption [1]. Underground mines account for
90% of the total amount of coal mines in China, and highly
gassy mines share 51% of the total [2–4]. As a result, a large
amount of methane is released in the longwall gobs of these
coal mines and then flows into the longwall faces as the
mining processes advance [5]. Methane is a dangerously
explosive gas, as well as a clean energy resource [6–8]. The
extraction of methane gas from mining gobs not only

alleviates the energy shortage issue in China but also serves
to prevent the methane purity in the atmosphere of longwall
mines from exceeding the recommended safety levels [9–12].
However, methane extraction effects directly rely on the
accurate determinations of the MEZ above the longwall gobs
in longwall coal mines [2, 13, 14].

As the underground working faces advance, the overlying
strata form “three zones” in the vertical direction, which are
referred to as the caved zone, fractured zone, and continuous
zone [15–20]. Among these three zones, the methane within
the gobs is able to flow into the caved zone as well as the
lower and middle parts of the fractured zone due to the
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vertical interconnected fractures within the two zones [19,
21]. Singh and Yadav [22] presented a fractured zone profile
induced by coal mining using a viscoelastic model. Das [23]
studied the fracture zone divisions of overlying strata by
observing and proposing the concept of weighting and caving
zone. Qian and Shi [24] proposed the caved zone, the frac-
tured water-inflow zone, and the continuous zone along the
vertical direction (from the bottom to the top) in mining
gobs. Christopher [25] studied fracture space divisions by
dividing the overlying strata into the caving zone, the fracture
zone, the dilated zone, and the confined zone. Yuan et al. [26]
presented the concept that circular overlying zone existed in
a longwall mining panel which could be used for efficient
methane extraction. Guo et al. [27] proposed an annular
fractured zone for methane drainage by establishing a CFD
model based on methane gas drainage conditions. Li et al.
[28] studied the distributions of elliptic paraboloid zone
using physical simulation experiments and numerical
approaches. Gao et al. [29] studied a pear-shaped region
around the mining seam using a numerical approach. Qin
et al. [30] conducted a research regarding the heights of caved
and fractured zones in a longwall panel by employing a CFD
numerical method. Qu et al. [31] presented the concepts of
the fractured gas-interflow zone, de-stressed gas-desorption
zone, and confined gas-adsorption zone based on a concep-
tual model of overburden rock of a longwall panel. Wang
et al. [32, 33] studied the methane flow characteristics of a
longwall panel by using building numerical models. Feng

et al. [34] studied the methane flow space in abandoned gobs
based on physical simulation experiments. However, almost
all of these researches related to theMEZ hadmainly adopted
methods using empire formula, mathematical models, and
simulation experiments. The results acquired by these studies
contained a variety of assumptions which tended to usually
result in some differences from the real field situations.
Therefore, in order to achieve more accurate determination
results, this study proposed a method which was based on
actual MEZ field tests.

In this study, a method which utilized SDB to accurately
determine the MEZ within the zone of interconnected frac-
tures was proposed and implemented in the Sihe Coal Mine
of China’s Shanxi Province. The SDB was designed in a long-
wall face, and the trajectory of the SDB constantly varied in
the different overlying stratum layers and locations above
the longwall face. The methane flow rate and concentration
from the SDB, as well as the methane concentration in the
upper corner of the longwall face, were monitored and
obtained as the longwall face advanced. The positions of the
MEZ in the zone of interconnected fractures were then accu-
rately determined by analyzing the obtained data.

2. Description of the Studied Coal Mine

The Sihe Coal Mine is located in the southern marginal part
of the Qinshui Coalfield in China’s Shanxi Province, as
shown in Figure 1. It has a length of approximately 23 km
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Figure 1: Location of the Sihe Coal Mine.
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in a west-to-east direction and width of almost 12 km in a
north-to-south direction and covers a total area of approxi-
mately 230 km2. The Sihe Coal Mine is considered to be a
gassy coal mine, with a methane content of approximately
13m3/t and a pressure rate of approximately 0.29MPa. The
estimated methane resources measure 1 03 × 1010 m3.

The main minable coal seam in the Sihe Coal Mine is the
#3 Coal Seam, which is located in the lower group of the
Shanxi Formation. There is approximately 1 5 × 109 t of coal
resources stored in the Sihe Coal Mine, and 2 1 × 108 t of
that total is minable in the #3 Coal Seam. The average num-
ber of dips in the #3 Coal Seam is 5, which are nearly hori-
zontal and considered to be stable within the mining area.
The average thickness of the #3 Coal Seam is approximately
6.1m. The thicknesses of immediate roof and floor areas of
the #3 Coal Seam are approximately 3.4m and 11.3m,
respectively, and consist primarily of sandy mudstone. A
typical stratigraphic column from this coal mine is shown
in Figure 2.

A current working face is situated in the Sihe Coal Mine,
and the layout of this working face is shown in Figure 3. The
working face’s mining seam was the #3 Coal Seam, and its
depth and thickness were about 416.2m and 6.1m, respec-
tively. The length of the working face in the direction of

the current mining was 1281.5m, and the incline width
was 301.5m. A longwall mining method had been adopted
in the working face, and a “U”-type ventilation system was
in place.

3. Method

In the study area, it was observed that as the working face
advanced, the corresponding positions of the SDB continu-
ously varied in both the horizontal and vertical directions.
As a result, the gob methane within different positions of
the overlying strata above the formed gob could be extracted
by the SDB. It was found that both the methane flow rate and
concentration displayed major variations during the entire
SDB drainage period. Therefore, based on these data varia-
tions, the zones with different methane flow rates and con-
centrations could be successfully determined. Then, the
locations of the MEZ within the zone of interconnected frac-
tures could be accurately identified by combining the advanc-
ing distances and their corresponding trajectory locations
within the overlying strata. Moreover, methane drainage
effects were found to directly influence the methane concen-
tration of the upper corner of the working face. Therefore,
based on its variations during the entire drainage period,
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the accuracy of this method could be further verified from
another aspect.

In this study, based on the abovementioned principle, an
SDB was designed and implemented in the studied working
face of the Sihe Coal Mine. The trajectories of the SDB along
the mining direction and within the overlying strata of the
working face are shown in Figures 3 and 4, respectively.
The SDB included a vertical section, build section, and lateral
section, and the lateral section was selected as the study part.
As shown in Figures 3 and 4, the study part (lateral section)
of the SDB was not parallel to the return roadway. However,
its horizontal positions were found to have become gradually
closer to the return roadway of the working face as the SDB
stretched from its starting position to its ending position.
Similarly, the vertical positions of the study part were
observed to have become gradually farther away from the
coal seam as the SDB stretched from its starting position to
its ending position. In detail, the distances between the hori-
zontal positions and the return roadway and the distances
between the vertical positions and the coal seam varied from
13.5 to 48.7m and 10.62 to 55.56m, respectively. As can be
seen in Figure 4, the study part was located above the coal
seam and was 805m in length. The distance from the SDB
end point to the open-off cut of the working face was approx-
imately 138m. It was observed that the gas began to flow
through the SDB when the working face had advanced past
its end point by approximately 390m.

4. Results and Discussion

4.1. Relationship between the Methane Flow Rate and
Concentration and the Advancing Distances. Though the
fractures within the caved zone and the lower and middle
parts of the fractured zone are interconnected, the methane
contents and concentrations of different locations within
the zone of interconnected fractures are significant as the
mining processes. Based on this, the detailed divisions of
the zone of interconnected fractures were achieved by cap-
turing the methane flow rates and concentrations through
the SDB over the entire drainage period. Also, the methane
concentration of the upper corner in the longwall face was
monitored continuously at the same time. The detailed vari-
ations in the methane flow rate and concentration as the

working face advancement distance increased are shown in
Figure 5.

Based on the obvious differences of methane flow rate
and concentration under different locations in the zone of
interconnected fractures, the zone boundaries among the dif-
ferent zones were determined. It can be seen in Figure 5 that
both the methane flow rate and concentration displayed the
highest levels when the advance distance range was approxi-
mately 600 to 810m. The zone with the highest methane flow
rate and concentration was considered as the MEZ. In the
MEZ, both the methane flow rate and concentration dis-
played gradual decreasing trends despite some fluctuation.
For example, the methane flow rate and concentration had
declined from 1,285m3/h to 973m3/h and from 85% to
75%, respectively. The average methane flow rate and con-
centration in the MEZ were determined to be 1135m3/h
and 75.5%, respectively. In addition, there was a dramatic fall
(from 1,174m3/h to 476m3/h) in the methane flow rate and a
slight decrease (from 90% to 72%) in the methane concentra-
tion, when the working face advancement distance ranged
between approximately 390 and 600m. In this study, this
zone was referred as the methane decrease zone (MDZ) and
was located below the MEZ. The average methane flow rate
and concentration in the MDZ were determined to be
906m3/h and 77%, respectively. Furthermore, low methane
flow rates and concentrations were observed when the work-
ing face advancement distance range was approximately 810
to 1,046m. This zone was referred to as the methane shortage
zone (MSZ) in this study and was located above the MEZ. In
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the MSZ, both the methane flow rate and concentration were
found to display dramatic fluctuations and averaged only
710m3/h and 54.5%, respectively.

The bulking-factor-controlled caving model was widely
used to estimate the height of the caved zone [35, 36]. The
height of the caved zone (Hc) depends on the mining thick-
ness (M) and bulking factor (k) and can be expressed as

Hc =
1 − λ M
k − 1 , 1

where 0 ≤ λ ≤ 1 is the sagging coefficient. In the Sihe Coal
Mine, the sagging coefficient (λ), bulking factor (k), and min-
ing thickness (M) is 0, 1.20-1.25, and 6.1m, respectively.
Based on equation (1), the height range of the caved zone
was calculated to be 24.4 to 30.5m.

Besides, in accordance with the results of previous related
studies [37, 38], the heights of the overburden zones could be
expressed and estimated by the following:

Hc =
100M

0 49M + 19 12 ± 4 71, 2

Hf =
100M

1 19M + 28 57 ± 4 76, 3

whereHc andHf represent the heights (m) of the caved zone
and the fractured zone, respectively, andM denotes the min-
ing thickness (m). Therefore, based on equation (2) the
height range of the caved zone was confirmed to be 22.9 to
32.3m, which coincides with the result calculated by equa-
tion (1). In addition, based on equation (3), the height range
of the fractured zone was 60.6 to 83.6m.

Also, the results of previous related studies [28, 34, 39]
had revealed that the methane concentrations in the MEZ
could be expressed as

C = aeb, 4

where C represents the methane concentration in the
MEZ; a is constant; and b represents the height from
the floor.

Equation (4) indicated that the methane concentration
in the MEZ had displayed an exponential growth trend
with the increases in the vertical height. Furthermore, the
MEZ had been located in the top of the fractured zone in
previous studies. However, in this study, a gradual decreas-
ing trend of the methane concentration was observed as the
vertical height within the MEZ increased (Figure 6), and
the MEZ was located below the MSZ and above the
MDZ. The determination of the MEZ distribution, as well
as the correlation between the methane concentrations
and the vertical height, had been achieved using theoretical
analysis, simulation experiments, and empirical formula in
the previous studies [28, 34, 39]. Also, in the previous stud-
ies, the actual conditions had been simplified and the meth-
ane enrichment process was not dynamic. Therefore, there
was enough time for the methane to rise in the MEZ owing
to its low density when compared with the surrounding air
under the aforementioned conditions. However, this study
found that under the actual conditions in the examined
mine, both the working face advancement and the methane
drainage processes were continuous, and the fractured zone
and MEZ were continuously evolving. It was observed that
the methane gas within the gobs potentially did not quickly
flow into the top of the fracture in great amounts due to the
fact that vertical stress had been recovered and the stratum
fractures behind the working face had gradually closed [5,
27, 40]. Instead, most of the methane had flowed into the
zone where the stratum fractures were stretched having
been induced by the mining activities. Therefore, it was
concluded that the MEZ may have been characterized by
smaller zone ranges in situ.

The detailed methane concentration variation of the
upper corner in the studied working face as the advance-
ment distance of the working face had increased is detailed
in Figure 7. As can be seen in the figure, it was evident that
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the methane concentration in the upper corner was rela-
tively high before the SDB began the drainage process when
compared to after the drainage process was in progress.
Prior to the SDB beginning the methane gas drainage, the
average methane concentration in the upper corner was
determined to be 1.06%. In contrast, it was observed to
have decreased to 0.60% during the drainage process. The
average methane concentrations of the upper corner in
the three zones were 0.61%, 0.50%, and 0.73%, respectively,
which indicated that methane had been efficiently extracted
in the MEZ.

4.2. MEZ Distribution. The location of the MEZ was obtained
by analyzing the relationships between the methane flow rate
and concentration and the working face advancement dis-
tances (Figure 5). Then, based on the obtained results, the
location of the MEZ could be accurately determined by

combining the advancement distances and their correspond-
ing trajectory locations within the overlying strata. Figure 8
illustrates the correlations between the zone divisions and
the zone locations. The horizontal and vertical location
ranges in which the three zones corresponded were obtained
through combining the results shown in Figure 8 with the
mining distances. The horizontal boundaries of the MEZ
were determined to range between 42.09 and 54.05m from
the return roadway, and the vertical boundaries ranged from
35.29 to 47.31m from the roof of the coal seam. Moreover,
the horizontal boundaries of the MDZ and MSZ ranged
between 31.05 and 42.09m and 54.05 to 65.27m from the
return roadway, respectively. It was determined in this study
that the vertical boundaries of the MDZ and MSZ ranged
from 24.94 to 35.29m and from 47.31 to 75.17m from the
roof of the coal seam, respectively.

The strata located in the central section of the panel
tended to be compacted, and the fractures at the edges of
the incline direction which were maintained after the devel-
opment of the overburden rocks were relatively stable in
the areas where the mining activities had been implemented.
The circle-shape zone near the corners of the panel where the
vertical fractures were well-developed and maintained was
referred to as the “abscission circle” [30, 41], as detailed in
Figure 9.

Figure 8 illustrates the locations of the three zones
above the gob, and Figure 10 shows the schematics of the
three zone divisions in the incline profile above the gob.
As can be seen in Figures 8 and 10, the horizontal location
of the MEZ was within the abscission circle. However, its
vertical location was in the lower part of the fractured zone
(rock blocks). In the MEZ, fractures were well-developed
and produced considerable gas migration channels which
ensured the highest methane extraction effects. The hori-
zontal location of the MDZ was near the return roadway
and was also located within the abscission circle. Its vertical
location was situated on the borders of the caved and frac-
tured zones. There was found to be an abrupt drop in
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permeability on the borders of the two zones [21], which
caused the methane flow rate to dramatically decline in
the MDZ. The MSZ was located in the compacted area in
the horizontal direction, and the middle part of the frac-
tured zone (through-going vertical fractures) in the vertical
direction. The methane gas flow was therefore reduced in
the MSZ due to the poorly developed vertical fractures in
this zone. As a result, the methane flow rate and purity
were found to be low in the MSZ. Among the three zones,
the highest methane flow rate and purity were observed in
the MEZ. It was concluded that improved methane drain-
age effects could be achieved when the lateral section of
the SDB, or a high-level suction tunnel, was arranged in
the MEZ.

5. Conclusions

A method for determining the methane enrichment zone
(MEZ) within the zone of interconnected fractures of a long-
wall coal mine was proposed and implemented. In the pro-
posed method, an SDB was designed and implemented in a
longwall face located in the Sihe Coal Mine of China’s Shanxi

Province. The trajectory of the SDB varied constantly in the
different overlying stratum layers and locations above the
mine gob. The data regarding the methane flow rate and con-
centration obtained from the SDB and the methane concen-
trations in the upper corner as the longwall face advanced
were monitored and obtained simultaneously.

The MEZ had been accurately determined in the exam-
ined mine. In the MEZ, both the methane flow rate and con-
centration were found to be the highest despite falling slightly
as the active mining face distance increased. It was observed
that two zones existed below and above the MEZ, which were
referred to as the methane decrease zone (MDZ) and the
methane shortage zone (MSZ), respectively. Within the
MDZ, both the methane flow rate and concentration dis-
played gradual decreasing trends as the distance of the min-
ing face advancement increased. Within the MSZ, the
methane flow rate and concentration were determined to be
lowest among the three zones and also had displayed dra-
matic fluctuation.

Among the three zones, the highest methane flow rate
and purity were identified to be found in the MEZ. The
methane concentration in the upper corner was found to

Intake roadway

Return roadway

Working face

SDB

Horizontal projection

MSZ

MEZ

MDZ

Upper corner

Vertical projection

MSZ

MEZ

MDZ

Figure 8: Space locations of the MDZ, MEZ, and MSZ.
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be lower, where a lower methane flow rate and purity
were identified. However, the methane concentration in
the upper corner was higher in the two other zones. More
effective methane drainage was achieved when the lateral
section of the SDB, or a high-level suction tunnel, was
arranged in the MEZ.

Data Availability

Some data used to support the findings of this study are
included within the article. Other data used to support the
findings of this study are available from the corresponding
author upon request.
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An analytical solution for the karst water inflow into a lined tunnel in an infinite plane is derived based on conformal mapping. The
new solution considers the center distance between the tunnel and the cavern, the radii of the tunnel and the cavern, and the
property of the lining, such as the permeability coefficient as well as the lining radius. Numerical models are established and
calculated using the finite difference software FLAC3D to compare with the analytical solution of inversion transformation, and
a good agreement is found. Then, the parameters of effect are discussed in detail. The results indicate that the karst water inflow
shows a curve relationship as the radius of tunnel increase and increases as the lining becomes thinner or the permeability
coefficient of the lining increases. Moreover, the pressure head decreases as the tunnel radius and the center distance between
the tunnel and the cavern increase.

1. Introduction

Karst water inflow is a key issue affecting the construction
and operating phases of drained tunnels [1]. Moreover, some
researchers have determined that most tunnels eventually act
as drains [2, 3]. Therefore, analytical and numerical methods
are the most commonly used methods to calculate the karst
water inflow and pressure head of tunnels accurately.

Early researchers deduced analytical solutions for the
water ingress into deeply buried tunnels. Lei [4] acquired
an analytical solution for the steady flow into a deeply buried
tunnel based on the image method. Conformal mapping
could be used to investigate different boundary conditions
along the tunnel circumference [5–9]. Ying et al. [10] derived
an analytical solution for the groundwater ingress into a
lined tunnel in a semi-infinite aquifer using the conformal
mapping technique. In recent literature, Zhang [11] deduced
an analytical solution for the seepage field of a parallel
double-hole tunnel in a semi-infinite plane based on the
seepage mechanics and image method. Some researchers
used the theory of hydraulics and complex functions to solve
the analytical solution for the groundwater inflow of sur-
rounding rocks and lining structures [12–15]. Huang et al.

[16] validated these analytical solutions with the software
FLAC3D. An analytical solution was given by Jiang et al.
[17–19] regarding the seepage field in a water-filled karst
tunnel based on the inversion of a complex function and
groundwater hydraulics theory. The rate and potential distri-
bution of the confined flow of ground water through an
opening were obtained by Chisyaki [20] in connection with
the permeability of rock masses, the thickness of covered
ground, the location of impermeable bedrock, and other
parameters. The analytical solution for the nonlinear consol-
idation of soft soil around a shield tunnel with idealized seal-
ing linings was presented by Cao et al. [21]. An analytical
solution for confined flow into a tunnel during progressive
drilling was deduced by Perrochet [22, 23]. Arjnoi et al.
[24] solved the effect of drainage on pore water pressure dis-
tributions and lining stresses in drained tunnels.

However, most of the aforementioned literature have
studied high hydraulic pressure tunnels or high hydraulic
parallel tunnels in infinite plane. There are few analytical
solutions for the karst water inflow and pressure head in karst
tunnels. In this paper, a new analytical solution is derived for
the steady-state karst water inflow into a circular tunnel with
focus on the boundary condition of a pressure head of zero
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along the tunnel circumference based on conformal map-
ping. A numerical simulation is conducted to verify the
solution. A parameter analysis, including the lining perme-
ability and radius, the tunnel and cavern radii, and the center
distance between the tunnel and the cavern, is discussed.

2. Definition of the Problem

2.1. Basic Assumptions. The simplified Naqiu Karst Tunnel
[25–28] model takes the tunnel center as the origin, the hor-
izontal direction as the x-axis, and the vertical direction as
the y-axis to establish the coordinate system as shown in
Figure 1. The expression of conformal mapping of a complex
variable function is deduced by transforming elevation differ-
ence into angle α in the x-y coordinate system, and then the
expression of karst water seepage flow is solved. α is the angle
between the x-axis and the line connecting the cave center
to the tunnel center. The tunnel and the cavern with radii
denoted as r and rw, respectively, are buried in an infinite
aquifer. Here, d is defined as the center distance between
the tunnel and the cavern. The pressure head in the cavern
isHw, and the horizontal line across the tunnel center is cho-
sen as the elevation reference datum. The pressure head in
the tunnel is Ht . The coordinates of A, B, C, D, E, and F are
set as (-r, 0), (0, r), (r, 0), (x1, y1), (x3, y3), and (x2, y2), respec-
tively, in Figure 2(a).

Additionally, the basic assumptions of this paper are
as follows:

(1) The surrounding rock of the tunnel is homogeneous
with isotropic permeability [6]

(2) The aquifer and karst water are incompressible. The
flow is in a steady state and is governed by Darcy’s
law [4]

(3) The pore pressure is constant on the same circumfer-
ence, the water-filling hole is equal to the pressure
head, and the cavern is full of water [10, 17]

2.2. Governing Equation. According to Darcy’s law and mass
conservation as well as the aforementioned assumptions, the
steady-state karst water flow around the tunnel is described
by the following Laplace equation [29]:

∂2ϕ
∂x2

+ ∂2ϕ
∂y2

= 0, 1

where ϕ is the total head, equal to the sum of pressure and
elevation heads, as shown below:

ϕ = P
γw

+ y, 2

where P is the water pressure and γw is the unit weight
of water.

2.3. Boundary Conditions. Two boundary conditions along
the tunnel and the cavern circumference are needed to solve
equation (1). The boundary condition along the cavern cir-
cumference can be expressed as

ϕ y1=0 =Hw 3

In the case of constant total head, the boundary condition
along the cavern circumference can be expressed as

ϕ x− x1+x2 /2 + y−y1 =rw2 =Ht 4

3. Analytical Solution

3.1. The Solution for the Karst Water Inflow. The method of
conformal mapping can facilitate the derivation of the pres-
sure head and the karst inflow in this study. As shown in
Figure 2, the tunnel and the cavern circumference in the
z-plane can be mapped as two circles in the w-plane with
radii R0 and R1, respectively, based on the complex mapping
function in equation (5) [30, 31]. The points A, B, C, D, E,
and F are mapped in the w-plane to obtain corresponding
points A′, B′, C′, D′, E′, and F′ by conformal mapping
method in Figure 2(b).

R0 =
1 − A
1 + A

, 5

where R0 is the radius of tunnel mapping circle in the
w-plane. A = x1 + iy1 − r / x1 + iy1 + r ⋅ x2 + iy2 + r /
x2 + iy2 − r , and r is the tunnel radius.

It is assumed that both y1 and y2 are equal to zero without
loss of generality for simplicity. Thus, equation (5) can be
expressed as

R0 =
x2x1 − r2 − x21 − r2 x22 − r2

x2 − x1 r
, 0 < R0 < 1 6

Expression of w in the w-plane when y1 = 0 and y2 = 0 is
as follows:

w = R0
z − r x2 + r 1 − R0 + z + r x1 − r 1 + R0
z + r x1 − r 1 + R0 − z − r x2 + r 1 − R0

, 7

x

y

d

rw

r

Cavern

Tunnel Surrounding rock
𝛼

Figure 1: Schematic diagram of the karst tunnel in an infinite plane.
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where z = x + iy, which is the complex variable function of
z in the z-plane. w = u + iv = f z , which is the complex
variable function of w in the w-plane.

Then, equation (1) can be rewritten in terms of coordi-
nate u-v:

∂2ϕ
∂u2

+ ∂2ϕ
∂v2

= 0 8

By considering the boundary conditions, the solution for
total head on a circle with radius ρ in the w-plane can be
obtained as

ϕ = C1 + C2 ln ρ + 〠
∞

n=1
C3ρ

n + C4ρ
−n cos nθ, 9

where C1, C2, C3, and C4 are determined by the boundary
conditions along the tunnel and the cavern circumference.
n is the natural number in the series, and θ is the angle
between ρ and the u-axis in thew-plane. ρ is a radius variable
between the tunnel and karst cave mapping circle in the
w-plane, and R0 ≤ ρ ≤ 1.

The constant C1 can be expressed by considering the
boundary condition along the cavern circumference with
ρ = 1 in the w-plane while the constant C2 can be obtained
by considering the boundary conditions along the tunnel
and the cavern circumference with ρ = R0 in the w-plane.

ϕ ρ = 1 = C1 + 〠
∞

n=1
C3 + C4 cos nθ

=Hw → C1 =Hw, C3 = −C4 = 0,

ϕ ρ = R0 = C1 + C2 ln R0 + 〠
∞

n=1
C3R0

n + C4R0
−n cos nθ

=Ht → C2 =
Ht −Hw
ln R0

, C3 = 0

10

Thus,

ϕ =Ht +
Ht −Hw

ln R0
ln ρ, 11

where Ht is the pressure head of the tunnel.
The solution for the karst water inflow, which is the

volume of water per unit tunnel length, into a drained circu-
lar tunnel can be obtained for the constant total head as

Q = k
2π

0

∂ϕ
∂ρ

ρdρ = 2πkHt −Hw

ln R0
, 12

where Q is the karst water inflow; k is the permeability coef-
ficients of the surrounding rock.

y1 = 0 and y2 = 0; thus, x1 = d-rw, x2 = d + rw, and x1
-x2 = -2rw; equations (6) and (12) can be rewritten as
equations (13) and (14), respectively:

R0 =
d2 − r2w − r2 − d + rw

2 − r2 d − rw
2 − r2

2rrw
, 13

Q = 2πk Ht −Hw

ln d2 − r2w − r2 − d + rw
2 − r2 d − rw

2 − r2 /2rrw

14

The expression of w2 with α in the w-plane is as fol-
lows:

w2 =
w1 − rA1
w1A1 − r

, 15

where w1 = −eiαz and A1 = d2 + r2 − r2w +

r4 + d2 − r2w
2 − 2 d2 + r2w /2dr.

3.2. The Solution for the Pressure Head of the Lining
Structure. The pressure head along the lining and grouting
circumference cannot be solved by the complex function,
but it can be solved by using the groundwater seepage
mechanics and the theory of infinite aquifer shaft [12]. The

x

y

B (0, r)

A (−r, 0) C (r, 0)

D (x1, y1) F (x2, y2)

E (x3, y3)

z

(a)

u

v

B′ (0, R0)

A′ (−R0, 0) C′ (R0, 0) D′ (1, 0)F′ (−1, 0)

E′ (0, 1)
w

𝜌

𝜃

(b)

Figure 2: Conformal mapping.
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pressure head of relationships between the initial support, the
secondary lining, and the grouting circle are expressed as
equations (16), (17), and (18) and shown in Figure 3:

Ht −H1 =
Q

2πk1
ln r

r1
, 16

H1 −H2 =
Q

2πk2
ln r1

r2
, 17

H2 −H3 =
Q

2πk3
ln r2

r3
, 18

where H1, H2, and H3 are the pressure head along the joints
of the grouting circle and initial support circumference, the
initial support and the secondary lining circumference, and
the secondary lining inner circumference, respectively; r1,
r2, and r3 are the radii of the grouting circle, initial support,
and internal of secondary lining, respectively; and k1, k2,
and k3 are the permeability coefficients of the grouting circle,
initial support, and secondary lining, respectively.

According to different phases of construction such as
tunnel excavation and grouting, different distributions of
pressure head can be obtained. When the grouting circle, ini-
tial support, and two linings are completed, the karst water
inflow in the tunnel is

Q = 2π Hw −H3
1/k2 ln r1/r2 + 1/k1 ln r/r1 + 1/k3 ln r2/r3 − 1/k ln R0

19

The pressure head of the circumference of the initial sup-
port and secondary lining joint is as follows:

H2 =H3 +
Hw −H3
k3A

ln r2
r3

20

The pressure head of the circumference of the grouting
circle and initial support joint is as follows:

H1 =H3 +
Hw −H3
k3A

ln r2
r3

+ Hw −H3
k2A

ln r1
r2
, 21

where A = 1/k2 ln r1/r2 + 1/k1 ln r/r1 + 1/k3 ln r2/
r3 − 1/k ln R0.

When the tunnel grouting and initial support are com-
pleted, the karst water inflow in the tunnel is

Q = 2π Hw −H2
1/k2 ln r1/r2 + 1/k1 ln r/r1 − 1/k ln R0

22

The pressure head of the circumference of the grouting
circle and initial support joint is as follows:

H1 =H2 +
Hw −H2 ln r1/r2

ln r1/r2 + k2/k1 ln r/r1 − k2/k ln R0
23

4. Verification and Discussion

Analytical solutions for the karst water inflow and the pres-
sure head are deduced, and thus, it is necessary to verify
them. In the following section, the numerical solution simu-
lated by the finite difference software FLAC3D and the theo-
retical solution deduced by Jiang et al. [17] are compared
with the theoretical solution obtained by the conformal map-
ping method used in this paper.

4.1. Numerical Verification. The main calculation conditions
are shown in Table 1, and the model of 100 × 100m is estab-
lished with FLAC3D. According to the difference of d, the
model is divided into 6 groups, each of which sets up 20

x

y

o

Surrounding rocks

Cavern
Secondary lining
Initial support
Grouting circle

r3

r1
r2

Figure 3: The relationships between each lining structure.
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models according to the difference of r and rw. Then, the
pore water pressure of the tunnel considering gravity and
without considering gravity are obtained, respectively. When
d = 15 m, the karst tunnel model consists of 33456 elements,
as shown in Figure 4.

During the numerical simulation, the pore water pres-
sure was measured at 4 points at the top, bottom, and both
sides of the tunnel after excavation, initial support, and
grouting, respectively. For example, the coordinates of the
monitoring point on the right side of tunnel is (49, 50) and
the node number is 68 in Figure 4. The pore water pressure
considering gravity is 473662Pa when the tunnel is stable,
while the pore water pressure without considering gravity
is 468681Pa. The values of corresponding points can be
obtained in the contour of pore water pressure, as shown
in Figures 5 and 6.

4.2. Theoretical Comparison. According to different phases
of construction such as tunnel excavation and grouting, dif-
ferent distributions of pressure head can be obtained based
on the inversion of complex functions [17]. When tunnel

grouting and initial support are completed, the karst water
inflow in the tunnel is

Q = 2π Hw −H2
1/k2 ln r1/r2 + 1/k1 ln r/r1 + 1/k ln d2 − r2 /rrw

24

The pressure head of the grouting circle and initial sup-
port joint is as follows:

H1 =H2 +
Hw −H2 ln r1/r2

ln r1/r2 + k2/k1 ln r/r1 + k2/k ln d2 − r2 /rrw
25

The solution of conformal mapping, the solution of
inversion transformation, and the numerical solution are
compared under the conditions of Table 1, as shown in
Figure 7. It was found from the comparison of numerical
solution and theoretical solution that when the grouting ring

Table 1: Characteristic data for verification.

Characteristic Value

The pressure head of the cavern Hw 54m

The radius of the tunnel r 7.25m

The radius of the cavern rw 4m

The radius of the grouting circle r1 2.25m

The initial support radius r2 2m

Permeability coefficient of surrounding rocks k 1 5 × 10−6 cm·s-1

Permeability coefficient of grouting circle k1 10-7 cm·s-1

Permeability coefficient of initial support k2 10-8 cm·s-1

Grouting circle r1

Initial support r2

Tunnel r

Boundary Hw

Cavern rw

Surrounding rock

x

y

d

100 m

10
0 

m

(49, 50) gp 68

Figure 4: Finite element model of the circular karst tunnel.
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Figure 5: Contour of pore water pressure considering gravity for
d = 15, r = 7, and rw = 4.
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Figure 6: Contour of pore water pressure without considering
gravity for d = 15, r = 7, and rw = 4.
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and the initial support are completed and the secondary lin-
ing is not yet completed, H1 decreases with the increase of d.
When d = 15 m, H1 for the theoretical solution, inversion
transformation solution, numerical solution considering
gravity, and numerical solution without considering gravity
are 25.78m, 25.88m, 25.67m, and 25.77m, respectively.
Therefore, the analytical method in this paper is suitable for
solving the distribution of seepage field in karst tunnels. In
general, a good agreement between the two methods and
simulations could be obtained from the comparison.

5. Discussion

The equations (13)–(23) indicate that the parameters affect-
ing karst water inflow into the tunnel include the pressure
head of cavern, Hw; the center distance between the tunnel
and the cavern, d; the radii of the cavern, grouting circle
and initial support, rw, r1, and r2, respectively; and the per-
meability coefficients of surrounding rocks, grouting circle,
and initial support, k, k1, and k2, respectively.

5.1. The Effect of Center Distance and Cavern Radius. In this
part, the center distance between the tunnel and the cavern d
varies from 11.5 to 49.5m, while the other parameters remain
the same as those listed in Table 1. Figure 8 indicates that H1
gradually decreases as d increases. Moreover, in the case of
kr = k/k1 = 10, pressure head decreases 3.76m from d = 11 5
m to d = 49 5 m and the values are 2m, 0.61m, and 0.2m,
respectively, in the case of kr = 20, 50, and 100. The slope
becomes smaller as d increases, which means the influence
of d on H1 gradually decreases and tends to be stable. This
demonstrates that the effect of center distance between the
tunnel and the cavern on the pressure head of the grouting
circle is obvious when the distance is short.

Figure 9 illustrates the relationship between karst water
inflow and cavern radius with different d. With the increase
of rw, the karst water inflow gradually increases and the
change rate gradually decreases to a stable state. This means
the effect of the cavern radius on the tunnel water inflow is
obvious when the radius is increasing, and thus, the block
effect of the lining should not be ignored in terms of water
ingress estimate.

5.2. The Effect of the Grouting Circle. Figure 10 illustrates the
relationship between pressure head and tunnel radius with
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different d. As r increases, H1 gradually decreases. Moreover,
in the case of kr = 10, the pressure head decreases by 7.08m
from r = 2 5 m to r = 4 m accounting for 45.5% of the total
reduction which is 15.56m from r = 2 5 m to r = 10 5 m.
And when r = 10 5 m, the reductions of the pressure head
are 22.43m, 26.76m, and 25.03m, respectively, in the case
of kr = 20, 50, and 100. When r = 4 m, the reductions of the
pressure head are 11.74m, 17.27m, and 18.29m accounting
for 52.3%, 64.5%, and 73.1% of the total reduction, respec-
tively. When r > 4 m, the reduction rate of H1 decreases lin-
early and gradually slows down. When r < 4m, the reduction
rate of H1 is faster than that of r > 4 m. Figure 11 illustrates
the relationship between the karst water inflow and perme-
ability coefficient of the grouting circle. With the increase of
kr , the karst water inflow gradually decreases and tends to
be stable. In addition, the curves for different d in Figure 11
gradually overlap, which means the influence of d on Q is
gradually reduced.

5.3. The Effect of Initial Support. Figure 12 illustrates the rela-
tionship between the pressure head and radius of the grout-
ing circle for different d. Increasing r1 means increasing the
thickness of the initial support and reducing the thickness
of the grouting circle. With the increase of r1, H1 gradually
increases, and the curves for different d in Figure 12 almost
coincide, indicating that d has little influence on H1 when
r1 remains unchanged.

As shown in Figure 13, Q increases with increase of k2.
Moreover, in the case of kr = 10, the karst water inflow
increases by 27 6 × 10−6 m2 s-1 from k2 = 2 5 × 10−9 ms-1 to
k2 = 10−7 ms-1 and increases by 16 243 × 10−6 m2 s-1 from
k2 = 2 5 × 10−9 ms-1 to k2 = 2 × 10−8 ms-1, accounting for
58.85% of the total growth. When the other conditions are
kept the same, the change of the initial support permeability

coefficient has an impact on karst water flow at 10-8 magni-
tude, while it has a greater impact at 10-9 magnitude with a
higher cost. On the other hand, for a sealed tunnel, once
the waterproof facilities failed, the karst water inflow would
increase dramatically.

6. Conclusion

This paper derived analytical solutions for the steady-state
karst water inflow and verified the new solution with
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numerical simulation and analytical solution. The conclu-
sions from this study are summarized as follows:

(1) The expression of karst water seepage flow in the
karst tunnel is derived by conformal mapping method
and then verified with numerical simulation via the
software FLAC3D and analytical solution obtained
from the method of inversion transformation

(2) The karst water inflow shows a curve relationship
as the tunnel radius increase and increases as the
lining becomes thinner or the permeability coeffi-
cient of the lining increases. For a sealed tunnel, once
the waterproof facilities failed, the karst water inflow
would increase dramatically. During construction,
we should pay attention to the safety range of the
initial support thickness

(3) When the other parameters remain unchanged, H1
decreases and becomes stable as d increases. When
r > 4 m, the reduction rate of H1 decreases linearly
and gradually slows down. When r < 4 m, the reduc-
tion rate of H1 is faster than that of r > 4 m. When
r = 4 m, the decrease of H1 with the increase of kr
gradually increases. With the increase of r1, H1 grad-
ually increases, and the curves for different d almost
coincide, indicating that d has little influence on H1
when r1 remains unchanged

(4) The model assumed in this paper has some limita-
tions. There is no surface water on the ground, so
the inflow and pressure head of the surface water are
not taken into account in the simplified model. There-
fore, the inflow and pressure head models of seepage

field under the interaction of the surface water and
karst water are required for further research
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During the exploitation of a gas reservoir containing water, the scaling problem is usually affecting the gas production in gas wells.
Although the scale formation that occurs during oil field development is quite different from the aforementioned gas field, the phase
behavior plays a pivotal role in the formation of inorganic scale in gas field development. It is a well-known fact that there is no
device that can directly measure the extent of scaling formation in a high-temperature and high-pressure reservoir. At the same
time, the commonly applied scaling prediction method does not account for the fluid phase state. In this work, the scaling
condition and alteration in controlling parameters in an actual gas reservoir were studied by self-developed high-temperature
and high-pressure formation fluid equipments. From thermodynamics, a new scaling prediction model for the multiphase
equilibrium of gas reservoir fluid is proposed that considers gas, liquid hydrocarbon, formation water, and inorganic salt scale.
For the complexity of the direct solution for a phase equilibrium system with a chemical reaction, a simplified method for
calculating the phase change and chemical equilibrium in a multiphase equilibrium system with chemical reactions is proposed
based on the conservation of materials and the unification of the physical properties of components. The results show that the
predicted value of the model was consistent with the experimental results. The new scaling prediction model considered the
influence of the phase state which can accurately predict the change of the fluid phase state and the amount of inorganic salt
scaling of actual gas reservoir fluids under the condition of multiphase equilibrium. Moreover, the average deviation of the
prediction results is about 3%. The predicted scaling amount of the model without considering the effect of phase change is
significantly lower than that of the experimental results. More specifically, the average deviation is around 30%. With the
decrease of gas reservoir pressure, formation water evaporation intensifies under the influence of the oil and gas phase state,
which leads to the increase of the formation water ion concentration when the influence of the fluid phase change is not
considered. Then, the prediction of the inorganic salt scaling will be significantly lower.

1. Introduction

In the exploration of gas reservoirs containing water, a
scaling problem is usually created which severely affects the
production of gas wells [1, 2]. Due to the change of produc-
tion conditions, such as the chemical reactions in the electro-
lyte solution and phase changing between oil, gas, and water
[3, 4], the scaling formation of gas reservoir fluid is very com-
plicated. Not only will the scaling conditions of inorganic
salts themselves change with the change of temperature and
pressure but also the dissolution, precipitation, and evapora-
tion of oil and gas components will severely affect the scaling

trend of inorganic salts. The current scaling prediction
method includes the saturation index method, thermody-
namic solubility method, saturation coefficient method, and
sulfate compound scaling prediction method. Based on the
principle of a chemical equilibrium of solution, these
methods only consider the change of solubility of acidic gas
with a chemical reaction and do not consider the comprehen-
sive effect of phase change on fluid scaling. Therefore, they
cannot truly reflect the process of inorganic salt scaling of
gas reservoir fluids.

The alteration in temperature and pressure is not the only
factor governing the scaling, but the dissolution and
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precipitation of oil and gas components and the evaporation
of water can also severely influence the inorganic scale for-
mation. Due to the involvement of mass transfer and energy
conversation (Peyghambarzadeh et al. [5]), there are many
factors, such as temperature [6–8], pressure (Fu et al. [9]),
and water composition [10], that affect the scaling in a gas
reservoir. Under this complex scenario, it is a challenge to
accurately predict the extent of scaling. The most common
scaling prediction techniques are the saturation index
method, thermodynamic solubility method, and sulfate
solubility product constant method [11–13]. Therefore, it is
a challenge to predict scaling accurately. Among these
methods, Ryznar and Langelier [14, 15] predicted the scaling
of carbonate by the calculating saturation index. Zhang et al.
[16, 17] predicted the scaling of carbonate by the thermody-
namic solubility method. Bourland predicted [18] the scaling
tendency by calculating the sulfate solubility product con-
stant. In these prediction models, the influence of tempera-
ture and pressure and the composition of the formation
water on scaling were taken into consideration, but the phase
changes were ignored in the models; thus, they cannot truly
reflect the process of the inorganic salt scaling in the gas res-
ervoir fluid. At the same time, it was difficult to measure the
amount of formation fluid scaling under a high-temperature
and high-pressure condition because the experimental
equipment has not yet been developed. It was necessary to
establish a model which takes the phase change into account
to predict the scaling under a high-temperature and
high-pressure condition.

In this research, a set of experimental devices which has
taken the phase change of oil, gas, and water into account
was developed to understand the scaling law of the fluid in

the actual gas reservoir. Based on thermodynamics, a multi-
phase equilibrium scaling prediction model of gas (natural
gas)-liquid (hydrocarbon)-liquid (formation water)-solid
(inorganic salt) was proposed that takes into account the
change of fluid phase state and the reaction of inorganic salt
scaling, and the fluid phase state transformation and scaling
law of the actual gas reservoir were investigated.

2. Experiment Description

2.1. Experimental Equipment and Samples. In this research, a
set of experimental devices was developed that was able to
simultaneously test the phase change of fluid in gas reservoirs
under high-temperature and high-pressure conditions and
the amount of formation water ion and scaling. The sche-
matic diagram of the device is shown in Figure 1. The whole
system included a liquid supply system, sampling unit, PVT
constant temperature and pressure system, separator, fluid
property detection system, formation water ion analyzer,
and temperature and pressure collection control system.
The maximum working pressure of the system was up to
70MPa, and the temperature range was from -50 to 200°C.
The main equipment was a PVT analyzer, conventional
formation water ion analyzer, and relevant physical property
testing devices produced by the Canadian DBR Company.
The pressure and temperature measurement accuracy of the
device were 0.01MPa and 0.1°C, respectively. The PID con-
trol system was used to adjust the temperature and pressure
during the whole experimental process. The temperature
control system used the electric heating system to carry out
heating and temperature control on the PVT test room. 8
heating rods were used to heat the PVT test chamber to
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Figure 1: Scaling test device under the high temperature and pressure.

2 Geofluids



ensure uniform heating. In the heating process, when the
temperature of the test room reached the set temperature of
the experiment, the control system would turn off the power;
when the temperature of the test room dropped by 0.1°C, the
electric heating system would reconnect the power supply
and reheat the test room. The pressure of the PVT test cham-
ber was controlled by piston movement. In the experiment,
the electric motor under the piston would drive the piston
up and down, so as to realize the change of the volume of
the PVT test room and the pressure of the PVT test room.
When the pressure of the PVT test room was higher than
the experimental setting value, the electric motor would pull
the piston down and increase the volume of the PVT test
room, thus reducing the pressure of the test room. When
the pressure reached the experimental set point, the control
system would turn off the power. When the pressure of the
PVT test room was lower than the set value of the experi-
ment, the electric motor would pull the piston upward and
compress the volume of the PVT test room, thus increasing
the pressure of the test room.

The gas, oil, and water samples obtained from the BS8
well in the Qianmiqiao gas reservoir were used in the exper-
iment. The sample composition was shown in Tables 1–3.
The initial formation pressure of the well was 43.57MPa,
the current formation pressure was 11.5Mpa, the forma-
tion temperature was 171.4°C, the production water and
gas ratio was 4.33m3/104m3, and the gas-oil ratio was
11,507m3/m3.

2.2. Experimental Procedures. In the experiment, the forma-
tion fluid was first compounded according to the production
data and pumped to the intermediate container by an auto-
matic pump. Then, the fluid was heated and pressurized
under constant temperature and pressure in a cylinder to
restore the formation conditions. It was then held for 24
hours to ensure that the phase changes of the oil, gas, and
water in the formation fluid and the scaling reaction pro-
ceeded sufficiently and achieved equilibrium. The volume
of natural gas saturated with water at the top of the PVT cyl-
inder and the volume of formation water that the gas dis-
solved were then obtained. Finally, the condensate gas of a
small amount of saturated water at the upper part of the
PVT tube was discharged, and the natural gas and the satu-
rated water content were flashed to the standard condition
and measured. The PVT cylinder was set for half an hour;
then, the formation water of natural gas dissolved in the
lower part was discharged and measured. The ion detection

analyzer was used to measure the concentration of each ion
in the formation water. According to the change of ionic con-
centration and formation water physical property before and
after the experiment, the scaling amount of the formation
fluid was determined.

2.3. Experimental Data Analysis. Beginning from the initial
formation conditions, the high-temperature and
high-pressure phase analysis and scaling test of the BS8 well
fluid were carried out under five pressure and three temper-
ature conditions, respectively. The results of the experiment
are shown in Figures 2–5. It is indicated in Figure 2 that the
content of dissolved gas in formation water (GWR) increased
as the pressure increased under the same temperature. When
the pressure is raised from 5MPa to 20MPa, the content of
dissolved gas ascended dramatically. When the pressure
was over 20MPa, the rise gradually slowed down. Under
the same pressure, the content of dissolved gas went up with
the increase of temperature. When the pressure was 5MPa,
the content difference of dissolved gas was smaller under
the three different temperatures. When the pressure
increased to 20MPa, an obvious difference appeared. When
the pressure went up to 45MPa, the content difference of dis-
solved gas enlarged continuously. However, the content of
saturated water in natural gas (WGR) decreased when the
pressure increased under the same temperature. As demon-
strated in Figure 2, the WGR increased with the rise of the
temperature under the same pressure. With the increase of
pressure, the content difference of saturated water between
different temperatures in natural gas gradually decreased.
From the WGR curve, the WGR curve experienced a dra-
matic decrease from 5MPa to 12MPa, and a huge content
difference appeared when the pressure was 5MPa. When
the pressure was 20MPa, the WGR became stable, and the
content difference decreased greatly compared when the
pressure was 5MPa. The curves of formation water salinity
and concentration of each ion measured under the standard
condition (Figure 3) indicated that with the decrease of
experimental pressure, the salinity of the formation water
increased obviously. The main reason was that the bubble
pressure of the formation was about 11MPa when the tem-
perature was 171.4°C. With the drop of pressure, the water
was vaporized which caused the volume reduction of forma-
tion water. The ions such as Na+, K+, Mg2+, Cl-, and NO3-

also showed the same trend. The experimental data showed
that these ions had the same concentration change ratio. At
high pressure, the changing of the ion content such as Ca2+,
HCO3-, and Sr2+ was similar to Na+, but it decreased sud-
denly and had a trend of decreasing with decreasing pressure
when the pressure decreased further. The content of SO4

2-

increased with the decrease of pressure. The experimental
results demonstrated that some ions participated in the scal-
ing reaction under certain conditions, and inorganic salt
scales were formed in the formation fluid.

Under the experimental condition, the ions such as Na+

and K+ were not involved in the scaling reaction, and the
concentration change was mainly due to the change of water
physical properties caused by high temperature and high
pressure. Taking the concentration of Na+ as a standard,

Table 1: Composition of BS8 formation water.

Ion Content (mg/l) Ion Content (mg/l)

Na+ 2 208 × 103 Cl- 2 753 × 103

K+ 279.7 SO4
2- 269.0

Ca2+ 113.5 HCO3
- 463.6

Mg2+ 9.024 NO3
- 145.5

Sr2+ 17.83 Total 6 256 × 103

pH 6.8 (dimensionless)
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the change of scale ions in formation water before and after
the experiment can be calculated by the test data as follows:

C = C Na+
Ci Na+

× C0 − Cn, 1

where C is the change of the molar concentration of the scale
ions; C Na+ is the current molar concentration of sodium
ions; Ci Na+ is the initial sodium ion molar concentration;
C0 is the initial scale ion molar concentration; and Cn is the
current scale ion molar concentration.

According to the change of ion concentration, the type of
scaling and the amount of scaling of the inorganic salt in the
formation fluid under the standard condition were deter-
mined. The amount of scaling under the experimental condi-
tions was also obtained according to the change of the
volume coefficient and density of the formation water. As
shown in Figure 4, two kinds of inorganic scales, CaCO3
and SrSO4, were generated in the formation water of BS8 in
the experimental condition, while the amount of scales was
zero under the initial formation pressure. When the pressure
was lower than 20MPa, the CaCO3 scale occurred. When the
pressure was lower than 30MPa, the SrSO4 scale appeared.

At present, as the formation pressure was 11.5MPa and
the formation temperature was 117.4°C, more CaCO3 scales
and a small amount of SrSO4 scales appeared in the forma-
tion fluid. In addition, the amount of fouling increased with
the decrease of experimental pressure and increased with
the rise of temperature.

In order to study the influence of fluid phase change on
the scaling of inorganic salts, scaling tests were carried out
under the same conditions using BS8 degassed formation
water. As indicated in Figure 5, it can be concluded that the
inorganic scale was generated in the whole experiment.
Although the amount of inorganic salt scale in degassed for-
mation water also increased with the decrease of pressure and
increased with the rise of the temperature, the change trend
was not obvious compared with the formation fluid. This
was mainly because the oil and gas components in the actual
fluid were more easily dissolved in the formation water under
the conditions of high temperature and high pressure. The
dissolution of the acid gas CO2 promoted the reaction of
CaCO3 to be dissolved, which led to the low scale of the inor-
ganic salt scaling in the formation fluid. However, with the
decrease of pressure, the solubility of the gas components in
water decreased, while the evaporation of water into natural
gas obviously increased.

3. Scaling Prediction Model

3.1. Model Description. The inorganic salt scaling in a gas res-
ervoir was a complex multiphase system consisting of natural
gas, liquid hydrocarbons, formation water, and various solid
inorganic salt scales with chemical reactions. Under equilib-
rium conditions, the system should meet the conditions of
material conservation and thermodynamic equilibrium. The
system consists of N components and P phases, and the
chemical reaction balance and phase equilibrium existed
simultaneously and follow the law of element conservation:

〠
N

i=1
〠
p

j=1
nijωik = bk 2

Only the phase equilibrium exists, and the total molar
conservation of the components is observed.

〠
p

j=1
nij = ntotali 3

Table 2: Composition of BS8 natural gas.

Ion CO2 N2 C1 C2 C3 IC4 NC4 IC5 NC5 C6

Percentage (%) 8.73 0.56 80.22 6.75 2.14 0.57 0.55 0.27 0.19 0.02

Table 3: Composition of BS8 condensate oil.

Ion CO2 N2 C1 C2 C3 IC4 NC4 IC5 NC5 C6 C7+

Percentage (%) 0.77 0.07 5.12 2.52 1.88 3.84 2.6 5.82 4.22 13.58 59.58
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Figure 2: Gas and water dissolved content change curves of BS8
formation fluid.
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For the electrolyte solution with ions, the charge conser-
vation condition should also be satisfied.

〠
N

i=1
niwZi = 0 4

For a given temperature and pressure, the system should
meet the minimum thermodynamic equilibrium condition of
Gibbs free energy.

min G n = 〠
N

i=1
〠
p

j=1
nijμij, 5

where nij is the number of moles of component i in phase j,
ωik is the mole number of the element k in component i; bk
is the total mole number of the element k; Zi is the number
of charges in component i in the solution; niw is the number
of moles of i in the formation water electrolyte solution; and
μij is the chemical energy of component i in phase j.

3.2. Model Analysis. The entire gas reservoir multiphase
system with inorganic salt scaling was divided into two inter-
active processes: the first process is the natural gas and liquid
hydrocarbon phase change between formation water electro-
lyte solutions and the other process is the chemical reaction
of each ion and inorganic salt in formation water. Further
analysis was made on the representation method of the
composition of the multiphase system and the calculation
method of the thermodynamic equilibrium of the two
processes.

3.2.1. Composition RepresentationMethod. In order to clearly
express the composition of the phases in the system, the
material representation method of phase equilibrium was
adopted. Under certain equilibrium conditions,

V + L +W + 〠
nm

j=1
Mj = 1,

Vyi + Lxi +Wwi + 〠
nm

j=1
Mjmi = zi,

6

where V , L,W, andMj are the molar components of natural
gas, liquid hydrocarbon, electrolyte solution, and each solid
inorganic scaling, respectively; yi, xi, wi, andmi are the molar
compositions of component i in gas phase, liquid hydrocar-
bon, aqueous phase, and solid inorganic salt, respectively;
and zi is the molar composition of the components in the
total system under a certain condition.
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Unlike the conventional phase equilibrium problem, the
molar composition of the components in a multiphase sys-
tem may change continuously due to the chemical reaction.
Under different conditions, the total number of moles of
the system and the molar composition of each component
are shown as follows:

Ftotal = Finitial
total + ΔF,

zi =
nitotal
Ftotal

= ninitialitotal + Δni
Finitial
total + ΔF

= Finitial
total ⋅ zinitiali + Δni
Finitial
total + ΔF

,
7

where Ftotal and Finitial
total are the total number of moles of all

components of the system at given equilibrium conditions
and initial conditions; ΔF is the amount of change in the
total moles caused by the chemical reaction; nitotal and
ninitialitotal are the initial number of moles of component i at
the given equilibrium conditions; Δni is the amount of
change in the number of moles of component i; and zi
and zinitiali are the molar compositions of component i in
a given system under given equilibrium conditions and
initial conditions.

3.2.2. Phase Equilibrium. The fugacity of each component in
each phase should be equal when the equilibrium of gas, liq-
uid, and liquid was achieved:

f Vi = f Li = f Wi , 8

where

f Vi = xiϕ
V
i P,

f Li = yiϕ
L
i P,

f Wi =wiri f
0
i

9

In the formula, f Vi , f
L
i , and f Wi are the fugacities of com-

ponent i in the gas phase, liquid hydrocarbon phase, and
water phase, respectively; ϕVi and ϕLi are the fugacity coeffi-
cients of components in the gas phase and liquid hydrocar-
bon phase; f 0i is the standard fugacity of pure component i;
and ri is the activity coefficient of component i in the electro-
lyte solution. Among them, PR state equations can be used to
calculate the related thermodynamic parameters of compo-
nents in gas phase and liquid hydrocarbons; the Pitzer
method is used to solve the activity coefficients and standard
fugacity of components in formation water.

3.2.3. Chemical Equilibrium in Electrolyte Solution. Accord-
ing to the Gibbs free energy minimum principle and the cal-
culation method of the chemical potential of the solution
components, the equilibrium condition in the chemical reac-
tion is as follows:

Nre

i=1
riCi

υi = Ksp, 10

where υi is the stoichiometric number of component i in the
chemical reaction; Ci is the concentration of component i in
the solution; moles/l; and Ksp is the reaction equilibrium
constant.

Ca2+ + SO2−
4 ⇄ CaSO4↓ 11

Ba2+ + SO2−
4 ⇄ BaSO4↓ 12

Sr2+ + SO2−
4 ⇄ SrSO4↓ 13

Ca2+ + 2HCO3
− ⇄ CaCO3↓+H2O + CO2 14

In the field practice, the Oddo-Tomson Saturation Index
was commonly used to obtain the equilibrium conditions for
inorganic salt scaling:

Is = lg CυA
An+ ⋅ CυB

Bm− − lgKsp′ P, T , Si = 0,

−lgKsp′ = a + bT + cT2 + dp − eS1/2i + f Si − gS1/2i T ,
15

where An+ and Bm− are the positive and negative ions in the
inorganic reaction; Ksp′ is a quasiequilibrium constant taking
into the activity coefficient; IS is the saturation index of the
inorganic salt; T is the temperature in °F; P is the pressure
in psi; Si is the solution’s ion intensity in moles/l; and a~g
is a regression coefficient for various salts.

The condition of scaling was judged by the saturation
index of the inorganic salt IS of each inorganic salt in the
solution. When the IS < 0, the solution is undersaturated
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and no scale appeared in the solution; when the IS = 0, the
solution is in a state of saturation but no scaling; when
IS > 0, the solution is in a supersaturated state and the
scale appeared in the solution.

According to the balance of materials and the equilib-
rium conditions, the scaling prediction method considering
multiphase equilibria in electrolyte solution was deduced.
Under equilibrium conditions, the relationship between the
amount of inorganic salt scale and solution ion concentration
is as follows:

C0
SO2−

4
−MCaSO4

−MBaSO4
−MSrSO4

C0
Ca2+ −MCaCO3

−MCaSO4
= KSPCaSO4

′ ,
16

C0
SO2−

4
−MCaSO4

−MBaSO4
−MSrSO4

C0
Sr2+ −MSrSO4

= KSPSrSO4
′ ,

17

C0
SO2−

4
−MCaSO4

−MBaSO4
−MSrSO4

C0
Ba2+ −MBaSO4

= KSPBaSO4
′ ,

18

Csp
HCO−

3

2
⋅ C0

Ca2+ −MCaCO3
−MCaSO4

P ⋅ yCO2
⋅ f gCO2

= KSPCaCO3
′ , 19

Csp
HCO−

3
+ Csp

CO2−
3
+ Csp

CO2
+MCaCO3

= Csp
HCO−

3

+
Csp
HCO−

3

2
⋅ KH ⋅ K2

K1 ⋅ p ⋅ yCO2
⋅ f CO2

+
p ⋅ yCO2

⋅ f CO2

KH
+MCaCO3

= const,

20

whereM is the amount of scale in each inorganic salt solution
in moles/l; Csp represents the concentration of the compo-
nents under equilibrium conditions in moles/l; C0 is the ini-
tial concentration of the components in moles/l; KH is
Henry’s constant of CO2 dissolution; K1 and K2 are the
primary and secondary ionization constants of carbonic
acid; const represents the total initial concentration of
CO3

2-, HCO3
-, and CO2 in the solution in moles/l; and

yCO2
and f CO2

are the molar contents and fugacity of CO2

in the gas phase, respectively. For its formula or equation
of state calculation, this paper uses the PR equation of state
for calculation.

3.3. Model Solution. In this research, the entire gas reservoir
multiphase system with inorganic salt scaling was divided
into two interactive processes: the first process is the nat-
ural gas and liquid hydrocarbon phase change between
formation water electrolyte solutions and the other process
is the chemical reaction of each ion and inorganic salt in
formation water. Except for the H2O and CO2, the other
components have only undergone one change process.
The problem can be simplified greatly if the phase equilib-
rium state equation and the chemical reaction calculation
method are adopted on the basis of the conservation of

material. Meanwhile, the ratio of gas and water in a gas
reservoir was very large, and the molar content of ionic
components in the whole system was relatively small.
The change of the electrolyte solution concentration
caused by the phase state change between gas, oil, and
water has a greater influence on the scaling of inorganic
salt, while the physical property change caused by inor-
ganic salt scaling on the gas, liquid, and liquid phase states
is relatively weaker. Therefore, the phase equilibrium of
gas, liquid, and liquid in the entire multiphase system is
solved firstly, then the chemical equilibrium in the forma-
tion water is calculated under the condition of phase equi-
librium. Finally, the final condition based on the
conservation of materials and the unity of physical proper-
ties is determined. The specific solution steps are as fol-
lows (Figure 6):

Step 1.We input the pressure (P), temperature (T), and the
initial composition zi

0. Assuming that there is no scaling
in the formation water, the Michelsen discriminant
method is used to determine the three-phase stability of
gas, liquid, and liquid. The PR equation is used for flash
calculation to determine the molar composition for each
of phases V0, L0, W0, the composition of the compositions
yi
0, xi

0, wi
0, and the corresponding thermodynamic

parameters.

Step 2. The composition of formation water determined by
flash calculation is used to predict the tendency of inor-
ganic salt scaling. If Is ≤ 0, it means that there is no scaling
in the fluid under the current condition. The calculation
result of Step 1 can describe the composition of the entire
multiphase equilibrium system, and no further calcula-
tion is required. If Is > 0, the solution is in the state of
supersaturation. The following calculations need to be
continued to determine the equilibrium scale of inor-
ganic salts.

Step 3. If the formation water is not in the chemical equilib-
rium state, the initial scale of each inorganic salt and the
composition of formation water are calculated by equations
(11)–(16). If the scale of an inorganic salt accounts for the
molar content of the aqueous solution of the formation, the
molar content of the inorganic scale in the entire multiphase
system is as follows:

Mj′=W0XMj
21

Step 4. After eliminating the inorganic salt scale, the
three-phase flash evaporation was used to determine the
molar content (V′, L′, and W′) of each phase in the new
gas, liquid, liquid three-phase fluid, composition (yi′, xi′, and
wi′), and corresponding thermodynamic parameters.

Step 5. We combine the mole content of each phase in
the gas, liquid, and liquid three-phase fluid calculated
by Step 4 with the inorganic salt scales calculated in
Step 3 to preliminarily determine the gas, liquid, liquid,
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and solid phase contents and the composition of the
entire multiphase system:

V″ = V′ 1 − 〠
nm

j=1
Mj′ ,

L″ = L′ 1 − 〠
nm

j=1
Mj′ ,

W″ =W′ 1 − 〠
nm

j=1
Mj′ ,

Mj″=Mj′,

zi″=V′ 1 − 〠
nm

j=1
Mj′ yi′+ L′ 1 − 〠

nm

j=1
Mj′ xi′

+W′ 1 − 〠
nm

j=1
Mj′ wi′+ 〠

nm

j=1
Mj′mij =V″y′i

+ L″x′i +W″w′i + 〠
nm

j=1
Mj″mij

22
Step 6. We calculate the scaling tendency of the solution
after flashing calculation in Step 4. If the Is of the exist-
ing inorganic salt that has been scaled reached Is = 0
and the Is of the inorganic salt that has not been scaled
reached Is ≤ 0, then the formation water was in a chem-
ical equilibrium state and the entire gas-liquid-liquid-so-
lid system has reached equilibrium, and the calculation
results from Step 4 was the balanced composition of
the multiphase system under the current conditions
and it is not necessary to continue calculation. If Is > 0, it
means that the formation water was still in a state of super-
saturation and the amount of scaling needs to be recalculated.

Input P, T, and zi
0

Predict the tendency of inorganic salt scaling

If Is > 0

Determine the scaling amount and
composition of formation water

If Is′ > 0

Composition of the entire
multiphase equilibrium system

If Is ≤ 0

If Is′ ≤ 0

Determine whether the
inorganic salts exist in scaling 

If Is′ ≤ 0

The multiphase system
has reached balance

Over

Eliminating the inorganic scale, redetermine the
three-phase stability of gas, liquid and liquid and

molar composition of each phase

Determine the three-phase stability of gas, liquid
and liquid and molar composition of each phase

Eliminating the inorganic scale, redetermine
the three-phase stability of gas, liquid and liquid and

molar composition of each phase

Combining the mole content of each phase,
determine phase contents and composition of the

entire multiphase system

Calculating the scaling tendency of the solution
after flashing calculation

Combining the formation
water and inorganic salt scale

Figure 6: Flow chart of gas-liquid-liquid-solid multiphase equilibrium scale prediction.

Table 4: Composition of injection water.

Ion Content (mg/l) Ion Content (mg/l)

Na+ 13400 Cl- 19840

K+ 310 SO4
2- 2470

Ca2+ 620 HCO3
- 132

Mg2+ 15.42 NO3
- 754

Sr2+ 0
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If Is < 0, the amount of inorganic salt that is calculated in Step
3 is too high and needs to be recalculated.

Step 7. We combine the formation water that was still in a
nonchemical equilibrium state with the inorganic salt scale.
Then, the formation water that was still in a nonchemical
equilibrium state is combined with the inorganic salt scale.
Steps 3-6 are then repeated to have the chemical balance of
the formation fluid calculation, and the multiphase flash
calculation of gas, liquid, and liquid until the total system is
balanced.

4. Validation and Application

4.1. Model Validation. The prediction of inorganic salt
scaling in an electrolyte solution is an important part of the
Multiphase Equilibrium Prediction model. The accuracy of
this part is of great significance to the comprehensive

prediction of formation fluid. Based on the data of formation
water and injected water in the Qianmiqiao reservoir, the
scaling of formation water and injected water mixtures is
predicted by using the model established above. After-
wards, the model outcomes were compared with the
experimental data and the predicted values of the
Oddo-Tomson model, respectively. In the simulation, the
pressure and temperature were 10MPa and 171.4°C, respec-
tively, and the composition of formation water is shown in
Table 1. Besides this, the composition of injection water is
shown in Table 4.

By comparing the experimental value of electrolyte solu-
tion scaling, the predicted value was calculated by applying
the Oddo-Tomson model as shown in Table 5. It can be con-
cluded that the predicted values of the Oddo-Tomson model
and the established model were close to the experimental
value with an error of 9.2% and 3.2%, respectively. The
Oddo-Tomson saturation index was a common method to
predict the scale amount in an electrolyte solution. However,
the newmodel had a higher accuracy in predicting electrolyte
scaling, which indicated that it was feasible to predict inor-
ganic salt scaling in an electrolyte solution by using this
model in the Multiphase Equilibrium scaling prediction.

The proposed model for predicting multiphase equilib-
rium fouling and the prediction model of formation water
scaling based on the Oddo-Tomson saturation index were
applied to predict the scale of the fluid in the BS8 well fluid
under experimental conditions, and the predicted results
were compared with the experimental result to verify the reli-
ability of the proposed model. From the results (Table 6), it is
demonstrated that the predictive value of scale in the pro-
posed multiphase equilibrium scaling model was close to
the experimental results, with an average deviation of 3.5%.
In comparison, the prediction results of the model based on
the Oddo-Tomson saturation index was significantly lower
than the experimental values, and the average error was
30%. The reliability of the proposed model was verified.
The advantage of the proposed model was that the phase
change of the reservoir fluid can be described accurately,
which was necessary to predict the amount of scaling in a
gas reservoir. In comparison, the model based on the
Oddo-Tomson saturation index ignored the influence of
phase change on scaling. In the simulation, the compositions
of formation water, natural gas, and condensate oil are shown
in Tables 1–3. When the temperature was 171.4°C, the scale
amount under 5 different pressure values (43.57MPa,
30MPa, 20MPa, 11.5MPa, and 5MPa) was predicted. When
the temperature was 155°C, the scale amount under 4 differ-
ent pressure values (30MPa, 20MPa, 11.5MPa, and 5MPa)
was predicted. When the temperature was 135°C, the scale
amount under 5MPa was predicted.

4.2. Application. The multiphase equilibrium scaling model
was used to predict the inorganic salt scaling and fluid phase
changes in the BS8 wellbore and formation. At present, the
wellhead pressure was 3MPa and the temperature was
60°C. The other production data were described above. The
prediction results are shown in Figures 7–10. As demon-
strated in Figure 7, it could be seen that the pressure of BS8
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decreased continuously from the near-wellbore area, and the
pressure reduction caused the formation water to evaporate
into the natural gas. The closer to the wellbore, the higher
the saturated water content of the natural gas was. According
to the prediction, the saturated water content at the bottom
of the well reached 12%. As indicated in Figure 8, much
CaCO3 and a little of SrSO4 scale were generated in the cur-
rent formation under equilibrium conditions. With the
decrease of the formation pressure, the amount of scale
increased from the formation to the near-wellbore area,
and the total inorganic salt scale at the bottom of the well
reached 133.8mg/l. As indicated in Figure 9, the molar
content of the gas phase and inorganic salt in the forma-
tion fluid increased with the decrease of pressure, and
the molar content of free formation water continuously
decreased. From the prediction of the scaling pressure
and temperature curve of the inorganic salt in the BS8

formation fluid (Figure 10), it indicated that the tempera-
ture of the SrSO4 scaling point was lower than that of
CaCO3 at the same pressure. When the temperature and
pressure curves were above the scaling point, the corre-
sponding inorganic salt scale would be generated in the
fluid. Currently, the SrSO4 scale was formed at the depth
of 2700m in the BS8 well, while the CaCO3 scale was pro-
duced at a well depth of about 3000m. With the decrease
of the wellbore temperature, the amount of inorganic salt
from the bottom to the wellhead continuously decreased.

5. Conclusion

(1) A set of experimental devices for testing the amount
of inorganic salt scales in formation fluids under
high-temperature and high-pressure conditions was
developed. The high-temperature and high-pressure
phase analysis and scaling test of the actual gas reser-
voir fluid in the BS8 well were carried out by the
devices. The experimental results demonstrated that
with the decrease of formation pressure, the dissolved
gas volume of formation water decreased, while the
saturated water content in natural gas increased. In
addition, two kinds of CaCO3 scale and SrSO4
scale were generated in the gas reservoir fluid
under experimental conditions. The amount of
fouling increased with the decrease of pressure
and increased with the increase of temperature.
The change of scaling with the pressure and tem-
perature in the actual gas reservoir is more obvious
than the degassing formation water

(2) A new model for predicting the scale of inorganic
salts in gas-liquid-liquid-solid multiphase equilibria
is established. According to the composition charac-
teristics of gas reservoir fluid, the chemical equilib-
rium calculation of the inorganic salt scaling under
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Figure 9: Phase distribution of BS8 fluid in formation.
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the condition of gas, liquid, and liquid equilibrium is
put forward. The method can simplify the compli-
cated problem of directly solving the phase equilib-
rium system of a chemical reaction

(3) The new multiphase equilibrium scaling model was
proposed which can accurately predict the amount
of inorganic salt scale in the actual gas reservoir fluid.
The prediction results were close to the experimental
data with an average deviation of 3%. In comparison,
the prediction results of models that did not consider
phase changes were significantly lower than the
experimental data, and the average deviation was
about 30%. To accurately predict the amount of
scaling in gas reservoir fluids, it is necessary to con-
sider the changes in the phase state of the fluid

(4) Through the prediction of the scaling in the BS8 well,
much CaCO3 and a little of SrSO4 scale were gener-
ated in the current formation under equilibrium con-
ditions. With the decrease of the formation pressure,
the amount of scale increased from the formation to
the near-wellbore area, and the total inorganic salt
scale at the bottom of the well reached 133.8mg/l

Abbreviation

PVT: Pressure, volume, and temperature relationship.
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The existing erosion models of abrasive gas jet tend to neglect the effects of the rebounding abrasive. To address this shortcoming,
abrasive wear tests were conducted on limestone by using an abrasive gas jet containing different types of particles and with
different standoff distances. The results indicate that erosion pits have the shape of an inverted cone and a hemispherical
bottom. An annular platform above the hemispherical bottom connects the bottom with the side of the pit. The primary cause
of the peculiar pit shape is the flow field geometry of the gas jet with its entrained particles. There is an annular region between
the axis and boundary of the abrasive gas jet, and it contains no abrasive. Particles swirling around the axis form a
hemispherical bottom. After rebounding, the abrasive with the highest velocity enlarges the diameters of both the hemispherical
bottom and erosion pit and induces the formation of an annular platform. The surface features of different areas of the erosion
pit are characterized using a scanning electron microscope (SEM). It can be concluded that the failure modes for different
locations are different. The failure is caused by an impact stress wave of the incident abrasive at the bottom. Plastic deformation
is the primary failure mode induced by rebounding particles at the sides of the hemispherical bottom. The plastic deformation
induced by the incident abrasive and fatigue failure induced by the rebounding abrasive are the primary failure modes on the
annular platform. Fatigue failure induced by rebounding particles is the primary mode at the sides of the erosion pits. The rock
failure mechanism that occurs for particles with different hardness is the same, but the rock damaged by the hard abrasive has a
rougher surface.

1. Introduction

Abrasive gas jets are widely used in surface treatment engi-
neering such as in drilling and lacquer and rust removal from
metals and ceramics [1–3]. In recent years, they have been
introduced in unconventional oil and gas production [4–6].
In particular, the abrasive gas jet can assist in drilling coalbed
methane, can avoid problems that often occur in water
jet-assisted drilling such as borehole collapse, and have broad
application prospects [7, 8]. An important theoretical basis
for the application of an abrasive gas jet is the clarification

of its erosive wear mechanism on a rock. The existing
abrasive-impact rock-breaking mechanisms are classified
into two categories. In one type of mechanism, the focus is
primarily on crack propagation on the surface and inside of
the rock induced by the abrasive impacting the rock [9–12].
The concept of this rock failure mechanism is that when
the abrasive impacts a rock, a stress concentration occurs
on its contact surface, which leads to cracks on the rock sur-
face. A part of the load propagates into the rock in the form of
a stress wave and is superimposed on the crack surface of the
rock, thus resulting in shear failure of the rock. The other
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mechanism focuses on erosive wear. Analyzing the erosion
morphology of a rock surface requires an understanding of
the erosion wear mechanism of the abrasive. Intergranular
brittle fracture and plastic flow are the two main mechanisms
of material failure due to abrasive impact. Intergranular frac-
ture is dominant during vertical impacts. However, both
mechanisms play an equally important role in the case of a
small-incident-angle impact [13–15]. Momber compared
and analyzed the erosion wear characteristics of four types
of rocks: porphyric rhyolite, Portuguese granite, Jurassic
limestone, and argillaceous schist. He concluded that the sur-
faces of porphyric rhyolite and Portuguese granite showed
lateral fractures. Lateral fractures, pileup, and lip formation
were exhibited on the surfaces of Jurassic limestone and argil-
laceous schist. Plastic deformation was found to play a major
role in schist erosion. Moreover, the rock-erosion wear for-
mula considering plastic deformation and lateral cracking
was established [16–20]. Regardless of the mechanism used
for analyzing rock failure, it is necessary to first clarify and
define the impact force of the abrasive. Numerous factors
affect the impact force of an abrasive, such as the jet inci-
dence pressure, erodent mass flow, and standoff distance.
These three factors determine the velocity of an abrasive
when it impacts a rock. However, in addition to the abrasive
speed, the erosion wear of a rock is also related to the abrasive
characteristics, such as its size, hardness, and shape. There-
fore, it is difficult to describe the erosion wear mechanism
of a rock using formulas. The existing erosion wear formulas
only consider the primary erosion and neglect the effect of
secondary erosion induced by rebounding particles. An abra-
sive impacts a rock surface and breaks into smaller abrasives,
which rebound under the reacting force. These rebound
abrasives can cut the rock effectively. Brown et al. believed
that the effect of secondary erosion should not be neglected
in high-angle erosion [21].

Deng et al. showed that there is a significant reduction in
the specific erosion rate for high particle concentrations. This
reduction was considered to be a result of the shielding effect
induced by rebounding particles during particle impacts [22].
Macchini et al. also believed that the cause of shielding is the
increased likelihood of interparticulate collisions, i.e., the
high collision probability between incoming and rebounding

particles that reduces the frequency and the severity of parti-
cle impacts on the target surface [23]. The results of the study
of Nguyen et al. also show that the change in erosion rates
with the particle mass flow has been attributed to rebounding
particles interfering with incident particles, resulting in a
lower erosion rate [24]. In addition to the shielding effect,
the collision frequency of particles when moving inside the
system is another critical factor. It is believed that a strong
interaction often happens at a higher impinging angle as well
as at a higher particle mass flow or higher impinging velocity
[25, 26]. A strong particle-particle interaction can cause a
reduction in energy transfer to the surface, which, in turn,
leads to a reduction in the erosion rate. Both the shielding
effect and particle-particle interaction cause energy and
velocity loss in the particle-surface collision [27]. Erosive
gas jet-assisted drilling is mostly perpendicular erosion.
Therefore, the effects of secondary erosion and rebound
abrasive on the velocity of the incident abrasive and rock ero-
sion cannot be ignored.

In this work, to clarify and define the erosion wear mech-
anism of a rock induced by abrasive gas jet, the erosion wear
characteristics of the rock were analyzed by experiments
along with the effect of the abrasive type. The failure charac-
teristic of the rock surface eroded by abrasive gas jet was
examined via a scanning electron microscope (SEM).

2. Erosion Experiment

2.1. Experimental System. A high-pressure experimental
abrasive gas jet system is used for the experiment. It consists
of a high-pressure air compressor, high-pressure gas cylin-
der, digital pressure gauge, pressure control valve, gate valve,
abrasive tank, and operation box. The high-pressure air com-
pressor has a maximum pressure of 40MPa and maximum
air intake of 2m3/min, whereas the high-pressure gas cylin-
der has a maximum allowable pressure of 40MPa. The sys-
tem devices are connected as shown in Figure 1. The nozzle
used is a Laval nozzle, whose structural parameters are dis-
played in Figure 2. Before the experiment, high-pressure
gas is stored in the high-pressure gas cylinder and the out-
let pressure is adjusted with the pressure-regulating valve.
The inlet pressure ranges between 0 and 40MPa, whereas
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Figure 1: Schematic of connections in the high-pressure gas jet erosion system.
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the outlet pressure ranges between 0 and 25MPa. The
pressure-regulating valve, which has an adjustable outlet
pressure accuracy of 0.1MPa, can accurately control the jet
pressure, thereby ensuring a constant jet pressure during
the experiment to meet the experimental requirements. The
high-pressure gate valve is installed below the abrasive tank
to precisely control the mass flow rate of the abrasive. This
gate is suitable for controlling the flow of the solid particles
under high-pressure conditions. Before the experiment, the
gate valve scale for the mass flows of the different abrasive
is determined by calibration.

2.2. Experimental Parameters. Because numerous factors
affect the erosion effect, e.g., the abrasive diameter, abrasive
shape, and abrasive hardness [28–31], the experimental
parameters of the abrasive and gas jet should be determined
along with the engineering characteristics and technological
status of erosive gas jet-assisted drilling. At present, widely
used abrasives include quartz sand, garnet, brown corundum,
and silicon carbide. From the perspective of hardness, brown
corundum (Mohs hardness: 9) and silicon carbide (Mohs
hardness: 9.5) have a better erosion effect than garnet (Mohs
hardness: 8) and quartz sand (Mohs hardness: 7) but they
have a greater negative effect on the service life of the nozzle
[32–34]. An abrasive has an optimal particle size such that as
the particle size increases, the erosion volume and depth first
increase and then decrease [35, 36]. The maximum pressure
of the existing high-pressure air compressor is up to 90MPa,
but its air inflow is low. Assisted drilling requires a high air
inflow to remove the rock fragments well. An effective
approach to achieve a high air inflow is decreasing the pres-
sure of the air compressor. In the research results of Liu
et al. and Wen et al. [7, 37, 38], the critical pressure for lime-
stone breakage by abrasive gas jet was 15MPa, which was set
as the outlet pressure of the air compressor. The optimal
abrasive size and mass flow were 80 meshes and 16 g/s,

respectively, when the gas pressure was 15MPa. In addition
to the jet and abrasive parameters, the standoff distance is
an important factor affecting the erosion of the rock. The
standoff distance essentially governs the impact velocity of
the abrasive and thereby affects rock erosion. An abrasive is
mainly accelerated in the nozzle and potential core of a free
jet. The velocity of an abrasive increases continually in the
potential core of the free jet section of a gas jet until a force,
such as the drag force, virtual mass force, and pressure gradi-
ent force, cannot make the abrasive accelerate further. The
standoff distance determines the acceleration length of the
abrasive. At the optimal standoff distance, the abrasive can
accelerate to the maximum velocity. Typically, if the standoff
distance is optimal, the efficiency of rock breakage is the
highest. However, this is impossible in engineering applica-
tions. The standoff distance depends on the length of the
potential core; however, its length is not greater than the
length of the potential core. In addition, the length of the
potential core increases with the increase in the gas jet pres-
sure. Therefore, it can be understood that the standoff dis-
tance indirectly depends on the gas pressure. The present
research shows that the abrasive velocity reaches the maxi-
mum at a standoff distance of 100mm when the jet pressure
is 15MPa and the mass flow of the abrasive is 16 g/s. How-
ever, it is difficult to maintain the standoff distance optimally
and invariantly during operation. Consequently, the erosion
wear characteristics of the rock need to be analyzed at differ-
ent standoff distances. The experimental parameters are
listed in Table 1.

2.3. Experimental Phenomena. Because many researchers
have performed numerous interesting and relevant studies
on the effect of the abrasive and gas jet parameters on the ero-
sion wear depth and volume, these parameters are not ana-
lyzed in this study. This paper focuses on the failure models
of a rock eroded by abrasive gas jets and the mechanisms of

6.00 mm 11.40 mm

19.40mm

14
.0

0 
m

m

2.
00

 m
m

4.
10

 m
m

4.
00

 m
m

Figure 2: Nozzle structure parameters.

Table 1: Experimental parameters.

Pressure (MPa) Abrasive Abrasive mesh
Abrasive mass
flow (g/s)

Standoff
distance (mm)

15 Quartz sand/garnet/brown aluminum oxide/silicon carbide 80 16 100

15 Quartz sand/garnet/brown aluminum oxide/silicon carbide 80 16 120

15 Quartz sand/garnet/brown aluminum oxide/silicon carbide 80 16 150

15 Quartz sand/garnet/brown aluminum oxide/silicon carbide 80 16 200
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the different failure models of the rock. The erosion charac-
teristic of the rock sample reveals the occurrence of an inter-
esting phenomenon in the erosion pits of the selected four
types of abrasive at any standoff distance. Taking as an exam-
ple a rock sample eroded by garnet abrasive to introduce this
phenomenon shows that, generally, the erosion pit has an
irregular conical shape. However, the shape of the bottom
of the erosion pit is completely different from that obtained
with a water jet or other jets. The bottom of the erosion pit
is hemispherical. There is an annular platform above the
hemispherical bottom that connects the bottom and side of
the erosion pit, as shown in Figure 3. Figure 4 presents the
shape of the erosion pit at different standoff distances.

The shape of the erosion pit is basically the same at differ-
ent standoff distances. The upper part of the erosion pit has
an inverted conical shape. An annular platform and a hemi-
spherical bottom are located below the inverted conical
shape. When the standoff distance is short, the diameter of
the mouth of the erosion pit is short and the erosion pit is
deep. With the increase in the standoff distance, the diameter
of the mouth of the erosion pit increases and the depth
decreases.When the standoff distance is 100mm, the diameter
of the mouth is 34.5mm and the erosion depth is 34.34mm.
When the standoff distance is increased to 200mm, the
diameter of the mouth is 55.8mm and the erosion depth is
25.4mm. The width of the annular platform increases with
the standoff distance. The width of the annular platform at
the four standoff distances is 1.36mm, 5.24mm, 8.78mm,
and 10.5mm, respectively. The depth of the hemispherical
bottom is 6mm, 7mm, 8mm, and 6.2mm, respectively, and
the erosion is the deepest at the standoff distance of 150mm.

2.4. Analysis of Experimental Phenomenon. The distinct
shape of the erosion pit of an abrasive gas jet is induced by
the combination of the erosion of an incident abrasive and
its rebound abrasive. If a rebound abrasive does not erode a
rock surface, the shape of the erosion pit will be consistent
with the sectional shape of the gas jet, as shown in
Figure 5(a). After the erosion of a rock, the impact energy
divides the abrasive into smaller pieces, which causes them
to rebound with high velocity. A rebound abrasive continu-
ally erodes the wall of the erosion pit, increasing the pit’s
diameter, as shown in Figure 5(b). Therefore, the shape of
the erosion pit depends on the gas jet shape and rebound
abrasive. To clarify and define the effect of the gas jet and
rebound abrasive on the shape of the erosion pit, the flow
field structure of the gas jet and characteristics of the motion
of the abrasive were numerically simulated in Fluent.

2.4.1. Numerical Simulation Model. The numerical simula-
tion geometric model as designed based on the erosion
parameters, such as the erosion pit parameters and nozzle
parameter, and at a standoff distance of 100mm is depicted
in Figure 6. A structured grid is used for mesh division and
the mesh number is 23160 based on the mesh sensitivity
analysis. The inlet and outlet boundaries are the pressure
inlet and outlet, respectively, and the wall surface is a nonslip
wall. The inlet pressure is the same with the experiment pres-
sure. The boundary condition of the erosion pit is a reflection
wall. The discrete-phase reflection coefficient is used to rep-
resent the change in momentum after particle impact, which
is calculated by a polynomial in terms of impacting angle. All
the inlet temperatures are 300K and outlet pressures are
0.1MPa; the garnet abrasive is 3500 kg/m3 and its diameter
is 180μm. The initial velocity of the abrasive depends on
the gas jet velocity. The gas and solid phases are calculated
based on a continuous-phase model and a discrete-phase
model (DPM), respectively. After the gas phase becomes con-
vergent and stable, the DPM starts to calculate the parame-
ters of the abrasive, such as the velocity and spatial location.

In this study, for the gas phase, the RNG k – ε tur-
bulence model can simulate, among other properties, the
high-Reynolds number flow of the jets. The gas is assumed
to be an ideal gas. The governing equations for the RNG
k – ε turbulence model are [39]

∂ ρk
∂t

+ ∂ ρkui
∂xi

= ∂
∂xj

αkμeff
∂k
∂xj

+Gk + Gb

− ρε − YM + Sk,

∂ ρε

∂t
+ ∂ ρεui

∂xi
= ∂
∂xj

αεμeff
∂ε
∂xj

+ C1ε
ε

k
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− C2ερ
ε2

k
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k2

ε
,

Gb = φgi
μt
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∂uj
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,
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3 1 − η/η0
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k
,
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2

Annular platform

Hemispherical bottom

Irregular inverted cone section

Figure 3: Schematic of the erosion pit.
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ρ is density; k is turbulent kinetic energy; ε is the dis-
sipation rate of k; t is time; xi are the Cartesian coordi-
nates; ui and uj are velocity components along i and j,
which are subscripts of tensors instead of tensors; μ is
gas viscosity; μt is eddy viscosity; Gk is the generation
term of the turbulent kinetic energy k resulting from the
mean velocity gradient; Gb is the generation term of the
turbulent kinetic energy owing to buoyancy; YM is the
contribution of the fluctuating dilatation in compressible
turbulence to the overall dissipation rate; αk and αε are
the reciprocals of the effective Prandtl numbers for turbu-
lent kinetic energy and dissipation rate, respectively; Prt is
the turbulence Prandtl number; C1ε, C2ε, and C3ε are
empirical constants; gi is the component of gravitational
acceleration in the i direction; φ is the thermal expansion
coefficient; and a is the acoustic velocity, S is the modulus

of the mean rate-of-strain tensor, Cμ and η0 are both con-
stants, and Sk and Sε are user-defined source terms.

The DPM is introduced in the solid-fluid flow to simplify
the simulation of the motion in the particle phase. The DPM
can be used to calculate the trajectories of a portion of the
particles in the discrete phase; nevertheless, a simulation of
the particle motion with a universal application value can
be performed. The motion of the coal particles is defined by
the Lagrangian multiphase flow model. The pressure and
drag forces on the particles are calculated in a Lagrangian
framework. The velocity distribution of the particles can be
evaluated by the force balance on the particle. The governing
equation is as follows [40–42]:

mp

d u p

dt
= F D + F G + F B + F L + F VM + F B + F P, 3

10mm

(a) 100mm

10mm

(b) 120mm

10mm

(c) 150mm

10mm

(d) 200mm

Figure 4: Features of the erosion pit at various standoff distances.
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Figure 5: Schematic of the erosion pit feature: (a) is a hypothetical erosion pit feature without considering the rebound abrasive and (b) is a
real erosion pit feature considering the reflection abrasive.
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where mp is the particle mass, u p is particle velocity, F D is

drag force vector, F G is gravity force vector, F B is Magus

buoyancy force vector, F L is lift force vector, F VM is virtual

mass force vector, and F P is pressure gradient force vector.

FD =
3μmCD Rep

4d2pρp
u f − u p , 4

where uf is the velocity of the fluid, ρp is the density of
the particle, dp is the diameter of the particle, μm is
dynamic viscosity, CD is the drag coefficient, and Rep is the
relative Reynolds number.

F G + F B =
ρp − ρ

ρp
g · e , 5

where e is a unit vector.

F VM = CVM
ρ

ρp

d
dt

u f − u p , 6

where CVM is the virtual mass coefficient.

F L = CL
ρ

ρp
u f − u p × ∇ × u , 7

where CL is the lift coefficient.

F B =
3
2 d

2
p πρμm

t

t0

d/dτ u f − u p

t − τ
dτ, 8

where τ is the time variable.

F P = −Vp∇P, 9

where Vp is the particle volume.
The solid-phase angular momentum equation is

I
d ω
dt

= T , 10

where I is the moment of inertia, ω is particle angular veloc-

ity, and T is torque.

2.4.2. Analysis of Numerical Simulation Results.When the gas
flows through the nozzle, the static pressure decreases gradu-
ally, which leads to the increasing of gas velocity. Because the
gas velocity is less than the velocity of sound at the entrance
of the nozzle, the gas accelerates in the convergent section of
the nozzle. When the gas flows into the throat section, the gas

accelerates in the first 1mm. Then the acceleration is inap-
parent in the middle section of the throat, because the static
pressure is barely changed and velocity is approximately
equal to sound velocity, as shown in Figures 7(a) and 7(c).
When a gas jet is ejected from a nozzle, the jet pressure
decreases and the velocity increases. The gas jet compresses
the surrounding air to form an expansion wave. When the
static pressure of the gas jet is equal to the boundary pressure,
the expansion wave reflects and superposes to form a com-
pression wave. The expansion and compression waves alter-
nately develop forward to form a free jet section, as shown in
Figures 7(b) and 7(d). The pressure and density of the expan-
sion and compression waves are not uniformly distributed,
which induces the uneven distribution of the abrasive in the
gas jet. The abrasive velocity at the axis of the jet reaches
the maximum value of 290m/s, which is higher than the
velocity at the boundary of the gas jet. However, abrasives
with high velocity are obviously fewer at the boundary. The
primary interesting feature of the flow field structure of the
abrasive gas jets is the presence of an annular region without
an abrasive between the axis and boundary, as shown in
Figure 8(a). When the abrasive gas jets reach the rock surface,
the jet radius Rj is smaller than the radius Rp of the mouth of
the erosion pit. Therefore, this verifies that the rebound abra-
sive mainly results in an increase in the diameter of the ero-
sion pit. As presented in Figure 8(b), the rebound abrasive
collides with the incident abrasive after impacting the rock,
which reduces the velocity of the incident abrasive. In addi-
tion, with the increase in the number of rebound abrasives,
the velocity of the incident abrasive continuously decreases,
as shown in Figure 8(c).

The rebound of an abrasive significantly affects the shape
of the erosion pit and distribution of the abrasive velocity.
Therefore, the effect of the rebound abrasive cannot be
ignored in the analysis of the erosion pit shape. When an
abrasive exactly reaches the rock surface, in the absence of
the effect of the rebound abrasive, the abrasive velocity at
the axis of the jet is high. The abrasive applies an impact force
on the rock surface, which is transmitted into the rock in the
form of stress waves, including longitudinal, transverse, and
Rayleigh waves. The longitudinal and transverse waves prop-
agate in the rock, whereas the Rayleigh wave propagates on
the rock surface. The longitudinal wave propagates within
the solid in a compression-tension manner, which will gener-
ate a radial tensile stress when the wave front rapidly expands
forward [11]. However, the abrasive motion in the transverse
wave is perpendicular to the propagation direction, which
can generate a shear stress and circumferential tensile stress
in the rock [43]. The Rayleigh surface wave, with vertical
and horizontal components, will accordingly induce tensile
and shear stresses. The tensile and shear stresses generated
by the abrasive impact may account for the initiation and
extension of the cracks in the rock. Moreover, the interfer-
ence and reflection of the different waves will result in the
reinforcement of the stress wave, which is conducive to the
generation of cracks [44].

When more abrasives simultaneously impact the rock
surface, the cracks formed by the impact of each abrasive
intersect with each other, which leads to rock damage.
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Because the stress wave propagates in the rock in the form of
spherical waves [45], the initial shape of the erosion pit rock
surface is sphere like. After impacting the rock, the abrasive
begins to rebound because of the reactive force. The abrasive
is vertically incident, and the rebound angle is large. How-
ever, under the obstruction of an incident abrasive, the
rebound abrasive moves along the bottom surface of the ero-
sion pit (Figure 9(a)), secondarily erodes the surface of the
erosion pit, and increases the diameter of the hemispherical
bottom. With the increase in the number of rebound abra-
sives and depth of the erosion pit, the rebound abrasive not
only erodes the side of the hemispherical bottom but also
moves along the side of the erosion pit, eroding it and
increasing its diameter (Figure 9(b)). Because of the presence
of the annular region in the abrasive gas jets without an abra-
sive, the rebound abrasive tends to move toward the annular
region (Figure 9(c)). The rebound abrasive in the annular
region erodes the side of the erosion pit and promotes the
formation of the annular platform, which connects the ero-
sion pits between the bottom and side. Moreover, the volume
and diameter of the erosion pit continuously increase. With
the increase in the rebound abrasive and erosion time, the
former affects the velocity of the incident abrasive more sig-
nificantly. Only a small part of the incident abrasive can
maintain a high velocity, continuously form cracks in the

rock, and increase the diameter of the hemispherical bottom.
The rebound abrasive not only affects the velocity of the inci-
dent abrasive but also leads to the randomized direction of
the abrasive velocity at the bottom of the erosion pit. Only
a part of the high-velocity abrasive can continue to be per-
pendicular to the direction of incidence and erode the ero-
sion pit. This implies that although the rebound abrasive
plays an important role in increasing the volume and diame-
ter of the erosion pit, they have an adverse effect on the
increase in the depth of the erosion pit.

The incident and rebound abrasives jointly affect rock
erosion. The incident abrasive of the jet axis can form a
spherical stress wave, which leads to the formation of a hemi-
spherical bottom at the base of the erosion pit. The rebound
abrasive increases the diameter of the hemispherical bottom
and form an annular platform by combining the effect of
the annular region of the abrasive gas jets. The annular plat-
form connects the hemispherical bottom and side of the ero-
sion pit; however, there is a clear boundary. The rebound
abrasive that moves along the wall of the erosion pit increases
its diameter.

The flow field structure of the abrasive gas jets, and the
characteristics of the abrasive movement are the main rea-
sons for the characteristics of the erosion pit. In the erosion
process, some regions are eroded by the combination of the
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Figure 7: The static pressure and velocity of the gas jet.
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incident and rebound abrasives, whereas other regions are
eroded separately by an incident abrasive or rebound abra-
sive. There is no strict distinction between an incident abra-
sive and a rebound abrasive for abrasive erosion, and some
studies have even neglected the role of the rebound abra-
sive. From the above analysis, it can be seen that rebound
abrasives play an important role in rock erosion. Therefore,
it is necessary to analyze the erosion mechanism of the
rebound abrasive.

3. Rock Erosion Mechanism

3.1. Erosion Mechanism. To clarify and define the erosion
mechanism of the abrasive gas jets, the erosive rock was
scanned by a SEM manufactured by the Field Electron and
Ion Company. The model is FEI quanta 250FEGG, with a
resolution of 2.5 nm and voltage of 10 kV. Considering as
an example the rock eroded by a garnet abrasive, the base
and side of the hemispherical bottom, annular platform,
and erosion pit side were scanned based on the different
erosion regions of the incident and rebound abrasives,
respectively (Figure 10).

The result of the SEM of the limestone eroded by garnet is
displayed in Figure 10. As shown in Figures 11(a)–11(d), the
failure characteristics of the rocks are different in various
parts of the erosion pit. Fractures (denoted as “F”) and lip
formation (denoted as “P”) occur on the surface at the base
of the hemispherical bottom, as shown in Figure 11(a) and
the part marked with “△” in Figure 11(b). The fractures,
which are distributed irregularly, partly connect to a larger
fracture that transmits through the rock surface. The area

of the rock surface without a fracture appears clearly as a
discontinuous lip formation. Thus, the area without the frac-
ture or lip formation of the rock surface is the original sur-
face that is not eroded by the abrasive. In addition, there is
no residual abrasive at the base of the hemispherical bottom.
The results of the SEM and numerical simulation of the
abrasive motion characteristics can reveal the mechanism
of rock erosion by abrasive gas jets. It is known from the
results of the previous section that only a part of the
high-velocity abrasive impacts the rock surface because of
the shield effect of the rebound abrasive. The impact force
of a high-speed abrasive can cause a brittle rupture of the
rock, inducing a fracture on the surface and inside the rock
[46]. The fractures formed by the adjacent abrasive connect
to each other to form through the fracture, which strips one
part of the rock mass from the surface and forms rock frag-
ments. The impact force of a low-velocity abrasive is too
small to cause a brittle fracture but is sufficiently large to
press the abrasive into the rock surface and induce plastic
flow of the rock. This leads to the formation of pits and
flanges, namely, lip formation. When the second abrasive
presses into the pit and surrounding flanges, the plastic flow
will occur again. Such repeated plastic deformation and
work hardening finally cause the rock to gradually harden
and drop off brittlely [20]. The number of fractures is obvi-
ously larger than that of lip formations, and there is no
residual abrasive at the base. It can be identified that the rock
mass is peeled off after the fractures are being transmitted
through the rock. Therefore, the stress wave formed by the
impact force is the main reason for the rock failure at the
base of the hemispherical bottom.

Rj
Rp

2.61e + 02 2.90e + 022.18e + 021.74e + 021.31e + 028.71e + 014.36e + 010.00e + 00

(a) The abrasive just reaches the rock surface

2.89e + 022.60e + 022.17e + 021.73e + 021.30e + 028.67e + 014.33e + 010.00e + 00

(b) The abrasive at the axis begins to rebound after eroding the rock

Erosion pit bottom

2.85e + 022.57e + 022.14e + 021.71e + 021.28e + 028.56e + 014.28e + 010.00e + 00

(c) The complete process of the formation of the erosion pit

Figure 8: Flow field structure and velocity distribution of the abrasive gas jets during erosion of the rock.
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Figure 9: Abrasive distribution and motion direction of the abrasive during rock erosion by the abrasive gas jets.
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The failure characteristics of the side of the hemispherical
bottom are obviously different from those at the base (in
Figure 11(b), the triangle mark section is the base of the
hemispherical bottom). From the comparison, it can be
found that the failure of the side of the hemispherical bottom
is mainly characterized by lip formation and there is a resid-
ual abrasive (marked with “○” in Figure 11(b)). The results of
the numerical simulation exhibit that the side of the hemi-
spherical bottom is mainly eroded by the rebound abrasive.
The diameter of the rebound abrasive decreases because of
the breakage of the incident abrasive after impact with the
rock. The velocity of the rebound abrasive decreases because
of the blockage of the incident abrasive. Therefore, the
impact force of the abrasive applied on the side of the hemi-
spherical bottom cannot lead to brittle rupture of the rock; it
instead causes plastic deformation. The angle of embedding
of the residual abrasive shows that the impact angle of the
abrasive is large, similar to the result of Figures 9(b) and
9(c). Therefore, the rebound abrasive only leads to lip forma-
tion on the side of the hemispherical bottom.

Figure 11(c) is the SEM image of the annular platform of
the erosion pit; the area marked with “□” is the boundary
between the annular platform (upper section) and the side
of the hemispherical bottom (lower section). The failure
characteristics of the annular platform are similar to those
of the side of the hemispherical bottom. Lip formation is
the main failure characteristic of the annular platform, i.e.,
the rock of the annular platform fails primarily with the char-
acteristic of plastic deformation. In addition, there are lateral
cracking (denoted as “L”) and residual abrasives but the
residual abrasives are embedded at a shallow depth. Accord-
ing to the results of the numerical simulation, the rebound
abrasive purely and simply erodes the annular platform.
The failure mechanism of the rock is different owing to the
different erosion angles of the rebound abrasive. When the
erosion angle of the abrasive is large, the abrasive can pro-
duce lip formation on the rock surface. When the erosion
angle of the abrasive is small (almost parallel to the rock sur-
face), the abrasive will roll easily on the rock surface and will
not effectively erode the wear rock. However, some abrasive
can erode the rock and form flake-like lateral cracking when
their angle is between those abrasives that can cause lip for-
mation and rolling. When the abrasive moves to the annular

platform, the velocity is lower than that at the hemispherical
bottom. The normal stress of the impact force of the abrasive
is lower than the yield limit of the rock, which cannot cause
plastic deformation of the rock. However, the impact fre-
quency of the abrasive is higher, which is equivalent to apply-
ing cyclic stress on the rock. If a rock only undergoes elastic
deformation, there would be no damage but the rock surface
will be hardened [47]. When the cyclic stress is further
applied, a hardened slip plastic deformation layer and crack
appear on the rock surface and the crack is parallel to the
movement direction of the abrasive. This is consistent with
the delamination theory proposed by Suh et al. [48].

The velocity of the rebound abrasive continuously
decreases with its upward motion. Instead of plastic defor-
mation, flake-like lateral cracks are formed on the rock
surface (as shown in Figure 11(d)). The main failure form
of the side of the erosion pit is fatigue damage caused by
the cyclic stress of the rebound abrasive, which is consistent
with the research results of Momber [19, 20] and Verhoef
[49]. However, they failed to specify whether the erosion
was of the incident or rebound abrasive.

From the above analysis, it can be concluded that the
incident and rebound abrasives jointly erode the rock. How-
ever, they erode different parts separately and their erosion
mechanisms are also different. At the base of the hemi-
spherical bottom, the impact stress wave of the incident
abrasive causes the expansion and connection of the frac-
ture on the rock surface and inside the rock, which leads
to rock failure. At the side of the hemispherical bottom,
plastic deformation is the main failure characteristic and is
induced by the rebound abrasive with a large impact angle.
At the annular platform, in addition to the rock failure
caused by the plastic deformation induced by the incident
abrasive erosion, there is also fatigue failure caused by the
rebound abrasive with a low impact angle. At the side of
the erosion pit, fatigue failure is the main characteristic,
which is induced by the rebound abrasive.

3.2. Influence of Abrasive Hardness on Erosion Failure.
The other eroded rock samples were scanned by the SEM
with the same method, and the scanning results are shown
in Figure 12. Figures 12(a) and 12(b) are the quartz
sand-eroded images of the side and bottom, respectively,
of the erosion pit. Figures 12(c) and 12(d) are brown alumi-
num oxide-eroded images of the side and bottom, respec-
tively, of the erosion pit. Figures 12(e) and 12(f) are the
silicon carbide-eroded images of the side and bottom, respec-
tively, of the erosion pit. By comparing and analyzing the
erosion images of the side and bottom of the erosion pit, it
can be concluded that lateral cracking is the main failure of
the side of the type of erosion pits but the roughness of the
surface is different. The surfaces eroded by brown corundum
and silicon carbide are obviously rougher than those eroded
by quartz sand. The roughness of the rock surface eroded
by silicon carbide is greater than that by brown corundum.
There is an intergranular fracture due to fatigue stress on
the sides of the erosion pits eroded by the brown corundum
and silicon carbide, and the fracture surface is smooth. This
indicates that the erosion wear mechanism of the side of

A

B

C

D

Figure 10: Position of scanning electron microscope. (A) Base of
the hemispherical bottom. (B) The side of the hemispherical
bottom. (C) Annular platform of the erosion pit. (D) The side of
the erosion pit.
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the erosion pit is not related to the abrasive hardness but is
only relevant to the direction of the force of the abrasive.
The wear mechanism of the side of the erosion pit is the
fatigue failure caused by the shear force of the rebound abra-
sive with a low incidence angle. The abrasive with a higher
hardness is more difficult to destroy, and the energy dissipa-
tion on the new surface of the abrasive is small. Therefore, the
energy conversion rate of a harder abrasive is higher. Thus,
when the energy of the incident abrasive is the same, the force
of the harder abrasive on the rock is greater, resulting in a
larger range of elastic deformation of the rock. When fatigue
failure occurs, the diameter of the peeling rock is larger, leav-
ing a rough erosion surface.

The rock failure at the base of the hemispherical bottom
of the three erosion pits is the same as that of the erosion
pit eroded by garnet, and the fracture is the main failure char-
acteristic. In addition, lip formation occurs due to the plastic
deformation on the rock surface. As is the difference in the
side of the erosion pit, the rock surfaces of the base of the
hemispherical bottom eroded by brown corundum and sili-
con carbide have greater roughness. The incident and
rebound abrasives jointly erode the rock of the base of the
hemispherical bottom. In addition, the impact velocity and
impact angle are both large, which leads to the formation of
a fracture on the surface and inside the rock. The hard abra-
sive has a higher rebound velocity. The influence area and
fragment size of the peeling rock are larger. Therefore, the
rock surface is rougher.

From the comparative analysis, it can be concluded that
the abrasive hardness has no effect on the erosion wear mech-
anism of the abrasive but it can affect the roughness of the
rock surface. Therefore, under the same incident condition,
the abrasive with higher hardness has a greater damage range
and erosion depth. This also demonstrates that a hard abra-
sive has a high erosion efficiency.

4. Conclusions

In this work, rebound particles of the abrasive gas jet are ver-
ified to play an important role in the formation of erosion
pits. It induces an irregular inverted cone-shaped erosion
pit, whereas the bottom of the erosion pit is hemispherical.
Besides the rebound particles, the flow field of the gas jet is
another primary factor that leads to the formation of an ero-
sion pit. The annular region without an abrasive between the
axis and boundary of the jet affects the flow direction of
rebound particles, which leads to the formation of an annular
platform lying above the hemispherical bottom and under
the side of the erosion pit. The erosion wear mechanism of
the rock is different in different areas of erosion, because of
the involvement of the rebound particles. At the base of the
hemispherical bottom, the impact stress wave of the incident
abrasive causes rock failure. The rebound abrasive is barely
involved in this area. As more and more rebound particles
participate in rock erosion, the mechanism of rock erosion
is from plastic deformation to fatigue failure. Such as at the

(a) (b)

(c) (d)

Figure 11: SEM images of the eroded limestone section.
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annular platform, the rock failure is caused by plastic
deformation and fatigue failure also occurs; at the side of
the erosion pit, the fatigue failure is the main characteris-
tic. Abrasive hardness has no effect on the erosion wear
mechanism of the rock. However, hard abrasives are more
destructive and can induce a greater erosion depth and
rougher surface.
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Figure 12: SEM images of the side and bottom of the erosion pit.
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Fluid flow and fluid-rock interaction mainly take place in fracture network, consequently resulting in deformation and permeability
variation of rock and deterioration of the wellbore performance. Mechanical-reactive flow coupling creep tests are performed on
cracked granite under various confining pressures and acid and alkaline solution flows. The testing results show that the
confining pressure and solution pH significantly influence the creep deformation, creep strain rate, and permeability. A primary
creep stage and secondary creep stage are observed in all creep tests in this study; notably, the sample under a confining
pressure of 10MPa and acid solution injection undergoes creep failure for over 2700 hours. The acid solution has a more
obvious influence on the creep behavior than that of the alkaline solution. With an increase in confining pressure, the total
creep strain and creep strain rate in the samples gradually decrease during the injection of either solution. The permeability of
the samples injected with either solution gradually deceases during the testing process, and this deceasing rate increases with the
confining pressure. The scanning electron microscopy observations on the crack surfaces after the creep tests show that the
surfaces of the fractures injected with the acid solution are smooth due to the dissolution of the matrix, while those injected with
the alkaline solution include voids due to the dissolution of quartz. These experimental results could improve the understanding
of the long-term transport and mechanical behaviors of wellbore.

1. Introduction

Rock reservoir in subsurface energy resources is under triax-
ial stress condition, and hydraulic fracking is used to generate
fluid transport path for the production of hydrocarbon and
geothermal energy [1]. Recent studies suggest that some
additives or supercritical CO2 could be used in enhanced geo-
thermal systems to improve energy extraction [1, 2]. The
reactive ions in the fluid could cause fluid-rock interaction
in rock materials [3–5]. In the long-term service period of
wellbore, the rock formation is required to not only have
enough bearing capacity in the early stage but also, and more
importantly, meet the long-term deformation limitation as
its performance deteriorates due to the coupling effect of tri-
axial stress and fluid-rock interaction. Previous studies [2, 6]
indicated that the fluid-rock interactions have a strong

influence on the physical and mechanical properties (e.g.,
elastic modulus, strength, and permeability) of the rock.
Under long-term conditions, the application of stress may
aggravate the influences chemical erosion [5, 7–10]. This
phenomenon may cause the excessive rock deformation,
result in instability of wellbore wall, and decrease the produc-
tion. Therefore, it is highly needed to investigate the coupling
effect of triaxial stress and fluid-rock interaction.

Some scholars carried out experimental studies on the
triaxial mechanical behavior of granite after chemical erosion
[11–14]. The effects of chemical solutions with different pH
values on the strength and deformation of granite were dis-
cussed, and the corrosion mechanism of granite by chemical
solution was also analyzed. Zhang et al. [15] carried out a tri-
axial compression test of granite treated by heating and rapid
cooling. The experimental result showed that the granite
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strength tended todecreasewith the increase in treatment tem-
perature. Chen et al., Polak et al., and Wang et al. [16–18]
carried out experimental studies on the effect of mechanical-
hydraulic-chemical coupling on permeability and revealed
the evolution of permeability with testing time.A considerable
research effort has beenmade to investigate the effect of chem-
ical corrosion and mechanical loading on other porous mate-
rials [11, 12, 14, 19–23] The coupling conditions, e.g., stress
level, solutionpH, and rockmineral compositions, have agreat
impact on the mechanical and transport properties of rocks.
Several constitutive models were proposed to describe the
mechanical response and transport evolutions of a cement-
basedmaterial subjected tomechanical-reactive flow coupling
[24].Mechanical damage induced by applied stress and chem-
ical damage induced by chemical erosion were defined inde-
pendently. The evolutions of the creep rate and chemical
deterioration of materials were analyzed.

The previous investigations mainly studied porous
materials, e.g., sandstone, cement, and chalk. However,
the host rocks of extracting subsurface energy resources
(e.g., enhanced geothermal systems, conventional and
unconventional gas, and oil) have low porosities, and their
permeability under intact conditions is also low. Therefore,
fluid transportation and fluid-rock interaction mainly take
place in cracks within the host rocks. The long-term
mechanical-reactive flow coupling behavior of cracked rock
is clearly different from that of porous rock and thus criti-
cal to study.

Granite materials are now widely used in many engineer-
ing applications due to their high mechanical strength and
low permeability. Studying the creep properties of granite
under mechanical-chemical coupling is of great significance
for long-term work in many projects. In this paper, the
long-term mechanical behavior of granite with preformed
fractures in acid-alkaline environment is studied, and the
influence of alkaline solution and acid solution on the
physical and mechanical behavior of granite are analyzed.
This paper is organized as follows. In Section 2, the physical
parameters of granite and uniaxial/triaxial compression
strength are tested. In Section 3, the creep test of granite
with preformed fractures with injecting alkaline and acid
solution into the samples during creep test, respectively,
is presented. At the same time, the change of permeability
of granite with preformed cracks in long-term creep test is
monitored to prove the influence of chemical solutions.

Finally, the effects of confining pressure, the type of the
solution, creep strain rate, and permeability are analyzed.
The microstructure of fracture surfaces of the granite sam-
ples after creep test is also observed.

2. Test Preparations

The material used in this study is granite from an under-
ground tunnel excavation, and all the samples are drilled
from one large block without any observable joints. The
density of the samples in their natural condition is
2.61 g/cm3. X-ray diffraction tests show that the main min-
eral compositions are quartz (30%), soda feldspar (21.05%),
potash feldspar (45.19%), and mica (23.05%). At the micro-
scopic level, quartz grains are scattered in a matrix of soda
feldspar, potash feldspar, and mica, which act to cement the
larger grains (see Figure 1). The diameter and height of the
samples are 37 and 74mm, respectively.

The intact granite samples have very low permeability,
and it is difficult to achieved steady seepage in the samples.
Moreover, interactions between rock and reactive solutions
mainly occur in excavation damage zones, where cracks are
generated in the surrounding rocks after excavation due to
stress redistribution (Pepe et al., 2017). Given that tension
and shear failure are the two common rock damage mecha-
nisms observed in surrounding rocks, the samples are first
subjected to triaxial compressive stress until failure, and dif-
ferent confining pressures, e.g., 0, 5, and 10MPa, are applied
to create different crack patterns (see Figure 2). The typical
stress-strain curves of the triaxial compression tests are
shown in Figure 3. The samples undergo brittle failure under
the confining pressure magnitudes applied in this study.
Additionally, under low confining pressure (e.g., 0MPa),
the sample failure is marked by a distinctive peak stress due
to the coalescence of tensile cracks, ultimately splitting the
sample. Under higher confining pressures (e.g., 5 and
10MPa), this distinctive peak stress becomes less pronounced.
The failure of the sample transitions from tensile cracking to
shear cracking. A similar phenomenon has been observed in
sandstone [25] and granite [8].

A thermal-hydrological-mechanical-reactive flow cou-
pling testing system is used to perform creep tests with acid
and alkaline solution injection, and the sketch diagram of this
testing system is presented in Figure 4. The whole testing
system is placed into a large oven to perform the tests at

1-Quartz
2-Feldspar

3-Mica

1

2

3

Figure 1: Microscopic structure of the mineral compositions.
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a predetermined temperature. The testing room is also equipped
with an air conditioner and is held at a constant temperature
of 20±2°C. Consequently, the temperature conditions during
the tests can be controlled to a precision of ±0.2°C.

Throughout this paper, the rock mechanics sign conven-
tion is used; compressive stresses and strains are positive.
Furthermore, a fixed coordinate frame is used for the cylin-
der sample, and the cylinder axis is parallel to the x1 axis.
σi and εi (i = 1, 2, 3) denote the three principal stresses and
strains in this frame, while p is the interstitial pressure.

After the triaxial compression tests are completed, the
cracked samples are directly used in the subsequent creep
tests. The same magnitude of confining pressure is applied
to the cracked samples after triaxial compression at confining
pressures of 5 and 10MPa, whereas a confining pressure of
2MPa is applied to the cracked samples after triaxial com-
pression at a confining pressure of 0MPa; this low confining
pressure can avoid seepage flow between the sample and
jacket. The axial stress is reloaded to the predetermined
levels, which correspond to 70% of the residual strength of
the cracked samples under confining pressures of 2, 5, and
10MPa. Detailed information about the stress path of the
studied samples is presented in Table 1.

Two kinds of solutions with different pH values, namely,
a H2SO4 solution with pH=2 and a NaOH solution with
pH=12, are injected into the cracked samples. The pressure
at the inlet is 1MPa, and the pressure at the outlet is identical
to atmosphere pressure; a pressure gradient is thus achieved
to induce seepage through the samples. A metering pump
with a precision of 0.01MPa is used to apply the pressure gra-
dient and record the seepage volume during the tests.

3. Test Results

3.1. Creep Strain Curves. Six creep tests are performed on the
cracked samples; 3 levels of confining pressure and 2 solu-
tions, with pH=2 and pH=12, are studied. The variations
in creep strain with time are presented in Figure 5.

The creep curves of the fractured granite under
mechanical-reactive flow coupling conditions show obvious
creep characteristics. In the initial creep stages, the strain
clearly increases with time. After a certain period, the rate
of increase in the strain decreases, and the sample enters
the stable stage. All the samples in this study undergo a pri-
mary creep stage and secondary creep stage, whereas sample

Pc = 0 MPa

(a)

Pc = 5 MPa

(b)

Pc = 10 MPa

(c)

Figure 2: Crack patterns after failure.
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no. 6 (confining pressure of 10MPa with acid solution injec-
tion, Figure 5(c)) undergoes a tertiary creep stage before ulti-
mately losing its strength.

Compared with the alkaline solution, the acid solution
induces a more obvious effect on the creep behavior. Under
all confining pressures, the creep strains of the samples
injected with the acid solution are greater than those injected

with the alkaline solution. Moreover, the time to a stable
creep strain during the injection of an acid solution is greater
than that of an alkaline solution, and this phenomenon
becomes more significant when the confining pressure
increases. The differences in creep behavior between the sam-
ples injected with acid and alkaline solutions are attributed to
the different mechanisms of the solution-mineral reactions;

Table 1: Detailed information of the samples used in the triaxial compression tests and creep tests.

Sample no.
Triaxial compression test Creep test
Confining pressure (MPa) Confining pressure (MPa) Deviatoric stress (MPa) Seepage pressure (MPa) Injected solution

1 0 2 34.52 1 pH= 2

2 0 2 34.52 1 pH= 12

3 5 5 48.35 1 pH= 2

4 5 5 48.35 1 pH= 12

5 10 10 63.62 1 pH= 2

6 10 10 63.62 1 pH= 12
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Figure 5: Creep strain evolutions of the cracked samples under different confining pressures and reactive solution injection.
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these mechanisms will be explained in the following sections.
Similar results have been observed in artificially fractured
granite [26, 27]. The results have been shown that the feld-
spar and biotite are relative more sensitively reacted with
the acid solution than the quartz, and the acidizing solutions
change the mechanical properties of rocks. Luo et al. [26]
stated that the degree of rough of crack surface decreases
after 600 h chemical reaction, and the original rough crack
surface gradually becomes smooth due to the chemical
reaction of granite in chemical reagents. On the other
hand, the degree of corrosion of granite under acidic con-
ditions is higher than that under alkaline conditions; thus,
the fracture surface in the acidic environment is strongly
corroded, while the fracture surface in the alkaline envi-
ronment is relatively rough.

The confining pressure also has a significant effect on
the creep behavior. With an increase in confining pressure,
the creep strains during injection of either the acid or
alkaline solution gradually decrease, and the total creep
strain under a confining pressure of 10MPa is one order of

magnitude less than that under a confining pressure of 2
or 5MPa. This phenomenon could be explained by the
limitation of deformation due to confining pressure. Simi-
lar results were shown in considering the hydrological-
mechanical coupling in fractured rocks [28–30].

3.2. Creep Strain Rate. To further analyze the effect of confin-
ing pressure and solution pH on the creep behavior, the creep
strain rates are calculated and presented in Figure 6. The
creep rate is calculated from the following relation:

εt =
εt+1 − εt

Δt , 1

where εt represents the creep rate at creep time t. εt+1 and εt
represent the creep strains corresponding to time t + 1 and
time t, respectively. Δt is the time interval between time t
and t + 1.

As mentioned above, the injection of the acid solution
has a more significant effect on the creep behavior than
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Figure 6: Creep strain rate evolutions of the cracked samples under different confining pressures and reactive solution injection.
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that of the alkaline solution. The curves of creep strain
rate in Figure 6 confirm these results. The creep strain
rates in both the axial and lateral directions with injec-
tion of the acid solution are greater and take a longer
time to reach stability than those of the alkaline solution.
Notably, the creep strain rate in the lateral direction
under a confining pressure of 10MPa and acid solution
injection is significantly greater than that in the axial
direction during the tertiary creep stage. Therefore, the
sample undergoes volumetric dilation during the creep
failure stage, and this volumetric dilation is attributed to
the shear deformation of the compressive shear fractures
(see Figure 2).

3.3. Permeability Tests. The permeability of the samples
during the mechanical-reactive flow coupling tests is mea-
sured regularly at a predetermined time interval. Given the
correlation between permeability and fracture aperture, the

permeability evolutions could be used to evaluate the fracture
aperture and transport properties of the cracked samples.
The steady-state method is applied in this study, and the per-
meability of a sample can be calculated by using Darcy’s law
by measuring the flow rate of the seepage fluid.

k m2 = QμL
ΔpA

, 2

where k is the intrinsic permeability (m2); Q is the injection
flow rate (m3 ⋅ s−1); μ denotes the dynamic fluid viscosity
coefficient; L and A are the length and cross section of the
sample, respectively; and Δp is the pressure difference
between the inlet and outlet of the seepage and it is equal
to 1MPa.

In Figure 7, the initial permeability of the cracked sam-
ples during the initial creep stage is highly dependent on
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Figure 7: Permeability evolutions of the cracked samples under different confining pressures and reactive solution injection.
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the confining pressure. The permeability under a confining
pressure of 2MPa is two orders of magnitude greater than
that under a confining pressure of 10MPa. Consequently,
the permeability of all the samples decreases as time increases
and stabilizes under high confining pressures. The rate of
decrease in the permeability of the samples injected with
the acid solution is slightly greater than that of samples
injected with the alkaline solution. Therefore, confining
pressure has a greater effect on the permeability evolution
than the effect of injecting a reactive solution. Similar results
showed that the fracture aperture and permeability basi-
cally decrease with time under various external confine-
ments (stresses) and solution transport for different rocks
[17, 31, 32]. According to previous hydrological-mechanical-
chemical coupling models [28, 30], the decrease in perme-
ability is directly attributed to the aperture decrease caused
by pressure solution.

4. Discussions

The results above indicate that the creep strain and per-
meability of the cracked samples depend on the confining
pressure and the reactive solutions. The rock-solution
reaction during the creep tests is discussed in the following
subsection.

4.1. Rock-Solution Reaction. The abovementioned X-ray dif-
fraction tests show that soda feldspar, potash feldspar, and
mica account for 70% of the total mineral content of the sam-
ples, and quartz accounts for the remaining 30%. Under the
studied acidic condition (pH=2), the former three minerals
undergo dissolution to some degree due to the acid ions
[33], while quartz is nearly inactive. The reaction process
can be described as follows:

NaAlSi3O8 + 4H+ + 4H2O = Al3+ + 3H4SiO4+Na+ 3

KAlSi3O8 + 4H+ + 4H2O = Al3+ + 3H4SiO4+K+ 4

KAl3SiO10 OH 2 + 10H+ = 3Al3+ + 3SiO2 + K+ + 6H2O
5

However, under the studied alkaline condition (pH=12),
the quartz undergoes slight dissolution due to the alkaline
ions, while the former three minerals are nearly inactive.
The reaction between the quartz and alkaline ions is
described as follows:

SiO2 + 2NaOH =Na2SiO3 + H2O 6

Previous studies (Lehner, 1990; Wolery, 1992) indicated
that the reaction rate in (3–5) is significantly greater than that
in (6); therefore, the injection of the acid solution has a
greater influence on the creep behavior than that of the alka-
line solution.

4.2. Fracture Surface Observations. Scanning electronmicros-
copy (SEM) is applied to observe the fracture surface mor-
phology of the cracked samples after the creep tests. A sheet
of 1 cm2 was taken at different positions on the fracture

surface of each sample. And SEM test was performed after
progress of conductive coating, and three sheets were taken
for each sample. And the SEM images are shown in
Figure 8. At each confining pressure, the fracture surfaces
injected with acid solution are smooth, while those injected
with alkaline solution are rough and include voids. According
to the microscopic structure of the mineral composition,
shown in Figure 1, the soda feldspar, potash feldspar, and
mica grains form a rock matrix and encapsulate the quartz
grains. When the acid solution comes into contact with the
fracture surfaces, the rock matrix undergoes dissolution,
and the dissolved ions are transported in the seepage flow.
Consequently, the quartz grains debond from the fracture
surface and are transported in the seepage flow once the sur-
rounding matrix has dissolved. Therefore, the fracture sur-
faces in contact with the acid solution are smooth. However,
when the alkaline solution comes into contact with the frac-
ture surfaces, the quartz grains dissolve, while the surround-
ing matrix is nearly unaffected. Therefore, voids on the
fracture surface are caused by the dissolution of quartz grains.

In addition, it can be seen from the creep curve that the
sample in the acid environment under a confining pressure
of 10MPa reaches creep failure over 2700 hours. This time
is much larger than the other several conditions, for example,
lower confining pressure and alkaline environment. It is
apparent that the rupture surface is rough after the uniax-
ial/triaxial compression test. Therefore, the specimen still
has the ability to withstand a certain load. Since the acidic
solution is highly corrosive to the fracture surface, the frac-
ture surface is gradually smoothed. However, the fracture
surface in the alkaline solution is rough. Under the action
of the creep load, the fracture surface easily leads to the pier-
cement of the test sleeve of the wrapped sample and conse-
quently causes the end of the test. Therefore, the creep time
of the sample in an acidic environment is larger than that
in an alkaline environment.

5. Conclusions

Triaxial creep tests were performed on cracked samples
injected with reactive solutions. Three different confining
pressures, namely, 2, 5, and 10MPa, and a corresponding
residual strength of 70% were applied during the tests. Addi-
tionally, two solutions with different pH values, namely, a
H2SO4 solution with pH=2 and a NaOH solution with
pH=12, were injected into the cracked samples during the
tests. And at the same time conduct the permeability test. It
can be found that the permeability of the fractured granite
in the acidic solution is greater than the permeability of the
fractured granite in the alkaline solution. Finally, a SEM
experiment was performed on the fracture surface and can
get the following conclusions:

(1) The failure mode of granite samples changes from
brittle failure to ductile failure with the increase of
confining pressure in the triaxial compression test.
And the residual strength after the peak gradually
increases with the increase of confining pressure
as well
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(2) The degree of corrosion of granite in alkaline envi-
ronment is worse than that in acid environment

(3) Confining pressure has a significant effect on the
long-term stability of granite

The study of long-term mechanical properties of granite
requires more time rather than the short-term mechanical
study. Therefore, the research on the creep properties of
multifield coupled of granite is still rare in the world at
present, especially considering the long-term performance
research under the thermal-hydrological-mechanical-chem-
ical (THMC) coupling processes. So, the next work will
focus on the long-term mechanical properties of granite
under multiphysics coupling conditions.

Symbols

Pc: Confining pressure
x1: Axis direction of pressure chamber
σi: Principal stresses in this frame (i = 1, 2, 3)
εi: Principal strains in this frame (i = 1, 2, 3)
p: Interstitial pressure
t: Creep time
εt : Creep rate at creep time t
εt : Creep strains corresponding to time t
εt+1: Creep strains corresponding to time t + 1
Δt: Time interval between time t and t + 1
k: Intrinsic permeability
Q: Injection flow rate

(a) Pc = 2MPa, pH = 2 (b) Pc = 2MPa, pH = 12

(c) Pc = 5MPa, pH = 2 (d) Pc = 5MPa, pH = 12

(e) Pc = 10MPa, pH = 2 (f) Pc = 10MPa, pH = 12

Figure 8: Photographs of the microstructures at the fracture surfaces of the samples after the creep tests.
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μ: Dynamic fluid viscosity coefficient
L: Length of the samples
A: Cross section of the samples
Δp: Pressure difference between the inlet and outlet of the

seepage channel.
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