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With the development of technology, the total extent of global pipeline transportation is also increased. However, the traditional
long-distance optical fiber prewarning system has poor real-time performance and high false alarm rate when recognizing events
threatening pipeline safety. (e same vibration signal would vary greatly when collected in different soil environments and this
problem would reduce the signal recognition accuracy of the prewarning system. In this paper, we studied this effect theoretically
and analyzed soil vibration signals under different soil conditions.(en we studied the signal acquisition problem of long-distance
gas and oil pipeline prewarning system in real soil environment. Ultimately, an improved high-intelligence method was proposed
for optimization. (is method is based on the real application environment, which is more suitable for the recognition of optical
fiber vibration signals.(rough experiments, the method yielded high recognition accuracy of above 95%.(e results indicate that
the method can significantly improve signal acquisition and recognition and has good adaptability and real-time performance in
the real soil environment.

1. Introduction

Pipeline integrity is vital to the transmission of gas and oil
[1–4]. Timely discovering the intrusion events around the
pipelines and preventing pipeline leakage is the major di-
rection of current researches. (e optical fiber prewarning
system (OFPS) is mainly used in underground cable and
pipeline transportation safety. In comparison to other
methods, distributed optical fiber sensing technology is used
in the OFPS with higher positioning accuracy and sensitivity
and lower investment cost [5–8]. Mainly, the OFPS includes
two components of Pattern Recognition System (PRS) and
Distributed Acoustic sensing System (DAS). DAS is a dis-
tributed acoustic wave sensing system enabling remote
monitoring, and PRS is utilized to recognize and classify
various events from the DAS-collected data. In this paper,
the DAS based on the Φ-Optical Time-domain Reflec-
tometry (V-OTDR) principle is utilized to collect the soil
vibration signal [9–11]. Normally, gas and oil pipelines are

laid in a complex geographical environment. (e same vi-
bration signals will vary greatly when collected in different
soil environments and this problem can reduce the signal
recognition accuracy of the OFPS. (e signal acquisition of
the OFPS in the real soil environment is complicated and
different from the simple environment in the laboratory
[12, 13]. Figure 1 represents the OFPS in the real soil en-
vironment. (e whole process is similar to a black box from
the occurrence to the identification and classification of the
vibration signals caused by the intrusion events [14, 15].

Currently, commonly used gas and oil pipeline pre-
warning technologies mainly include optical fiber sensing
and seismic wave detection. Seismic wave detection tech-
nology is mainly used in places where there is no com-
munication optical cable. (e monitoring distance of a
single seismic wave sensor is 150–200m. Since the instal-
lation and maintenance of each sensor requires excavation,
which leads to higher use and maintenance costs, this
technology is only suitable for monitoring of key pipe
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sections [16]. (erefore, the long-distance gas and oil
pipeline prewarning systemmainly uses optical fiber sensing
technology. According to the different optical principles
used, the optical fiber sensing pipeline prewarning tech-
nology can be divided into four types: Mach–Zehnder,
Sagnac, Bragg fiber grating, and Φ-OTDR. (e
Mach–Zehnder technology requires a 3-core optical fiber,
and the sensitivity of the system is limited; when multiple
vibration events occur simultaneously, the system cannot
distinguish and identify [17]. (e structure of the Sagnac
technology system is relatively complex, and the length of the
delay fiber is required to be much larger than the length of the
sensing fiber of the interferometer, which increases the diffi-
culty of application [18]. (e technology of Bragg fiber grating
is complicated, and the installation and maintenance cost are
relatively high [19]. (e Φ-OTDR method occupies less fiber
resources, has higher sensitivity, can detect weak vibration
signals, and can monitor and locate multiple vibration events
that occur simultaneously at multiple points along the pipeline.
(us, the most commonly used today is the Φ-OTDR tech-
nology. In recent years, some researches provide techniques to
represent the system recognition accuracy of V-ODTR [20].
Various V-OTDR-based vibration sensor schemes have been
suggested to increment the dynamic range (DR) and the signal-
to-noise (SNR) of the vibration measurement by controlling or
reducing the noise present in the system [21–23]. For a given
spatial resolution (SR), increasing the optical peak power input
to the fiber via an erbium doped fiber amplifier (EDFA) in-
creases the DR and the SNR of the system. Other techniques
have emerged to break totally this dilemma in the V-OTDR
system and enabled improving significantly the SR [24, 25].
Such methods mainly involve the linear frequency modulation
pulse compression and the chirp pulse amplification. In these
researches, only the optical fiber sensing system itself is en-
hanced; however, the recognition algorithm is not improved.

Artificial intelligence algorithms are applied in various
fields of industry [26]. (ere are also some different algo-
rithms in the field of optical fiber sensing. Different algo-
rithms lead to significant differences in the accuracy of
external intrusion event detection. Most of the methods used
in the previous researches are hard to be applied. First, in
some researches the signal used to input into the neural
network (NN) is mainly about the feature vectors con-
structed by decomposing the signal spectra from the mul-
tilayer wavelets. (e wavelet decomposition used to extract
the features in [27, 28] generates a large number of wavelet
coefficients, which increases the complexity of network
training.(is process of extracting signal features takes a lot of

time. Second, the NN in [29–31] used a single NN, which is
hard to effectively learn the signal characteristics collected by
the DAS. Besides, the existing experiments in [32–35] only
utilized the data being generated very close to the sensed area
(tens or hundreds of meters), which had a small sensing area
or were at a location with a clean background environment.
(is makes it almost impossible to verify the recognition
accuracy of the recognition model with dozens of kilometers’
long distance and with unknown background noises. (us,
these systems are not able to fully meet the needs of the
indicators, and soil signal processing is still not perfect. No
article exists focusing on the role of the combination of soil
environment and optical fiber sensing in the OFPS.

In this paper, we studied the signal acquisition problem
of long-distance gas and oil pipeline prewarning system in
real soil environment. Accordingly, an improved high-in-
telligence method was proposed for optimization. (is
method can solve the problem that the same vibration signal
would vary greatly when collected in different soil envi-
ronments, which would reduce the signal recognition ac-
curacy of the prewarning system. (is method is based on
the real application environment, which has practical sig-
nificance for industrial applications. (e improved high-
intelligence method is a new neural network method, which
has the advantages of LSTM and CNN. LSTM is good at
processing time-related data, and CNN can abstract and
extract features from data at multiple time points to reduce
invalid data. (ese advantages determine that the improved
NN is more suitable for the recognition of optical fiber
vibration signals than other traditional methods. It is a new
attempt in the field of optical fiber prewarning. (rough
experiments, it is verified that this improved NN has good
adaptability and real-time performance. We collected three
types of event signals in different soil environments for
training and recognition, and it is proved that the improved
high-intelligence method has good adaptability, and the
average recognition rate of three types of event signals is
more than 95%. Since this method has good adaptability and
real-time performance, it can be popularized in the optical
fiber prewarning systems all over the world. Furthermore,
the results of the study have high practical value for
monitoring the safety of gas and oil pipelines.

2. Optical Fiber Prewarning System

(eOTDR system uses a low-coherence light source, and the
phase information of the light wave is masked. But the phase
change caused by external disturbance is more sensitive. In
order to take advantage of the high sensitivity of phase shift,
a Φ-OTDR system was developed. (e structure of the
Φ-OTDR system is similar to that of the OTDR, but with a
narrow linewidth laser light source, the interference phe-
nomenon of the backward Rayleigh scattered light within the
optical pulse width is enhanced, and the sensitivity of the
system is greatly improved [36–38]. (e OFPS based on the
V-OTDR principle includes two main parts of PRS and
DAS. Figure 2 represents the OFPS processing flow. (e
DAS’s main function is to gather soil vibration signals near
the pipeline in real time for monitoring invasion events.

Black
Box

Soil Vibration
Signals

Event
Classification

Results

1.Soil Environmental Factors
2.Optical Fiber Sensing
3.Other Special Factors

Figure 1: OFPS in the real soil environment.
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Within the DAS, a narrow line width laser source mainly
emits the laser yielding the result of the interference of
reflected Rayleigh scattered light. (e events near the optical
fiber can cause soil vibration signals. (e pressure created by
soil vibrations will act on the optical fiber sensing system,
and then as a result of the photoelastic effect of the fiber, the
refractive index of the fiber at the corresponding position
will also alter. Subsequently, it will change the phase of light
at the same point. Owing to the interference, the intensity of
the backward Rayleigh scattered light will change with the
phase. (erefore, when an intrusion event happens near the
prewarning system, the intruding position intensity on the
fiber varies from that before occurrence of the intrusion
event, but the intensity at other positions remains un-
changed. Vibration signals are collected by the DAS, and
then they will be input into the PRS. (e PRS is able to give
the location and the type of the intrusion event.

Figure 3 shows the structure of the DAS utilized in this
paper. A narrow line width laser is used in the DAS system as
the light source to output continuous light with a wavelength of
1550nm. In order to modulate the emitted light, the acous-
tooptic modulator is used to obtain a laser pulse, which is then
amplified by an EDFA. (e system utilizes two-way pumping
Raman amplification to enhance system performance and
amplify signal light at different locations in the fiber. A Raman
laser is used by the amplifying part of the system as the pump
source. (e center wavelength of the pump source is 1450nm
with the maximum output power of 0.5W. (rough a 3dB
coupler and a wavelength division multiplexer (WDM), the
amplified light pulse enters the sensing fiber. (e sensing fiber
is the common single-mode communication fiber. (e am-
plified optical signal is filtered into the fiber grating (FBG)
through the optical circulator, and the noise resultant from
amplification was removed. (en, the intrusion signal is col-
lected by the photodetector. Ultimately, the collected data is
passed to the PRS for calculation and analysis.

3. Theoretical Analysis

3.1. Soil Vibration. Soil is a three-phase discontinuous
material since the air, liquid, and soil particles are three
different materials. (e skeleton of soil is composed of loose
soil particles, and each soil particle is filled with space be-
tween which the air and liquid exist. However, these three

media are not closely connected. (us, when we analyze the
indicators of soil physical properties, soil can be regarded as
a discontinuous dispersion system [39].

Figure 4 shows the structure of the soil. As shown in the
figure the structure is divided into air, water, and soil
particles from top to bottom. ma and Va represent the mass
and volume of the air; mw and Vw represent the mass and
volume of the liquid; ms and Vs represent the mass and
volume of soil particles.(e total mass and volume of soil are
expressed by m and V, respectively. Since the air has a mass
of 0, the total mass of the soil is equal to the sum of the mass
of liquid and the mass of soil particles; the volume of soil
interstitial Vv can be regarded as the sum of the volume of
liquid and the volume of air. (e nature of the geotechnical
soil is determined by these parameters. (us, the forces on
the skeleton of soil are different from the forces on the fluid.
(e forces on the soil skeleton can cause the deformation of
both the soil itself and the fluid within the soil. In addition,
according to different physical states, the density of medium
can be divided into solid density and fluid density.

When the movement of soil particles, liquid, and air in
the soil is not synchronized, the viscous force between them
also weakens the elasticity of vibration. (e range of action
of vibration impact force on the cable is wide in the working
process of the distributed optical fiber sensing system, and
the effect of soil vibration signal is distributed in a section of
fiber optic cable near the impact force. We used the theory of
elastic half-space in our study. In this theory of elastic, there
are three different types of waves including PrimaryWave (P
wave), Secondary Wave (S wave), and another elastic wave,
Rayleigh wave (R wave).(e vibration wave generated by the
earth’s surface is transmitted in the form of the R wave.

In the elastic half-space model, Poisson’s ratio of
foundation soil μ and the modulus of rigidity G can be
written as

μ �
v
2
P − 2v

2
S

2 v
2
P − v

2
S􏼐 􏼑

,

G � ρv
2
S,

(1)

where vS and vP represent wave velocity of S wave and P
wave in elastic half-space theory, respectively. Poisson’s ratio
and shear modulus of soil are affected by the change of wave
velocity. Under the vertical harmonic force of vibration
source, at each point A1, the soil vibration signal amplitudes
can be expressed as
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F
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2
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⎤⎥⎥⎥⎥⎥⎦, (2)

where F shows the concentrated vertical harmonic force, Z is
the buried depth of fiber, and x represents the abscissa of any
point on the fiber.

3.2. Influence of Different Soil Types. When the soil types are
different, the basic parameters of the soil will also alter in the
same season in a certain area. Table 1 represents the
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Events

Neural Network
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Preprocessing
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Optical Fiber

Soil Vibration
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Real-time Monitoring

Figure 2: OFPS processing flow.
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empirical values of two physical parameters of several
common soil types in Shanghai city of China. (e two
physical parameters are very essential as the necessary dy-
namic parameter in the analysis of soil seismic response and
an indispensable content in site vibration evaluation. μ
presents Poisson’s ratio of foundation soil, andG denotes the
modulus of rigidity.

According to Table 1, when the buried soil is different,
Poisson’s ratio of the soil is mainly within the range of
0.20–0.35, with little change. (is parameter has little effect.
However, the modulus of rigidity varies extensively. (is will
cause alterations in the soil vibration signal and affect the
recognition accuracy of the OFPS. (e vibration amplitude of
the vibration signal of the soil is simulated by using equation
(2), and the experimental parameters are shown in Table 2.

Figure 5 represents the mathematical relationship be-
tween the modulus of rigidity and the vibration amplitude of
the soil vibration signal. It shows that the vibration am-
plitude of the soil’s vibration signal gradually decreases by
increasing the modulus of rigidity.

3.3. Analysis of Real Signals. Real soil vibration signals
under different soil conditions were collected and ana-
lyzed. (e distributed optical fiber sensing system used in
the experiment is 22 km in Shanghai, with a buried depth
of 1.2m.(e 22 km optical fiber is 12-core armored optical
cable, which is directly buried under the surface without
any packaging. (e response time is 60 s or less, and the
sampling frequency of the system is 750 Hz. We utilized a
small tamping machine in the same gear to generate vi-
bration signals and collected soil vibration signals from
different sensor locations at the same temperature. (e
signals collected here are mechanical vibration signals. (e
soil types at the locations where the signals are collected
are gravel soil, sandy soil, and clay with high moisture
content. Figure 6 shows the signals of mechanical vibration
under three certain conditions.

By comparison, the same vibration signal is changed
after collecting by the OFPS in the case of different soil
types, and the time-domain characteristics of some signals
are quite different compared to others, such as the signals
in clay with high moisture. By analyzing the collected soil
vibration signals, the system gives the event recognition
probability without the NN method. (e specific infor-
mation is shown in Table 3. According to Table 3, the
system’s recognition probability of event occurrence
varies greatly under different soil types before the im-
proved neural network method is used. And the recog-
nition probability is less than 85% and the recognition
effect of the system is relatively poor.
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Figure 4: (e structure of soil.

Table 1: (e empirical values of two physical parameters of dif-
ferent soil types.

Physical
parameters Gravel soil Sand Cohesive

soil
Sand
clay

G 54–65 31–42 16–59 18–39
μ 0.20 0.20–0.25 0.25–0.35 0.25–0.3
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Figure 3: (e DAS signal acquisition system.

4 Mathematical Problems in Engineering



4. Signal Recognition Methods

4.1. ImprovedNeuralNetwork (Method 1). An improved NN
method is proposed to solve the above problem in this paper.
(e architecture of the neural network mainly integrates the
advantages of the network such as Convolutional Neural
Networks (CNN) and Long Short-Term Memory (LSTM) in

modeling, which can obtain the characteristic information of
the signal data more effectively [40, 41].

First, the intrusion signals gathered by the system are
labeled and standardized. Standardization of data refers to
scaling the data to fall into a small specific interval. To ensure
the reliability of the results, it is essential to standardize the
data and utilize the standardized data for analysis before

Table 2: (e numerical value of the simulation parameter.

Force on the fiber optic cable F
(kN)

Horizontal coordinates of fiber optic cable x
(m)

Buried depth of fiber optic cable Z
(m)

Poisson’s ratio
μ

1 1 0.5 0.25

0.012

0.010
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0.006

0.004
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Figure 5: (e relationship of vibration amplitude of soil vibration signal with the modulus of rigidity.
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Figure 6: (e signals under different conditions: (a) gravel soil, (b) sandy soil, and (c) clay with a high moisture.
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modeling the neural network. (e Max Abs Scaler is the
standardization technique explored in this study adjusting
each feature within the range of [−1, 1]. It is divided by the
maximum absolute value within each feature. (e main
mathematical basis is shown in

x′ �
x

|max|
. (3)

In the formula, x and x′ are the signal matrix before and
after normalization, and max is the maximum value of a
certain row or column of the signal matrix. Signal matrix is a
kind of matrix whose element is soil vibration signal am-
plitude in each row. (e elements are arranged by the same
time interval. (e specific situation depends on whether the
normalization is the row compression mode or the column
compression mode. (is method has the characteristics of
not destroying the data structure and not moving and
gathering data, so it will not destroy any sparseness, and it is
suitable for signals collected by optical fiber systems [42].

(e standardized signals will be input into the improved
NN for deep learning. (e signals first are input into the
CNNs.(rough convolution, the CNNs effectively avoid the
complex data reconstruction in signal feature extraction and
classification. (e special structure of weight sharing greatly
reduces the parameters of the model and reduces the
complexity. CNN mainly includes convolutional layer and
pooling layer. (e convolutional layer recognizes different
shallow features of the input data by using multiple filters.
(e pooling layer is a filtering process. (e pooling layer can
reduce the connections between the convolutional layers,
thereby reducing the computational burden and reducing
the complexity of the operation. CNN can effectively reduce
the frequency variation. LSTM can model the signal time
series characteristics, connect CNN to reduce the signal
frequency domain variation, and then insert the output
results of CNN into several LSTM layers for time series
modeling. Ultimately, the output results of LSTM are
inserted into the fully connected layer for analysis, and the
feature space will be mapped to the output layer.(is layer is
more easily categorized to create the feature representation
that is more easily separated. (erefore, the recognition
model established by this method has better recognition and
classification characteristics than a single neural network.
(e illustrated neural network structure is mainly con-
structed by combining the features of the CNN network and
the LSTM network comprising three CNN layers, one linear
layer (dim red), one LSTM layer, and a fully connected layer
in Figure 7(a). First, the intrusion signals gathered by the
system are labeled and standardized. (e Max Abs Scaler is
the standardization technique explored in this study. (e

time of each labeled signal is 4 seconds, and the frequency is
750Hz. (e signals first are input into the CNNs. (ere are
three CNNs in this method in Figure 7(b). (e CNN of each
layer includes a frequency-time filter (1× 5) and a maximum
pooling layer of 2 and a step size of 2. Since the output size of
CNN is the number of feature maps× time× frequency, the
size is very large. Adding a linear layer can effectively reduce
the parameters without loss of accuracy by following the
CNN layer. In experiments, it is found that it is appropriate
to reduce the dimensionality so that the linear layer has 256
outputs. After passing through the CNN layer, a linear layer
with 256 outputs is used to construct the input of the LSTM
layer. By modeling the frequency, the output is passed to the
LSTM layer to model the signal’s time series. (e flow of
LSTM is shown in Figure 7(c). (e utilized LSTM layer
included 64 units and 256 hidden units. Ultimately, the
results of a fully connected layer are used as the output of the
signal. With the abovementioned steps, the system can
perform deep learning modeling simply on the collected
intrusion signals to accelerate the creation of a neural
network model. (en, the system is able to identify and
classify the gathered intrusion signals through the model.

4.2.Method forComparison (Method2). In order to compare
the effectiveness of Method 1, Method 2 is proposed. A 5-
layer Deep Neural Network (DNN) is used (Figure 8) in-
cluding one input layer, three hidden layers, and one output
layer. For the three hidden layers, a hyperbolic tangent
sigmoid function generally is selected as the activation
function, in which five knots are set in the first hidden layer,
four knots are set in the second hidden layer, and three knots
are set in the three hidden layers based on an experimental
parameters test. (e output layer with a linear activation
function consists of three knots.

5. Model Building and Recognition
Test Analysis

5.1. Model Building and Recognition Test Analysis. In this
section, the data collected in Shanghai was used to train the
neural network model. First, the training sets and the test
sets of the recognition model were prepared. We utilized
signals from three different soil types to train and test the
recognition accuracy of the neural network model. (en, the
collected signals with time-domain characteristics were
processed and labeled into 4 s sample data for each segment.
(e time-domain signals of labeled samples collected from
three different soil types are shown in Figure 6.

(e division ratio of the training sets and the test sets is
7 : 2. (e specific experimental data is shown in Table 4. In
total, there are 2100 sets of data for training including 700
sets of data collected from gravel soil at 2.99 km, 700 sets of
data collected from sandy soil at 10.21 km, and 700 sets of
data collected from clay with high moisture content at
18.86 km for training neural networks to get recognition
model. After training the model for all data, the test sets are
selected which are different from the training sets to test the
recognition effect of the model. A total of 900 sets of new

Table 3: (e event recognition probability under different soil
types.

Type of
soil

Number of experimental
signals

Recognition probability
(%)

Gravel soil 500 84.2
Sandy soil 500 72.5
Clay 500 58.3

6 Mathematical Problems in Engineering



data are utilized as the test sets to test the recognition effect
of the model including 300 sets from gravel soil, 300 sets
from sandy soil, and 300 sets from clay.

When training, all training datasets are trained once for
one epoch. (e fitting degree of the neural network to the
data is determined by the number of the epochs. Numerous
epochs may cause overfitting of the data; otherwise,
underfitting the data is caused.(e number is determined by
the validation accuracy of the neural network. Provided that
the network self-test accuracy reaches over 99%, the training

can be stopped to avoid overfitting caused by excessive
epoch. Figure 9 represents the relationship between epoch
and validation accuracy used in the neural network in the
first method indicating that when the epoch reaches 1183
times, validation accuracy meets the requirement. Training
loss is also close to 0 based on Figure 9.

After training the model, the test sets are selected to
examine the recognition effect of the model. According to
Table 5, the signal recognition average accuracy of the OFPS
obtained by Method 1 is 95.1%, and the recognition average

Output Targets

Fully Connected
Layer

LSTM
Layer

Linear
Layer

Convolutional
Layers

Labeled Signals

C

C

C

Max Abs Scaler

Standardization of Data

Vibration Signals
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L
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(a)
Conv1 Conv2Pooling1

Pooling2 Conv3 Pooling3
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(c)

Figure 7: (e improved neural network. (a) (e flow of an improved neural network. (b) (e convolutional layers. (c) (e LSTM flow.
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accuracy of the OFPS obtained by Method 2 is 89.8%. Based
on the comparison, it is observed that the testing effect of
Method 1 is better and the recognition accuracy is over 95%.

5.2. <e Adaptability of the Method. (e adaptability of the
method was studied by implementing the test and verifying
of classification and identification effect of the optical fiber
warning system in the actual environment. (e adaptability

of the method referring to the data collected by the system in
different regions has good recognition and classification
capabilities. (us, the signals of the three events were col-
lected inducing manual digging (MG), mechanical excava-
tion (ME), and noninvasion (NI) in different regions. (e
distributed optical fiber sensing system used in the exper-
iment is 22 km in Shanghai, with a buried depth of 1.2m.(e
response time is 60 s or less, and the sampling frequency of
the system is 750Hz. (e signals of manual digging (MG)
were obtained by digging the soil with a shovel. (e signals
of mechanical excavation (ME) were obtained by using a
tamping machine to vigorously excavate the soil. Finally, we
selected the places where no incident occurred to collect the
signals of noninvasion (NI). (is experiment is aimed to
ensure the diversity and complexity of the collected data and
to recognize the vibration signal at a remote location of the
system. (e vibration signal samples of three typical

...
Figure 8: (e 5-layer DNN network.

Table 4: (e first experiment data.

Type of soil Number of training sets Collection location of training sets (km) Number of test sets Collection location of test sets (km)
Gravel soil 700 2.99 300 2.99
Sandy soil 700 10.21 300 10.21
Clay 700 18.68 300 18.68
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Figure 9: (e relationship between epoch and validation accuracy and training loss.

Table 5: (e signal recognition accuracy in the first experiment.

Type of soil Method 1 (%) Method 2 (%)
Gravel soil 96.5 91.6
Sandy soil 95.4 89.4
Clay 92.9 88.9
Average 95.1 89.8
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intrusion events in this experiment are collected at different
positions to guarantee the validity and authenticity of the
sample set. Similarly, the collected signals with time-domain
characteristics are also processed and labeled into 4 s sample
data. As shown in Figure 10, they are the time-domain
signals of labeled samples gathered.

(e specific information of the input training and test
sets of the neural network is shown in Table 6. In total, there
are 16733 sets of data for training including 5528 sets of the
NI events data, 5674 sets of the MG events data, and 5531
sets of the ME events data applicable for training neural
networks to build recognition models.

(e test results are provided in Table 7. In the second
experiment, the signal recognition accuracy of the OFPS
obtained by Method 1 is 95.6%, and the average accuracy
obtained by Method 2 is 90.4%. By comparing the data in
Table 7, it can be observed that the accuracy of Method 1
remained above 95% and this improved NN has good
adaptability in the actual environment and can be popu-
larized in long-distance OFPS.

5.3. <e Real-Time Capability of the Method. (rough the
two experiments above, it can be seen that this new method
can accurately classify signals, indicating that this improved
NN is feasible. (erefore, we will run this identification part
in real time in the pipeline prewarning system. Figure 11
shows the process of the pipeline prewarning system for real-
time detection. (e signal collection part of the pipeline
prewarning system collects the data of each optical fiber
sensor on the optical fiber every four seconds. When a

harmful intrusion event such as mechanical excavation
occurs near the pipeline, it will cause the fiber optic sensor to
respond. After the data is collected, it will be transmitted to
the neural network for identification and classification, and
the predicted probability of the occurrence of the intrusion
event at that point will be given. (e data used for model
training of the neural network is collected in different soil
environments, which will make the training set more
complete. (e data used for testing is the real-time data
collected by the pipeline prewarning system every four
seconds. (is can better verify the real-time performance of
the system.

To ensure the integrity of the analysis, the predictive
ability of the system for the occurrence of interference events
was compared between Method 1 and Method 2. (e
abscissa in the next two figures is the length of the whole
optical fiber, and the ordinate is the probability of the
predicted event. Figure 12 represents the recognition
probability of each point on the whole fiber length when
occurring in the manual mining event. (e experimental
data are the data collected on the whole optical fiber length
during manual mining at 6.52 km. At this point, no other
intrusions exist elsewhere on the fiber. It can be seen in
Figure 12(a) that the system can estimate the manual mining
events at 6.52 km with Method 2. However, the recognition
rate is less than 80%, and there is a false alarm at other
locations to a certain extent. After using the improved NN, it
is observed (Figure 12(b)) that the recognition rate at
6.81 km exceeds 95%, and there is no false alarm at other
locations.(e overall recognition rate of the systemmodel is
enhanced.
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Figure 10: (e signal samples. (a) (e NI event. (b) (e MG event. (c) (e ME event.
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Similarly, Figure 13 represents the recognition prob-
ability of each point on the whole fiber length when oc-
curring in the mechanical mining event. (e experimental
data are the data collected on the whole fiber length during
mechanical excavation at 5.57 km. No other intrusions
exist at any other point along the length of the fiber.
Considering the large intensity and wide influence range of
mechanical excavation events, it is observed that the oc-
currence of events is predicted within a range of about
5.57 km. (e comparison of the two figures shows that,
before using the improved NN, the recognition rate of the
system for mechanical excavation was also about 80%, and
the false alarm was reported at other locations. After
analyzing the data via the improved NN, it is observed that
the recognition rate of the event exceeds 95%, and no
events occur in other locations. (is is consistent with the
actual situation.

According to Sections 5.2 and 5.3, the improved NN has
better adaptability and real-time capability. (e reason why

the improved NNmethod works is as follows: LSTM is good
at processing time-related data; CNN can abstract and ex-
tract features from data at multiple time points to reduce
invalid data. CNN has the ability to process time infor-
mation, and the ability of this abstract feature of CNN is
higher than that of LSTM.(e CNN layer can extract hidden
information in the time dimension and then pass higher-
quality and high-concentration features to the LSTM layer.
(ese characteristics determine that the improved NN is
more suitable for the recognition of optical fiber vibration
signals than Method 2 and other methods. However, this
method also has some disadvantages. First, this improved
NN has only been tested in the field of fiber vibration signal
recognition and has not been tried in other speech signal
recognition. Besides, this method requires relatively high
GPU performance, so a high-performance GPU is required
for calculation. Since the optical fiber early warning system
requires real-time detection, a high-performance computer
is also necessary.

Table 6: (e second experiment data.

Type of event Number of training sets Collection location of training sets
(km) Number of test sets Collection location of test sets (km)

NI 5528 2.99 2000 14.96
MG 5674 10.21 2000 16.86
ME 5531 18.68 2000 6.24

Table 7: (e signal recognition accuracy in the second experiment.

Type of event Method 1 (%) Method 2 (%)
NI 97.5 93.6
MG 94.3 89.7
ME 95.2 88.3
Average accuracy 95.6 90.4

The Probability of Each
Location

The Improved NN

Pipeline Pre-warning Signal Collection Part

Collecting Signals
Every 4 Seconds

Ground

Fiber Optic Sensors in Different Soil Environments

Figure 11: (e process of the pipeline prewarning system for real-time detection.
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6. Conclusion

In this paper, we found that the same vibration signals would
vary greatly when collected in different soil environments
and this problem would reduce the signal recognition ac-
curacy of the OFPS. (is phenomenon was theoretically
studied, and soil vibration signals under different soil
conditions were collected and analyzed. A novel highly
intelligent method was proposed to improve signal acqui-
sition of gas and oil pipeline prewarning system in the
complex soil environment. First, we analyzed the effects of
the real soil environment. (e two principles of elastic half-
space theory and optical fiber sensing theory were creatively
integrated. (e results indicate that this problem will affect
the recognition rate of the OFPS. (erefore, we utilized an
improved NN based on LSTM and CNN which is mainly
attempted in the field of optical fiber signal recognition.

Based on the investigation, some remarkable conclusions
can be drawn as follows:

(1) (e improved high-intelligence method is a new
neural network method, which has the advantages of
LSTM and CNN. LSTM is good at processing time-
related data, and CNN can abstract and extract
features from data at multiple time points to reduce
invalid data. (ese advantages determine that the
improved NN is more suitable for the recognition of
optical fiber vibration signals than other traditional
methods. It is a new attempt in the field of optical
fiber prewarning. (rough experiments, it is verified
that this improved NN has good adaptability and
real-time performance.

(2) We collected three types of event signals in different
soil environments for training and recognition, and
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Figure 12: (e comparison of occurrence probability of manual mining events. (a) Before using the improved neural (Method 2); (b) after
using the improved neural network (Method 1).

1.0

0.8

0.6

0.2

0.4

0.0
0 5000 10000 15000 20000

Posilion (m)

PR

(a)

1.0

0.8

0.6

0.2

0.4

0.0
0 5000 10000 15000 20000

Posilion (m)

PR

(b)

Figure 13: (e comparison of occurrence probability of mechanical excavation events. (a) Before using the improved neural network
(Method 2); (b) after using the improved neural network (Method 1).
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it is proved that the improved high-intelligence
method has good adaptability, and the average
recognition rate of three types of event signals is
more than 95%.

(3) (is improved method was used to conduct real-
time online monitoring of the pipeline prewarning
system in Shanghai. (rough the experiments of two
types of intrusion events, it is proved that themethod
has good real-time performance and can quickly give
the location and the probability of the event, and the
prediction rate of the event has reached about 95%.

Since this method has good adaptability and real-time
performance, it can be popularized in the optical fiber
prewarning systems all over the world, which is helpful to
maintain the safety of gas and oil pipelines and has far-
reaching significance for the intelligence of gas and oil
transportation systems. Furthermore, the results of the study
have high practical value for monitoring the safety of gas and
oil pipelines.
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Natural gas pipeline leaks can lead to serious and dangerous accidents that can cause great losses of life and property. *erefore,
detecting natural gas pipeline leaks has always been an important subject. *e negative pressure wave (NPW) method is currently
the most widely used leakage detection method. Generally, this method uses pressure sensors to detect NPW signals to assess the
leak and determine the location of the leakage point. However, the installation of a pressure sensor requires penetrating the
pipeline structure, so the sensor intervals are often distant, leading to large signal attenuations and the ineffective detection of
small leaks. An NPWmethod based on fiber Bragg grating (FBG) strain sensors is proposed in this paper which detects NPWs by
monitoring the annular strain of the pipeline. Moreover, due to the advantages of nondestructive installation FBG strain sensors
can be arranged closer along the distance of the pipeline, the attenuation of the NPW is small and the detection of leaks is
improved. *is method is tested through experiments and compared with a pressure sensor-based method; the experimental
results verify that the proposed method is more effective in detecting natural gas pipeline leaks.

1. Introduction

Natural gas pipelines are the preferred method of natural gas
transmission. However, as gas is a hazardous material, a
leaking or broken gas pipeline can cause great harm to the
surrounding environment and personnel. When a gas
pipeline leaks, especially a high-pressure gas pipeline
compressed gas will expand rapidly and release a large
amount of energy causing explosions and fires that can lead
to considerable economic losses and casualties.

*e service life of pipelines is similar to the lifespan of
human beings which can be roughly divided into three
stages: infancy (1 ∼ 5 years old) adulthood (6 ∼ 20 years
old), and old age (over 20 years old). Correspondingly, the
service process of pipelines can also be divided into these
three stages. When the pipeline is in its infancy, the
probability of accidents, especially leakage, is very low.
When the pipeline is in middle age, the accident rates are
relatively stable and can be kept at a low level. When the
pipeline is old, the accident rates are higher and tend to
increase over time.

*ere are many methods in use for gas pipeline leak
detection but the principles and technical means of each
method are different [1–7]. *e pressure sensor-based
negative pressure wave (NPW) method is widely used in this
field because it can avoid the establishment of a complex
mathematical model for the pipelines and is easy to operate
[8]. *is method is effective for the detection of sudden leaks
but not for small leaks that occur slowly. *is method is
easily disturbed by external factors and it exhibits a high
failure rate.

Detection technology based on distributed fiber sensors
is widely used at present to detect pipeline leaks [9–20]. In
this method, a fiber is arranged along the pipeline to de-
termine whether the pipeline is leaking and to locate the
leaking position by detecting the vibration or temperature
change caused by the leak. However, due to the complex
external environment of buried pipelines, they may cross
urban areas, rivers, and so on. Many external factors may
also lead to vibration or temperature changes such as
rolling vehicles, random optical fiber vibrations, and cli-
mate change. *erefore, this method is prone to

Hindawi
Mathematical Problems in Engineering
Volume 2021, Article ID 5548503, 8 pages
https://doi.org/10.1155/2021/5548503

mailto:sspawn@163.com
https://orcid.org/0000-0003-3615-1292
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2021/5548503


interference has a high false alarm rate and can only de-
termine an abnormal condition in a pipeline. At present,
there are few applications of quasi-distributed optical fiber
Bragg grating (FBG) used in the detection of natural gas
pipeline leaks [21–25]. Lopez et al. developed an FBG
sensor based on an expandable polymer that can expand
when it encounters oil and thus produces strain [26].
However, because the main component of natural gas is
methane which has stable chemical properties that hinder
the expansion of a polymer, this sensor is not suitable for
the detection of natural gas pipeline leaks.

In this paper, an idea is proposed. An NPW generated by
a natural gas pipeline leak will cause a pressure variation in
the pipeline; this pressure variation will create an annular
strain in the pipeline and the pipeline leak can be detected by
monitoring the annular strain of the pipeline through an
FBG strain sensor. Based on the abovementioned principles,
an FBG strain sensor-based NPW method for natural gas
pipeline leak detection is proposed and this method is tested
and compared with an experiment.

2. Pressure Sensor-Based NPW Method

Based on the theory of fluid mechanics, it can be seen that
the pressure in a natural gas pipeline tends to be stable
overall although there are some small fluctuations before
the leak. When a pipeline leak occurs due to the pressure
difference between the inside and outside of the pipeline,
the fluid at the leak point will escape rapidly and the fluid
density at the leak point will decrease, resulting in an in-
stantaneous pressure drop. *is instantaneous pressure
drop propagates as a wave up and down the leak point. If
the pressure inside the pipe under normal conditions is
taken as the reference standard, the pressure wave gener-
ated by the leak is an NPW. With the generation and
propagation of the disturbance, the NPW will reduce the
pressure along the pipeline.

2.1. Principle of Pressure Sensor-Based NPW Method. To
incorporate the pressure sensor-based NPW method,
pressure sensors are installed upstream and downstream to
collect NPW signals to detect leaks. According to the time
difference for the detected signals and the propagation ve-
locity in the medium, the exact position of the leak point can
be calculated. *e principle of the pressure sensor-based
NPW method is illustrated in Figure 1.

In Figure 1, the distance between two pressor sensors is
L, the propagation velocity of the NPW in the pipeline is v,
the distance between the leak point and the upstream sensor
is X, the times when the wave is detected by the two sensors
are t1 and t2, and the velocity of natural gas in the pipeline is
u.

As the pipeline diameter and gas transportation velocity
increase, the velocity of the natural gas cannot be ignored
compared with that of the NPW.With the velocity of natural
gas taken into consideration in our study, the relations
between the length and time variables can be developed as
follows:

t1 �
X

v − u
,

t2 �
L − X

v + u
,

Δt � t1 − t1.

(1)

*e distance between the leak point and the upstream
sensor can be obtained from the above three equations:

X �
1
2v

L(v − u) + Δt v
2

− u
2

􏼐 􏼑􏽨 􏽩. (2)

Equation (2) is the leak location formula.

2.2. +e law of NPW Propagation and Attenuation. Wave
propagation is a form of energy transmission and the NPW
is no exception. Energy loss is inevitable in this process and
the mathematical model of NPW attenuation [27] is

ΔPx

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌 � ΔP0

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌e

− ηx
, (3)

where |ΔP0| is the value of the NPW at the leak point, |ΔPx|

is the value of the NPW at the point that is a distance of x
from the leak point, and η is the attenuation coefficient. η is
mainly determined by the internal diameter of the gas
pipeline hydraulic friction factor gas compression factor
NPW velocity and other factors. It is easy to see from
equation (3) that the value of the NPW is inversely pro-
portional to x.

As shown in Figure 1, when leakage occurs at the leak
point according to the attenuation law of the NPW, the
following can be obtained:

ΔP1
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌 � ΔP0
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌e
− ηX

, (4)

ΔP2
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌 � ΔP0
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌e
− η(L− X)

. (5)

*e pressure values measured by SP1 and SP2 before and
after the occurrence of the leak are recorded. *e difference
between the two values is the pressure value of the NPW at
these two points, namely, |ΔP1| and |ΔP2|. Moreover, X and
L are known.*erefore, the pressure value of the NPW at the
leak point |ΔP0| can be obtained by combining equations (4)
and (5).

According to equations (4) and (5), it can be seen that the
further away from the leak point, the greater the attenuation

Pressor sensor
SP1

Pressor sensor
SP2

Leak point

L

X

NPWNPW

Figure 1: Schematic of pressure sensor-based NPW method.
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of the NPW is and thus the smaller the pressure value of the
NPW is. In contrast, the closer it is to the leak point, the
smaller the attenuation of the NPW will be and thus the
greater the pressure value of the NPW will be. *e pressure
value of the NPW is inversely proportional to the distance
from the leak point.

2.3. Minimum Detectable Pressure Value of the Pressure
Sensor. Pressure sensors are typically installed at the be-
ginning and end of a section of pipe, as shown in Figure 1.
*e necessary condition for successful leak detection is that
the pressure value of the NPW at these two sensors should
be greater than the minimum detectable pressure value of
these two sensors.*at is, it satisfies the following inequality:

ΔP1
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌> ΔP1
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌min � λ1
������

h
2
1 + σ21

􏽱

,

ΔP2
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌> ΔP2
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌min � λ2
������

h
2
2 + σ22

􏽱

,

(6)

where |ΔP1|min and |ΔP2|min are the minimum detectable
pressure values of SP1 and SP2, λ1 and λ2 are the sensitivity
coefficients of SP1 and SP2, respectively, and σ1 and σ2 are
the standard deviation of noise at these two points h1 and h2
which are the measurement errors of SP1 and SP2. h1 and h2
can be calculated by the following equations:

h1 � H1,max − H1,min􏼐 􏼑δ1,

h2 � H2,max − H2,min􏼐 􏼑δ2,
(7)

where Hi,max and Hi,min represent the upper and lower
limits of the sensor range, respectively, and δ1 and δ2
represent the precision of SP1 and SP2. For certain sensors,
h1 and h2 are constant. σ1 and σ2 can be calculated from
actual data.

It can be seen from the abovementioned analysis that the
minimum detectable pressure values of the sensors are
determined by the precision of the sensors, the upper and
lower limits of the sensor, and other parameters. Once the
sensors are determined, the minimum detectable pressure
values are determined.

2.4. Disadvantages of Pressure Sensor-Based NPW Method.
According to the abovementioned study and the principle of
fluid mechanics, the key to leak detection is whether the
pressure values of the NPW at the sensors are greater than
the minimum detectable pressure values of the sensors. *e
pressure values of the NPW at the sensors depend on the
pipeline operating pressure, the leakage rate, and the dis-
tance between the leak point and the sensors. *ese pressure
values are inversely proportional to the distance between the
leak point and the sensors and are directly proportional to
the operating pressure and the leakage rate. Among them,
the operating pressure and leakage rate are uncontrollable
which makes the distance between the leak point and the
sensors a key factor affecting the pressure value of the NPW.

Pressure sensors are used to detect the NPW in this
method. Since the installation of pressure sensors requires
altering, the pipeline structure pressure sensors are usually

installed at the head and end of a pipeline or at compressor
stations before the pipeline is placed into operation. Once
the pipe is running, it is difficult to install pressure sensors.
As a result, pressure sensors are typically placed far apart.
When a leak occurs, the distance between the leak point and
the pressure sensors is generally far. According to the
analysis in Section 2.2, the pressure values of an NPW
exhibit large attenuations at this time. If the pipeline op-
erating pressure or leakage rate is low at this time, the
pressure values of the NPW at the sensors are easily less than
the minimum detectable pressure values of the pressure
sensors and the NPW will be difficult to detect. *is is the
reason why the pressure sensor-based NPW method is
basically ineffective for small leaks and has a high failure rate.

3. FBG Strain Sensor-Based NPW Method

*rough the abovementioned study, it can be seen that to
overcome the shortcomings of the pressure sensor-based
NPW method, the pressure value of the NPW at the sensors
must be increased. *e most direct way to achieve this is to
reduce the distance between the leak point and the sensors to
reduce the attenuation of the NPW and achieve the purpose
of increasing the pressure value of the NPW at the sensors.
In this paper, a method based on an FBG strain sensor is
proposed to detect the NPW.

3.1. Using an FBG Strain Sensor to Detect NPW in the
Pipeline. An FBG sensor is a kind of fiber optic sensor in
which ordinary light will pass through a grating without
being affected by it. Only certain wavelengths of light will be
reflected at the grating. *e spacing of the grating will
change due to changes in external stress or temperature
which will also change the wavelength of the light reflected
by the grating. *erefore, the strain and temperature
changes in the external environment where the grating is
located can be detected by monitoring the wavelength
change in the reflected light.

Figure 2 shows a schematic diagram of a clamping FBG
strain sensor. It can be seen in the figure that this sensor
mainly consists of three parts: an FBG, a clamping part, and
a fixed end.*e FBG is glued and fixed on the clamping part.
Assume the distance between the two fixed ends is I and the
distance between the two clamping parts is If. *e external
strain is ε and the central wavelength of the sensor changes to
ΔλFBG.

According to the material mechanics and optical fiber
sensing principle, the relationship between the central
wavelength change of the sensors and the external strain can
be written as follows:

ε �
IfΔλFBG
1.2I

. (8)

Equation (8) shows that the external strain is directly
proportional to the central wavelength change of the sensor,
so the external strain can be detected by measuring the
central wavelength change of the sensor.
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*e FBG strain sensors developed in this study are
wrapped around the wall of the pipeline, as shown in Fig-
ure 3. A change in pressure within the pipeline leads to its
expansion or contraction with the annular (circumferential)
strain of the pipeline changing accordingly. *e FBG strain
sensors detect pressure changes within the pipe by sensing
the annular strain. *e annular strain within a pipeline
system can be expressed as

ε �
σy − υσz

E
, (9)

where εy is the pipeline annular strain, υ is the pipeline
Poisson’s ratio, σy is the pipeline annular stress, σz is the
pipeline axial stress, and E is the pipeline elasticity modulus.

Using equation (9), a relationship can be derived to
relate the annular strain with the pipeline pressure and pipe
wall thickness. First, it is assumed that the pipeline is infi-
nitely long, so the axial stress can be neglected, that is, σz � 0.
Meanwhile, as σy �PDw/2h, the values for σy and σz can be
substituted into equation (9) which gives

ε �
PDw

2hE
, (10)

where P is the pressure in the pipeline, Dw is the external
diameter of the pipeline, and h is the pipeline wall thickness.

As seen from equation (10), the annular strain of the
pipeline is also directly proportional to the pressure in the
pipeline, so the pressure change in the pipe can bemonitored
by monitoring the annular strain of the pipeline. At this
time, the distance between the two fixed fulcrums becomes
the perimeter of the pipeline, that is, I � πDw. *erefore,
equation (8) can be expressed as

ε �
IfΔλFBG
1.2I

�
IfΔλFBG
1.2πDw

. (11)

Equation (11) is combined with equation (10) to obtain
the relationship between the central wavelength change of
the sensors and the pressure inside the pipeline as follows:

ΔλFBG �
0.6πD

2
w

hEIf
P. (12)

Equation (12) shows that the central wavelength change
of the sensor is directly proportional to the pressure in the
pipeline. *erefore, the pressure in the pipeline can be
detected by monitoring the central wavelength of the sensor.
*is is the operating principle of the FBG strain sensor for
detecting pressure changes in the pipeline.

Temperature variations can also affect the annular strain;
thus, for actual projects, FBG temperature sensors are
needed to compensate for the effect of diurnal or seasonal
temperature variations on the annular strain.

3.2. FBG Strain Sensor-Based NPW Method. According to
the operating principle of the FBG strain sensor, detecting
the NPW in pipelines above a leak detection method based
on the FBG strain sensor is proposed, as shown in Figure 4.
In this method, the FBG strain sensors are set at intervals
along the pipeline, so that when a leak occurs in some parts
of the pipeline, the leak point is very close to the sensors on
both sides. *erefore, the attenuation of the NPW is very
small and the pressure value of the NPW at the sensors is
relatively large which overcomes the high failure rate of the
NPWmethod based on a pressure sensor. At the same time,
since the location of each sensor in this method is known,
the calculation method of the leak point location is the same
as that of the pressure sensor-based method.

*e important reason why FBG strain sensors can be
set at shorter intervals is that the installation of these
sensors is simple requiring only the partial removal of the
anticorrosion layer and adhering the sensor to the outer
wall of the pipeline without destroying the pipeline
structure. In addition, it is easy to add FBG strain sensors
to an existing pipeline, thus realizing nondestructive in-
stallation. *e cost is also lower. In addition, FBG strain
sensors have the advantages of being insensitive to in-
terference signals and exhibiting small attenuations along
their traversed length.

3.3. Experiment

3.3.1. Experimental Platform. *e experimental platform for
testing the FBG strain sensor-based NPW method is out-
lined in this paper. *e schematic and photo for this plat-
form are shown in Figure 5. Two air tanks and a section of
pipeline were used to simulate a realistic gas transfer. *e
pipeline in this experiment was made of steel with a diameter
of 273mm as frequently used in practice.*e pipeline length
was 11m due to lab space limitations. A leak point was
simulated by manually opening a valve at different locations,
a rotameter was located at the leak point to measure the leak
rate, and two FBG strain sensors (SF1 and SF2) and two
pressure sensors (SP1 and SP2) were installed.

For safety considerations, the maximum design pressure
of this platform was 1.0MPa and air was used in this ex-
periment instead of natural gas. In this leak detection ex-
periment, we were concerned with physical changes to the
pipeline and the chemical properties of natural gas were not
involved, so this replacement was appropriate. In addition,
due to the short leak time and the constant room temper-
ature, there was no need to consider the effects of tem-
perature variations on the FBG strain sensor or leak
detection; thus, there were no temperature sensors installed
on this platform.

FBG

Clamping part

Fixed end

IfFiber

I

Figure 2: Sketch map of clamping FBG strain sensor.
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3.3.2. Calibration of the FBG Strain Sensors. *e FBG strain
sensors (SF1 SF2) were calibrated to help determine the
relationship between pipeline pressure and wavelength
change. *e pipeline was pressurized by a compressor from
0 kPa to 800 kPa in approximately 50 kPa increments per
step. At each pressure level, the wavelength changes at the
fiber receptor were measured. Two calibration test results are
plotted in Figure 6, showing the relationship between
wavelength change and pressure. It is obvious that the
linearity of the pressure-to-wavelength change is excellent
and the coefficient of linear association is more than 0.999
which agrees well with the theoretical analysis mentioned
above. In accordance with the equation represented in
Figure 6, the sensitivity coefficients of these two sensors can
also be obtained which are 0.088 pm/kPa and 0.091 pm/kPa,
respectively.

3.4. Experimental Test and Comparison. *e FBG sensors
(SF1 and SF2) were tested by the experimental platform and
the results were compared with those of the pressure sensors
(SP1 and SP2). Briefly, the experimental process followed
these four steps: (1) air is compressed into air tank AT1 by air
compressor AC. AT1 plays the role of stabilizing the pressure
in the pipeline. (2) When the pressure is stable, solenoid
valve SV1 is opened to allow the flow of air into the pipeline
from AT1 to AT2. (3) Ball valve BV4 at the leak point is
opened to simulate a leak in the pipeline. In the meantime,

all the sensors gather data. (4) After a period of time, ball
valve BV4 is closed and the experiment ends.

Figure 7 shows the pressure signal collected by FBG
strain sensors SF1 and SF2. As seen in the figure, the pressure
in the pipeline is stable before the leak occurs. When ball
valve BV4 is opened and the pipeline leaks, the measured
pressure signal in the pipeline drops suddenly. *is is be-
cause the NPW generated by the leak propagates to both
sides of the leak point, resulting in pressure drops at the
positions of SF1 and SF2 which further causes changes in the
annular strain of the outer wall of the pipeline. Strain
changes are detected by SF1 and SF2 and thus pressure
changes within the pipe are detected. *is is consistent with
the NPW theory. Figure 7 also shows that after a sudden
drop in the pressure waveform, a small rise in the pressure
tends to level off. *is is because the leak only lasted for a
short period of time in the experiment. When ball valve BV4
is closed to stop the leak, the water hammer phenomenon
will be formed in the pipeline, causing a rise in the pressure
in the pipeline and forming a small shock which will
gradually stabilize. However, because of the loss of gas, the
restored steady pressure was lower than the initial pressure.
*is result fully shows that it is feasible to use FBG strain
sensors to collect pressure signals in the pipeline and detect
gas pipeline leaks.

Figure 8 shows the pressure signal collected by pressure
sensors SP1 and SP2.*e pressure change trend is consistent
with that collected by pressure sensors SF1 and SF2.

SF1 . . .

FBG strain sensor

SF2 SF3 SFn.. .

Figure 4: Schematic of FBG strain sensor-based NPW method.
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Figure 3: (a) Schematic of the FBG strain sensor. (b) Photo of a sensor mounted on a pipeline.
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Figures 7 and 8 can be used to compare the NPW de-
tection effect of the FBG strain sensor and the pressure sensor.
First, as can be clearly seen in the two figures, the noise of the
signal captured by pressure sensors is significantly higher than
the signal captured by the FBG strain sensors. Second, the
noise of the signal captured by the pressure sensor SP2 is
significantly higher than SP1. *is is because the distance
between the leak point and SP1 is shorter than the distance
between the leak point and SP2. However, additional noise is
not significantly present in FBG strain sensor SF2 compared
with SF1 even though SF2 is farther from the leak than SF1.
*erefore, the noise of the pressure sensors increases with
greater distance from the leak point but the FBG strain
sensors are less affected by this factor.

*ese results indicate that (1) FBG strain sensors filter
out interference much more than pressure sensors and (2)
the attenuation of FBG strain sensors is much smaller than
that of pressure sensors. In addition to the above two ad-
vantages, FBG strain sensors also have the advantages of
simple and nondestructive installation. *erefore, the sen-
sors can be arranged at shorter intervals along the pipeline.
*is addresses the problems of large signal noise and the
ineffective detection of small leaks inherent in the pressure
sensor-based NPW method.
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Figure 5: (a) System diagram of the experiment platform, AC, air compressor; AT1 AT2, air tank; SP1 SP2, pressure sensor; SF1 SF2, FBG
strain sensor; BFV, butterfly valve; BV1∼BV5, ball valve; SV1 SV2, solenoid valve; FM, flowmeter; PRV1 PRV2, pressure-regulating valve.
(b) Photo of experiment platform.
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*ese results demonstrate that the FBG strain sensor-
based NPWmethod is more suitable for natural gas pipeline
leak detection.

4. Conclusion

In this paper, the propagation and attenuation of NPWs
in natural gas pipelines are introduced, the principle of
detecting and locating leaks by the pressure sensor-based
NPW method is studied, and the disadvantages of this
method are noted. *en, in view of the shortcomings of
the pressure sensor-based NPW method, a method of
detecting the NPW in a pipeline by using an FBG strain
sensor to monitor the annular strain of the pipeline is
proposed and a method based on the FBG strain sensor to
detect and locate pipeline leaks is proposed. Finally,
through experimental tests and comparisons, it is con-
cluded that using an FBG strain sensor to detect an NPW
has the advantages of nondestructive installation of high

sensitivity and low interference. *erefore, the FBG
strain sensor-based NPW method is easier to install and
sensitive to small leaks and low noise, so it is more
suitable for leak detection in natural gas pipelines.

As mentioned in Section 3.3.1, the laboratory tem-
perature is relatively constant, thus the effect of tempera-
ture variations on the FBG strain sensor and leak detection
is not considered in this paper. However, in practical en-
gineering, the natural gas pipelines often span a wide range
and have large temperature variation. *e influence of
temperature variation on leak detection should be further
studied.

Data Availability

*e data used to support the findings are available upon
request.
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,e leakage rate is an essential parameter for the risk assessment and failure analysis of natural gas pipelines. ,e leakage rate of a
natural gas pipeline should be calculated quickly and accurately to minimize consequences. First, in this study, models to estimate
the leakage rate of natural gas pipelines are reclassified, and the theoretical range of application for each model is also analysed.
Second, the impact of the leakage on the flow rate upstream of the leak point is considered, and the method of successive
approximation is used to realize this feedback effect of flow rate change.,en, amodified hole-pipemodel is developed to calculate
the natural gas leakage rate in this paper. Compared with the leakage rate calculated by the hole-pipe model, the leakage rate
calculated by the modified hole-pipe model is smaller and closer to the actual leakage rate due to the consideration of the feedback
effect of the flow rate change. Finally, the leakage rate curves of the hole-pipe model and the modified hole-pipe model under
different d/D conditions are obtained through simulation. ,e simulation results show that the modified hole-pipe model is able
to calculate the leakage rate of any leak aperture, such as the hole-pipe model, and also at a higher accuracy level than the hole-
pipe model.

1. Introduction

Natural gas is a high-quality, efficient, and clean source of
energy. Since the 1970s, worldwide consumption of natural
gas has accelerated, and research on natural gas exploitation,
transportation, and storage has also increased to meet de-
mands [1–10]. Pipeline infrastructure has been erected
around the globe to support the natural gas operations. ,e
sheer lengths of pipeline laid in a wide variety of environ-
ments inevitably lead to accelerated pipeline damage and
failures in certain situations. International statistics of
natural gas pipeline accidents show that artificial damage,
construction errors, material defects, and corrosion are the
common causes of natural gas pipeline leakages. Leakages
can lead to fires and even deadly explosions; therefore, it is
crucial to rapidly mitigate any pipeline accidents to reduce
human, environmental, and corporate losses. Estimating the

leakage rate of a damaged natural gas pipeline is the first step
for predicting the area affected by the leakage and guiding
any needed personnel evacuation.

Due to the importance of rapid leakage detection and
analysis, many researchers have contributed to the devel-
opment of leakage models. Montiel et al. first proposed the
concept of the hole-pipe model and discussed the usage of
small hole, large hole, and pipe models of pipeline leakage
[11]. Zhou analysed the thermal process of slow discharge of
natural gas storage tanks and established a corresponding
mathematical model [12, 13]. Woodward and Mudan
proposed an ideal fluid leakage model for small holes in
compression vessels [14]. Based on their model, the Center
for Chemical Process Safety (CCPS) proposed several ap-
proximate formulas for calculating leakage rates under
certain conditions [15]. Young et al. proposed a simplified
calculation model for the small hole leakage rate of high-
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pressure gas pipelines while considering the safety margin
often required in practical situations, and due to the margin,
the calculated results were larger than the actual results
[16, 17]. Arnaldos et al. performed a simple analysis of the
leakage rate calculation for both the pipe model and the
small hole model [18]. Levenspiel developed a leakage model
for when the pipeline is completely fractured and analysed
the pressure drop along the pipeline. However, the model
was developed based on the assumption that the pressure at
the starting point remains constant and the gas flow and
leakage in the pipe are adiabatic processes [19]. Dong cal-
culated the steady state gas leakage of the long-distance
pipeline [20]. Yang et al. established a steady state leakage
model of a nonisothermal long-distance pipeline [21].

From these studies, the following conclusions can be
drawn: ,e leakage models are usually classified into three
types: (1) a small hole model which can be used to calculate
the leakage rate of small holes. ,is model not only ignores
the friction along the pipelines but also does not consider the
effect of leakage on the pressure in the pipelines. ,erefore,
the error of this model is large, especially when the leak point
is not small. (2) A pipe model to calculate the leakage rate of
a natural gas pipeline when the pipeline is completely
broken. ,is model assumes isentropic release, and a con-
stant pressure is assumed at an initial point in the pipe. ,e
pressure drop along the pipe is taken into account. ,is
model provides accurate predictions for the case where the
natural gas pipeline is completely broken, but it cannot be
applied to the flow through holes with a diameter smaller
than the pipe diameter. (3) ,e hole-pipe model, which was
first proposed by Montiel et al., then became the critical
cornerstone of the field. ,eoretically, this widely used
model can calculate the leakage rate for various apertures.
,e friction along the pipelines and the effect of leakage on
the pressure in the pipelines are both taken into account in
this model. However, the effect of leakage on the flow rate of
natural gas pipelines is not considered. When the hole di-
ameter is larger than the typical small hole diameter and
smaller than the pipeline diameter, the error still cannot be
ignored.

Based on the above analysis, this paper reclassifies the
original leakage models. Furthermore, four newmodels for
calculating the leakage rate are developed: the storage tank
model, small hole model, modified hole-pipe model, and
pipe model. ,e characteristics of each model and the
specific conditions of their application are detailed.
Considering how flow rate changes in natural gas pipelines
can cause a feedback phenomenon, a modified hole-pipe
model is proposed in this paper for calculating the leakage
rate of various apertures, and an example is used to verify
the superiority and rationality of the models.

2. Reclassification of the Leakage Rate
Calculation Models

In the traditional classification, leakage rate calculation
models are usually divided into three categories. According
to the actual situations, this paper reclassifies them into four
categories and gives the applicable scope of each model.

,e system analysed is shown schematically in Figure 1
[11]. As shown in this figure, there is a length of pipeline Le
after which there is a hole with a certain diameter through
which the pressure release takes place.

Locations of interest include point 1, at the beginning of
the pipe
Point 2, at the center of the pipeline, on the same
vertical axis as the leak point
Point 3, at the leak point
Point 4, at the outside of the pipe, exposed to atmo-
spheric pressure

To calculate the leakage rate, the following hypotheses
are assumed: (a) a model of essentially one-dimensional
flow; (b) isentropic flow at the release point and adiabatic
flow in the pipe; and (c) the gas behaves as an ideal gas. An
air compression factor is added to the ideal gas equation of
state to reduce the difference from the actual gas.

By applying the energy and momentum equations to the
adiabatic flow through a pipeline, the following equation is
obtained [22]:
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In this expression, λ is the Fanning friction factor. ,e
natural gas leakage rate K at the hole can be calculated using
the following expression, which is obtained from the con-
tinuity equation and the law of ideal gases for an isentropic
expansion:
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whereCD is the flow correction coefficient of the leaking hole
[23] and is usually set to a value between 0.6 and 1.0. ,is
coefficient is classified according to the shape of the hole.
When the exact shape of the hole is unknown, a conservative
value of 1.0 is usually recommended. ,is value was used in
this paper [11].

,e flow rate at the leak point depends on whether the
flow is sonic or subsonic, which can be determined by the
critical pressure ratio (CPR):

CPR �
Pa

P2c

�
2

k + 1
􏼒 􏼓

k/k− 1
, (3)

where P2c is the critical pressure at point 2. If the pressure P2
at point 2 increases gradually, the speed of gas leakage will
increase until it is equal to the local sound speed. At this
moment, if P2 continues to increase, then the gas leakage
rate remains constant and is always equal to the local sound
speed and demarcates a critical stage of flow.

When Pa/P2 <CPR, then critical flow leakage has been
reached, and equation (4) is substituted into equation (2) for
the expression of the leakage:
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When Pa/P2 ≥CPR, the leakage is at subcritical flow, and
the leakage can be calculated by equation (2). Equations (2)
and (4) are general formulas for calculating the natural gas
leakage rate.

According to different but approximate conditions,
natural gas pipeline leakage models (i.e., storage tank model,
small hole model, modified hole-pipe model, and pipe
model) are established in this paper. ,ese four models will
be detailed in the upcoming section.

2.1. Storage Tank Model. When a gas storage tank leaks, the
following approximate assumptions can be made because of
the large size of the tank: (a) the pressure inside the storage
tank is not affected by the leakage, and the parameter values
at point 2 remain unchanged both before and after the
leakage. (b) ,e pressure loss caused by the friction between
the container and the gas flow after the leakage is ignored. By
these two assumptions, the parameters of point 1 are used to
replace the parameter value of point 2, and the leakage rate
can be calculated by formulas (2) and (4), which comprise
the storage tank model. ,is model has been widely used in
the accurate calculation of the leakage of large containers,
such as storage tanks [18].

All these aspects make this model adequate for the
prediction of release through a hole in a tank but not for
leakages in natural gas pipelines. Because the gas pipeline is
different from the storage tank, especially when point 2 is
far from point 1, the pressure loss and velocity caused by
internal friction must be considered. ,e related param-
eters of point 2 are not exactly the same as those at point 1.
,e leakage rate calculated by this model is larger than the
actual leakage rate. ,erefore, in general, the storage tank
model is not suitable for the calculation of the natural gas
pipeline leakage rates. Only when point 2 is close to point 1
and the hole diameter is very small can the storage tank
model be used to calculate the leakage rate for natural gas
pipelines.

2.2. Small Hole Model. A small hole model is used to cal-
culate the natural gas pipeline leakage rate when the hole is

small. ,is model takes into account the effect of friction in
the natural gas pipeline. Because the leakage is small, the
effect of leakage on the pressure and flow rate in the natural
gas pipeline is neglected. Assuming that the coefficient of
friction is the same along the whole pipeline, the relationship
between point 1 and point 2 can be defined by the following
equations [11].
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where

Yi � 1 +
k − 1
2

􏼠 􏼡 · Ma2i . (9)

In these expressions, Ma is the Mach number, which can
be calculated as follows:

Mai �
ui

c
�

ui��������
kZRT/M

√ . (10)

Under these conditions, the following relationships
apply:

When Pa/P2 <CPR, there is a critical flow at the leak
point, and the leakage rate can be calculated by equation (4).

When Pa/P2 ≥CPR, there is a subcritical flow at the leak
point, and the leakage rate can be calculated by equation (2).

,e small hole model considers the pressure loss caused
by the friction of the natural gas pipeline and is more ac-
curate than the storage tank model. However, because the
small hole model neglects the effect of leakage on the
pressure and flow rate in a natural gas pipeline, the pa-
rameters at point 2 remain unchanged upstream and
downstream of the leakage. ,is hypothesis is still different
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Figure 1: Schematic diagram of gas pipe leakage.
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from the actual situation. ,erefore, only when the leakage
hole is very small can the small hole model be used to
calculate the leakage rate.

2.3. Pipe Model. ,e pipe model is used for the case of the
complete rupture of the natural gas pipeline or when the
leakage diameter is close to the pipe diameter. ,e state of
the natural gas in the pipe is the same as if the gas is in
atmospheric conditions. According to the conservation of
flow rate, the leakage rate is equal to the flow rate in a natural
gas pipeline.,us, the formula for calculating the natural gas
leakage rate is as follows [18]:

K � Q � CDAor
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ZR
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2
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􏽳

(11)

At this time, because the pipeline is completely bro-
ken, P2 � P3 � Pa, and T2 can be obtained by using
equation (6). ,e model gives good predictions for the
case of the complete destruction of the natural gas
pipelines, but it cannot be applied to the flow through
holes with a diameter smaller than the natural gas pipeline
diameter.

2.4. Modified Hole-Pipe Model. Before introducing the
modified hole-pipe model, the hole-pipe model should be
introduced first. Two aspects have been taken into account
by the hole-pipe model: the pressure loss caused by the
friction of the pipeline and the effect of leakage on the
pressure in the pipeline. However, the effect of the leakage
on the flow rate upstream of the leak point is not
considered.

In the hole-pipe model, the leakage rate is also calculated
by equations (2) and (4). Equations (5)–(10) express the
relationship of parameters between points 1 and 2, and these
equations are substituted into equations (2) and (4) to reflect
the consideration of pressure loss caused by the friction of
the natural gas pipeline.

For the critical flow at the leak point hole, the rela-
tionship of parameters between points 2 and 3 is defined as
follows:
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For the subcritical flow at the leak point hole, the
pressures at point 3 and the environment are same, so the
relationship of parameters between points 2 and 3 is defined
as follows:
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Equations (12) and (13) are used to calculate P2 after
leakage occurs, and this can reflect the effect of leakage on
the pressure, but the calculations are complicated.

,e above is the main introduction of the hole-pipe
model.

,e modified hole-pipe model proposed in this paper is
also used to calculate the gas leakage rate when the leak point
hole diameter is larger than that of the small hole model.
Because the hole diameter and leakage rate are larger, the
influence of the following two aspects are considered:

(a) ,e effect of leakage on the pressure in the natural
gas pipeline. ,e pressure at leak point P2 will be
reduced after leakage occurs, and the corresponding
leakage rate will change. ,is effect has been taken
into account by the hole-pipe model, but it requires
complicated calculations. ,is effect is also consid-
ered in the modified hole-pipe model, and the
successive approximation method is used to avoid
complicated calculations.

(b) ,e effect of leakage on the flow rate upstream of the
leak point. According to the law of conservation of
mass, the flow rate upstream of the leak point should
be equal to the sum of the leakage rate and the flow
rate downstream the leak point. ,us, the flow rate
upstream of the leak point will change, leading to a
change in the pressure in the pipeline. ,e change in
pressure further affects the leakage rate, which in
turn affects the flow rate upstream of the leak point.
,is series of events acts as a feedback loop. ,e
effect of leakage on the flow rate upstream of the leak
point will extend to the vicinity of the source, and
this is not taken into account by the hole-pipe model
but is considered in the proposed modified hole-pipe
model.

For convenience of calculation, the pressure P4 at the
end of the pipe is assumed to be a fixed value. In this model,
the method of successive approximation is used to calculate
the natural gas leakage rate.,e concrete steps are as follows:

(1) ,e flow rate upstream of the leak pointQ− is known,
and the leakage rate K and the pressure of point 2 P2
are calculated by the small hole model

(2) If P2 >P4, then the pipe flow rate after the leak point
Q+ can be obtained according to pressures P2 and P4.
According to mass conservation, the natural gas
pipeline flow rate before the leak point can be ob-
tained by Q−’�K+Q+’, and Q−’ is inserted into step
1 to calculate the new K’ and P2’. ,is process is
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iterated until the calculation results of the natural gas
leakage rate tend to be stable.

(3) If P2 ≤P4, then the natural gas pipeline flow rate after
the leak point Q+ is 0. According to the mass con-
servation, Q− ′ � K can be obtained, and Q− ′ is
inserted into step 1 to calculate the new K’ and P2’.
,is process is continued until the calculation results
of the natural gas leakage rate are stable.

,e flowchart of the modified hole-pipe model is shown
in Figure 2, where σ represents the threshold.

,rough the above specific steps, it can be found that the
P2’ and P2 obtained after a cycle will inevitably change.,us,
the influence of the change in P2’ on the flow state in the pipe
should be considered. ,e flow at the leak point hole can
then be classified as critical flow and subcritical flow, and the
three states of flow in the pipeline and at the hole can be
obtained:

(a) Subcritical flow in the pipeline and the critical flow at
the leak point hole

P2′ >P1Ma1

�����
2Y1

k + 1

􏽲

,

Pa

P2′
<CPR⟺P2′ >P2c.

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(14)

At this point, the formula for calculating the leakage
rate by the small hole model in step 1 is equation (4)

(b) Subcritical flow in the pipeline and the subcritical
flow at the leak point

P2′ >P1Ma1

�����
2Y1

k + 1

􏽲

,

Pa

P2′
≥CPR⟺P2′ ≤P2c.

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(15)

At this point, the formula for calculating the leakage
rate by a small hole model in step 1 is equation (2)

(c) Critical flow in the natural gas pipeline and the
critical flow at the leak point

P2′ <P1Ma1

�����
2Y1

k + 1

􏽲

,

Pa

P2′
<CPR⟺P2′ >P2c.

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(16)

At this point, the formula for calculating the leakage rate
by a small hole model in step 1 is equation (4)

Similarly, the pressure P2’ at point 2 obtained in each
cycle should be selected as described above. ,e modified

hole-pipe model takes into account the effect of leakage on
the flow rate of the natural gas pipeline upstream and
downstream the leak point, which is more in line with the
actual situation. Moreover, the iterative approximation
method used in this model can avoid the need for com-
plicated mathematical derivations.

3. Comparison between Models

Due to the flammable and explosive character of natural gas,
it is impractical to carry out leakage rate measurement
experiments on real natural gas pipelines. Even if com-
pressed air is used for the experiments, it is difficult to
simulate several leakages of different aperture sizes to obtain
different d/D (the ratio of the leak point hole diameter to the
pipeline diameter) values. ,erefore, simulations are used in
this paper to do a comparison between models.

3.1. Introduction of Calculation Example. To verify the ef-
fectiveness of the models, especially to compare the hole-
pipe model and the modified hole-pipe model, this paper
applies these models to the following accident scenarios. ,e
parameters are shown in Table 1.

Start

Set the pipe flow rate before
the leakage point (Q–)

Calculate K and P2 by the
small hole model

P2 > P4
No

Yes

Q–
′ = K + Q+

′ Q–
′ = K

Calculate K′ and P′2 by the
small hole model

No
K′ – K < σ

Yes

Stop

Figure 2: Flow chart of the modified hole-pipe model.

Mathematical Problems in Engineering 5



3.2. Discussion and Comparison. Based on the above pro-
posed models as well as the parameters, the relationship
between the natural gas leakage rate and d/D of different
models under steady state conditions is shown in Figure 3.
,e natural gas leakage rates calculated by the storage tank
model and the small hole model increase rapidly with in-
creasing d/D. Only when the d/D is small are the leakage
rates of these two models close to the leakage rate of the
modified hole-pipe model, which conforms to the scope of
application of these two models. Only when the leakage
point is very close to point 1 of the natural gas pipeline and
the leakage hole is very small can the storage tank model be
applied. It can also be seen from Figure 3 that the leakage
rates of the modified hole-pipe model and the hole-pipe
model show the same trend, both of which are very close.
However, the leakage rate of the modified hole-pipe model is
smaller than that of the hole-pipe model. ,e leakage rate
difference at different d/D values are shown in Figure 4. As
d/D increases, the difference between these two models first
increases and then decreases.

When the leakage hole is very small, the small hole
model can be applied. ,e diagram also shows that the
natural gas leakage rate calculated by the storage tank model
is larger than that of the small hole model, which is also
consistent with the effect of the internal friction of the small
hole model; therefore, the small hole model is more accurate
for calculating the natural gas leakage rate than the storage
tank model. Because leakage occurs, the pressure of point 2
will decrease (but will not decrease indefinitely), which
makes the leakage rate calculated by the hole-pipe model
smaller than the leakage rate calculated by the small hole
model; but the difference is not significant. ,erefore, when
the aperture is small, the leakage rates of the two models are
very close. When the aperture increases, the effect of the
decrease in the pressure at point 2 on the leakage rate will
also increase. ,us, the leakage rate will not continue to
increase but will tend towards being smooth and steady and
will eventually be equal to the predictions of the pipeline
model.

In the case of a real leak, once a leak occurs at a certain
point, the flow rate (flow velocity) upstream of the leak point
must increase. According to Bernoulli’s equation, the flow
pressure will decrease as the flow velocity increases. ,is
effect is not considered in the hole-pipe model; thus, the
leakage rate calculated by the hole-pipe model is larger than
the actual leakage rate. When d/D is small, the leakage rate is
small, the change in flow rate is small, and the pressure of
point 2 experiencesminimal change compared to the healthy
state. ,erefore, the feedback effect typically brought on by
leakage to the pressure in the pipeline upstream of the

leakage point can be neglected. However, as the aperture
gradually increases, this feedback cannot be neglected. In the
modified hole-pipe model, considering the occurrence of
leakage at point 2 (as shown in Figure 1), the flow velocity in
the pipeline upstream of point 2 will increase while the
upstream pressure decreases. At this time, the iterative
model in Figure 2 is used to calculate the new pressure and
leakage rate of point 2.,e iterative model is looped until the
relevant parameters of natural gas in the pipeline down-
stream of leakage are close to the actual situation. ,us, the
leakage rate calculated by these parameters is closer to the
actual leakage rate, which explains why the leakage rate
calculated by the modified hole-pipe model is smaller than
the leakage rate calculated by the hole-pipe model (Figure 3).
With increasing d/D, the aperture size increases, and then,
the leakage rate increases. Furthermore, the feedback effect
of leakage on gas parameters (flow rate, velocity, and
pressure) in pipelines becomes increasingly obvious, which
makes the leakage rate difference between the modified pipe-
hole model and the pipe-hole model increasingly larger.

Table 1: Basic computational parameters.

Q (kg/s) k R (J/(mol·K)) Re
108 1.334 8.314 3000
D (m) E (mm) Pa (pa) M (kg/mol)
0.216 0.045 105 16.48×10−3

P1 (MPa) P4 (MPa) T1 (k) Le (m)
18 6.8 293 1300
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When d/D approaches 1, the aperture size is close to the
diameter of the natural gas pipeline, and the pressure P2 of
point 2 is decreased and close to Pa. Subsequently, the
leakage rate formula turns to equation (4), so the leakage
rates calculated by these two models finally converge to a
stable value together, further reducing the difference. ,is
explains why the difference first increases and then decreases
in Figure 4.

,e natural gas leakage rate calculated by the pipe model
is a straight line and does not vary with a change in the
leakage aperture. Only when the leakage diameter is close to
or equal to the diameter of the natural gas pipeline can the
pipe model be applied. When the hole diameter is small, the
gas leakage rate of the modified hole-pipe model is very close
to the leakage rate calculated by the storage tank model or
the small hole model. As d/D increases, the natural gas
leakage rate increases quickly and then slowly flattens. When
the leakage aperture is close to the diameter of the natural
gas pipeline, the leakage rate calculated by themodified hole-
pipe model coincides with the leakage rate calculated by the
pipe model. ,is result indicates that the modified hole-pipe
model is suitable for any leakage aperture.

Figure 5 shows the relationship between the natural gas
leakage rate K and Le (distance between point 1 and the
leakage point) of the modified hole-pipe model
(P1 �18MPa) for different d/D. As the Le increases, the
natural gas leakage rate exhibits a nonlinear downward
trend. ,is downward trend is due to the reduction of
pressure caused by friction inside the pipeline. Moreover,
different leakage d/D ratios have different severities. Spe-
cifically, when d/D is small, the influence of the leakage on
the parameters of natural gas in the pipeline is small, and the
decrease in the leakage rate is smooth.When the leakage d/D
decreases below a certain extent, the influence of the leakage
on the parameters of natural gas in the pipeline can be
neglected, and the decrease in the natural gas leakage rate
becomes insignificant. When the leakage d/D increases, the
curve becomes flatter. Figure 6 shows the relationship be-
tween the K and d/D as predicted by the modified hole-pipe
model (P1 �18MPa) under different Le. It can be seen from
this figure that leakage rate curves under each Le are similar
to the leakage rate curve predicted by the modified hole-pipe
model in Figure 3. Figure 6 also shows the leakage rate of the
pipe model for each Le. ,e figure further verifies the
correctness of the modified hole-pipe model. At the same
time, it can be seen from the figure that the leakage rate
decreases with Le. When d/D is small, the leakage rate de-
creases slowly, and as the d/D increases, the leakage rate
decreases more rapidly. ,is is consistent with the results
shown in Figure 5.

Figure 7 shows the relationship between K and P1 (the
pressure of point 1) of the modified hole-pipe model
(Le � 1300m) under different d/D. ,e natural gas leakage
rate increased linearly with increasing P1. Additionally,
different leakage d/D ratios lead to different levels of se-
verities. Small d/D leads to minimized increases in leakage
rate from increases in pressure. Conversely, larger d/D leads
to higher sensitivity between pressure and leakage rate. ,is
is because when d/D is small, the influence of the leakage on

the parameters of natural gas in the pipeline is small; when
the d/D is large, this influence is large. Figure 8 shows the
relationship between the natural gas leakage rate K and d/D
of the modified hole-pipe model (Le � 1300m) under dif-
ferent P1. It can be seen from this figure that the leakage rate
curves under each P1 are similar to the leakage rate curve
predicted by the modified hole-pipe model in Figure 3.
Figure 8 also shows the leakage rate of the pipe model under
each P1. ,e leakage rate decreases as P1 decreases. When
the d/D is small, the leakage rate decreases less obviously,
and as the d/D increases, the leakage rate decreases more
obviously. ,is is consistent with the results of Figure 7. ,e
above further verifies the modified hole-pipe model.

Figures 5–8 further demonstrate the correspondence
between the parameters of equation (2) and equations
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(4)–(10).,e relationship between P2’ and d (diameter of the
leak point hole) is shown in Figure 9.

According to the algorithm of the modified hole-pipe
model shown in Section 2.4, as d increases, the leakage rate K
increases, and therefore, the flow rate (flow velocity) upstream
of the leakage point must increase because of the mass
conservation. According to Bernoulli’s equation, the flow
pressure decreases as the flow velocity increases. From what
has been discussed above, P2’ decreases as d increases, which
is consistent with the trend shown in Figure 9. Furthermore,
according to equations (12)–(14), before P2’ drops to P2c, the
flow at the leakage point is in a state of critical flow. Once P2’
drops below P2c, the flow at the leakage point becomes
subcritical flow. ,e demarcation point between critical flow
and subcritical flow is about d� 195mm.

4. Conclusions

,is paper reclassifies the natural gas leakage models into
four kinds. (a) Storage tank model—in this model, the
parameters of the natural gas are considered the same as
the parameters of the start point and there is no change
when the leak occurs. ,erefore, this model is applicable to
the case where the leak point is close to the beginning of
pipeline, and the leak point diameter is small; (b) small
hole model—unlike the storage tank model, this model
takes into account the influence of friction along the
natural gas pipeline, but the pressure P2 at point 2 is
assumed to remain constant after the leakage. ,erefore,
this model is applicable to the case where the leak point
diameter is small; (c) pipe model—this model is used for
the case of the complete rupture of the natural gas pipeline
or when the leak point diameter is close to the pipeline
diameter; and (d) modified hole-pipe model—this model is
a general model that can calculate the leakage rate at any
leak point diameter.

,e above classifications are more representative of the
actual situation. Once the size of the leakage point can be
determined, the appropriate model can be selected to
estimate the leakage rate. However, the goal of most
natural gas pipeline leakage problems is to determine the
leakage rate as early as possible, and the leak point di-
ameter cannot be known ahead of time. ,erefore, the
general model is used to estimate the leakage rate most of
the time. In this case, the accuracy of the general model to
calculate the leakage rate is crucial for risk assessment and
failure consequence analysis. In this paper, a modified
hole-pipe model is proposed, and the innovations of this
modified model are as follows: (1) considering the influ-
ence of leakage on upstream flow rate change, flow rate
change will produce flow velocity change. According to
Bernoulli’s equation, flow velocity change will produce
pressure change, and pressure change will further affect
the leakage rate, which is a loop problem. ,is influence is
not taken into account in the hole-pipe model, but it is
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taken into account in this modified model by using the
loop iterative algorithm of successive approximation. (2)
In the hole-pipe model, the influence of leakage on the leak
point pressure has been considered, but complex hydro-
dynamics and thermodynamics calculations are required.
In this modified hole-pipe model, the successive ap-
proximation iterative loop algorithm can take the influ-
ence of leakage on the leak point pressure into account and
avoids complex computation due to the advantages of the
algorithm. A comparison and analysis of the calculation
results in this paper shows that the modified hole-pipe
model, like the hole-pipe model, is a general model that
can calculate the leakage rate at any leak point diameter,
and the leakage rate calculated by the modified hole-pipe
model is lower than that calculated by the hole-pipe model,
which conforms to the theoretical analysis and should be
closer to the actual leakage rate. ,erefore, the modified
hole-pipe model proposed in this paper can calculate the
leakage rate more accurately.

Nomenclature

P: Pressure (Pa)
Pi: Pressure for each point (Pa)
Pa: Pressure for surrounding (Pa)
P2c: Critical pressure at point 2 (Pa)
T: Temperature (K)
Ti: Temperature for each point (K)
ui: Flow velocity (m/s)
G: Mass flux (kg/m2·s)
k: Heat capacity ratio
Q: Flow rate before leakage point (kg/s)
Q+: Flow rate after leakage point (kg/s)
K: Leakage rate at the leakage point (kg/s)
M: Molar mass (kg/mol)
R: Ideal gas constant (J/(mol.·K))
Xe: Equivalent between point 1 and point 2 (m)
D: Inner diameter of pipes (m)
ρ: Density of gas (kg/m3)
E: Roughness of pipes (mm)
Re: Reynolds number
λ: Fanning friction factor
Aor: Hole area (m2)
CD: Hole flow correction coefficient
Z: Air compression factor
CPR: Critical pressure ratio
Le: Distance between point 1 and point 2 (m)
D: Diameter of the pipeline (mm)
D: Diameter of the leak point hole (mm).

Data Availability

,e data used to support the findings of this study are
available from the corresponding author upon request.

Conflicts of Interest

,e authors declare that they have no conflicts of interest.

Acknowledgments

,is research was funded by Scientific Research Project of
Harbin University of Commerce (No. 17XN013) entitled
“Research about detection and location of natural gas
pipeline leakages based on Kalman filter and Fiber sensing”
and the Doctoral Research Project of Harbin University of
Commerce (No. 2016BS19).

References

[1] H. R. Zhang, Y. T. Liang, W. Zhang, N. Xu, Z. L. Guo, and
G. M. Wu, “Improved pso-based method for leak detection
and localization in liquid pipelines,” IEEE Transactions on
Industrial Informatics, vol. 14, pp. 3143–3154, 2018.

[2] H. R. Zhang, Y. T. Liang, Q. Liao, S. Yun, and X. H. Yang, “A
self-learning approach for optimal detailed scheduling of
multi-product pipeline,” Journal of Computational and Ap-
plied Mathematics, vol. 327, pp. 41–63, 2018.

[3] Q. Liao, H. Zhang, N. Xu, Y. Liang, and J. Wang, “A milp
model based on flowrate database for detailed scheduling of a
multi-product pipeline with multiple pump stations,” Com-
puters & Chemical Engineering, vol. 117, pp. 63–81, 2018.

[4] Q. Liao, P. M. Castro, Y. T. Liang, and H. R. Zhang, “New
batch-centric model for detailed scheduling and inventory
management of mesh pipeline networks,” Computers &
Chemical. Engineering, vol. 130, 2019.

[5] Z. B. Li, H. X. Feng, Y. T. Liang, N. Xu, S. M. Nie, and
H. R. Zhang, “A leakage risk assessment method for haz-
ardous liquid pipeline based on markov chain monte carlo,”
International Journal of Critical Infrastructure Protection,
vol. 27, 2019.

[6] B. Wang, Y. Liang, J. Zheng, T. Lei, M. Yuan, and H. Zhang,
“Amethodology to restructure a pipeline system for an oilfield
in the mid to late stages of development,” Computers &
Chemical Engineering, vol. 115, pp. 133–140, 2018.

[7] A. Chebouba, F. Yalaoui, A. Smati, L. Amodeo, K. Younsi, and
A. Tairi, “Optimization of natural gas pipeline transportation
using ant colony optimization,” Computers & Operations
Research, vol. 36, no. 6, pp. 1916–1923, 2009.

[8] Q. Ji, Q. Kong, and G. Song, “Study on energy focusing
synthesis on pipe using time reversal technique,” in Pro-
ceedings of the 11th IEEE International Conference on Net-
working, Sensing and Control, pp. 625–630, Miami, FL, USA,
2014.

[9] G. Park, H. H. Cudney, D. J. Inman, and J. I. Daniel, “Fea-
sibility of using impedance-based damage assessment for
pipeline structures,” Earthquake Engineering & Structural
Dynamics, vol. 30, no. 10, pp. 1463–1474, 2001.

[10] Q. Ji, S. M. Parvasi, S. C. M. Ho, M. Franchek, and G. Song,
“Wireless energy harvesting using time reversal technique: an
experimental study with numerical verification,” Journal of
Intelligent Material Systems and Structures, vol. 28, no. 19,
pp. 2705–2716, 2017.

[11] H. Montiel, J. Vilchez, J. Casal, and J. Arnaldos, “Mathe-
matical modelling of accidental gas releases,” Journal of
Hazardous Materials, vol. 59, no. 2, pp. 211–233, 1998.

[12] Z. Zhou, “,ermal analysis of slow discharge from a pres-
surized natural gas storage tank,” Applied Dermal Engi-
neering, vol. 17, no. 11, pp. 1099–1110, 1997.

[13] Z. Zhou, B. Smith, and G. Yadigaroglu, “A mathematical
model and its analytical solution for slow depressurization of a
gas-filled vessel,” Journal of Engineering Mathematics, vol. 31,
no. 1, pp. 43–57, 1997.

Mathematical Problems in Engineering 9



[14] J. L. Woodward and K. S. Mudan, “Liquid and gas discharge
rates through holes in process vessels,” Journal of Loss Pre-
vention in the Process Industries, vol. 4, no. 4, pp. 161–165,
1991.

[15] CCPS, Guidelines for Use of Vapor Cloud Dispersion Models,
AICE, New York, NY, USA, 2 edition, 1996.

[16] J. D. Young and A. J. Bum, “A simple model for the release
rate of hazardous gas from a hole on high-pressure pilelines,”
Journal of Hazardous Materials, vol. 97, pp. 31–46, 2003.

[17] J. D. Young and A. J. Bum, “Analysis of hazard areas asso-
ciated with high-pressure natural-gas pipelines,” Journal of
Prevention in the Process Industries, vol. 15, no. 3, pp. 179–198,
2002.

[18] J. Arnaldos, J. Casal, H. Montiel, M. Sánchez-Carricondo, and
J. A. Vı́lchez, “Design of a computer tool for the evaluation of
the consequences of accidental natural gas releases in dis-
tribution pipes,” Journal of Loss Prevention in the Process
Industries, vol. 11, no. 2, pp. 135–148, 1998.

[19] O. Levenspiel, Engineering Flow and Heat Exchange, Plenum,
New York, NY, USA, 1984.

[20] Y. H. Dong, “,e calculation of the steady-state rate of gas
leakage in long-distance pipeline,” Oil and Gas Storage and
Transportation, vol. 34, pp. 11–15, 2002.

[21] Z. Yang, F. R. Zhang, and J. B. Lai, “Steady leakage calculation
models of non-isothermal long gas pipeline,” Journal of
Tianjin University of Technology, vol. 38, pp. 1115–1121, 2005.

[22] K. Wojciech J and S. Janusz, “Real gas flow simulation in
damaged distribution pipelines,” Energy, vol. 45, pp. 481–488,
2012.

[23] N. Bariha, I. M.Mishra, and V. C. Srivastava, “Hazard analysis
of failure of natural gas and petroleum gas pipelines,” Journal
of Loss Prevention in the Process Industries, vol. 40, pp. 217–
226, 2016.

10 Mathematical Problems in Engineering



Research Article
A Multisource Monitoring Data Coupling Analysis Method for
Stress States of Oil Pipelines under Permafrost Thawing
Settlement Load

Changliang Jiang ,1 Pengchao Chen ,1 Rui Li ,1 and Xiaoben Liu 2

1Petrochina Pipeline Company, Langfang 065000, Hebei, China
2National Engineering Laboratory for Pipeline Safety, MOE Key Laboratory of Petroleum Engineering,
Beijing Key Laboratory of Urban Oil and Gas Distribution Technology, China University of Petroleum-Beijing, Beijing 102249,
China

Correspondence should be addressed to Xiaoben Liu; xiaobenliu@cup.edu.cn

Received 22 October 2020; Revised 5 November 2020; Accepted 13 November 2020; Published 25 November 2020

Academic Editor: Qi Liao

Copyright © 2020 Changliang Jiang et al. )is is an open access article distributed under the Creative Commons Attribution
License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is
properly cited.

)aw settlement is one of the common geohazard threats for safe operation of buried pipelines crossing permafrost regions, as
pipes need to bear additional bending stress induced by settlement load. In the presented study, a novel coupled data analysis
method was proposed for stress state estimation of buried steel pipeline under thawing settlement load. Multisource data in-
cluding pipe bending strain derived by inertial measurement unit, pipe longitudinal strain derived by strain gauges, and thawing
displacement loads derived by soil temperature monitoring were used to estimate the pipe’s mechanical states. Based on the
derived data, finite element method-based pipe soil interaction model was established to predict pipe’s actual stress distribution. A
monitored pipe segment of one crude oil pipeline in northeast China operated since 2010 was adopted as a prototype for the
investigation, monitoring data derived in the last ten years was employed to predict the settlement loading, and relative accurate
stress results was obtained via the established pipe soil interaction model. )e mean absolute error (MAE) of the predicted pipe
stresses compared with the monitoring results in 2014, 2017, and 2018 are 5.77%, 12.13%, and 13.55%, respectively. Based on the
analyzed stress results, it can be found that the investigated pipe was subjected to an increasing settlement load from 2010–2016,
made the bending stress increased up to 149.5MPa. While after 2016, due to the depth of frost soil in this area is no more than
3.5m, the thawing settlement load almost remained constant after 2016. As the investigated pipe is made by X65 line pipe steel, the
von-Mises stress in pipe is much smaller than the allowable one indicating pipe’s structural safety status so far. )e proposed
method can also be referenced in the status monitoring of buried pipeline crossing other geological hazard regions.

1. Introduction

Crude oil is commonly transported by pipelines in the arctic
region. With the rising of crude oil temperature in the
pipeline, buried heated oil pipeline with insufficient insu-
lation is always affected by permafrost thawing. Subjected to
the thaw settlement load, bending strain can be accumulated
in the pipe. )e buckling or rupture failures of pipe may
happen if bending strain becomes larger than the ultimate
strain of pipe [1]. In order to ensure the safe and efficient
operation of pipelines in frozen soil areas, lots of researchers

and pipeline operators have conducted relative research
studies.

Since field monitoring data are the fundamental infor-
mation reflecting pipe’s mechanical states, various moni-
toring methods have been investigated and developed for
pipeline status monitoring. Generally, the permafrost tem-
perature field can be monitored by distributed temperature
sensors. )e thawing depth around the pipe can be analyzed
based on the temperature field results or measured directly.
For pipeline itself, commonly pipe strain was monitored to
calculate pipe’s stress component. While no techniques are
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able to sensor the absolute strain values in pipe so far, pipe
strain components such as the bending strain component or
the longitudinal strain increment component are commonly
monitored. Pipe bending strains and longitudinal strains can
be obtained based on the inertial measurement unit (IMU)
and strain gauge monitoring system, respectively. Specifi-
cally, Wang et al. [2, 3] presented the layout of one special
soil temperature monitoring system at four monitoring sites
of an inservice oil pipeline crossing different geohazard
areas. Based on the new developed system, variations of the
thawing depth around pipe in recent years were obtained.
Tan et al. [4] proposed a pipeline displacement monitoring
technology based on total station surveying technique,
which has been successfully applied in the displacement
monitoring in permafrost regions. Li et al. [5–7] performed a
series of research studies focusing on bending strain de-
tection via IMU assembled in pipeline inline inspection tool,
and this technology was employed by the Petrochina
Pipeline Company to identify high thawing settlement risk
areas. Similarly, Cho et al. [8] developed a bending strain
calculation method of pipe bending strain based on the
pipeline coordinates derived by IMU. Inaudi [9] conducted
some engineering cases application analysis of this kind of
strain monitoring systems. Glisic [10] conducted compari-
son analysis of strain monitoring results via different fiber
optic strain sensors. Lei et al. [11, 12] summarized the dent
strain detection methods based on the inline inspection data.
Rajeev et al. [13] gave a brief overview of optical fiber
technologies and outlined potential applications of these
technologies for geotechnical engineering applications. It
can be found that although ground temperature, soil dis-
placements, and pipe strain can be derived more or less, the
actual stress states of pipe can still not be sensed compre-
hensively. Witek et al. [14, 15] provided the method for gas
leakage rate estimation method based on defect population.
Life cycle estimation of high pressure pipeline was con-
ducted based on inline inspection data. )e existing mon-
itoring data can only be adopted to estimate current safety
status of pipeline approximately. )e high-risk locations of
pipeline failure may not be accurately identified, and the
variation trend of pipeline’s stress response cannot be
predicted, which will affect the effectiveness of the pipeline
safety assessment.

As for the mechanical analysis of buried pipeline sub-
jected to thawing settlement, several related research studies
have also been carried out. For instance, Xu et al. [16] in-
vestigated the stresses and strains of pipelines by infield
experimental tests, which found that peak stress appears
near the boundary of the settlement zone. Liu et al. [17]
investigated the effects of soil frost heaving displacement and
pipe diameter on the critical buckling axial load of buried
heated pipeline based on experimental and numerical
analysis. Wen et al. [18, 19] deduced an analytical model
considering the strain hardening behaviour of pipe steel and
analyzed the stress and deformation responses of pipes
under various thawing settlement loads. Xia et al. [20, 21]
conducted similar parametric analysis investigations fo-
cusing on pipe’s deflections. Other researchers employed the
numerical analysis models based on finite element method

to investigate pipe’s stress and strain responses under var-
ious kinds of thawing settlement loads [22, 23]. As men-
tioned above, small-scale tests and numerical simulation
investigations can be referred in stress and strain analysis of
pipeline in permafrost zones. However, it can be found that
pipe’s loading conditions used in these documented research
studies are mainly simplified to some types of assumed soil
displacement loads which cannot reflect pipe’s actual
loading conditions monitored from actual engineering cases.
)erefore, it is necessary to combine the multisource
monitoring data and numerical simulation technology to
improve the accuracy of monitoring results for pipe’s actual
mechanical states.

In this study, multisource monitoring data were
employed. A coupling stress evaluation method of pipeline
subjected to thawing settlement based on monitoring results
and the numerical model was proposed. In the proposed
method, thawing settlement was estimated via the soil
temperature results, and a pipe soil interaction model based
on finite element method was employed to reveal the actual
stress states in pipe. A case study shows that the proposed
method can accurately predict pipe’s stress distributions in
the thawing settlement zone, which successfully fills the gap
that somemost dangerous sections may not be monitored by
distributed sensors. )is method is also referable for pipe-
lines located in other geohazard regions.

2. Monitoring System for Pipes in
Permafrost Regions

As mentioned above, multisource monitoring data of
pipelines can be obtained by different monitoring tech-
niques. For pipeline crossing thaw settlement regions, two
kinds of data are commonly needed, i.e., the environmental
data and the pipeline strain data. Generally, as shown in
Figure 1, the environmental data include the soil temper-
atures and the ground settlement displacement, and the
pipeline strain data include different strain components, i.e.,
bending strains and longitudinal strains derived by IMU and
strain gauges.

Temperature monitoring results can be used to acquire
the variation of temperature field, and the characteristic
parameters of permafrost regions, such as maximum depth
of frozen soil, annual average surface ground temperature.
)e displacement monitoring results can be used to obtain
the frost heave or thawing settlement displacement of some
concerned points. Strain monitoring results can be adopted
to determine whether the strain value exceeds the pipeline
strain capacity. In the following sections, monitoring
technologies which have been applied in the Petrochina
Company will be introduced briefly.

2.1. Temperature Monitoring System for Frozen Soil.
Temperature field monitoring results of permafrost zones
can reveal the variations of soil temperature with the sea-
sonal oil temperatures and climatic changing conditions,
which can provide an important reference for determining
whether the buried pipeline has frost heave or thaw
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settlement hazards. Meanwhile, with detected frozen soil
characteristic parameters, the maximum thaw settlement of
frozen soil can be predicted by analyzing temperature
monitoring data. Figure 2 illustrates the infield temperature
system used in Petrochina Company. Commonly temper-
ature sensors are distributed 20 meters away from the pipe
axis in the horizontal direction and 15 meters beneath the
ground surface in the vertical direction in order to get the
whole temperature distribution around pipe.

2.2. Pipeline Strain Detection Based on IMU and Fiber Bragg
Grating (FBG) Strain Monitoring. IMU inline inspection
tool is one common technique to acquire the position and
bending strain of pipeline widely employed by pipeline
operators recently. Petrochina Pipeline Company also de-
veloped a series of inline inspection tools with the inertial
measurement unit since 2014 [5], as shown in Figure 3.

)e bending strain and bending strain variation char-
acteristics of the entire pipeline can be acquired based on
IMU-detected pipeline coordinate data at different time.
Figure 4 shows the pipeline coordinate and strain results of
one inspected pipeline in Petrochina Pipeline Company. In
order to perform the integrity assessment, Petrochina Pipeline
Company suggested strain criteria for IMU-detected bending
strain, i.e., the absolute strain value and strain variation value
should be less than 0.125% and 0.02%, respectively [22]. Based
on the strain criteria acquired from Chinese standard GB
32167 Oil and gas pipeline integrity management specifica-
tion, pipe segments with large bending strains were detected
as shown in Figure 4(a). As can be observed from the figure
that the longitude of the pipeline varies from 108.8° to 109.4°,
the latitude of the pipeline varies from 34.8° to 35.8°, and the
variation range of pipeline altitude is 600–1600.

In addition to IMU-based bending strain measurement,
fiber Bragg grating (FBG) strain gauges are used to monitor the
real-time strain increment of pipes at high-risk thawing

settlement zones. )is kind of real-time warning can be helpful
for pipeline safety. Figure 5 shows the arrangement of FBG
strain gauges on pipes. Generally, three strain gauges are needed
for one pipe section, and the longitudinal distance between the
monitored pipe sections is set to be around 12 meters.

3. Coupling Data Analysis of Multisource
Monitoring Data

Based on multisource monitoring data derived by different
sensors, a coupling analysis method was proposed in this
study. As shown in Figure 6, the analysis process can be
divided into the following steps:

(1) In the first step, the collection and analysis of
multisource monitoring data was performed to es-
timate the possible geohazard types faced by the pipe.

(2) In the second step, an assumed initial surface dis-
placement of thaw settlement area was set based on
multisource monitoring results.

(3) In the third step, thaw settlement displacement load
derived by the second step was applied to the nu-
merical inversion model, and pipe-soil interaction
parameters were derived by the filed investigation
results.

(4) In the final step, comparative analysis of pipeline
strain detection results and numerical simulation
results can be adopted to verify the accuracy of the
numerical model. )e reliability of numerical results
can be improved by adjusting variable parameters of
the model to make the performance indices less than
allowable criteria. )e three indices are the coeffi-
cient of determination (R2), mean absolute error
(MAE), and root-mean-square-error (RMSE). )ese
indices are commonly used in performance assess-
ment of prediction models. )e calculation formulas
are listed as follows:

Multisource 
monitoring system

Environmental 
monitoring data

Pipeline structural 
data

(strain)

Frozen soil temperature 

�awing displacement 

Bending strain (IMU)

Longitudinal strain 
(strain gauges)

xn xn+1
12m

Figure 1: Established monitoring system for pipes in permafrost regions.
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Figure 2: Temperature monitoring data acquisition process used in Petrochina Pipeline Company.
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Figure 3: Inline inspection tool with IMU developed by Petrochina Pipeline Company.
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(1)

Here, N is the number of strain values, εe is the estimated
strain value, εm is the measured strain value, and εm is the
average monitored strain values.

)e detailed analysis procedure is summarized in Fig-
ure 7. )e bending strains of the monitored points of
pipeline were compared with the measured ones.

4. A Case Study

4.1. Case Description. As shown in Figure 8, the AA007
monitoring pipe segment is located 8.5 km away from the
investigated pipeline’s initial station. Due to the high
moisture of surrounding soil and the rising of crude oil

temperature in the pipeline, this area becomes a typical
thaw settlement zone. After the operation of the pipe, a
comprehensive monitoring system at this location was
installed continuously since 2010. As observed in Figure 9,
there are 18 monitoring sections set up along the pipeline.
)e distance between adjacent monitoring sections is
about 12m, i.e., length of a common line pipe segment.
Based on filed investigations, the X5-X6 section is located
beneath a road, and the pipeline will inevitably be affected
by ground surface pressure. Meanwhile, there is a large
area of water accumulation at the upstream of X5 section
and downstream of X6 section. Due to the existence of
thawing area, the thaw settlement risk is significantly
increased, which seriously affects the structural safety of
the pipe.

4.1.1. Soil Conditions of the Monitored Area. )e frozen soil
in the monitoring area can be divided into three types
depending on the soil’s depth beneath the ground surface. As
shown in Figure 10, they are sandy loam, silty clay, and
weakly weathered base rock, respectively. )e buried depth
of the pipe was 2.5m. )e pipe diameter and pipe wall
thickness are 813mm and 16mm, respectively. )e soil
parameters are listed in Table 1, which were acquired from
geological investigation data during the pipe design stage. In
the thawing settlement analysis, the ground surface

Single section
mounting position

Un Strain
gauge

Ln Rn

Tn
Thermometer xn

12m xn+1

Figure 5: Schematic diagram of FBG monitoring used in Petrochina Pipeline Company.
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Figure 6: Pipeline coupling data analysis based on data analysis and numerical simulation.
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displacement can be calculated based on thawing depth of
frozen soil and thawing settlement coefficient of the soil.

4.1.2. Trends of Oil Temperatures in the Initial Station.
)e investigated crude oil pipeline was put into operation in
2010. )e initial designed oil temperature was considered to
be −6.41°C in winter and 3.65°C in summer. While, after the
operation, the oil temperature increased continuously. Re-
cently, the maximum oil temperature in summer has in-
creased up to 28.5°C. Trends of the oil temperature of the
initial station between 2014 and 2020 is shown in Figure 11.
Increased oil temperature increases the risk of thaw

(a) (b) (c)

Figure 8: Site survey map of AA007.
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Figure 7: Coupling data analysis of pipelines’ mechanical state based on multisource sensing data.
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settlement, which makes monitoring of pipe’s structural
states becomes necessary.

4.2. Multisource Monitoring for the Pipe

4.2.1. Temperature Field Monitoring. )e risk of thaw set-
tlement in frozen soil area can be evaluated via detailed
analysis of the soil temperature around the pipe. )e
temperature field monitoring system installed in this area is
shown in Figure 12(a). )e PT100 temperature sensor was
selected to monitor the temperature distribution of frozen
soil. )ere are 6 monitoring lines in every section with 168
temperature sensors installed. )e L1 monitoring line is
located above the pipeline. )e other five monitoring lines
are installed away from the pipeline laterally. )e L6
monitoring line was set a little further away, which can be
adopted to monitor the temperature distribution of the soil
surround the pipeline under natural conditions. All the
temperature data were collected twice a day and transmitted
to the integrity management centre via the devices shown in
Figure 12(b).

)e soil temperature along L1 monitoring line and L6
monitoring line from August 2016 to June 2018 are plotted
in Figure 13. As shown in the figure, soil temperature above
the pipe is obviously affected by the seasonal meteorological
temperature. As for the L1 monitoring line, the temperature
of the soil above the pipe decreases with the increase of depth
in summer. However, the temperature is monotonically
increasing as the depth increases in winter. As for the L6
monitoring line, the soil temperature basically keeps

invariant, when the depth is larger than 6m. When the
buried depth varies from 0m to 2m, the temperature of
frozen soil rises rapidly, which indicated that the rising of
crude oil temperature obviously accelerates the thawing of
frozen soil around the pipeline.

4.2.2. IMU-Based Bending Strain Detection. IMU moni-
toring data can be adopted for bending strain analysis of
long-distance oil pipeline. Petrochina Pipeline Company has
developed several inline inspection tools with IMUmodules,
which can detect relatively accurate pipe bending strains.
Based on the IMU monitoring results, the mechanical state
of pipeline can be obtained to a certain extent, which makes
quantitative safety assessment of pipelines possible. Fig-
ure 14 shows the preparing procedure before the inspection
for the considered oil pipeline. Based on the IMU bending
strain analysis results, high-risk area with large bending
strains can be identified. For this high-risk area, real-time
strain monitoring via strain gauges may be considered to
ensure pipe’s safety.

Figure 15 illustrates the horizontal and vertical bending
strain results for the considered pipe segment. Horizontal
strain means the bending strain obtained in the horizontal
plane, while the vertical strain means the bending strain
obtained in the vertical plane. )e strain results can be
calculated via the coordinates derived by IMU according to
reference [22]. )e absolute distance of this pipe segment
from the initial station varies from 8215m to 8416m. It can
be readily observed that the variation of horizontal strain is
not obvious, which mainly varies from −0.05% to 0.05%.
)us, the bending strain of this pipe segment is mainly
caused by vertical settlement. And the vertical strain derived
by IMU peaks at 8353m away from the initial station with
the peak value equals 0.71%.

4.2.3. Longitudinal Strain Monitoring. Pipeline’s mechani-
cal status also can bemonitored via distributed strain gauges.

Atmospheric
Surface

Sandy loam
Silty clay 

Weakly weathered base rock

2.5m

Pipeline and insulating layerBackfill soil

1.0m

10m

Figure 10: Soil distribution in frozen soil area.

Table 1: )ermal properties of soil layers.

Physical parameters Ρ Cf Cu λf λu
Unit kg/m3 103 J/

(kg·°C) W/(m·°C)

Sandy loam 1300 1.49 1.88 1.21 0.84
Silty clay 1600 2.54 3.35 1.04 0.72
Weakly weathered base rock 1600 1.50 1.90 2.12 1.42
ρ: density;Cf: specific heat of frozen soil;Cu: specific heat of unfrozen soil; λf:
thermal conductivity of frozen soil; λu: thermal conductivity of unfrozen
soil.
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Figure 11: Temperature of oil in initial station of the pipeline.
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Figure 12: Temperature field monitoring system installed in the field. (a) Arrangement of temperature sensor in one pipe section. (b) Data
automatic collection centre with solar power.
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Figure 13: Trends of soil temperature with depth at different positions around the pipe. (a) Summer, L1 monitoring line. (b) Winter, L1
monitoring line. (c) Summer, L6 monitoring line. (d) Winter, L6 monitoring line.
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Due to this is a high thawing risk area, longitudinal strain
monitoring of this segment has lasted near 10 years. Some
bending stress results calculated by the strain gauges of each
monitoring section are illustrated in Figure 16. It can be
clearly noticed that, after 2010, bending stress has changed
significantly from pipe section X2 to pipe section X6 and
from pipe section X10 to pipe section X14.)e stress value of
X4 section has increased obviously, increasing from 10MPa
in 2010 to 149.5MPa in 2016. However, the stress of X6
section increased slightly. And after 2016, the bending stress
of entire pipeline was basically stable.

)e comparative analysis of the IMU bending strain and
longitudinal stress monitoring results was conducted. As
shown in Figure 17, results derived by different technics
show similar peak values and distributions. Especially, the
peak stress results obtained by the two detectionmethods are
basically the same.

4.3. Coupling Data Analysis on Pipe’s Mechanical States.
)e key of the proposed coupling data analysis method is the
pipe-soil interactionmodel. Based on the accurate numerical
model, multisource monitored data can be taken as input

boundary parameter values or output benchmarking targets.
By adjusting the numerical model parameters, the true stress
and strain distribution in pipe can be obtained, which can be
further used in safety assessment.

4.3.1. Numerical Analysis Model. Nonlinear finite element
method has been widely applied in the mechanical analysis
of pipe structures subjected to geohazard loads. A pipe soil
interaction model was established in this paper for the
considered X65 steel pipeline. )e pipe diameter and pipe
wall thickness are 813mm and 16mm, respectively. Its
operation pressure varies from 4MPa to 6MPa. In the
numerical model, the pipe was modelled by ELBOW ele-
ment developed by commercial finite element code package
ABAQUS, as this special element can consider pipe’s section
deformation more accurately comparing with the common
pipe elements. In order to eliminate boundary effects, the
entire pipe model (Figure 9) was extended to 600m. As can
be observed in Figure 18, a fine mesh with element length of
0.2m was utilized for the 200m pipeline in the middle
section where settlement zones were located to obtain the
accurate mechanical response of pipe subject to thawing

Figure 14: IMU field inspection.
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Figure 15: Bending strain derived by IMU. (a) Horizontal strain. (b) Vertical strain.
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settlement. Meanwhile, a coarse mesh with an element size
of 1m was used for both extended pipes at the two sides.

As shown in Figure 19, the soil resistant force on the pipe
can be described by nonlinear springs, which can be realized by
the three-dimensional 4-node pipe-soil interaction elements
(PSI 34) developed by ABAQUS.)e soil spring parameters fu,
pu, and qu (qd) represent the maximum soil resistant forces per
unit length of pipes in the axial, lateral, and vertical directions.
And xu, yu, and zu (zd) represent the yield displacements, re-
spectively. )e values of these parameters can be calculated by
the equations suggested by the ALA-ASCE guideline [24].

In this study, backfill soil in the pipe trench is medium
sand with a cohesive stress of 10 kPa, a friction angle of 40°,
and an effective unit weight of 20 kN/m3. However, the site
soil is silty clay with a cohesive stress of 10 kPa, a friction
angle of 25°, and an effective unit weight of 17.09 kN/m3.)e
soil spring models are illustrated in Figure 20. According to
ALA-ASCE guideline, axial soil spring parameters were
calculated by the backfill soil parameters, while the lateral
and vertical soil parameters were calculated by site soil
parameters. )us, the soil spring parameter values can be
obtained as listed in Table 2.
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Figure 16: Monitor the bending stress distribution. (a) Summer. (b) Winter.
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In the numerical model, two loading steps were needed.
In the first operation load step, internal pressure and
temperature loading were applied on the entire pipe. In the
second settlement load step, the thaw settlement displace-
ment was applied to the pipe segments in the thawing area.
From the field investigation, it can be found that thawing
depth of the two thawing area locating from pipe section X2
to pipe section X4 and from pipe section X10 to pipe section
X14 should be the same, while the surface loading induced
by the road increased the settlement of the X2-X4 zone.
Approximate settlement displacements for these two areas
were set to be 0.35m and 0.21m first.)e displacement value
can be adjusted during the data analysis process. Figure 21
shows the sketch of the established numerical model.

4.3.2. Mechanical Response of Pipeline in the >awing Set-
tlement Zone via Coupling Data Analysis. Vertical dis-
placement results of the pipe in 2017 based on the
established model and assumed parameters are shown in
Figure 22. Due to thaw settlement displacement in zone I is
larger, the pipe displacement is also larger. )e maximum
pipe vertical displacement was 0.36m in 2017. Figure 23
illustrates the contour plots of the finite element model.

Figure 24 illustrates the comparison results of the
multidata-based numerical model and the bending stress
values monitored by distributed strain gauges. )e results in
2014, 2017, and 2018 were shown as prototypes. Based on the
numerical model, variations of pipe’s bending stress in the
high thawing settlement zone were derived, which can fill the
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Figure 19: Soil springs simulating soil constraints on pipe. (a) PSI unit in ABAQUS. (b) Spring action mode.
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Figure 20: Soil spring model in ASCE guide. (a) Axial. (b) Lateral. (c) Vertical.

Table 2: Nonlinear soil spring parameters.

Axial soil spring Lateral soil spring Vertical bearing soil spring Vertical uplift soil spring
Peak soil resistant force (kN/m) 42.9 567.9 3486.8 112
Yield displacement (mm) 5 104.3 101.6 30
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gap that the strain gauge monitoring system can only
monitor 18 pipe sections.

Performance of the proposed method was further studied
using three indices, i.e., the coefficient of determination (R2),
mean absolute error (MAE), and root-mean-square-error
(RMSE). As shown in Table 3, relatively good results were
obtained for all the three years, which reflects that the proposed
numerical model can predict pipe’s structural status reasonably.

Based on the validated numerical model, variations of
the peak bending stress, i.e., the bending stress of X4 section
from 2010 to 2018 are further discussed as shown in Fig-
ure 25. It can be found that, the bending stress of pipeline

due to thaw settlement of permafrost significantly increased
before 2016. However, the value of bending stress changes
slightly from 2016 to 2018, which is due to the fact that thaw
depth has reached the maximum depth of frozen soil. As soil
constraint stiffness may increase a little in winter, the
bending stress of pipeline is slightly larger than that in
summer. In general, the maximumMises stress in pipeline is
282MPa, which is less than the allowable stress, i.e., 0.9 σs
(SMYS of X65 line pipe steel, 405MPa). )e comparative
analysis of numerical simulation results and stress detection
results show that the numerical inversion model can ac-
curately reflect pipe’s true mechanical status.
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Figure 21: Schematic diagram of model boundary conditions.
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Figure 22: Pipe vertical displacement distribution along the pipe axis (2017/6).
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Figure 24: Bending stress of pipeline versus distance from X1 section for various years. (a) X1-X18 section (2014/11/19). (b) X1-X18 section
(2017/3/17). (c) X1-X18 section (2018/2/22).

Table 3: Performance of the proposed multidata-based numerical model.

Date R2 MAE RMSE
2014/11/19 0.882 5.77 7.60
2017/3/17 0.875 12.13 16.46
2018/2/22 0.850 13.55 17.80
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5. Conclusions

Stress analysis of the buried heated oil pipeline crossing
permafrost areas via multisource monitoring data-based
numerical method was studied in this paper. Taking one
heated pipeline in northeastern China as prototype, a
general coupling data analysis procedure was proposed.
Results show that based on the pipe soil interaction model
assumed according to monitoring data, the pipe’s overall
stress state in the geohazard area can be more accurately
obtained, which fills the gap that monitoring data can only
reflect the monitored pipe section’s mechanical states. Based
on the investigation, some remarkable conclusions can be
drawn as follows:

(1) IMU bending strain results and strain gauge-based
longitudinal strain results both can reflect pipe’s
mechanical states to some extent. Consistent peak
stress and strain results and distributions were found
by these monitoring methods in the considered case
in the presented paper.

(2) Nonlinear soil springs-based pipe soil interaction
model with reasonable soil parameters can reflect
pipe’s mechanical loading induced by frozen soils, as
quite small error was found between the proposed
numerical model and the filed monitoring results.

(3) )e proposed method can reveal pipe’s actual stress
state precisely. For the considered X65 pipeline,
three years’ numerical results show that the maxi-
mum relative error of pipe’s peak bending stress is
less than 15%.

(4) For the investigated pipeline, the peak stress was
found based on the proposed method is located at
section X4.)e peak bending stress in pipe increased
from 10MPa to 149.5MPa during 2010 to 2016. )e
vertical strain of this section achieved the maximum

value of 0.73% in 2016. After 2016, the thawing
settlement in this area becomes stable, and only small
stress variations appear in the pipe due to the sea-
sonal temperature change.

(5) Based on the application results, it can be found that
safety assessment of buried heated oil pipeline
crossing permafrost areas can be evaluated more
quantitatively based on the established model.

(6) )e proposed coupling data analysis method can also
be referred in stress/strain analysis of buried pipeline
crossing other types of geohazards, such as mining
subsidence regions and landslide regions. Based on
the multisource monitoring data of pipeline, the
possible geohazard types faced by the pipe and as-
sumed initial surface displacement can be deter-
mined, which can be used for the establishment of
numerical inversion model. )e comparative anal-
ysis of simulation results and monitoring results was
adopted to verify the reliability of the inversion
results. Based on the relatively accurate inversion
model, assessment of pipeline safety status subjected
to geological hazard was conducted.
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