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Criminal pro�ling is a useful technique to identify the most plausible suspects based on the evidence discovered at the crime scene.
Similar to o�ine criminal pro�ling, in-depth pro�ling for cybercrime investigation is useful in analysing cyberattacks and for
speculating on the identities of the criminals. Every cybercrime committed by the same hacker or hacking group has unique traits
such as attack purpose, attack methods, and target. ­ese unique traits are revealed in the evidence of cybercrime; in some cases,
these unique traits are well hidden in the evidence such that it cannot be easily perceived. ­erefore, a complete analysis of several
factors concerning cybercrime can provide an investigator with concrete evidence to attribute the attacks and narrow down the
scope of the criminal data and grasp the criminals in the end. We herein propose a decision support methodology based on the
case-based reasoning (CBR) for cybercrime investigation. ­is study focuses on the massive data-driven analysis of website
defacement. Our primary aim in this study is to demonstrate the practicality of the proposed methodology as a proof of concept.
­e assessment of website defacement was performed through the similarity measure and the clustering processing in the
reasoning engine based on the CBR. Our results show that the proposed methodology that focuses on the investigation enables a
better understanding and interpretation of website defacement and assists in inferring the hacker’s behavioural traits from the
available evidence concerning website defacement. ­e results of the case studies demonstrate that our proposed methodology is
bene�cial for understanding the behaviour and motivation of the hacker and that our proposed data-driven analytic methodology
can be utilized as a decision support system for cybercrime investigation.

1. Introduction

Advanced persistent threat (APT) attacks, stealthily and
continuously controlled by hackers or hacking groups tar-
geting a speci�c entity, remain as a challenging threat,
particularly to the companies or organizations that handle
sensitive funding and information. When successful, APT
attacks can have a catastrophic impact on critical in-
frastructures, such as banking, broadcasting system, and
mass media sites. ­is impact is not speculative or theo-
retical—in fact, it is supported by various real-world in-
cidents and actual attacks. For instance, in February 2016, a
group of hackers stole $81 million from the Central Bank of
Bangladesh through its account at the Federal Reserve Bank
of New York through an APT attack which targeted

constantly the SWIFT payment system for a year [1]. Fur-
thermore, inMay 2017, theWannaCry ransomware, another
type of APT attack, spread due to the vulnerability in the
Microsoft Server Message Block (SMB; the message format
used to share folders and �les and so on in Microsoft
Windows OS). ­is attack caused catastrophic conse-
quences, such a standstill and disruption of online work in
hospitals, companies, and several government agencies.
According to Symantec’s 2017 annual report [2], the SWIFT
case and the WannaCry ransomware case were perhaps
launched by the Lazarus group that could be a£liated to the
DarkSeoul (DS) case in 2013 and the Sony Pictures Enter-
tainment (SPE) case in 2014. Symantec found that the
hacking skills in the SWIFT case were very similar to those
used by the Lazarus group, presumably one of the North
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Korea’s state-sponsored hacking group; the report also
found that the malware of the WannaCry ransomware case
was related to the one used by the Lazarus group [3]. In the
Operation Blockbuster report released by Novetta in 2016,
the Lazarus group was reported to hypothetically come in
two basic classes—the features known as the wipers and the
DDoS malware [4]. +e noticeable features of these attacks
underpin our interest in the Lazarus group’s attack related to
the DS case in 2013 and the SPE case in 2014.

On March 20, 2013, in the DS case, the DS’s attack
destroyed approximately 48,700 computerized and net-
worked equipment items, such as PCs, servers, and network
devices of major banks and TV broadcasters in South Korea.
South Korea suffered a coordinated strike by a simple but
very effective and destructive malware called Wiper A, B,
and C [5]. In certain Windows OS environments, the wiper
scripts attempted to remove any directories after attempting
to overwrite each file with a specific string pattern (i.e.,
“HASTATI,” “PRINCIPES,” or “PR!NCPES”) [6, 7]. In
another incident initiated by the Lazarus group, the SPE was
hacked by the self-named Guardians of Peace (#GOP)
hacker group. Several malware analysis groups reported that
the GOP attack was also related to the North Korean cyber
army [8]. +e malware used in this attack contained strings
written using the Romanization of Korean words (i.e.,
Korean words were spelled using Latin letters following the
English pronunciation). Of note, while the Korean language
as spoken in North Korea and South Korea is linguistically
identical, there are several important differences in terms of
vowels and consonants, phonetic notation, and word
spacing [9]. In the aforementioned case, the Romanized
words captured in the malware were having various con-
temporary North Korean words.

From 2009 to 2017, along with the attacks mentioned
above, the Lazarus group launched many other attacks (see
Figure 1 for further details).

+ere have been numerous attempts in industry and
academia to do hacker profiling and to handle attack in-
cidents. +ese approaches can be categorized into the fol-
lowing three types: the human-centric analysis, malware-
centric analysis, and case-centric analysis. +e human-
centric analysis approach focuses on hacker network anal-
ysis. Known hacker activities (e.g., message postings and
discussion) on the hacker communities provide a clue to
identify key actors by their reputation. In addition, it can
classify the tendency of a hacker based on social networking
methods [10, 11]. Unlike the human-centric analysis, the
malware-centric approach primarily assumes that the same
malware and its variants could be developed by the same or
closely similar hacker groups. Among others, features such
as API call sequence and control flow can be used to estimate
the similarity between the newly detected malware and the
known malware [12–14]. In fact, many previous studies on
hacker profiling have primarily focused on using in-
formation derived from the analysis of the malware itself.
While malware analysis could provide information about a
malware’s functionality and its similarity with the previously
known malware family, tracing and analysing hacker in-
formation based on the malware centric could have the

limitation where the core information can be circumvented.
+e last approach is the case-centric analysis, and our
methodology falls into this category. Overall, only several
proposals can be applied to the traditional investigation
method, such as criminal profiling methods, to the cyber
incident investigation; however, many systematic ap-
proaches are currently under development. From the
viewpoint of the cyber intelligence analysis, the case-centric
analysis has the advantage of making it possible to un-
derstand the purpose of attack campaigns; it is important to
build profiles of attackers as with other methods of analysis.
When performed successfully, such characterizations can
facilitate estimating and predicting the attacker’s next target
in advance.

Based on this insight, the present study proposes the
CBR-based decision support methodology for cybercrime
investigation. In terms of data, website defacement attack
cases occurring between 1998 and 2015 were retrieved from
the public archival site zone-h.org (an archive of defaced
websites, http://www.zone-h.org). After crawling web re-
sources of the Hypertext Markup Language (HTML) type,
data preprocessing for data parsing and data cleaning were
performed to amend incomplete, improperly formatted, or
duplicate data records. +e case vector was designed to
intuitively express defaced website cases collected from the
public archival site. +e reasoning engine will be able to start
the major work only after completing the data preprocessing
and the case vector design. +e similarity measurement
based on CBR was performed in them. +e clustering al-
gorithm was performed to group-abstracted crime cases into
classes of similar cases. Based on the results concerning the
DS and SPE cases, we evaluated the performance of the
framework for cybercrime investigation by measuring the
similarity and clustering algorithm. +e results demon-
strated that the proposed methodology can be used as a
Decision Support System (DSS) to obtain meaningful in-
formation about the most similar past cases and related
hacker groups.

+e main contributions of the present study are sum-
marized as follows:

(i) We present a CBR-based decision support meth-
odology for cybercrime investigation. With the
proposed cybercrime investigation scheme, security
analysts can find past attack cases that are most
similar to a given attack and thus obtain insights to
uncover the networks of cybercrime related to
website defacement. To deliver high-value in-
telligence, we adopt the data-driven analytic system.

(ii) We demonstrate the clustering processing and vi-
sualization. +e clustering processing enables an
investigator to efficiently explore large data and
interpret the results. Furthermore, the visualization
helps an investigator to intuitively recognize crime
patterns.

(iii) We propose that it is possible to measure the sim-
ilarity score and to perform the clustering algorithm
by transforming unstructured data (i.e., web de-
facement cases) into calculable structured data.
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(iv) We report case studies based on the real dataset
gathered from the zone-h.org site to demonstrate the
various aspects of our proposed algorithm. Finally, to
foster further research, our dataset (the dataset for
cybercrime investigation: focused on the data-driven
website defacement analysis, http://ocslab.hksecurity.
net/Datasets/web-hacking-profiling) is made pub-
licly available [15, 16].

+e rest of the paper is organized as follows. Section 2
provides a summary of the literature related to our work.+e
detailed methodology is described in Section 3. Section 4
reports the experimental results and analysis based on the
case study. +e limitations of our work and a discussion on
the proposed approach are presented in Section 5. Finally,
Section 6 concludes the paper and suggests directions of
further research.

2. Related Work

In this section, we primarily highlight the previous studies
closely related to the CBR and review two streams of literature
on traditional criminal profiling and cybercrime profiling.We
also elaborate the data mining-based cybercrime profiling
pertaining to the following: (1) the CBR studies that help
better understand our research context; (2) traditional
criminal profiling and cybercrime profiling review that allow
us to obtain an elusive criminal or a concealed clue; (3) data
mining-based cybercrime profiling literature that can support
and theoretically reinforce our methodology.

2.1. Case-Based Reasoning. CBR is a method that uses past
experiences or cases to solve new problems. Even when the
new problems are not exactly identical to the previous cases,
CBR can suggest a partial solution to the new problems [17].
CBR can be categorized as a data-mining technique, as it can
classify the given samples and predict the result for a new
case. As case studies are intuitive and easily understood by
humans, CBR has long been used in many fields, including
customer technical support, medical case search, and legal

case search. +e general model of the four-step CBR process
[18] is shown in Figure 2.

+e four phases are as follows:

(i) Retrieve: given a new website defacement case,
relevant cases are retrieved from the knowledge base
to solve the case at hand

(ii) Reuse: solutions from previous website defacement
cases are mapped for reuse

(iii) Revise: on mapping and testing previous solutions
to the target case, the solutions are revised to
consider the changes in the cases

(iv) Retain: after the solution has been successfully
adapted to the problem, a meaningful experience is
stored as a new case in the knowledge base

CBR starts with a given set of cases for training, forms
generalizations of the given examples, and subsequently
identifies the commonalities between the retrieved case and
the target case. When applied to the website defacement case
composed of descriptive and nominal data, it can effectively
determine the commonality from the crawled hacking cases
and quickly search the nearest related case. Furthermore,
CBR can be used to search themost similar cases and retrieve
past solutions from the latest response cases. CBR facilitates
security administrators to make better decisions. For ex-
ample, Kim et al. proposed the DSS for an incident response
based on CBR [19].

CBR has been extensively used in several areas, such as
management for product development, medicine, and in
engineering applications [20–22]. In addition, several CBR
approaches were available for cyber incidents profiling. For
instance, Kim et al. proposed an intelligent system that can
measure the similarity between the past and new attacks. In
their work, the author(s) demonstrated such capability in
uncovering zero-day attacks using the string similarity
analysis of the captured packet-level data [23]. Horsman
et al. proposed the CBR-FTframework which is a method for
collecting and reusing past digital forensic investigation
information to highlight likely evidential areas on a suspect
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Figure 1: Timeline of the Lazarus group activities from 2009 to 2017.
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operating system. It enables an investigator to help quickly
and precisely decide where to search for evidence [24].

2.2. Traditional Criminal Profiling and Cybercrime Profiling.
Profiling is used in various sectors of the society to in-
vestigate a criminal’s mentality. Criminal profiling is a
profiling technique for criminal investigation based on the
psychological and behavioural patterns of a criminal
[25, 26]. +e criminal aspects and crime factors can be
identified through the evidences and insights of the psy-
chological and behavioural bias [27]. In the field of crimi-
nology, the widely used profiling technique is called the
Modus Operandi (MO). It is used to describe a suspect’s
behaviour and evidence elements in crime. +at is, it means
how a suspect commits their crimes. +e Modus Operandi
changes based on the offender’s criminal conduct and in-
teraction with the surrounding such as time, date, and lo-
cation of crime. Moreover, it evolves based on how the
offender reaches his/her victim [28, 29].

Based on only the traditional criminal profiling tech-
niques and empirical knowledge, it is difficult for a cyber-
crime investigator to reduce the error of the investigative
process and to untangle the complexity of a cybercrime.
However, if the investigator is provided with sufficient in-
formation and detailed analysis data to understand the
unclear motivation and the elusive pattern related to the
cybercrime, they can infer the reason(s) of the crime at stake
and produce both general and specific outlines of the
criminal [26]. +e cybercrime network and characteristics
can be important indicators to differentiate between key
figures in the cybercrime organizations and those of passing
interest. In addition, their activity periods and message
content patterns of the participants in an illegal community
can support the investigator to carefully identify and
scrutinize the key figure in the cybercrime network [30, 31].
By automating cybercrime profiling and data-mining
methods of analysis through a cross-analysis of various
behavioural patterns, we can anticipate potential criminal
activities and identify new profiles that pose serious threats
to the community. Furthermore, data-mining methods such
as entity extraction, clustering/classification technique, and
social network analysis make it possible to efficiently explore
large data. Network visualization enables an investigator to
intuitively recognize the crime pattern [32–34].

In general, the accuracy of CBR depends on the quality of
the collected data, and the overall accuracy is difficult to
evaluate [35]. Although the effectiveness of data-driven
investigation can decrease owing to the dynamic and fast-
evolving crime patterns, understanding the hidden corre-
lations and latent behaviour in such data using large data
analytic techniques is another promising direction in re-
search. Accordingly, many law enforcement agencies have
been adopting future crime prediction systems based on the
statistics about weather, cleanliness, location, demographic
distribution, education level, and wealth-level information.
Based on the crime prevention through environmental
design (CPTED) theory [36], many pieces of data correlated
with the crime are collected and analysed to estimate the
crime probability. However, while many data-driven ap-
proaches to support traditional criminal profiling are
available, only several research efforts have focused on
cybercrime profiling.

2.3. Data-Driven Cybercrime Profiling. In addition to the
traditional criminal profiling for offline crime investigations,
various profiling techniques have been developed; in these
techniques, it is assumed that cybercriminals also show
similar behavioural and psychological characteristics. Owing
to the recent advances in data-mining and machine-learning
algorithms, many studies regarding criminal pattern de-
tection, classification, and clustering have emerged. +e
methods used in these studies include, among others, entity
extraction, clustering, association rule mining, deviation
detection, and classification of social network analysis. A
combination of the traditional method and a newer method
enables the pattern identification from both structured and
unstructured data. For instance, entity extraction is used to
understand concealed patterns in the data such as texts,
images, and audio data. Furthermore, clustering is used to
group objects into classes with similar characteristics
[37, 38]. In addition, unsupervised methods, such as the self-
organizing map (SOM), are used to support the results of the
traditional criminal profiling [39]. In cases where the
criminal and the related cases are known, supervised
learning is applied [40]. However, although many advances
have occurred in big data analytics and machine learning,
these approaches are limited in supporting real-time pro-
cessing, as they require high computing power to handle a
large volume of training data. In fact, the large volume of
crime data is a considerable challenge for the investigator in
terms of gaining the appropriate understanding of a com-
plicated relationship or in terms of a timely response.
However, despite the limitations of this approach, data
mining yields valid, useful, and appropriate results. By data
preprocessing such as data cleaning, data integration, and
data transformation, it intends to reduce noisy data, as well
as incomplete and inconsistent data. It helps to uncover and
conceptualize the concealed or latent crime patterns. By
improving the efficiency of crime data understanding and
reducing errors in the results afforded by the data-mining
method, the investigator can perform reasoning, timely
judgment, and quick problem solving [41].

Target 
cases

Proposed
solution

Confirmed
solution

Retrieve Reuse

Revise

Retain

Employ

Defaced
websites

Similarity
measurement

Case base

Figure 2: CBR process used in cybercrime investigation,
employing knowledge base that is reused over similar new cases
and retained for later use.
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CBR is also used to provide the reasoning power to
search similar previous cases [25, 42]. However, biased or
imperfect collected data deteriorate the quality of the de-
cision support provided by CBR. +erefore, in many cases,
setting the weight of the selected features is based on em-
pirical knowledge, which can be subsequently used to enable
the detection and analysis of crime patterns from the
temporal crime activity data. Using clustering and classifi-
cation techniques, as well as speculativemodels for searching
similar crime cases in the past, investigators can easily ex-
tract useful information from the unstructured textual
dataset [43]. Hence, investigators must collect and contin-
uously update the comprehensive crime data.

Clustering is the task of determining a similar group in
the data. Clustering includes supervised learning types.
Zulfadhilah et al. compared four types of clustering algo-
rithms: K-means, hierarchical clustering, SOM, and Ex-
pectation Maximization algorithm (EM clustering)—based
on their performances. +ey concluded that the K-means
algorithm and the EM algorithm are better than the hier-
archical clustering algorithm. In general, partitioning al-
gorithms such as the K-means and EM algorithm are highly
recommended for use in large-size data [44]. In summary,
the clustering algorithm can facilitate the investigator in
detecting crimes patterns and accelerate crime solving. +e
weighting scheme for attributes can handle the limitations of
the clustering techniques [45].

3. Methodology

In this section, we present the detailed scheme of decision
support methodology for cybercrime investigation with the
focus on the website defacement cases. A conceptual
framework and its process are illustrated in Figure 3. +e
scheme is proceeded by the following three steps: data
preprocessing, case vector design, and reasoning engine.
First, we provide a brief outline of the dataset and describe
the merits of the website defacement data. Also, we sum-
marize the preprocessing for data parsing and cleaning
regarding the collected data type. Next, we designed the case
vector and chose the significant features to apply the rea-
soning performance. Finally, the reasoning engine has
various functionalities, and it is intended for the grouping
(clustering) of cases based on their similarity.

3.1. Preprocessing. As part of the proposed analytical
framework, we have developed a crawler to automatically
collect 212,093 website defacement cases from the zone-h.
org site. Many website defacement cases are being daily
recorded in the archive page of the zone-h.org site. Each case
registered in the archive page provides information (i.e., IP
address, Domain, Date, OS, Notifier, and Web server) of the
same format through each mirror page. First of all, the
crawler collects all public information relevant to each case.
+ereafter, on accessing the domain site, it saves data in the
raw format of the HTML source. After crawling the web
resources of raw data, the data preprocessing is performed to
amend incomplete, improperly formatted, or duplicate data

records. More specifically, there are various tag attributes in
the HTML source. Encoding and Font data are extracted
through the <charset> and <font-style> tag of the HTML
elements set between <head> and </head> tag in the HTML
source. Also, image, sound file, and the linked site are
extracted through the <font-family>, <img>, and <href> tag
of them set between <body> and </body> tag in the HTML
source. +e web resources as original raw data were parsed
and cleaned depending on the relevant case vector (see
Figure 4). After cleaning the data, some significant data fields
were selectively stored in the system’s case database.

+e selected data fields were related to the information
about the website defacement date, related IP address, target
domain, target system OS, and web server version; these
aspects have proven to be useful for cyberattack in-
vestigations [46]. Specifically, the encoding method and the
font whom the HTML source contains were necessary to
speculate on the attacker’s regional information. For ex-
ample, if messages remaining in a defaced website are
written in ISO/IEC 8859 encoding, we can subsequently
infer that the hackers’ language is German, Spanish, or
Swedish. Furthermore, depending on whether all the mes-
sages are written in the same encoding method, the used
special characters such as β or ñ or å can be used as a clue for
guessing attacker’s origin. In general, encodings from
Windows-1250 to Windows-1258 are used in the central
European languages, as well as in Turkish, Baltic languages,
and Vietnamese. By contrast, GB encoding is used in
Chinese, HKSCS encoding is used in Taiwanese, and EUC-
KR or ISO-2022-KR encoding is used in Korean [47]. In
addition to the font and encoding information, the text,
image, audio, and video found in the messages are also
necessary parameters for the case identification.

3.2. Case Vector Design. We designed the case vector in two
types concerning the similarity measure and clustering
processing. +e case vector is summarized in Table 1. +e
features of various aspects such as the font, web server,
thanks-to, notifier (hackers or hacking groups), as well as the
features such as the encoding, IP address, domain, attack
date, and OS, were extractable from the public archival site
zone-h.org. Generally, more diverse features can be a sig-
nificant factor for investigating relationships and associa-
tions among hackers or hacking groups and the scale and the
density/intensity of the hacker community. However, such a
premise has some shortcomings. +e importance or the
weight of all features may be different depending on the
criterion. Also, if all features are important, machine-
learning algorithms such as clustering or classification are
difficult to perform in reality because of the high compu-
tational cost for analysing. Despite having similar meanings,
some of the features can be reperformed unnecessarily. To
this end, the dimensionality reduction and the feature se-
lection were performed in the present study paper. After a
thorough review by security experts, the significant features
were selected for the case vector of website defacement cases.
+e detailed explanation of the dimensionality reduction
and the feature selection is as follows.
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In theWindows operating system, if a specific font is not
designated as the tag inside the HTML code, such as the
<font-family> property, the characters on a website page
may appear as broken. In particular, some of the fonts
among the Chinese characters’ cultural area depend on the
character encoding (e.g., font-family: Gulim, MingLiU, and
STHeiti) [48]. Similar to the encoding feature, although this
characteristic may be the key evidence to uncover a cor-
relation between the victim and the attacker, it is extremely
rare in each of the collected website defacement cases.
+erefore, it is not suitable as a case vector for cybercrime
investigation. Meanwhile, in the case of a web server, it
provides HTML, CSS, JavaScript, etc. when a client requests
a web page using the web server. While the Apache and IIS
web servers are primarily used in the Windows environ-
ment, the LiteSpeed web server is primarily used in the Linux
environment and the Enterprise web server is primarily used
in the UNIX environment. +erefore, the web server is

selectively dependent on the OS environment. As with the
font feature described before, since the web server feature
could not be found in the collected website defacement cases,
it was not suitable as a case vector for cybercrime in-
vestigation. Finally, although the case vector concerning
thanks-to and notifier can be used to analyse a hidden
network between the hackers and hacker groups, the analysis
of a network among hackers and hacking groups through
them should be addressed in future research.

As a result, we defined the case vector by dividing into
two types, i.e., a version for the similarity measure and a
version for the clustering processing. As the features of the
case vector, the encoding, IP address, domain (i.e., service
name, gTLD, and ccTLD), attack date, and OS were used in
the similarity measure. However, the encoding, gTLD,
ccTLD, and OS were used in the clustering processing. +e
encoding is a case vector that provides decisive clues related
to the attacker’s region information. In the case of the IP
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new attack case 
with a former 

attack case 
depending on 

the defined 
case vector

It measures
the similarity

score 
depending on
the weights 
and values

It calculates 
weights and 

values

Similarity module

Data parsing

Data cleaning

Feature selection 

Feature 
normalization

It performs the clustering 
processing through the EM

algorithm

It derives several clusters
which exhibit similar patterns

Crawler

It gets the metadata and 
HTML source of 

a website defacement 
case through 

the mirror pageArchive page in the 
zone-h.org site

Figure 3: Proposed analytical framework for the data-driven website defacement cases.

Figure 4: Sorted dataset through the preprocessing.
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address and domain, it gives clues related to the victim’s
location and position. Furthermore, the attack date gives
clues to the relation between the attacker and the victim.+e
detailed explanation of key features is provided in Table 1.

+e normalization result of various feature elements
stored in the raw form of the HTML source is presented in
Figure 5. In the case of encoding, ISO series and MS
Windows series are applied by normalizing depending on
the encoding used in each region or country. In the case of
gTLD, it was applied by normalizing depending on the
groups or organizations with similar characteristics. In the
case of ccTLD, it was applied by normalizing depending on
each continent. Although the compression and normaliza-
tion of features enable making the analysis, such as clus-
tering processing and similarity measure, simple and clear,
on the contrary, it may also bring about the loss of in-
formation in the original data or make it more difficult to
analyse in detail.

3.3. Reasoning Engine. In the reasoning process, the rea-
soning engine first performs a similarity search based on
CBR. Discrete similarity scores are defined to calculate the
distance of nominal data (e.g., IP address and domain).
Algorithm 1 shows how the similarity module operates by
comparing a retrieved website defacement case and all cases
in the cases-centric DB on a case-by-case basis. Sub-
sequently, the reasoning engine evaluates the similarity score

between the given new attack case vector and vectors of
other attack cases. Next, the reasoning engine performs
clustering to group-abstracted crime cases into classes of
similar crime cases. In crime investigation, a cluster grouped
as similar crime case subsets helps to infer crime patterns
and speeds up the process of solving a crime due to a better
understanding of a complicated relationship or in terms of a
timely response. In the present study, we implemented the
reasoning engine consisting of two processing entities: the
similarity measure processing and the clustering algorithm
processing (see below for further details).

3.3.1. Similarity Measure. As the similarity measure based on
the CBR algorithm, we proposed the similarity algorithm
operated by comparing a retrieved website defacement case
and all cases in the cases-centric DB. To begin with, if one of
the retrieved cases (RC: a new case) is given and there are “n”
cases in the cases-centric DB (TCs: all cases in the cases-
centric DB), a comparison between RC and TCs are con-
ducted as “n” times. We defined the extent of similarity
between RC and TCs as a numeral value from “0” to “1,”
where “0” means that RC and TC are unrelated and “1”means
that RC and TC are identical. Similarity score (0< S< 1)
specifies the extent of similarity between RC and TC. If the
similarity score is much closer to “1,” RC and TC are more
analogous to each other. In the event of multiple case vectors,
similarity can be expressed as a weighted sum of case vectors:

Table 1: Case vector design, highlighting two groups of features.

Case vector
Used in process

Description
S C

Encoding O O

It is used to represent the different types of language
information on the computer. It determines the

usable characters and the methods to express them.
+e feature was normalized based on MS Windows

and the ISO character set

IP address O N/A A unique number that allows devices on the network
to identify and communicate with each other

Domain

Service name O N/A
+e service name is individually made with a different
name depending on the service categories such as

gTLD or ccTLD

gTLD O O
+e gTLD feature was normalized depending on the
element having the same meaning (e.g., .go, .gob, and

.gobr feature were normalized into .gov)

ccTLD O O

+e ccTLD is a unique code assigned to the domain
name that represents the country, specific region, or

an international organization
+e ccTLD normalized by the continent is used in the
clustering process, and the original ccTLD is used in

the similarity process

Date O N/A +e attack date performed by the hacker or the
hacking group

OS O O
A part of a computer system that manages all

hardware and software (e.g., Windows, Linux, and
UNIX)

S, similarity measure; C, clustering processing.

Security and Communication Networks 7



Similarity score � 􏽘

cv

i�1
distance RCcv,TCcv( 􏼁 × weightcv􏼂 􏼃,

cv: case vector(i.e., encoding, IP address, domain, date, andOS).

(1)

+ere are various approaches to set the weight of the case
vector, such as the heuristic method, logistic regression anal-
ysis, and attribute weighting methods. Furthermore, these
weight values need to be periodically updated to be applied to
the study of recent attack trends. However, for the initial
setting, it is difficult to set the exact numerical value for each
weight values in accordance with the case vector. In our ex-
periment, we set the impact and the weight of the case vector as
high,medium, and low according to their importance so that to

concretely categorize the attacker and the victim. Above all,
since encoding makes it possible to infer the static located
information of the attacker, we defined encoding as high-
quality information. IP address and domain were defined as
medium-quality information. +ese case vectors enable the
identification and specification of the victim. Finally, the tar-
geted date and OS were defined as low-quality information. To
measure clustering and similarity, all values of the case vector
mixed as numbers and letters were normalized to have a value
from 0 to 1. Obviously, since these values can be subjective, in
order to prevent this subjective bias, these values should be
acquired and thoroughly reviewed by several experts. +is
technique can be easily applied using expert knowledge of
investigation experts and is easy to understand from re-
searchers’ viewpoint. +e quantitative method for setting and
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Input: TCs(Tested_DB)/∗ +e Tested_DB indicates the cases-centric DB ∗/
RC (Retrieved_Case)⟵ {Encodi ngRC, IPRC, DomainRC, DateRC, OSRC}/∗ RC means one of the retrieved cases. ∗/
W (Weight)⟵ {Encodi ngW, IPW, DomainW, DateW, OSW}

Output: Similarity_score
(1) TC{Encodi ngTC, IPTC, DomainTC, DateTC, OSTC}⟵TCs
(2) While RC in TCs do
(3) if Encodi ngRC � � Encodi ngTC then
(4) Encoding_similarity_value⟵ 1.0
(5) else
(6) Encoding_similarity_value⟵ 0.0
(7) end
(8) IPRC {Octet ARC, Octet BRC, Octet CRC, Octet DRC}, IPTC {Octet ATC, Octet BTC, Octet CTC, Octet DTC}
(9) if (Octet ARC � � Octet ATC) ‖ (Octet BRC � � Octet BTC) ‖ (Octet CRC � � Octet CTC) ‖ (Octet DRC � � Octet DTC) then
(10) IP_similarity_value⟵ 1.0
(11) else if (Octet ARC � � Octet ATC) ‖ (Octet BRC � � Octet BTC) ‖ (Octet CRC � � Octet CTC) then
(12) IP_similarity_value⟵ 0.75
(13) else if (Octet ARC � � Octet ATC) ‖ (Octet BRC � � Octet BTC) then
(14) IP_similarity_value⟵ 0.5
(15) else if (Octet ARC � � Octet ATC) then
(16) IP_similarity_value⟵ 0.25
(17) else
(18) IP_similarity_value⟵ 0.0
(19) end
(20) DomainRC {ServiceNameRC, gTLDRC, ccTLDRC}, DomainTC {ServiceNameTC, gTLDTC, ccTLDTC}
(21) if an identical domain then
(22) Domain_similarity_value⟵ 1.0
(23) else if (ServiceNameRC � � ServiceNameTC) ‖ (gTLDRC � � gTLDTC) ‖ (ccTLDRC � � ccTLDTC) then
(24) Domain similarity_value⟵ 0.8
(25) else if (gTLDRC � � gTLDTC) ‖ (ccTLDRC � � ccTLDTC) then
(26) Domain_similarity_value⟵ 0.3
(27) else if (ServiceNameRC � � ServiceNameTC) then
(28) Domain_similarity_value⟵ 0.1
(29) else if (ccTLDRC � � ccTLDTC) then
(30) Domain_similarity_value⟵ 0.1
(31) else if (gTLDRC � � gTLDTC) then
(32) Domain_similarity_value⟵ 0.1
(33) else
(34) Domain_similarity_value⟵ 0.0
(35) end
(36) Date_variance⟵ |Da teRC―Da teTC|/∗ It converts a date format year, month and day (i.e., yyyy-mm-dd) into a day

calculated with numeric. ∗/
(37) if 0≤Date_variance≤ 365 then
(38) Date_similarity_value⟵ 1.0
(39) else if 365<Date_variance≤ 1095 then
(40) Date_similarity_value⟵ 0.75
(41) else if 1095<Date_variance≤ 1825 then
(42) Date_similarity_value⟵ 0.5
(43) else if 1825<Date_variance≤ 2555 then
(44) Date_similarity_value⟵ 0.25
(45) else if 2555<Date_variance then
(46) Date_similarity_value⟵ 0.0
(47) end
(48) if OSRC � � OSTC then
(49) OS_similarity_value⟵ 1.0
(50) else
(51) OS_similarity_value⟵ 0.0
(52) end
(53) Similarity_score⟵ (Encoding_similarity_value× EncodingW) +

(IP_similarity_value× IPW) + (Domain_similarity_value× DomainW) +
(Date_similarity_value× DateW) + (OS_similarity_value× OSW)

(54) return Similarity score between RC and TC
(55) end while

ALGORITHM 1: Similarity measure module.
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updating the weight value is an issue worth addressing in
further research. In the present study, we set the weight values
for the case vector including the encoding, IP address, domain,
attack date, and OS (see Table 2).

Some case vectors’ distance cannot be directly estimated,
as they have mixed numerical and nominal data (such as IP
address range and domain name). For this reason, to cal-
culate the distance between the nominal data, we defined the
discrete similarity measure. +e similarity of IP addresses
was calculated by measuring the similarity among the same
octet of two given IP addresses. +e IP address space is
composed of a number combination of four octets separated
by “.”. In the present study, we compared if octets from the
1st octet to the 4th octet of RC and TC were identical.
Subsequently, a similarity value was assigned to the IP
address vector. We suggested the discrete similarity value
between two IP addresses as visible in Table 2. +e proposed
approach is advantageous in that it enables the distance
calculation between the IP addresses efficiently:

(i) IP address of RC: zzz: yyy: xxx: www

(ii) IP address of TC: zzz: yyy: xxx: www

Meanwhile, the similarity between domains is calculated
according to their domain properties. +e domain is
composed of the gTLD, ccTLD, and service name.+e gTLD
refers to a generic top-level domain in the domain rule. For
instance, .com and .co are used for commercial companies or
organizations, .org and .or are used for nonprofit organi-
zations. .go and .gov are used for government and state
agencies. Besides, ccTLD refers to a country code top-level
domain in the domain rule and means a unique sign that
represents a specific region, such as .kr, .cn, .br, and .uk. DNS
makes change in the IP address into a unique Domain Name
which is easy to remember because it consists of a combi-
nation of an alphabet letter and a number. Among the
Domain Name, the service name is built corresponding with
the characteristics of the groups, organizations, or corpo-
rations that the gTLD is intending and pursuing. +e service
name has diverse and different names depending on the
categories of the gTLD, such as educational institutions,
commercial enterprises, military organizations, nonprofit
organizations, and government and state agencies. Unlike
other case vectors, we set the rule for estimating the simi-
larity of the domain, as depicted in Table 2.

Furthermore, we defined the attack date similarity. Similar
to the offline criminal investigation case, if the time of a crime
occurrence is near, we can analyse the cases as a similar crime
with a cross-analysis of the target, area, and the criminals’
patterns. +e similarity value depends on the period difference
between a new case and existing cases. As visible in Table 2, the
similarity value is described according to the date gap of two
cases that occurred on different dates. In summary, according
to the similarity degree of a variation range of a section, the
similarity values of the attack IP address, domain, and attack
date were set to the similarity value between 0 and 1.

3.3.2. Clustering Processing. Merely sorting the data and
visually analysing them render it difficult for an investigator to

infer the correlations and similarity among the potential
features of incidents. Hence, an advanced tool that would
capture the complex underlying structures and data prop-
erties is required. Accordingly, in the present study, we
conducted the clustering process using the EM algorithm
based on the probability of the individual data attributes. +is
algorithm does not restrict the number of clusters in the
parameters but automatically generates a number of valid
clusters by cross-validation. +ereafter, the algorithm de-
termines the probability that some data items existed in the
cluster bymaximizing the correlation and dependence among
the objects.We applied practically the EM algorithm to 80,948
data items having the information of encoding, gTLD, ccTLD,
and OS from 212,093 data for clustering. +e character
encoding was normalized by a group of congenial cover code
units (ISO-8859, MS Windows character set, GB, and EUC
series). We excluded the Unicode because it is too general,
which accounts for themajority of the collected encoding data
for clustering. In the case of the service name, even if we can
find out similar combinations of alphabet letters or numbers,
it is not easy to find commonality or relevance between them.
+erefore, it is not suitable for being used as the similarity
measure of the reasoning engine. Consequently, character-
istics and metadata concerning the 12 clusters were obtained
(see Table 3). +ese clustering results are also visualized and
stored in the database (see Figure 6).

+e donut charts include the different features from
outside to inside (in order), with the corresponding share of
each feature value separated by a different colour code
within this same circle. Each cluster consists of four circles,
and the circle represents, from the outside to the inside, the
encoding, gTLD, ccTLD, and OS. +e percentage in Table 3
represents howmany cases one cluster contains among all of
website defacement cases collected from the zone-h.org site.
+e representative hacker represents a notable hacker or
hacking group among the members of them in each cluster.
As described in Figure 6, clusters of similar patterns were
found in the clusters. +e most conspicuously similar
clusters were 4 and 7, which had the feature of using Arabic
and Chinese, a feature of the attack against an industrial
organization whose headquarters are located in Western
Europe. +e cases in Clusters 4 and 7 accounted for 41.29
percent among all of website defacement cases collected
from the zone-h.org site.+e results of the clustering process
contribute to the concretization of the similarity between the
new and existing cases. A large number of new cases have
flowed in the database, and then, if the clustering process is
performed with the dataset, a clustering result may take on a
different pattern, of course.

4. Application

4.1. Experimental Results and Analysis. Considering that the
assumption that the attackers tend to use similar or unique
attack methods is not always valid, and it is difficult to
evaluate the accuracy of the similarity mechanism. As time
progresses, attackers’ hacking skills advance, and in addition,
the attack plan, campaign purpose, and target groups can
change depending on the situation. +erefore, in the present
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Table 2: Value and the weight for the similarity score by the case vector. All of the values of the similarity score are normalized to 0 or 1.

Case vector Weight Impact +e similarity measure between a new case and
existing cases Value

Encoding 0.5 High — 0 or 1

IP address 0.2 Medium

If the same (e.g., 143.248.1.6 and 143.248.1.6) 1
If the 1st, 2nd, and 3rd octet are matched (e.g.,

143.248.1.6 and 143.248.1.8) 0.75

If the 1st and 2nd octet are matched (e.g., 143.248.1.6
and 143.248.4.4) 0.5

Only the 1st octet is matched (e.g., 143.248.1.6 and
143.13.2.4) 0.25

No common octet (e.g., 143.248.1.6 and 163.13.2.5) 0

Domain 0.15 Medium

An identical domain 1
Service name is matched, and one of the gTLD and

ccTLD is matched 0.8

gTLD and ccTLD is matched 0.3
Service name is matched 0.1

ccTLD is matched 0.1
gTLD is matched 0.1

Nonidentical domain 0

Date 0.1 Low

Period of about 6 months back and forth (1 year) 1
Period of about 18 months back and forth (3 years) 0.75
Period of about 30 months back and forth (5 years) 0.5
Period of about 42 months back and forth (7 years) 0.25
Over period of about 42 months (over 7 years) 0

OS 0.05 Low — 0 or 1

Table 3: Characteristics and metadata of several different clusters derived from the clustering processing.

Cluster number Ratio (%) Description Representative hacker (group)

0 7.84
+e group uses Central European languages. +ey
principally attacked against the profit organization

and Linux-based OS in Western Europe.
JaMaYcKa, Super2li

1 8.16

+e group uses Arabic and Cyrillic. +ey principally
attacked against the organization that manages the
network and Linux-based and Unix-based OS. +eir
attack region is distributed throughout Southern
Europe, South America, Eastern Europe, and

Southeast Asia.

BI0S

2 10.36

+e group uses Central European languages. +ey
principally attacked against the organization that

manages the network and nonprofit organizations in
Western Europe.

JaMaYcKa

3 9.33
+e group uses Central European languages. +ey
principally attacked against the profit organization

and Windows-based OS in Western Europe.
1923Turk

4 25.36
+e group uses Arabic and Chinese. +ey principally

attacked against the profit organization and
Windows-based OS in Western Europe.

EL_MuHaMMeD, federal-atack.org

5 1.73

+e group uses Central European languages. +ey
principally attacked against the profit organization
and Unix-based OS in Southern Europe and Eastern

Europe.

d3b∼X, SuSKuN

6 5.24

+e group uses Central European languages. +ey
principally attacked against the profit organization,
the educational institution, the government and state
agencies, and also Windows-based OS in East Asia.

1923Turk
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study, rather than evaluating the accuracy of the similarity
mechanism, we tested the overall performance of the pro-
posed methodology with the ratio of correctly identified

hackers. +e developed testing procedures unfolded in the
following four steps and are depicted in detail in Figure 7:
where “K” presents all hackers within the database.

Table 3: Continued.

Cluster number Ratio (%) Description Representative hacker (group)

7 15.93
+e group uses Arabic, Chinese, and Turkish. +ey
principally attacked against the profit organization

and Linux-based OS in Western Europe.
Rya, iskorpitx

8 9.11
+e group uses Central European languages. +ey
principally attacked against the profit organization

and Windows-based OS in Western Europe.
1923Turk

9 3.63

+e group uses Central European languages. +ey
principally attacked against the profit organization
and Linux-based OS in South America and Eastern

Europe.

Hmei7

10 1.39

+e group uses Central European languages. +ey
principally attacked against Windows-based OS in
South America and Southeast Asia.+eir attack target

is mostly the educational institution and the
government and state agencies.

BHS, F4keLive

11 1.92

+e group uses Arabic and Central European
languages.+ey principally attacked against the profit
organization and Windows-based OS in Southern

Europe.

EL_MuHaMMeD, linuXploit_cre
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Figure 6: Visualization of the 12 different clusters (00 through 11) in our data annotated with various features: encoding, gTLD, ccTLD, and
OS and their corresponding share (legend on the right side).
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Rk �
Count Casesmk( )
Count Casesallk( )

, (3)

where “m” means the past cases which are within the de�ned
scope concerning a randomly selected hacker “k.”

(i) Step 1, selection: the measurement objects, i.e., 100
hackers were randomly selected from the database.

(ii) Step 2, case labelling: we retrieved all previous attack
cases conducted by the randomly selected 100
hackers in Step 1 and then subsequently labelled all
previous attack cases by each hacker name.

(iii) Step 3, case extraction: we selected the most recent
case among the cases labelled in Step 2 as an input
value. ­e similarity score was then estimated by
comparing themost recent case (i.e., RC—one of the
retrieved cases) with all other cases in the database
(i.e., TCs—all cases in the cases-centric DB).

(iv) Step 4, scoring: similarity score was sorted
depending on the value and the weight for the
similarity score by the case vector (see Table 2), in
the descending order.Whenever the similarity value
was 0, it was not displayed on the scoring list of Step
4. ­e feasibility of the proposed methodology was
evaluated based on how many past cases of a hacker
there were in the N scope at the scoring list of Step 4;
that is, regarding the ratio of the attack cases by each
hacker, we checked whether the cases were included
at the top N scope (N scope: from the top 1 percent
to the top 30 percent):

NScope �
Count CasesScopeK( )
Count CasesallK( )

× 100, (2)

First, we randomly picked 100 hackers from the col-
lected dataset (i.e., cases-centric DB); thereafter, we re-
trieved and extracted all past attack cases for each hacker.
­e extracted past cases were labelled with the hacker’s
name. Figure 8 depicts the number of website defacement
attack cases in the past for each hacker. In Steps 3 and 4,
similarity between a retrieved case (i.e., the most recent
case) and all other stored website defacement cases were
measured.

Speci�cally, we checked whether the result (i.e., the
sorted hacker’s past cases with a high similarity score)
stemming from the similarity measurement was included at
the top N scope. ­is process was meant to check, based on
the similarity score, how many past attack cases of randomly
picked 100 hackers were included in the de�ned topN scope.
To this end, we divided the top N scope into eight criterion
factors from the top 1 percent to the top 30 percent and the
ratio R all the past attack cases for each hacker into six
criterion factors from 50 percent to 100 percent (i.e., at 10
percent intervals). As illustrated in equations (2) and (3), the
N scope and the ratio R were categorized as ratios according
to the de�ned measure rule. More speci�cally, the criterion
of the top N scope, i.e., “top N percent” was based on the
result derived from the similarity measurement. Attack cases
were sorted in order of high similarity score, and therefore,
the cases were within the range of topN scope (see Figure 9).
Also, in the case of the hacking case ratio of a randomly

Step 4: scoring

•••

Randomly selected
100 hackers

from the database

Step 1: selection

•••

1: �eBuGz
2: Hmei7
3: 3xp1r3

98: S3cure
99: dr.m1st3r

100: Lulz53c

••
•

Step 2: case labelling
1: TheBuGz

100: Lulz53c

Step 3: case extraction

A retrieved case
(the most recent case)

•••

1: TheBuGz

100: Lulz53c

•••

Cases-centric
DB

Hacker
name Date Encoding IP address Domain OS Score
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name Date Encoding IP address Domain OS Score

•••

1: �eBuGz
2: Hmei7
3: 3xp1r3

98: S3cure
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100: Lulz53c
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i=1
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[Distance (RCcv, TCcv) × Weightcv]
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Casem′

Casem
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Figure 7: ­e developed testing procedures from step 1 to step 4.
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selected hacker, some parts of the past attack cases (i.e., ratio
R) concerning a hacker were within the defined N scope (see
Figure 9).

Figure 10 shows the number of an identified hacker for
a retrieved case (i.e., the most recent case) among all
hacking cases of each hacker. +e X-axis in Figure 10 shows
the criterion of the topN scope including the eight criterion
factors (%) and of the ratio R including the six criterion
factors (%). +e Y-axis presents the number of an identified
hacker in the top N scope among the randomly selected 100
hackers in Step 1. As can be seen in Figure 10, the higher the
ratio R and the narrower the N scope, the lower the number
of an identified hacker in the top N scope among the
randomly selected 100 hackers. On the other hand, the
lower the ratio R and the wider the N scope, the higher the
number of identified hackers in the top N scope among the
randomly selected 100 hackers. Consequently, even if
hacking cases were caused by the same hacker, as the hacker
or hacking group which only attacked the same or similar
objects were rare, it is impossible to draw results with a high
similarity score for all cases of a hacker. Nevertheless, the
results demonstrated that the proposed CBR-based de-
cision support methodology can successfully reduce the
number of hackers and their cases and suggest potential top
N percent candidates among hundreds of thousands of
cases.

+erefore, an investigator should consider the avail-
ability and flexibility of data with respect to the data selection
criteria for the similarity measurement. As mentioned
above, when a new attack occurs, they can limit the search
range of the data and determine the direction of the criminal
investigation. With such the reduction in the number of
candidate-related cases, the outcomes of our similarity
mechanism are highly valuable in terms of reducing the
investigation time to determine the potential suspect of a
given hacking incident.

4.2. Case Study. As mentioned above, the accuracy of the
CBR depends on the quality of the collected data, and the
overall accuracy is difficult to evaluate. Nevertheless, al-
though the data are insufficient to evaluate the proposed
methodology, the DS and SPE cases include the ground-
truth data with specific information related to the hacker or
hacking groups. Based on the public ground-truth data of
the DS and SPE cases, we found the most similar top three
hackers or hacking groups to them and noticed their
characteristic, by the proposed similarity measure and the
clustering processing.

+e hackers of the DS cyberattack defaced the groupware
homepage of LG U+, the 3rd largest telecommunication
company in South Korea and the English version of the

Step 4: scoring

1: TheBuGzTop N scope
(1%~30%)

Ratio R 
(50%~100%)

Hacker
name Date Encoding IP address Domain OS Score

Case1 ••• Casem

Casem

Figure 9: Scoring step on the top N scope and the ratio R.
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Figure 8: +e number of website defacement attack cases in the past of each hacker.
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Korean Broadcasting System (KBS) homepage. +ey left
unique images and many messages on the defaced websites.
+e three Calaveras image (i.e., skull image) used in the LG
U+’s defaced website appeared on many European websites.
+e character encoding set of the message was the Western
European language system. Based on these insights, we could
infer that the hackers’ background is European. “HASTATI”
was the word written on the KBS homepage, meaning the
forefront line of the Roman troops, hinting that the DS
cyberattack could be a starting point; rather than a transient
attack, it was a persistent one. Even if we excluded other
images and messages, as well as other features from the
similarity processes due to the unanticipated loss or absence
of data, one could establish the similarity and intent of the
attackers with reasonable confidence. However, given the
sufficiently large hacker profiling source, such abundant data
could support and enhance the accuracy of inference. Fig-
ure 11 shows the screenshots of the defaced websites at that
time.

In the SPE case, similarly to the DS case, some images
and messages were left on the computers of SPE. Regarding
colour, skulls image, and misspellings, the images
Figure 11(c) used in the SPE cases took on the characteristics
similar to those of the images Figure 11(b) used in the DS
cases. As shown in Figure 11, the colour schemes in green
and red and the visual similarities seen in skull image are
other crucial elements for crime tracing. In both the DS and
SPE cases, the phrase such as “this is the beginning” and
“your data” were commonly found in the messages. How-
ever, given the intentional hacking nature of forging or
hiding their identity, motivation, and location, some experts

say that these characteristics are not the conclusive proof
that Sony has been attacked by the same hacker [49–51].

For the evaluation of the results of the case study, we first
measured the similarity between the new website de-
facement cases (i.e., the DS and SPE cases) and the collected
existing cases in the database. +is approach coheres with
the CBR process used in cybercrime investigation (see
Figure 2). Two new website defacement cases, the DS and the
SPE were applied as RC, and the similarity score for each of
these two cases was computed using the similarity measure
(see equation (1)) proposed in Section 3.3.1. Provided that,
because the DS and SPE cases do the function of the target
cases as an input value, we considered a direct comparison
between the DS and SPE cases for the similarity score was
not appropriate [52].

+e similarity measure mentioned in the previous
paragraph is based on the metadata released by an analysis
report of the DS and SPE real cases. We summarized further
the characteristics and metadata associated with them in
Table 4. +e similarity score was derived through com-
parison between the presented metadata of the DS and SPE
cases and all cases in the cases-centric DB. We gave the most
similar top three cases among the result of the similarity
score (see the right side in Table). Notifier Hmei7 and d3b_X
are among the cases that belonged to Clusters 0 and 8, which
were the two clusters that exhibited identical characteristics.
It can thus be understood that they used the encoding system
pertinent to Central European languages based on the Latin
language system and typically launched attacks against a
profit organization located in Western Europe. Notifier
oaddah, M@TRiX, and EL_MuHaMMeD were all classified
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Figure 10: +e number of identified hackers in the top N scope among the randomly selected 100 hackers.
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as the same cluster (Cluster 7), where the hackers of Cluster 7
used the encoding system pertinent to Arabic and Chinese
languages and typically attacked against the profit organi-
zation located in Western Europe.

Next, to ensure the objectivity of the similarity score
based on the case study by the DS and SPE, we computed the
similarity score of any randomly selected pair from the
whole case. Figure 12(a) shows the distribution of the
similarity score of the randomly selected cases. We took the
distribution of the similarity score using the central limit
theorem, which describes the average distribution of ran-
dom samples extracted from a finite population. +e dis-
tribution shows that the calculation of the similarity score of
the randomly selected two website defacement cases was
repeatedly performed for 10,000 times. +e similarity scores
of any randomly selected pair of cases were typically dis-
tributed around 0.3. +is result (Figure 12(a)) substantiates
that the similarity scores are not low, even if the similarity
scores of the DS and SPE cases (Figure 12(b)) do not appear

numerically high. Figure 12(b) shows the similarity scores of
the DS and SPE cases.+e top score of the similarity was 0.69
in the DS case, and all measured cases concentrated around
the similarity score (X-axis) of 0.0 to 0.15 and of 0.5 to 0.6. In
the SPE case, the top score of the similarity was 0.615, and all
measured cases concentrated around the similarity score (X-
axis) of 0.0 to 0.2.

Figure 13 shows the distribution of the similarity score
for randomly selected 100 hackers mentioned in Section 4.1.
To know the mean value of the similarity score for each
hacker case, we calculated the similarity score from the
hacker’s own past cases. Cases used for the similarity score
means not all cases in the cases-centric DB but just the past
cases conducted by the hacker in the cases-centric DB. +e
mean value of the similarity scores in the hackers is 0.5233.
+e similarity scores of the tested cases in Table 4 is above
the mean value. +us, the similarity scores for each hacker
adequately underpin the similarity scores from the TCs in
DS and SPE.

(a) (b) (c)

Figure 11: A snippet of website defacement cases by a comparison of examples of the DS and SPE: the defaced LGU+ groupware homepage
(a) and KBS homepage (b) in the DS case and the defaced website in SPE case (c).

Table 4: Further characteristics and metadata associated with the DS and SPE cases.

Retrieved case Tested cases

Case name Notifier
DarkSeoul (DS) Hmei7 d3b_X StifLer

Encoding Windows-1252 Windows-1252 Windows-1252 ISO-8859-9
IP address 203.248.195.178 203.86.238.68 203.124.37.66 77.92.108.3
Domain gyunggi.onnet21.com http://www.garycheng.com health.ajk.gov.pk yapikimyasallari.com.tr
Date 20 Mar 2013 6 Feb 2014 4 Feb 2014 8 Jun 2013
OS Windows Windows Windows Windows
Similarity — 0.690 0.675 0.665
Cluster — 0 8 4

Retrieved case Tested cases
Case name Notifier

Sony pictures Entertainment (SPE) Oaddah M@TRiX EL_MuHaMMeD
Encoding EUC-KR, EUC-CN GB2312 GB2312 GB2312
IP address 203.131.222.102 203.124.15.55 208.29.19.8 208.116.45.34
Domain http://www.sonypicturesstockfootage.com http://www.hzkcgg.com dax.digitalrom.com digitalairstrip.net
Date 24 Nov 2014 14 Jun 2012 16 Dec 2002 18 June 2009
OS Windows Windows Windows Windows
Similarity — 0.615 0.615 0.600
Cluster — 7 7 7
+e metadata are arranged according to the defined case vector, corresponding with the DS and SPE cases on the left side (shown in part in boldface type).

16 Security and Communication Networks

http://gyunggi.onnet21.com
http://www.garycheng.com
http://health.ajk.gov.pk
http://yapikimyasallari.com.tr
http://www.sonypicturesstockfootage.com
http://www.hzkcgg.com
http://dax.digitalrom.com
http://digitalairstrip.net


4.3. Follow-Up Investigation. A case study is a research
method involving an in-depth and detailed investigation
of a subject of study, as well as its related contextual
methodology. Hence, we conducted follow-up in-
vestigations of the most similar top three hackers, as
mentioned above in Table 4. According to the results,
specifically, over 93 percent of the hacker’s attacks were
similar to the DS case that occurred in 2013 and 2014.
+eir major targets were .com domain sites, and they
targeted primarily Germany, Italy, New Zealand, Russia,
Turkey, Taiwan, and South Korea (see Table 5). Two
hackers (i.e., Hmei7 and d3b_X) primarily attacked
government agencies. Interestingly, 20 percent of the
attacks by the hackers named d3b_X targeted South
Korea. In the SPE incident, the similar hacker’s attacks
occurred throughout the period from 2002 to 2014. +e
hackers named M@TRiX and EL_MuHaMMeD in-
tensively executed such attacks in 2003 and 2009. +eir
major targets were .com (or .co) and .org domain sites,
and they targeted primarily Brazil, Canada, Denmark,
France, Greece, Hong Kong, and Italy (see Table 5). Two
hackers (i.e., M@TRiX and EL_MuHaMMeD) primarily
attacked commercial agencies and additionally attacked
the public and network agencies. As shown in Figure 14, to

describe the follow-up investigation more discernibly and
to focus on the attack flow, we used an alluvial diagram,
which is a type of Sankey diagram developed to represent
changes in a network structure over time [53]. It shows the
investigation of the top three hackers with website de-
facement cases most similar to the DS case and SPE case.
+e case vectors were based on the attack year, ccTLD, and
gTLD.+e thickness of the attack flow in this figure means
the degree of attack. +is network visualization method
could support an investigator to understand the flow and
core of the crime clearly, by listing the multidimensional
evidence that is complicatedly entangled or hidden, such
that it does not look presentable.

5. Limitations and Discussion

+e CBR algorithm has the disadvantage that the perfor-
mance evaluation may be degraded if the property de-
scribing the case is inappropriate. +erefore, in order to
obtain more accurate results, cross-data analysis with other
various data sources should be considered. For example,
cybercrime statistics data from law enforcement agencies,
threat intelligence data from malware analysis groups, and
vulnerability databases could be useful resources to
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improve the accuracy and usability of our proposed
methodology. However, at the time of writing the present
paper, we did not have access to open and public data
concerning cybercrime.

For that reason, we tried to demonstrate the practica-
bility of the proposed methodology as a proof of concept.
+erefore, we focused on the dataset of the zone-h.org that
includes a large number of website defacement cases. Al-
though the zone-h.org provides an extensive dataset on the
past incident events, not all incidents can be included in our
study. +erefore, if a hacker penetrated some target orga-
nizations by APT attacks and performed stealthy activities,
such hacking activities would not be reported in the dataset
of the zone-h.org, and the proposed methodology would not
be able to detect similar cases with reasonable confidence.

6. Conclusion and Future Work

In this study, the similarity of website defacement cases
was assessed through the similarity measure and the
clustering processing using the CBR as a methodology.
+e collected raw data of the defaced web sites’ resources
was sanitized via data parsing and data cleaning process.
Also, based on the large size of real dataset, data-driven
analysis for the hacker profiling is achieved. To this end,
the case vector was designed, and the significant features
were chosen for applying to the case-based reasoning. For
a successful cybercrime investigation, hacker profiling via
clustering analysis is the most basic and important
process; in order to find out the relevant incident cases
and significant data on some prime incidents, data-driven

Table 5: Follow-up investigation on the top three hackers with website defacement cases most similar to the DS case and SPE case. +e case
vector value means the hacker’s attack rate.

Domain
DS case SPE case

Hmei7 d3b_X StifLer Oaddah M@TRiX EL_MuHaMMeD
Com 78.32 85.81 100.00 100.00 86.27 82.98
Edu 1.62 0.96 — — 1.76 1.91
Net 3.40 3.20 — — 5.46 5.74
Gov 12.16 6.51 — — 1.06 —
Year Hmei7 d3b_X StifLer Oaddah M@TRiX EL_MuHaMMeD
2002 — — — — 10.74 —
2003 — — — — 89.08 —
2006 — — — — — —
2007 0.09 — — — 0.18 —
2008 — — — — — —
2009 3.15 — — — — 99.57
2010 0.09 — — — — —
2011 0.34 — — — — —
2012 3.40 — — 100.00 — —
2013 34.86 39.17 100.00 — — —
2014 58.08 59.77 — — — 0.43
2015 — 1.07 — — — —
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and evidence-driven decision making should be the
critical process. Also, reducing the amount of data and
time to be analysed are important factors to deliver the
high value of intelligence data.

Although the obtained results appear to be sound and
meaningful, it is difficult to evaluate the accuracy of the
results unless the attacker is captured. Naturally, the
ground-truth data with specific information about the
involved hacking groups for verification are rare (i.e., no
adversary claimed that the two attacks were the result of
their actions). However, it is noteworthy that our meth-
odology provides a meaningful insight into the confidential
and undercover network of cybercrime as well, especially
when there is a lack of information. Also, the proposed
methodology contributes to facilitate the analysis and re-
ducing the time required for searching for possible suspects
of cybercrime. We believe that the proposed system is
meaningful for further exploration and correlation of
various website defacement cases.

As mentioned in Discussion and Limitations, a cross-
data analysis with other various data sources should be
reviewed. Said differently, the use of additional online or
offline information acquired by human intelligence
(HUMINT) or different types of signal intelligence
(SIGINT) and sources may also help to reason compo-
sition requirements of crime and reduce the category of
investigation. Furthermore, the proposed methodology
can be expanded into incident information for compat-
ibility and information exchangeability with other
cyberthreat intelligence system as the Structured +reat
Information eXpression (STIX) and Trusted Automated
eXchange of Indicator Information (TAXII), which are
key strategic elements of the information-sharing
system [54].

+ere are features such as the particular messages (i.e.,
thanks-to, notifier, nationality, religion, and anniversary)
or image and mp3 file in the web resources which are
gathered from the zone-h.org site. Although these features
are limited to only a small number of hackers of the web
resources, in future research, we will try to study a close-
knit network among them, such as the hub hacking group,
key player, and followers. Furthermore, we also plan to
more definitely classify and systemize the hackers’ intents
using text mining and mood detection techniques. +e
findings of this prospective study will contribute mean-
ingful insights to trace hackers’ behavioural patterns and to
estimate their primary purpose and intent.

Data Availability

+e web-hacking dataset applied to our paper can be
downloaded from the linked site below. http://ocslab.
hksecurity.net/Datasets/web-hacking-profiling.
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Attackers upload webshell into a web server to achieve the purpose of stealing data, launching a DDoS attack, modifying �les with
malicious intentions, etc. Once these objects are accomplished, it will bring huge losses to website managers. With the gradual
development of encryption and confusion technology, the most common detection approach using taint analysis and feature
matching might become less useful. Instead of applying source �le codes, POST contents, or all received tra�c, this paper
demonstrated an intelligent and e�cient framework that employs precise sessions derived from the web logs to detect webshell
communication. Features were extracted from the raw sequence data in web logs while a statistical method based on time interval
was proposed to identify sessions speci�cally. Besides, the paper leveraged long short-term memory and hidden Markov model to
constitute the framework, respectively. Finally, the framework was evaluated with real data.�e experiment shows that the LSTM-
based model can achieve a higher accuracy rate of 95.97% with a recall rate of 96.15%, which has a much better performance than
the HMM-based model. Moreover, the experiment demonstrated the high e�ciency of the proposed approach in terms of the
quick detection without source code, especially when it only considers detecting for a period of time, as it takes 98.5% less time
than the cited related approach to get the result. As long as the webshell behavior is detected, we can pinpoint the anomaly session
and utilize the statistical method to �nd the webshell �le accurately.

1. Introduction

Webshells have become the main threat challenges for pro-
tecting the security of websites. According to the weekly safety
report issued by National Computer Network Emergency
Response Technical Team/Coordination Center of China
(CNCERT/CC) in 2019, the number of websites with back-
doors is growing almost every week [1]. As a web service-
based backdoor program, webshell is installed through vul-
nerabilities in web applications or weak server security
con�guration such as SQL injection, the �le including and
uploading. Webshells with encryption and obfuscation are
often used in attacks mostly because they are di�cult to detect
by WAF and other antivirus software. A hacker can initiate
attacks using webshell tools such as Chinese Chopper [2] and
achieve quite a few large malicious attacks like data theft,
DDoS attacks, and watering hole attacks [3].

When a malicious webshell attack occurs, there are some
exceptions as alertness for admin such as �les with an ab-
normal timestamp, high tra�c for a user in very short period
time, and �les including malicious codes. Attackers can also
hide webshell logins in fake error pages.

Due to the high usage of webshell in cyberattacks, there
has been much previous research in this �eld. But most
researchers focus on the contents of suspicious �les [4–6] or
POST contents in HTTP requests [7] and thus ignore fea-
tures in a sequence of web server logs. With the development
of encryption and obfuscation technology [8, 9], it is quite
di�cult to detect webshell in thousands of website source
�les, but when we only need to deal with the sequence of
several �elds in the web logs without considering complex
text processing, the problem becomes much simpler. �is
paper focuses on providing a newwebshell detectionmethod
based on user’s sessions in web logs to improve the accuracy
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of webshell detection simply and effectively. Moreover, if the
website defenders can identify malicious webshell imme-
diately, they can prevent related cyber threats.

*is paper presents a comprehensive framework including
log data collection, feature extraction, session identification,
and comparison of two machine learning methods. *e main
innovations of this paper can be summarized as follows:

(i) *e presented model utilized a session-based
method to detect webshell which is simpler and
more efficient than existing methods. Session
identification can be more precise using a statistical
method which roughly calculates the time interval
of each entry in each session at first and then set the
threshold by the quantile in the statistics to divide
the session more detailed. *e experiment indicates
that the model obtained the highest accuracy and
recall rate when the threshold was 70% quantile.

(ii) *e paper compared the long short-term memory
with the hidden Markov model which are com-
monly used to process sequence data, and it sug-
gested that the long short-term memory model
which can provide a high accuracy rate of 95.97%
with a recall rate of 96.15% has much better per-
formance than the latter one.

(iii) *e proposed model could only need access log files
to check the malicious behavior of webshell without
any web application source files. *e results show
that the LSTM-based model takes 98.5% less time
than previous related approach to detect whether a
website has a webshell attack in a period of time.

As a remainder, related work is briefly discussed in
Section 2. A complete framework is explained in Section 3.
Section 4 presents the entire experiment and evaluation
process in detail. At last, the conclusion is in Section 5.

2. Related Work

2.1.OutlineofWebshell. Webshell is a kind of software which
usually assists the administrator to manipulate the server. But
in some cases, attackers will use some malicious webshells to
control the server to achieve malicious purposes. For at-
tackers, webshell is a kind of backdoor, generally written in
some scripting language like ASP, PHP, or JSP.*ese kinds of
web scripts are able to create dynamic interactive sites, so the
attacker is able to control the web server through web pages.
*ese behaviors will be recorded in the access log [10].

2.1.1. Principle of Webshell. Webshell can work by sending
HTTP requests to the specific page and use some functions
to execute the instruction sent by the attacker. *e results of
these instructions will be sent to the attacker as the response
of these HTTP requests [11].

2.1.2. Classification of Webshell. According to the function
and size of scripting language, webshell can be roughly
divided into three categories as follows:

(i) Big Trojan. It has a large size and comprehensive
functions for command execution, database oper-
ations, and other malicious intentions. Besides, a
friendly graphical interface is applied to the big
Trojan.

(ii) OneWord Trojan. It is a Trojan with only one line of
code. Due to its shortness, it is often embedded in
normal files or pictures. It can perform many
functions like the big Trojan when connected to the
initial attack tools such as Chinese Chopper.

(iii) Small Trojan. It is small and easy to hide but
generally only has an upload function. Since most
websites have size restrictions when uploading files,
attackers generally first obtain upload permission
through the small Trojan and then upload the big
Trojan to the website to perform key functions.

2.1.3. Escape of Webshell. In order not to be discovered by
the administrator of the website, webshells usually undergo a
lot of distortion. Some escape methods are as follows:

(i) Pass parameters with less common fields: while
websites generally use request field to pass pa-
rameters, this method uses some unusual fields such
as HTTP referrer and user agent.

(ii) Encrypt sensitive features: attackers use some
common encryption algorithms such as base64 [12]
and rot 13 to encrypt some key functions. For a
greater probability of escape, some tools even
customize encryption algorithms.

(iii) Multiple encoding and compression: hackers
change the original static features of the code by
multiple encoding combined with compression
technology to reduce the possibility of detection.

2.2.Method ofWebshell Detection. We did some research on
the previous detection of webshell. At the earliest, webshell
detection takes a manual identification method. *is is the
oldest and most traditional way to detect webshells, which
places high demands on the administrators of the website.
Administrators are supposed to have a comprehensive grasp
of the website files and have a high recognition ability for
some newly added exception files [13], such as some naming
files, passby.php, pass.asp, and a.jsp. Besides, these small files
should be treated carefully because there are probably one
word Trojans. After finding suspicious files, we need to
analyze the contents of the file. *e most thorough way is to
take a look at the entire file carefully, but it will take a bunch
of time. A better way is to search for some sensitive functions
such as exec(), shell exec(), and system() and check their
parameters carefully [14].

Static feature webshell detection is the hot trend of re-
search. It is an upgraded version of manual identification,
but they are almost identical. *is method focuses on the
features of file contents. Due to numerous features, it often
uses machine learning to improve effectiveness and accu-
racy. For example, in [15], an approach based on optimal
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thresholds was proposed to identify files containing mali-
cious codes from web applications.*e detection system will
scan and find malicious codes in each file of the web ap-
plication, analyzing the features including keywords, file
permissions, and owner. Instead of the source file codes,
Tian et al. [16] divided the POST contents in the HTTP
request into several words, which were represented in the
form of vectors using the Word2vec model [17] and then
were input into the CNN in a fixed-size matrix. Experiments
have shown that such a method can achieve high accuracy,
which was also the first time that CNN [18] applied to
webshell detection. However, if we just detect by signature
matching, we can only do well in detecting webshells that
have known features, and it does not apply to detect un-
known webshells. In the literature [19], an approach that can
be used to predict unknown webshells was proposed. Su-
pervised machine learning and matrix decomposition were
used to generate original and unknown webshell features by
analyzing different features of known pages. *e paper [20]
focuses on the detection of PHP webshell, which used the
text classifier fastText [21] developed by Facebook and the
random forest algorithm to build the model. As a compiled
intermediate language of PHP scripts, PHP opcode sequence
was regarded as an important feature of webshell detection.
*is paper can be a good inspiration because it starts to
break away from the webshell file itself.

*ere are also some detection methods based on other
features. For example, dynamic feature detection uses the
system commands, network traffic, and state exceptions used
by webshell to determine the threat level of the action.
Webshell is usually confused and encrypted to avoid de-
tection of static features. When the webshell is running,
system commands must be sent to the system to reach the
purpose of operating the database or even the system. *is
method monitors and even intercepts system commands by
detecting system calls and deeply detects the security of the
script from the behavior mode. Zhang et al. [22] proposed a
character-level content feature transformationmethod, which
combined the features of CNN and LSTM to construct a new
webshell traffic detection model. *is model preserves the
sequential features in network traffic and reduces the feature
dimension. Experiments have shown that this model can be
used to detect unknown webshells while running on large
websites. Besides, Shi et al. [23] proposed a log-based method
for webshell detection, which uses features such as text
features, statistical features, and page association about the
degree of graph theory. But the session simply uses the IP field
and the user-agent field for a rough distinction, which treats
all access by a user as a session. *e request field is used for
machine learning, and it is a text processing problem like the
static detection we mentioned earlier in essence.

Among the methods we mentioned above, the defenders
need to scan and look for malicious codes inside every file of
the web application or every POST content in the web logs
[24]. *e drawbacks of these methods are the heavy
workload. What is worse, with the development of en-
cryption and obfuscation techniques, webshell detection
accuracy will be much lower because webshell detection
tools are mostly based on signature matching. As we

mentioned before, webshell mainly works by sending HTTP
requests. Based on this theory, a new direction for webshell
detection is proposed which focuses on using the raw se-
quence data without POST contents in web logs.

3. Framework

3.1. Architecture. *e purpose of this paper is to detect
webshell according to the sessions extracted from web server
logs without POST contents or source file codes. It is
composed of several components, as illustrated in Figure 1.
Firstly, we use normal log files on a large website and collect
honeypot logs with webshell communication for experi-
mental data collection. In the second part, instead of
extracting the fields directly from the web logs, we use the IP
field and the user-agent field to roughly divide the collected
logs into different sessions, count the time interval in every
session, and set the threshold to identify the session in more
detail first. *en, we use the hidden Markov model and long
short-term memory to build our model, respectively, and
compare which one has better performance.

3.2. Raw Data Collection. In the process of generating data,
we use different kinds of webshells including big Trojans,
small Trojans, and one word Trojans, which differ in size and
function. Besides, these webshells are placed in different
depths of the website we built, and different webshell tools
such as Chinese Chopper andWeBaCoo are used to initialize
the attack. In this paper, the log format of the website we use
is Apache, but our framework can be applied to other
common server log formats such as Nginx.

3.3. Data Processing

3.3.1. Data Extraction. All the logs we collected are in the
common Apache2 format. *ere are close to 10 fields in this
format, but there is no need to use all of them. *erefore,
some fields were extracted from the web logs. *e whole
process is shown in Figure 2. Feature sequence consists of
source IP address, timestamps, user agent, status code, bytes,
referrer, and request, in which the request field is subdivided
into method field and path field.

*e IP field and user-agent field are used to identify
sessions. Because there may be multiple visitors under the
same IP, it is necessary to combine user agent to make
judgments. At the same time, we roughly regard a visitor as a
session for the time being.*e status code field and byte field
can be utilized to construct feature vectors without any
changes. In the method field, the GETmethod is represented
by 1, POSTmethod is represented by 2, and other methods
are represented by 0. Meanwhile, in the referrer field, “− ” is
represented by 0, while 1 for the website, 2 for the web
crawler, and 3 for the external websites. In the timestamps
field, we calculate the time difference between entries in
every session and fill 0 in the last vector of every session.

*e path field is encoded with the degree of relevance of
each entry access path in the session. *e first entry of each
session is coded as − 1 because there is no access in front of it,
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and the relative relationship cannot be discriminated; from
the second �le, the access to the same �le is marked as 0, and
when accessing di©erent �les, the distance between di©erent
�les is calculated by the number of directory switches plus
one to encode.�e process of encoding all paths for a session
is shown in Figure 3. When all the feature �elds are pro-
cessed, a session will transform into a sequence of features as
illustrated in Table 1. Finally, the feature vector we get will be
six-dimensional including byte �eld, method �eld, path �eld,
referrer �eld, status code �eld, and time interval.

3.3.2. Session Identi�cation. In the previous section, we just
made a rough distinction between the sessions in every log �le,
treating a visitor as a session. Butmore often, a visitor can access
at di©erent times and generate multiple sessions.�us, we use a
more scienti�c statistical method for session identi�cation.

We calculate and count the time interval between entries
in every session, which is roughly generated in the previous
section. After counting the time intervals in all sessions, we

sort all of them and explore the most appropriate quantile as
a threshold. We compare every time interval to a threshold,
and if the time interval is greater than the threshold, the
session will be subdivided into two smaller sessions, and so
forth. �e whole process is illustrated in Figure 4.

When all the data have been processed, the framework will
check all the sessions and delete those sessions that contain
only one entry, as it assumes that if a user has only one access, it
is highly unlikely that there is a webshell communication.

3.4. Classi�cation Model. Webshell detection is a two-class
task, and because of variable length serialization in the log
sequence, we choose long short-term memory and the
hidden Markov model to construct the classi�cation model,
respectively.

3.4.1. Long Short-Term Memory. Long short-term memory
networks are well suited to classify and process based on

Normal Abnormal

Original
data

Data collection

Sequence

Feature
extraction

IP address

User agent

Rough division

Precise division

Classification
model

Train/test
dataset

LSTM

Normal Webshell

Classify
HMM

Time interval

Statistical
analysis

Figure 1: �e architecture of the proposed method.

119.39.3.195 -- [24/Mar/2018:06:25:53 – 0400] “GET /img/rss.gif HTTP/1.1” 200 1036 “https://www.example.com/”
“Mozilla/5.0(Windows NT 10.0; Win64; x64)”
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Figure 2: Feature extraction based on log entry.
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sequence data with its faster convergence and the ability to
detect long-term dependencies in data. �e concept was
originally proposed in 1997 by Hochreiter and Schmidhuber
[25]. �e emergence of LSTM is mainly to solve the problem
of gradient disappearance and gradient explosion in long
sequence training. Compared with traditional RNN where
there is only one delivery state, the LSTM has two delivery
states, namely, the long-term state c(t) and the short-term
state h(t). Besides, it introduces three “gates” to control the
long-term state, as illustrated in Figure 5.

(i) Forget gate f(t): control which of the long-term
states of last moment c(t− 1) should be discarded

(ii) Input gate i(t): control which parts of the current
time input x(t) and the last short-term state h(t− 1)
will be added to the long-term state

(iii) Output gate o(t): control which parts of the current
long-term state c(t) should be output as h(t)

119.39.3.195 -- [24/Mar/2018:06:25:52 - 0400] “GET /
HTTP/1.1” 200 13108 “-” “Mozilla/5.0 (Windows NT 10.0;
Win64; x64) AppleWebKit/537.36 (KHTML, like Gecko)

Chrome/65.0.3325.181 Safari/537.36” 

119.39.3.195 -- [24/Mar/2018:06:25:53 - 0400] “GET
/photo/no.png HTTP/1.1” 200 4898 “https:// example.com/”

“Mozilla/5.0 (Windows NT 10.0; Win64; x64)
AppleWebKit/537.36 (KHTML, like Gecko)

Chrome/65.0.3325.181 Safari/537.36” 

119.39.3.195--[24/Mar/2018:06:25:55 - 0400] “GET
/img/rss.gif HTTP/1.1” 200 1036 “https://example.com/”

“Mozilla/5.0 (Windows NT 10.0; Win64; x64)
AppleWebKit/537.36 (KHTML, like Gecko)

Chrome/65.0.3325.181 Safari/537.36” 

119.39.3.195 -- [24/Mar/2018:10:11:29 - 0400] “GET
/book HTTP/1.1” 200 13125 “-” “Mozilla/5.0 (Windows
NT 10.0; Win64; x64) AppleWebKit/537.36 (KHTML,

like Gecko) Chrome/65.0.3325.181 Safari/537.36” 

Raw data

/

/photo/no.png

/img/rss.gif

/book

Path

–1

2

3

2

Encoded path

Figure 3: �e process of encoding all paths for a session.

Table 1: Session transformation.

Log messages Feature vector
Log entry0 [bytes0, method0, path0, referrer0, statuscode0, t1 − t0]
Log entry1 [bytes1, method1, path1, referrer1, statuscode1, t2 − t1]
Log entry2 [bytes2, method2, path2, referrer2, statuscode2, t3 − t2]
⋮ ⋮
Log entryn [bytesn,methodn, pathn, referrern, statuscoden, 0]

Statistical analysis
of time interval

Division

Division

Origin
sequence

Rough sessions
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Session 2

Precise sessions

Session 3

Session 4

IP address
user-agent

Figure 4: Schematic diagram of session identi�cation.
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Figure 5: �e core of LSTM.
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*e model which called SB-LSTM (session-based long
short-term memory) consists of four LSTM layers, each of
which has sixteen neurons, and a dense layer. *e LSTM
layer will learn the feature of variable length sequences
which are activated by tanh function and logistic function.
*e dense layer acts as a “classifier” throughout the LSTM,
which can map the learned “distributed feature represen-
tation” to the sample tag space. At last, the detection model
used categorical cross entropy as the loss function, and the
optimizer is Adam.

In more detail, the input data size is m × n × 6, m is the
number of sessions, and n is the maximum length of all
sessions. Current long-term state c(t) and output y(t) are
computed as follows:

g(t) � tanh W
T
xg · x(t) + W

T
hg · h(t− 1) + bg􏼐 􏼑,

c(t) � f(t) ⊗ c(t− 1) + i(t) ⊗g(t),

y(t) � h(t) � o(t) ⊗ tanh c(t)􏼐 􏼑,

(1)

where Wxg denotes the weight matrix of the main layer
connected to the input vector x(t) of size 1× 6, while Whg

denotes the weight matrix of the main layer connected to the
previous short-term state h(t− 1). bg represents the coefficient
of variation for the main layer.

*e architecture of this model for a session is depicted in
Figure 6.

3.4.2. Hidden Markov Model. *e hidden Markov model
(HMM) is a statistical Markov model, a highly effective
means of modeling a family of unaligned sequences [26, 27],
which describes a hidden Markov chain stochastically
generating unobservable state sequences and then gener-
ating a stochastical observation sequence from each state. As
its most remarkable features, the state at any time t depends
only on the state of the previous moment, while it is in-
dependent of the time t, the state, and the observation at
other times. Besides, it also assumes that observations at any
time depend only on the state at that moment, independent
of other observations and states.

In this paper, we mainly focus on supervised learning
method of the hidden Markov chain. *e train data include
observation sequences O and corresponding state sequences
I, which can be written as

O1, I1( 􏼁, O2, I2( 􏼁, . . . , Os, Is( 􏼁􏼈 􏼉. (2)

We can use the maximum likelihood estimation method
to estimate the parameters of the hidden Markov model:

(1) We assume that the sample is in the state i at time t
and the frequency of transition to state j at time t + i

is Aij, and then the probability estimate of the
transition state is computed as follows:

􏽣aij �
Aij

􏽐
N
j�1Aij

, i � 1, 2, . . . , N; j � 1, 2, . . . , N. (3)

(2) We assume that the sample state is j and the fre-
quency of observation k is Bjk, and then the

probability of observation k when the state is j can be
written as

􏽣bjk �
Bjk

􏽐
M
k�1Bjk

, j � 1, 2, . . . , N; k � 1, 2, . . . , M. (4)

(3) *e initial state probability π is estimated as the
frequency of the initial state of i in the S samples.*e
architecture of this model is illustrated in Figure 7.

In more detail, the input data size is x × 6 and x is the
number of entries in all sessions.

4. Experiment and Evaluation

In this section, we will introduce the detailed composition of
the dataset, the experiment details, and the results.

4.1. Dataset. *ere are two datasets for our experiments,
one for the model training and the other for the model test.
As for the first dataset, a honeypot [28, 29] was built to
capture and analyze webshell attacks. Tens of testers were
invited to attack this honeypot. One word Trojans, small
Trojans, and big Trojans which were coded in different
program languages were provided to these testers. We
collected a total of 13,986 log entries from the honeypot as
negative samples, while 57,160 logs entries were collected
from real-world websites as positive samples. In the process
of training, we also used a 10-folder cross validation to
perform a simple verification of the model. As for the latter
one, a real-world website which contains a total of 2324 files
and 248 k lines of log entries in total was utilized to test.
Since the log entries with webshell communication in the
real environment may only account for a few percents or
even a few thousandths in the log file, we control the
positive and negative sample ratio of the dataset to be
around 6 :1 in experiments. After feature vector extraction
and session identification, all log entries become in-
dependent sessions. Every session consists of six sequences,
which are the byte sequence of the HTTP response, the
method sequence, the path sequence that is encoded by the
degree of association, the referrer sequence that is divided
into different cases for encoding, the status code sequence,
and the time interval sequence. Figure 8 is an overview of
our model.

4.2. Experiment Design. To evaluate the performance of our
model, we first explored the effects of different quantiles as
thresholds and selected the best values for next experiments.
*en, we validated the effectiveness of the session identi-
fication method based on the time interval and quantile. In
addition, we compare long short-term memory with the
hidden Markov models, which are commonly used in se-
quence data processing, and find the one with better per-
formance. Finally, we leverage a real-world website to test
the SB-LSTM model and compare it with results from other
research.
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All the experiments were performed in a PC machine
with an i7-7700HQ processor, 16GB of memory, and a
GeForce GTX 1060 GPU which has 6GB of memory. �e
SB-LSTMmodel is implemented by Tensor¯ow [30], and the
HHM is implemented by seqlearn [31].

Before using the raw data to build the model, we did a
standardization to make all the data appropriate for the
neural network. Data were processed according to the fol-
lowing steps:

(i) Since we need to input a 3-dimensional matrix when
constructing the SB-LSTM model, we chose Max-
Min scaling normalization to reduce the e©ect of
padding 0 when normalizing. After scaling, all data

are between 0 and 1. �e function of doing Max-
Min scaling normalization is

x∗ �
x − min

max − min
. (5)

(ii) �e label of all the training data is stored in a list, 0
for normal access and 1 for webshell access.

(iii) When we used long short-term memory to build
our model, we must make all data to become a
matrix, so we padded the length of the sequence to z,
which is the maximum session length. Besides, we
held a list to show all the valid length (original
length) of the data to ensure the number of itera-
tions in LSTM.

(iv) When we used the hidden Markov model to build
our model, we only need to put all the vectors into a
sequence because of the input data size of the
hidden Markov model.

We use 10-folder cross validation [32]. �e dataset is
equally divided into 10 subsets, each of which is tested once
and the rest as a training set. �e cross validation is repeated
10 times, one subset is selected each time as a test set, and the
average cross validation recognition accuracy rate of 10
times is taken as a result.�e dataset used for the experiment
is unbalanced, so we choose accuracy, recall, precision, F1
score [33], the receiver operating characteristics (ROC)
curves [34], and area under curve (AUC) measure for
evaluating the proposed method. Besides, we can visualize
the relation between TPR and FPR of a classi�er. �ese
indicators can be expressed as

Normal Webshell

y1 y2 yn

b11 b12 b1n
b21

b22

b2n

a12

a21

Figure 7: �e architecture of HMM.
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Accuracy �
1

|C|
􏽘

|C|

i�1

TPi + TNi

TPi + TNi + FPi + FNi

,

Recall �
1

|C|
􏽘

|C|

i�1

TPi

TPi + FNi

,

Precision �
1

|C|
􏽘

|C|

i�1

TPi

TPi + FPi

,

F1 score � 2
precision × recall
precision + recall

,

AUC �
􏽐i∈positiveclassranki − (M(1 + M)/2)

M × N
.

(6)

where M is the number of positive samples and N is the
number of negative samples. *e score indicates the
probability that each test sample belongs to a positive
sample, while rank is a positive sample set sorted in the
descending order based on score.

4.3. Experiment Results. First, we explored the influence of
different thresholds in session identification. *e thresholds
were set to 55%, 60%, 65%, 70%, 75%, 80%, 85%, and 90%
quantile, respectively. *e comparison results are shown in
Table 2.

As is shown in Table 2, performance is improved with an
increasing threshold in a certain range and reaches the
highest value when the threshold is 70%. Moreover, when
the performance reaches the highest, it will continuously
decrease with a rising threshold. Excessive thresholds can
decrease the performance of the model because two accesses

that were not originally part of the same session are placed in
the same session. In comparison with the threshold of 55%
to 90%, we find the appropriate threshold is 70%, and we use
it for the next experiments.

*en, we validated the effectiveness of session identifi-
cation based on the time interval and the quantile. We
counted the number of access sessions for every user, where
the user is identified by the IP field and the user-agent field.
*e top 100 users with the largest number of sessions are
shown in Figure 9.

As is illustrated in Figure 9, most users have multiple
sessions, up to a maximum of 166. *erefore, it is quite
necessary for us to conduct a more detailed session
identification.

In addition, we compare the performance of two ma-
chine learning models. *e comparisons are presented in
Table 3.

As is shown in Table 3, SB-LSTM has a much better
performance than the HHM-based model. *e recall rate of
the HMM-based model under such dataset training is close
to 0. *e reason that the HMM assumes that the state at any
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Figure 8: Overview of webshell detection with our model.

Table 2: *e influence of different thresholds in session
identification.

*reshold (%) Accuracy Recall Precision F1 score
55 0.932 0.8624 0.8757 0.8690
60 0.9364 0.869 0.8958 0.8822
65 0.9598 0.9568 0.8977 0.9263
70 0.9597 0.9615 0.9036 0.9317
75 0.9696 0.9368 0.9009 0.9185
80 0.9376 0.9401 0.8518 0.8937
85 0.8974 0.7228 0.6932 0.7077
90 0.8779 0.7186 0.6418 0.6780

8 Security and Communication Networks



time depends only on the state of the previous moment
might lead to the low recall. Besides, the HMM-based model
also has a much lower accuracy than SB-LSTM. �e ROC is
shown in Figure 10. �e curve shows the SB-LSTM model
could achieve an e©ective and accurate result in which the
true positive rate could reach 0.8 when the false positive rate
only reaches 0.01.

Afterwards, we found the webshell communication, and
we can easily �nd the webshell by counting all the access
paths of the session. Besides, if the administrator is familiar
with the �les included in website dictionary, hemay not need
to perform statistics to �nd the webshell.

At last, we leverage a real-world website to test the SB-
LSTM model and compare it with results from other re-
search. We �rst explored the in¯uence of the di©erent sizes
of logs on the model’s runtime.�e experiment used two log
�les including a recent one and the largest one the website
can provide. Besides, we ran this experiment three times and
got the average as results. �e results are presented in Ta-
ble 4. �en, we compared these to the result of the cited
related work. We downloaded all the source �les of the
website and reproduced a cited related work, which is a �le-
based detection method. For the purpose of maximizing the
experimental results, we used the largest log the website can
provide which records all access to the website for nearly a
year and a half to compare. We do the same things in terms
of the �nal results, and the comparison results are shown in
Table 5.

As is illustrated in Table 4, when the size of the log is
quite small, SB-LSTM can get the result of detection very
quickly, which is e�cient for detecting whether there is
webshell communication for a certain period of time.
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Figure 9: �e top 100 users with the largest number of sessions.

Table 3: Comparison of two machine learning methods.

Model name Accuracy (%) Recall (%)
SB-LSTM 95.97 96.15
HMM-based model [31] 68.27 0.00
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Figure 10: ROC curve based on SB-LSTM.

Table 4: �e in¯uence of the di©erent sizes of logs.

Model name Sizes Entries Time

SB-LSTM 177 kB 908 0.5897 s
46.6MB 248433 28.7127 s

Table 5: Comparison of di©erent detection methods.

Model name Sizes/amount Time
SB-LSTM 46.6MB 28.7127 s
FRF-WD [20] 2324 39.8415 s
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As revealed in Table 5, even if we use all the log entries
since the website was built, the runtime required for ana-
lyzing is 27.9% less than the result of the cited related work.

Compared with the results of the first experiment, it
demonstrated that the SB-LSTM model is efficient for
detecting whether there is webshell communication for a
certain period of time, as it requires to scan all the source
files in the common approach while the only input for the
SB-LSTM model is the recent log.

5. Conclusion

In the previous studies, a huge number of features were
extracted from webshell, and these features were regarded as
keywords to judge whether there is a webshell or not.
However, it is almost certain that these approaches would be
less useful with the gradual development of encryption and
confusion technology. *is paper mainly focuses on the
challenge that detects webshell out of itself. Instead of
leveraging POST contents, source file codes, or receiving
traffic, the framework we proposed uses sessions generated
from the website’s logs, which highly reduces the cost of time
and space but maintains a high recall rate and accuracy.
Features were extracted in raw sequence data in the web logs,
and a statistical method was applied to identify sessions
precisely. *e results of experiments show that 70% quantile
can be the right threshold that makes the model obtain the
highest accuracy and recall rate, and the long short-term
memory which can achieve a high accuracy rate of 95.97%
with a recall rate of 96.15% has much better performance
than the hidden Markov model on webshell detection.
Moreover, the experiment demonstrated the high efficiency
of the proposed approach in terms of the runtime, as it takes
98.5% less time than the cited related approach to get the
results. In order to be closer to the real-world application,
the model can be employed to identify webshell files after the
webshell communication is detected by using a statistical
method.
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­e increasing amount of malware and cyberattacks on a host level increases the need for a reliable anomaly-based host IDS
(HIDS) that would be able to deal with zero-day attacks and would ensure low false alarm rate (FAR), which is critical for the
detection of such activity. Deep learning methods such as convolutional neural networks (CNNs) and recurrent neural networks
(RNNs) are considered to be highly suitable for solving data-driven security solutions. ­erefore, it is necessary to perform the
comparative analysis of such methods in order to evaluate their e�ciency in attack classi�cation as well as their ability to
distinguish malicious and benign activity. In this article, we present the results achieved with the AWSCTD (attack-caused
Windows OS system calls traces dataset), which can be considered as the most exhaustive set of host-level anomalies at the
moment, including 112.56 million system calls from 12110 executable malware samples and 3145 benign software samples with
16.3 million system calls. ­e best results were obtained with CNNs with up to 90.0% accuracy for family classi�cation and 95.0%
accuracy for malicious/benign determination. RNNs demonstrated slightly inferior results. Furthermore, CNN tuning via an
increase in the number of layers should make them practically applicable for host-level anomaly detection.

1. Introduction

­e best method to detect unsanctioned or malicious usage
of a company’s system is to use an intrusion detection system
(IDS). IDSs are classi�ed into two main types: network-
based IDS (NIDS) and host-based IDS (HIDS) [1]. NIDSs
work on the network level and are capable of detecting any
malicious activity that can be observed on a company’s local
network. ­e HIDSs monitor the activities on end-user
machines. ­ey can collect and analyze information such as
machine parameters (CPU and RAM usage), modi�ed �les,
modi�ed registry items (Windows operating system), system
calls, etc. While research on NIDS has reached a relatively
advanced level and a number of anomaly-based solutions are
available on the market [2], HIDSs are stuck in signature-
based or �le-integrity monitoring approach, making them
immune to zero-day attacks [3]. ­e importance of HIDS
becomes critical [4, 5] and requires development of
anomaly-based solutions. ­e earlier approaches based on
threshold parameters were not successful because of high

false alarm rate (FAR), but recent advances in deep learning
(DL) techniques demonstrate the potential of convolutional
neural networks (CNNs) and recurrent neural networks
(RNNs) in activity classi�cation. ­erefore, comparative
analysis of such methods is necessary to evaluate their ef-
�ciency in malicious activity classi�cation and ability to
distinguish malicious and benign activity [6]. ­e evaluation
of these methods allows the selection of themost appropriate
and accurate method for anomaly-based HIDS develop-
ment. Accuracy plays a crucial role because the high false-
positives rate would lead to distrust in the system and ig-
norance of alerts.

Many researchers use machine learning (ML) methods
to achieve proper IDS accuracy in detecting intrusive ac-
tions. Training and testing data are required to apply ML
methods. Most of the recent research was conducted with
the old datasets generated in 1998-1999 [7, 8] named
DARPA and KDD Cup 99, respectively. Overall, 42% and
20% of the researchers used DARPA dataset and KDD Cup
99, respectively [9]. Both databases focused on NIDS-related
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data and lacked the information required to train HIDS-
suitable methods.

Some attempts [10] have been made to fulfill the growing
need for Windows-oriented HIDS datasets. According to
statcounter.com, Windows operating systems were still used
by more than 70% of the desktop users in 2018 (see Figure 1)
[11].

One of the latest HIDS-related datasets for Windows OS
is ADFA-IDS [12]. It has a collection of system calls pro-
duced on Linux and Windows operating systems. However,
ADFA family datasets only have minimal data required for
intrusion detection, as they contain only system call iden-
tification—system dynamic link library (dll) file name and
the called function name. Even the authors of the ADFA-IDS
agree that the dataset is incomplete: only basic information
was collected, and an insufficient number of vulnerabilities
were used to generate malicious activity [13].

We have previously generated AWCSTD to fulfill the
demand for a more extended dataset for Windows operating
system [12]. It uses more malware samples (12110) and
collects more system calls sequences (112.56 million) than
any similar public dataset. Most importantly, it also contains
16.3 million systems calls generated by 3145 benign software
samples at present. ,e same method has been used to
generate benign system calls sequences as the one previously
used in [12] for malignant ones. In total, six virtual machines
with Windows 7 operating system preinstalled were utilized.
,e virtual machines had tools such as Notepad++, 7zip, and
data logging tools installed. ,is allows using the dataset not
only for training neural networks on classifying malicious
activities but also for training them in distinguishing be-
tween malicious and legal activity in general.

In this paper, we present the results of efficiency eval-
uation for RNNs and CNNs achieved with AWSCTD with
different initial data parameters. ,e remainder of the paper
is organized as follows: the Introduction gives a general view
on the importance of datasets for HIDS training and the
need for evaluating the efficiency of different DL methods;
the Related Work section presents results achieved by other
research teams; the Materials and Methods part of the article
describes the dataset preparation and methods used; the
Results and Discussion present the results with comments
on their reasons and applicability; Conclusions summarize
the results and define future work.

1.1. RelatedWork. Attackers often use various techniques to
transform and hide malicious activity from the signature-
based IDS [14]. Anomaly-based techniques are used to tackle
such problems. ,ey have not only introduced a better
detection rate of unknown attacks but also increased the
number of false-positives [15] because of primitive ap-
proaches applied. Advances in deep learning methods
combined with extensive training datasets are required to
build a benign behavior profile and decrease the FAR.

Several ML classification and clustering methods such as
neural networks, support vector machines, k-means clus-
tering, k-nearest neighbors, and decision trees [16–18] have
been used to improve anomaly-based IDS. ,e authors of

ADFA-WD (Windows-based) have achieved a 72% de-
tection rate with Näıve Bayes method, and the data were
based on transforming system call traces into frequency
vectors [13]. Later, the authors of [18] achieved a 61.2%
detection rate with ADFA-LD (Linux-based) when CNNs
were used. In [19], the authors claim 86.4% accuracy in
malicious activity classification with the help of the hybrid
neural network, but the dataset was not published, thereby
offering no chance to check the accuracy of the results.
Similar classification was performed by us on AWSCTD
using SVM, and an accuracy of 92.4% was achieved [17]. In
addition, the tested decision trees method, which is lighter in
terms of training and testing times, has shown comparable
results of 92.1% accuracy. ,is is an essential point, as fast
model training is a critical factor in cybersecurity, where new
attack samples are introduced very often. Hence, the results
in [13, 18] demonstrate very high FAR, whereas the results in
[17, 19] do not solve the malicious/benign classification task.

Since 2006, deep-structured learning, commonly called
deep learning or hierarchical learning, has emerged as a new
area of machine learning research [20]. ,e architecture of
deep neural networks is based on many layers of neural
networks (NNs). Artificial NNs (ANNs) were naturally
developed from biological neural networks. ,e first paper
on neural networks was produced in 1943; professors
McCulloch and Pitts published a paper titled “A Logical
Calculus of the Ideas Immanent in Nervous Activity” that
logically explained the human neural network and con-
ceptualized the ANNs for the first time in history [21]. An
artificial neural network consists of a group of processing
elements that are interconnected and convert a set of inputs
to a set of preferred outputs.,e result of the transformation
is determined by the characteristics of the elements and the
weights associated with the interconnections among them.
,e network can adapt to the desired outputs by modifying
the connections between the nodes [22]. A fundamental
property of neural networks is the concept of programming
by example. A large number of weights makes it difficult to
fix them and obtain the desired result. Instead, the network is
programmed by example and repetition. It is trained by
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presenting input-output pairs repeatedly. Each time an input
is presented, the network guesses the output.,e output part
of the input-output pair is used to determine whether the
network is right or wrong. If wrong, the network is corrected
by a learning algorithm using a gradient method on the
output error to modify the weights. After each modification,
the network gets closer to the desired transfer function as
represented by the sample base [23].

,e most significant disadvantage of applying neural
networks to intrusion detection is the “black box” nature of
the neural network. ,e “Black Box Problem” has over-
whelmed neural networks in many applications [24]. ,is
Black Box neural networks feature does not allow the re-
searchers to clearly see and analyze learning results.,is also
makes the network tinkering process more diffi-
cult—researchers cannot analyze and modify networks for
better outcomes. DNNs and new hardware capabilities have
revived the current state of the ANN research. Two powerful
DNN designs were introduced: convolutional neural net-
work (CNN) and recurrent neural network (RNN). CNNs,
or ConvNet, are mainly applied for the image recognition
tasks because they can scale adequately on large images.,ey
are based on several convolutions and pooling layers
combinations that lead to the last, simple ANN layer for final
classification. ,e usage of convolution and pooling layers
allows reduction of the feature maps size [25, 26]. RNN is
capable of working with time series-based data. ,e de-
velopment of RNNs began in 1997 when long short-term
memory (LSTM) networks were introduced [27]. ,e nat-
ural capability to accept and work with sequences has
allowed to show outstanding performance in speech rec-
ognition and machine translation [28]. In 2014, the gated
recurrent unit (GRU) was introduced for RNN [29]. It is
similar to LSTM but has fewer parameters because it lacks an
output gate. GRU is mainly applied in natural language
analysis and translation.

Primary DNN applicability for anomaly detection still
concentrates on NIDS and the use of KDD dataset [30–32].
,e most popular method is RNN with LSTM that provides
up to 96% accuracy. However, CNN has also demonstrated
applicability for such tasks [19]. ,is encouraged us to
evaluate both CNN and RNN with AWSCTD for anomaly
detection (malicious/benign classification) on the end-user
machine level.

2. Materials and Methods

2.1. Dataset. For our experiment, AWSCTD containing
system calls sequences from Windows OS was used [12]. It
was generated using publicly available malware files from
Virus Share [33] and publicly available information about
any malware found from Virus Total [34]. Later, the col-
lected database was updated with the additional information
provided by the Virus Total that included scan results and
behavioral information.

For experiments described in this article, AWSCTD was
appended with 16.3 million system calls generated by a set of
3145 benign applications (samples were taken from Virus
Share and carefully filtered to contain only samples with zero

detection rate). ,e system call collection method for the
benign application was the same as for malware system call
collection described in [12]. ,is was done to train CNNs
and RNNs for malicious/benign activity classification. It is
expected that the number of benign applications with related
system calls will increase in the future.

,e disproportion of system calls versus the number of
applications in case of malicious (16.3/3145) and benign
programs (112.56/12110) can be explained by the fact of
more “aggressive” and “active” malware behavior compared
with legal applications.

2.2. Feature Processing. ,e data generated by the malware
and benign samples were stored in an SQLite database. ,e
system calls sequences were stored in the format provided by
Dr. Memory DrSTrace tool (see Figure 2). To evaluate the
influence of a number of system calls on classification/de-
tection rate, eight files in csv format were generated with 10,
20, 40, 60, 80, 100, 200, 400, 600, 800, and 1000 of the first
system calls in every line in a file, respectively (see Figure 3).

Every system call was assigned with the unique
number—a sequence of these numbers represents a system
calls sequence produced by the specific malware or benign
sample. A special tool was developed by the authors to
extract the required number of system calls from the SQLite
database.

System calls by benign applications were added to two
sets:

(1) Set of six classes (five malicious and one benign)—to
be used in the classification accuracy test, i.e.,
assigning the activity to legal or to one of the five
classes of malware programs.

(2) Set of two classes (malware and benign)—to be used
in the anomaly detection test, i.e., determining if the
activity is malicious or not.

For both of these sets, additional subsets were generated,
in which sequences of repeated system calls longer than 3
were replaced with a maximum of 2 repeated system calls
(e.g., sequence “4655532” was transformed into “465532”)
according to the recommendation in [19].

Consequently, 66 sets (files) in total for training and
testing were generated. ,e labelling of sets is presented in
Table 1. It is necessary to mention that sets with removed
repeated sequences had fewer samples. ,e main reason is
that almost all system calls were identical (e.g., one of the
malware samples contained only calls to NtCreateFile).

Datasets AllMalware and AllMalware2 were selected to
test if there is any difference in the accuracy as compared
with simple ML methods performed earlier [17]. Com-
mercially applicable accuracy of 92.4% was achieved with the
Support VectorMachines method, and comparable accuracy
of 92.1%. was achieved by the decision tree method.

In this research, deep learning methods were applied to
check if they can provide higher accuracy using the same
datasets.

Five malware families were selected from AWSCTD for
our experiment, each family with at least 100 samples of
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unique family representatives. A family descriptor provided
by Kaspersky was used. Table 2 shows the number of unique
samples in each training set (family names according to
Kaspersky).

SQLite database-based data were converted into easily
readable CSV files. ,e sample data of 10 system calls long
sequences file is presented in Figure 3.

,e first ten numbers represent a unique system call
number followed by the label for the malware family
name or legal program (“Benign” label) if it is a benign
sample.

2.3. Machine Learning Models Used. ,e experiment was
designed and executed on Keras [35], and Tensorflow [36]
library was used as the backend.,e following hardware was
used in the experiment environment:

(i) CPU: Intel(R) Core (TM) i5-3570 3.80GHz (4
Cores, 4 ,reads)

(ii) GPU: GTX 1070 (1920 Cuda Cores)
(iii) RAM: 16GB (DDR3)
(iv) OS: Ubuntu 18.04

RNN and CNN methods were used in the experiment.
,e configuration for the ten system calls can be seen in
Figure 4. RNN configuration with LSTM and GRU had three
layers: Input, CuDNNLSTM or CuDNNGRU, and Dense.
CNN had Input, Convolution1D (with sliding window value
of 6), GlobalMaxPooling1D, and Dense layers. ,e SVM
model was also used to compare the results with previous
research [17].

Despite relatively straightforward configuration, the
models achieved more than 90% classification accuracy with
almost all data samples. ,e classifiers were trained and

Figure 2: DrsTrace generated system call sample.

7, 10, 10, 9, 3, 3, 3, 9, 10, 10, AdWare
20, 20, 20, 10, 10, 9, 9, 9, 18, 11, Trojan
39, 39, 9, 9, 44, 45, 2, 15, 32, 32, WebToolbar
10, 20, 48, 9, 9, 9, 36, 11, 11, 11, Downloader
9, 18, 21, 22, 9, 9, 26, 9, 18, 23, DangerousObject
10, 40, 26, 26, 29, 29, 13, 9, 16, 41, Clean

Figure 3: CSV file sample with all possible classes.

Table 1: Training and testing sets labelling.

Set label Sequence variations Comments
AllMalware 10, 20, 40, 60, 80, 100, 200, 400, 600, 800, 1000 Only malware samples

AllMalware2 10, 20, 40, 60, 80, 100, 200, 400, 600, 800, 1000 Only malware samples with no more than two
identical sequences in repetition

AllMalwarePlusClean 10, 20, 40, 60, 80, 100, 200, 400, 600, 800, 1000 Malware samples plus and benign samples as
additional class

AllMalwarePlusClean2 10, 20, 40, 60, 80, 100, 200, 400, 600, 800, 1000
Malware samples and benign samples as an additional
class with no more than two identical sequences in

repetition
MalwarePlusClean 10, 20, 40, 60, 80, 100, 200, 400, 600, 800, 1000 Only two classes to train: malware and benign

MalwarePlusClean2 10, 20, 40, 60, 80, 100, 200, 400, 600, 800, 1000
Only two classes to train: malware and benign

samples with nomore than two identical sequences in
repetition

Table 2: Data samples count by class.

Class label Samples count
Trojan 1755
AdWare 4333
WebToolbar 618
Downloader 710
DangerousObject∗ 105
Benign 2350
Total 9871
∗DangerousObject is a malicious software that was detected by KL Cloud
Technologies but was not classified exactly.
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tested using a 5-fold cross-validation technique. Cross-
validation is a technique for evaluating predictive models by
partitioning the original sample into a training set to train
the model and a test set to evaluate it. ,e callback of
EarlyStopping was used to stop the training process when it
did not improve for six epochs. Furthermore, we used one-
hot encoding to provide data for the training models. Ten
system calls samples had unique 173 system calls (see Fig-
ure 4 for the value of input shape dimensions). Larger data
samples had more unique system calls: for example, 400 had
unique 488 system calls. In comparison, the data samples of
Kolosnjaji et al. [19] had only 60 unique system calls, which
means that our dataset is more diverse.

3. Results and Discussion

,is section will cover the results of the following tests:
malware classification task, family classification task, and
anomaly detection task.

3.1. Results of Malware Classification Task. As stated earlier,
the results achieved with DL methods were compared with
those achieved through classical ML methods in [17]. ,e
data labelled AllMalware were used in that test. Although the
original results [17] have shown that SVM method can
achieve 92.4% accuracy with the 100 first malicious system
calls sequences, it can be seen that DL methods demonstrate
significantly better results with the same dataset (see

Table 3). ,e accuracy is calculated as follows: the method of
machine learning is trained with a portion of the dataset
(80%), whilst another portion of the dataset is used for
testing with the trained model, i.e., data used for testing had
not been used for training. ,erefore, the percentage of
correctly classified records is defined as the accuracy.

CNN achieved 92.8% accuracy on the same length of 100
sequence calls. It has also shown better accuracy for 200, 400,
600, 800, and 1000 system calls sequences than SVM (92.7%
vs. 89.6%, 93.0% vs. 87.3%, 93.1% vs. 86.1%, 93.0% vs. 84.7%,
and 93.1% vs. 83.2%, respectively). ,is implies that a
practically applicable accuracy (>90%) can be maintained
even with larger datasets by applying CNN.

Sequence-based DL methods (LSTM and GRU) dem-
onstrated worse results than SVM—the achieved accuracy
was equal to 88.1% and 88.3% on the first ten system calls,
respectively. CNN not only demonstrated better accuracy
but also achieved a somewhat similar classification time
compared with the much simpler SVMmodel. Similar times
were maintained even with a larger data sample. In terms of
accuracy, SVM demonstrates degrading results in com-
parison with CNNs.

3.2. Results of Family Classification Task. Benign samples
were introduced next in the training process. As described
earlier, two sets were used in tests: with repetitive system
calls (AllMalwarePlusClean) and without repetitive calls
(AllMalwarePlusClean2). ,e introduction of a new family
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Figure 4: Configuration of training (a) LSTM, (b) GRU, and (c) CNN models for MalwarePlusClean data sample.
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to the training set resulted in a decrease in the accuracy (see
Table 4).

,e removal of repetitive system calls increased the
accuracy of the results. ,e best accuracy of 93.9% was
achieved with CNN and 1000 of the first system calls
(AllMalwarePlusClean2 data sample). However, a relatively
similar outcome of 93.5% was obtained with only 600 of
systems calls, which required much less time for training. As
results for 600 and 1000 system calls differ only in the error
rate, it can be said that a set of 600 system calls is more
preferable for practical applications. On smaller sets, the
results by CNN were low (86.9%) but still higher than those
by LSTN and GRU (85.8% and 85.6%, respectively).

Figure 5 presents the family classification task results by
family in case of a set of 100 system calls.

It can be clearly seen that the number of samples in the
training data has a huge impact on the correct classification.
WebToolbar, Downloader, and DangerousObject labelled
samples have more incorrect label assignments than
AdWare, Benign, and Trojan. ,e lowest classification score
has a DangerousObject class—zero. ,at outcome was ex-
pected because Kaspersky itself is not sure about the label,
and in our prior research, even the best performing SVM
model also generated zero correct classification results for
this class [17]. Both models of GRU and CNN classified this
family as belonging to the Trojan class. Even CNN model,
which generates the best performance (90.0% for that
specific data collection), shows that DangerousObject class
should be labelled as Trojan.

3.3. Results of the Intrusion Detection Test. Finally, the in-
trusion detection test was performed, i.e., the applicability of
DL methods for determining if an activity is malicious or
benign was evaluated (see Table 5). All malicious system calls
were merged into one family, and the second family con-
tained only benign system calls. As in previous case, sets
both with repetitive system calls (MalwarePlusClean) and
with removed repetitive system calls (MalwarePlusClean2)
were used.

In this case, the set without repetitive system calls
produced comparable results with the full set. ,is implies
that the system calls minimization technique is effective and
can be used to achieve better accuracy in family classification

and intrusion detection tasks whilst minimizing the model
training time.

Accuracies of 94.5%, 94.8%, and 99.3% were obtained by
CNN for the 100, 400, and 1000 first system calls, re-
spectively (MalwarePlusClean2). CNN has also shown the
best results for all data samples in the two-class classification
task (i.e., intrusion detection) of all MLmethods used: usable
accuracy of 93.2% was obtained even for the 20 first system
calls.

In the two-class confusion matrices (see Figure 6), it can
be seen that fewer Malware samples are assigned to Benign
by CNN as compared with GRU results.

,is characteristic is essential in the target field; ma-
lignant actions classification as benign must be minimal for
the IDS. Benign samples decision is somewhat comparable
for the GRU and CNN models.

GRU and CNN models demonstrate outstanding results
in the means of the receiver operating characteristic curve
(ROC) and area under the curve (AUC) [37]. In Figures 7
and 8, the ROC diagrams with the combination of the AUC
values are represented for the MalwarePlusClean samples
with the 100 system calls. ROC and AUC are displayed for
every fold. Mean ROC and AUC are represented with the
blue line.

,e best mean AUC value of 0.98 is generated by the
CNN model for both classes, i.e., there is a 98% chance that
the model will be able to distinguish between Malware class
and Benign class. ,e comparable result of 0.97 is achieved
by GRU. High AUC value indicates that both models (GRU
and CNN) have good class separation capacity.

3.4. Evaluation of System Call Sequence Size on the Model
Training Time and the Number of Epochs Needed to Reach the
Saturation. ,e evaluation of system call sequence size on
the model training time was performed on the AllMal-
warePlusClean set. Figure 9 presents the training time for
LSTN, GRU, and CNN with sequences of 10, 100, 200, and
400 system calls, respectively. It can be seen that the increase
in sequence length results in the exponential increase of
training time, making extremely long sequences not ap-
plicable for everyday use.

GRU training time was equal to 57.7 minutes with the
sequence of 400 system calls. ,e best performing CNN

Table 3: Malware-type classification with the help of DL and SVM methods (AllMalware set).

Count
Accuracy (percent) Classification time (seconds)

LSTM GRU CNN SVM LSTM GRU CNN SVM
10 88.1 88.3 87.3 89.4 0.0000926 0.0000840 0.0000401 0.0000440
20 88.8 88.1 89.0 89.4 0.0001043 0.0000994 0.0000510 0.0000583
40 89.1 90.6 91.2 91.6 0.0001327 0.0001377 0.0000618 0.0000842
60 88.2 90.5 91.2 91.9 0.0001786 0.0001704 0.0000890 0.0000848
80 91.8 91.6 92.3 92.7 0.0002194 0.0002221 0.0001157 0.0000937
100 91.6 91.9 92.8 92.4 0.0002559 0.0002566 0.0001290 0.0001165
200 90.4 91.5 92.7 89.6 0.0004440 0.0004363 0.0003019 0.0002392
400 87.6 90.3 93.0 87.3 0.0009840 0.0008142 0.0006222 0.0006739
600 87.4 91.4 93.1 86.1 0.0023443 0.0023052 0.0016681 0.0015564
800 82.1 88.5 93.0 84.7 0.0043159 0.0037894 0.0023929 0.0022612
1000 75.5 89.6 93.1 83.2 0.0068075 0.0056159 0.0033276 0.0032245
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Table 4: All malware plus clean samples accuracy results. ,e total of six classes was classified.

Count
AllMalwarePlusClean AllMalwarePlusClean2

LSTM GRU CNN SVM LSTM GRU CNN SVM
10 77.2 78.3 78.7 79.9 80.1 79.4 80.1 81.2
20 83.0 82.3 83.4 83.6 85.8 85.6 86.9 86.7
40 84.1 84.1 85.1 85.3 87.3 87.6 88.8 88.0
60 85.0 85.8 86.1 86.2 87.5 86.4 88.5 88.2
80 87.1 86.8 88.5 87.7 87.5 88.0 89.2 87.9
100 87.1 86.5 88.2 87.4 87.7 87.9 88.8 87.6
200 85.8 87.5 89.4 86.5 86.2 87.3 89.6 86.3
400 80.9 88.1 89.9 81.9 80.3 87.3 89.6 78.1
600 79.8 89.1 93.2 75.5 77.6 89.4 93.5 74.8
800 68.3 85.3 93.5 73.9 41.5 92.3 93.6 73.3
1000 77.1 89.1 93.6 72.9 64.0 84.1 93.9 72.3

a b c d e f
Predicted label

a

b

c

d

e

f

Tr
ue

 la
be

l

3958 178 0 85 101 8

284 1755 0 15 63 4

3 3 0 1 98 0

92 53 0 548 17 0

92 162 0 23 1414 7

13 10 0 3 0 592

(a)

a b c d e f
Predicted label

a

b

c

d

e

f

Tr
ue

 la
be

l
4004 147 0 82 91 6

278 1792 0 4 47 0

2 2 0 1 100 0

68 28 0 594 16 4

71 80 0 21 1526 0

13 9 0 3 2 591

(b)

Figure 5: Confusionmatrix of the GRU and CNNmethods for the 100 system calls sequence of the AllMalwarePlusClean data sample. Class
labels: AdWare (a); Benign (b); DangerousObject (c); Downloader (d); Trojan (e); WebToolbar (f ).

Table 5: Malicious and benign samples (malware or clean) classification accuracy.

Count
MalwarePlusClean MalwarePlusClean2

LSTM GRU CNN SVM LSTM GRU CNN SVM
10 87.0 87.4 87.4 87.4 88.6 88.6 88.9 88.4
20 90.0 90.2 91.1 90.2 92.0 92.4 93.0 91.8
40 91.2 90.6 91.8 90.5 92.9 92.4 94.1 92.0
60 91.2 91.1 93.3 91.1 93.2 93.0 93.5 91.9
80 92.7 92.0 94.2 91.5 93.0 93.2 94.5 91.7
100 92.7 92.5 94.3 91.5 93.0 92.1 94.5 91.2
200 90.7 90.8 94.3 88.6 92.4 91.8 94.9 88.9
400 87.0 90.9 94.8 88.4 89.2 92.0 94.8 88.7
600 86.4 88.7 98.5 87.2 85.8 90.1 98.6 87.1
800 84.2 84.7 98.8 86.9 85.1 82.8 98.9 87.0
1000 84.2 70.3 98.9 87.2 83.8 72.4 99.3 87.0
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model training took 29.6 minutes with the same dataset. In
comparison, 100 system calls sequences training time is
much faster. For GRU and CNN, it took 4.6 and 3.9 minutes,
respectively.

,e evaluation of data model size impact on training
time leads to the conclusion that using the first 100 system
calls sequences is an optimal solution in terms of time and
accuracy balance.

,e classification accuracy vs. the number of epochs
needed to reach the saturation measurement is presented in
Figure 10.

As it can be seen, there is a reverse dependency of the
number of epochs before saturation on the system call se-
quence length, e.g., for the top-performing CNN model, 75
epochs are required to train 10 system calls, and only 30
epochs are required for 400 system calls.

,e computed equal error rate (EER) [18] values for the
DLmethods (LSTM, GRU, and CNN) can be seen in Table 6.
When comparing models, lower EER means better perfor-
mance of the model. In our case, CNN shows best values of
9.7% and 4.8% for the Benign and Malware classes,
respectively.
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Figure 6: Confusion matrix of the GRU and CNN methods for the 100 system calls sequence of the MalwarePlusClean data sample. Class
labels: benign (a); malware (b).

0.0 0.2 0.4 0.6 0.8 1.0
False positive rate

0.0

0.2

0.4

0.6

0.8

1.0

Tr
ue

 p
os

iti
ve

 ra
te

ROC of malware

ROC fold 1 (AUC = 0.97)
ROC fold 2 (AUC = 0.98)
ROC fold 3 (AUC = 0.97)
ROC fold 4 (AUC = 0.97)

ROC fold 5 (AUC = 0.97)
Mean ROC (AUC = 0.97 ± 0.00)
±1 std. dev.

(a)

0.0 0.2 0.4 0.6 0.8 1.0
False positive rate

0.0

0.2

0.4

0.6

0.8

1.0

Tr
ue

 p
os

iti
ve

 ra
te

ROC of malware

ROC fold 1 (AUC = 0.99)
ROC fold 2 (AUC = 0.99)
ROC fold 3 (AUC = 0.99)
ROC fold 4 (AUC = 0.99)

ROC fold 5 (AUC = 0.99)
Mean ROC (AUC = 0.98 ± 0.00)
±1 std. dev.

(b)

Figure 7: ROC diagrams of the malware class for the 100 system calls of MalwarePlusClean data. (a) GRU. (b) CNN.
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4. Conclusions

A comparative analysis of DL methods, including LSTN,
GRU, and CNN was performed in order to evaluate their
efficiency for attack classification as well as their ability to
distinguish malicious and benign activity. ,e analysis was
performed on an exhaustive AWSCTD, which includes
112.56 million system calls from 12110 executable malware
samples and 3145 benign software samples with 16.3 million
system calls. ,e application of such a set increases the
classification and intrusion identification accuracy even with
vanilla models by 13–38%, compared with the results
achieved by other researchers. Furthermore, model tuning

should decrease the FAR even more. In general, the achieved
accuracy of over 90% allows the application of DL tech-
niques in hybrid or enterprise-oriented security solutions
that combine automatic detection of major part of anom-
alies, leaving unclear cases for human-expert analysis.

All three LSTM, GRU, and CNN models have reached
higher than 90% accuracy while solving amalware classification
task with a sequence of 80 system calls. All three models
generated improved results over simple NN and SVM models
on larger data samples, while the latter demonstrates consid-
erably better training times. ,e best results were obtained with
CNNs with up to 90.0% accuracy while performing family
classification task and 99.3% rate while solving intrusion
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Figure 8: ROC diagrams of the benign class for the 100 system calls of MalwarePlusClean data. (a) GRU. (b) CNN.
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Figure 9: Training time comparison of the AllMalwarePlusClean data collection. 10, 100, 200, and 400 sequence calls as data points.
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detection task. CNN outperforms sequence-based LSTM and
GRUmodels in all the cases. CNN also shows the best results as
compared with EER values of DL methods used. A system calls
minimization technique, when repetitive system calls were
removed, had a positive influence on all results.

,e increase of sequence length resulted in an expo-
nential increase of the model training time, making ex-
tremely long sequences not applicable for everyday use. One

of the best performing CNN models training took 29.6
minutes, which can be explained by a limited amount of
resources on the machine used for the experiments. A re-
verse dependency of the number of epochs before saturation
on the system call sequence length was determined, e.g.,
for the top-performing CNN model, 75 epochs are re-
quired to train 10 system calls and only 30 epochs for the
400 system calls.
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Figure 10: Accuracy vs. epochs needed to reach the saturation while training for the intrusion detection task. Compared CNN models for
the 10, 100, 200, and 400 system calls sequences. (a) CNN 10. (b) CNN 100. (c) CNN 200. (d) CNN 400.

Table 6: EER values in percent of the DL methods generated for the MalwarePlusClean of 100 system calls dataset.

DL method Benign Malware
LSTM 10.9 7.5
GRU 11.0 8.0
CNN 9.7 4.8
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Many famous attacks take web browsers as transmission channels to make the target computer infected by malwares, such as
watering hole and domain name hijacking. In order to protect the data transmission, the SSL/TLS protocol has been widely used to
defeat various hijacking attacks. However, the existence of such encryption protection makes the security software and devices
confront with the di�culty of analyzing the encrypted malicious tra�c at endpoints. In order to better solve this kind of situation,
this paper proposes a new e�cient and transparent method for large-scale automated TLS tra�c analysis, named as hyper TLS
tra�c analysis (HTTA). It extracts multiple types of valuable data from the target system in the hyper mode and then correlates
them to decrypt the network packets in real time, so that overall data correlation analysis can be performed on the target.
Additionally, we propose an aided reverse engineeringmethod to support the analysis, which can rapidly identify the target data in
di�erent versions of the program.  e proposed method can be applied to the endpoints and cloud platforms; there are no trust
risk of certi�cates and no in�uence on the target programs. Finally, the real experimental results show that the method is feasible
and e�ective for the analysis, which leads to the lower runtime overhead compared with other methods. It covers all the popular
browser programs with good adaptability and can be applied to the large-scale analysis.

1. Introduction

Currently, the incidents of malware attack occur so fre-
quently as to cause the serious loss of data and property to
internet users. Malicious code has presented new forms such
as ransomware, phishing, and coin mining. Web browsers
are the important sources of malware to infect the target
computers. For example, users download and install soft-
ware bundled with malicious codes from the third-party
website, or users encounter phishing attacks and access the
fake page, or the web browser loads a web page with vul-
nerability exploitation codes and triggers the infection of
malware [1]. Meanwhile, the incorrect con�guration of le-
gitimate applications may also cause the ex�ltration of
privacy data. For terminal users, web browser is an im-
portant application in their work and life. Consequently, it is
crucial to inspect the content of web pages in order to create
a secure internet environment for computer users.

Moreover with the development and popularity of the
Secure Socket Layer (SSL) protocol [2] and its subsequent

version Transport Layer Secure (TLS) [3], lots of websites
and client applications adopt the HTTPS protocol instead of
HTTP [4]. It is based on TLS which can prevent the
transmission of data from advertising hijacking and packet
manipulation.  is also becomes the barrier of security
information and event management (SIEM) systems. Al-
though the TLS protocol is very secure in theory, there are
many kinds of problems in its practical uses.  e software
which implements the protocol may have vulnerabilities,
such as those of OpenSSL [5, 6], and some insecure algo-
rithms and cipher suites may cause the cipher text to be
cracked [7, 8, 9]. Moreover, there may be Man-In- e-
Middle (MITM) attacks in the authentication process, for
reasons such as counterfeit certi�cates [10], certi�cate ver-
i�cation bugs or lack of security consciousness [11, 12].
Actually the problems led by improper deployment of TLS
protocol are more complicated than we thought, especially
in the browser application and HTTP protocol [13, 14].  e
security of TLS protocol is continuously improved in the
confrontation between attack and defense, which has been
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shown in the draft of TLS version 1.3 [15]. Meanwhile, there
are many enhanced mechanisms for TLS applications [16],
some of which are widely used in practice, such as HTTP
Strict Transport Security (HSTS) [17], Public-Key Pinning
Extension (PKPE) [18], Certificate Transparency (CT) [19],
and so on.

In this situation, the firewall based on packet filtering
cannot make deep analysis on the packet content. One better
solution is to choose, model, and classify the plain in-
formation in the TLS connections with training, such as the
handshake fingerprints [20] and then to pick out the
malicious traffic in the real environment [21]. +is method
can only discover the abnormal TLS connections, but fails to
identify the web page which contains malicious payload
because the packet is not decrypted. Another solution is to
interpose a TLS proxy in the communication, which is more
general in security software and devices. First, adding a
trusted Certificate Authority (CA) in the system and con-
figuring the network proxy, when the browser makes a TLS
handshake, it will generate a specific certificate for the re-
quest domains, and it is signed with the installed certificates
beforehand [22]. In this case, trusted and auditable con-
nections will be established. Actually, this method is very
suitable for web browsers but not general since many
software implement the TLS protocol in a custom manner,
also with the certificate or public key pinning. Besides, proxy
will delay the network transmission which can be detected
by both the client and server, and the incorrect proxy
configuration may cause serious security problems [22, 23].
Function hook is also an approach to network data analysis,
but it would interrupt the workflow of the program. Ad-
ditionally, hooks will meet the challenge of program version
diversity. +ere are also some good tools for manual analysis
which depend on proxies, such as Fiddler and mitmproxy
[24, 25]. Wireshark is also helpful when the master key of
TLS session can be obtained and imported [26, 27], but it
depends on the special configuration of the target program
and also lacks the full automation. +e plugins of browsers
can also help to analyze the web page content, which do not
have the capability of raw packet manipulation and have
compatibility issues. From the perspective of attacks, the
aggressive methods have limitations, and they will be in-
effective due to vulnerability patches. Nowadays, in that the
security of TLS is improved, the attack approach cannot
make a persistent traffic analysis. It is common that the
browser triggers the vulnerability and malware installation
when users are working on the internet; hence, traffic
analysis needs to be deepened in order to block themalicious
code ahead.

In general, the existing methods are inefficient for the
large-scale analysis in real time, which also depend on the
modification of the target program or system.+e analysis is
limited to the decryption and isolated from the data analysis
in the system perspective. In accordance with the above
situations, we deeply research the mechanism of different
browsers and analogous programs. +en, we propose the
hyper TLS traffic analysis method, named as HTTA, which
attempts to analyze the TLS traffic from a new perspective. It
aims at the efficiency, transparency, large-scale, automation,

and real-time analysis. +e key idea is that it extracts the
session information from the process space of browsers and
then correlates it with multiple types of data and works in
real time, so that further correlation analysis can be per-
formed on the decrypted packets. +e proposed information
extraction method and data analysis pattern can cover the
popular web browsers on multiple platforms and overcome
the challenge of real-time analysis, without depending on the
trusted certificates and hooking methods.

In summary, the main contributions of this paper are as
follows:

Firstly, we propose a new efficient automated method
and its corresponding framework for large-scale TLS
traffic analysis of the browsers; it is also suitable for
programs which have the homogeneous crypto in-
frastructure. +e method collects and correlates mul-
tiple types of online data with noninvasive mode, which
can perform real-time transparent analysis. It carries
both efficiency and security and can be deployed
flexibly.
Secondly, we propose a new session information ex-
traction method based on the session cache and the
characteristic of low fragmentation heap, which can
cover the popular web browsers. Additionally, for
coping with the version diversity of programs, the
instruction similarity matching method with the
constraint of graph path is further proposed to locate
the key variable and function, to help extract the rel-
evant session information.
+irdly, we give a prototype implementation on
Windows platform and analyze its essential links. +e
framework has a simple structure for fast installation
and deployment, and it can be used in the further
development of the automated analysis system for TLS
traffic in the real environment.
Finally, this proposed method is verified by experi-
ments with multiple types of browsers in reality. +e
experimental results demonstrate that the method can
perform precise and efficient analysis with the lower
performance overhead and also make no interruption
to the workflow of the target program at the same time.

+e rest of the paper is organized as follows. +e related
work is reviewed in Section 2. Section 3 describes the
proposed method and analysis approaches in detail. Section
4 shows the key points of implementation. +e conducted
experiments and results are demonstrated in Section 5.
Section 6 gives the discussions, and Section 7 concludes the
work.

2. Related Work

+ere are a lot of research work about the attack and defense
techniques of browsers and traffic analysis, and some related
work with this paper are as follows.

2.1. Protocol Crack and Attack. Duong et al. proposed the
BEAST attack which could obtain the plaintext passed
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between the browser and server. It utilized the weakness of
cipher block chaining (CBC) mode in the TLS protocol [8].
Rizzo et al. proposed the CRIME attack [7], which tried to
guess the key request data such as cookies in the TLS channel
exploiting the weakness of TLS compression method. Far-
dan et al. proposed the Lucky +irteen attack which used a
timing attack against the CBC encryption mode [9]. Padding
Oracle [28], BREACH [29], so on are similar attacks. +ese
attacks are complex, most of which need to inject the attack
code into the victim’s browser and send large requests to the
web server. +ey also depend on the specific protocol
versions.

2.2. Proxy and Traffic Analysis. Marlinspike et al. designed
and implemented SSLStrip which could intercept the HTTP
request before it redirected to HTTPS [30]. Liang et al.
discovered the HTTPS deployment problems in CDNs,
which could cause MITM attacks [31]. Jia et al. proposed the
browser cache poisoning (BCP) attack [32], which amplified
the threat of MITM attacks by poisoning the browser cache
for persistence after the user ignores the warning of illegal
certificates. Sherry et al. proposed BlindBox [33], which was
a deep packet inspection (DPI) system based on encryption
traffic, whereas a new protocol and encryption scheme
needed to be designed. Similarly, searchable encryption is
widely discussed in the cloud storage, outsourcing, and so on
[34]. But it may have difficulties to fully secure network
communications, for example, the encryption efficiency is
low, and anyone on the network route can search the content
by keyword guessing. Even though, from the perspective of
traffic analysis, it is difficult to understand the semantics of
the whole communication through some searches only.

Durumeric et al. probed into the impact on HTTPS by
security software and network devices [23]. It pointed out
that web servers could detect these behaviors, and the in-
terception might weaken the security of original TLS con-
nections. Carnavalet and Mannan designed a framework for
analyzing the TLS proxies on the client, which could uncover
the security risks introduced by these interception tools [22].
However, these research studies showed that the network
proxy might cause the security problems, and similarly
malicious code could also disrupt the proxy configuration
with the same method. In this paper, HTTA does not act as a
TLS proxy so as to avoid raising security problems. It is
transparent to the both sides of the communication.

2.3. Memory Data Extraction. Dolan-Gavitt et al. proposed
the virtual machine introspection (VMI) framework Tappan
Zee (North) Bridge which could analyze the memory data
[35]. +e keyfind plugin is used to search master keys in the
memory, and it tries to decrypt and validate the packet by
using the each 48-byte data as a master key. Similarly,
Taubmann et al. proposed TLSkex which could also extract
master keys of TLS connections based on VMI technology
[36], and it used a brute force together with some heuristic
approaches based on searching in a memory snapshot. Feng
et al. proposed ORIGEN [37], which was applied to get the
data structure profiles in the new versions of the software

based on the knowledge on its old version. It is helpful to
solve one of the problems in our framework. We also
propose another solution to solve the location problem of
pivotal functions and variables.

2.4. Page Content Analysis. Vadrevu et al. proposed a new
web browser with the forensic engine named ChromePic
[38], which could record and reconstruct the process of
common web attacks based on Chromium. Jayasinghe et al.
proposed a novel dynamic approach to detect drive-by
download attacks [1], and it can monitor the bytecode
generated by a browser in real time with low performance
overhead. Studies based on the page content analysis fall on
the next step of our research, and some can be integrated
into the proposed framework in this paper.

In general, compared with the existing research work, we
mainly focus on the efficient automated TLS traffic analysis
in the large scale, which will recover the original text in the
encryption channel and make further data analysis. More-
over, we unwrap the network packets by correlating multiple
types of runtime data, and will deal with the effect of de-
cryption and the real-time analysis problems. +e proposed
method in this paper is applicable and scalable, which can be
easily deployed in practice.

3. Method Description

3.1. Architecture Overview. Traffic encryption mechanisms
improve the capability of data protection, while they weaken
the security data analysis system. To address this, flexible and
efficient schemes are needed for TLS traffic acquisition and
correlation. Two questions should be considered which also
motivates the research. One is: how to defend the vulner-
ability exploitations and malicious codes before the browser
parses and renders the page? +e thorough method is to
analyze the content of network traffic continuously and
extract the traffic characteristics to the host or network
intrusion prevention system. +e other is: how to improve
the efficiency and reduce the impact on the target system
while analyzing? It preferably needs the noninvasive ap-
proaches to ensure the security and real time.

+e overall architecture of HTTA is shown in Figure 1; it
collects multiple types of data associated with the target
programs in the hyper mode, for example, from the kernel
space, hypervisor, or hardware device. +e acquired data
include processes, threads, active network connections, file
operations, and TLS sessions on the target operating system.
+e network traffic is also collected and filtered, which can
be performed in a bypass mode if there are no packet in-
terception requirements. +e noninvasive method is used
which means it does not modify the executable module and
configuration of target program, and also it does not in-
tercept the original workflowwhichmay lead to the failure of
communication. Transparency means that the target pro-
gram and remote server cannot directly detect the presence
of the analysis. +ere is another notable point, as seen from
Figure 1, that the dotted lines denote the appropriate in-
teractions with the target system in the special case. For
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example, inject a thread into the space of target process to
accomplish aided task. For the most cases, it is not requisite.

+e process information contains the process name, the
executable file path, loaded modules, and process/thread
environment block (PEB/TEB). According to the in-
formation, we can determine the target program together
with its version and crypto infrastructure. +e network
connections mainly include the IP addresses and ports of
target process referring to the TCP/IP protocol, which can
be directly correlated with the network packets. +e above
data are acquired from the kernel space of the operating
system; there have already been lots of research studies
about that. +e session information includes the essential
key and related parameters for decrypting the traffic, which
exist in the memory space of the target process, and we call
it TLS session information (TSI). Actually, the former in-
formation is also in the memory space, which is managed by
the system kernel. File handles refer to the files opened by
the target program, and the file content can be further
correlated with the decrypted network packets. +e data
correlation module first correlates the target program with
the TLS traffic at the level of TCP/UDP stream, and later the
correlation results will be sent to the inspection module for
decryption and analysis. +e packet filter module identifies
the needed network traffic and can also perform preliminary
analysis to extract the fingerprint of the crypto library.
Besides, as denoted by the dotted line in Figure 1, the
module can decide whether or not to pend packets of the
specific stream for a while until the extraction module
obtains the associated TSI. +is will be discussed below in
this paper.

For further discussion, the proposed method also has
good extensibility and compatibility. It is suitable for not
only web browsers but also other programs, while the
browser programs are widely used and relatively stable. We
can construct the unified TSI extraction patterns for
browsers, but it is difficult to cover other unknown pro-
grams, and then individual analysis is needed in advance.

HTTA is not limited to the platform; it can be applied to
Windows, Linux, and others. It supports all the TLS ver-
sions, including old SSL and the newest TLS 1.3. Because the
essence of symmetric encryption mechanism has not been
changed, the handshake protocol changes enormously. +e
encryption mode such as stream cipher and block cipher has
no influence on the method. Moreover, HTTA is convenient
for engineering extension and deployment, for example,
modules can be moved from the user space to kernel space,
or to the outside of the system. On the other hand, it is
helpful to migrate between operating platforms, for example,
avoiding the platform interdependency of packet capture
and memory access module. +e number of external in-
terfaces is reduced in order to keep it independent. In fact,
we only need two interfaces which are memory read and
network access.

3.1.1. Aided Packet Interception. In the scenario of all the
traffic can be decrypted in time, to ensure that we addi-
tionally introduce an additional interaction procedure be-
tween the packet filter and information extraction modules,
as shown in Figure 1. Because in particular situations, for
example, the configuration of cache time has been modified,
the session information will not be cached for a long time.
When the packet filter module detects that the TLS hand-
shake is finished, it notifies the information extraction
modules and queues the next packets at the same time, as are
shown in steps 1∼3 in Figure 2. Information extraction
module then extracts the required data, after which it notifies
the packet filter module again, as are shown in steps 4∼5 in
Figure 2. +e packet filter module continues to forward the
previous packets in the waiting queue, as are shown in steps
6∼7 in Figure 2. +erefore, under this mechanism, it is for
sure that information extraction modules can obtain the
session information through the control of network packet
forwarding. With the possible little cost of network delay, we
should avoid the TCP timeout.
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Figure 1: Architecture of HTTA.
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In this mode, the session information and subsequent
packets will be transferred to the decryption and analysis
module for further process. Another waiting point can be set
when packet filter module waits for the notification of
analysis module and then decides whether to drop the target
connection or not. It does not occur in all the packets.
Because a TLS record often consists of multiple TCP packets,
the decision can be determined in the last packet of the
record, even in the last packet of stream, for better opti-
mization. Moreover, if HTTA works in the offline analysis
mode, there would be no interception delay.

3.1.2. Deployment and Operating Modes. For different ap-
plication scenarios, there could be three deployment modes
of HTTA. In the first scenario, the analysis framework is
installed on the local system, and it can be extended based on
further development or integrated with other security
analysis components. +e second scenario is in the vir-
tualized environment; the analysis framework is deployed in
the hypervisor component and then can analyze the TLS
traffic of programs on the VMs. In the third scenario, it is
deployed on the access point of internal network just as the
firewall.

As shown in Figure 3, in the first case, HTTA is divided
into the user mode and kernel mode module. +e TSI ex-
traction and packet capture module are in the kernel mode;
data decryption and analysis can be in the user mode, which
is convenient for further development according the specific
requirement. In the second scenario, all modules are stayed
in the hypervisor, and it is out of the band and fully
transparent to the target system. Furthermore, data from
different VMs can converge into one process node in this
case. For the above cases, the network packets are collected
in the kernel of the target system, which would intervene the
target communication to some extent, but it only forwards
the packet without unwrapping and wrapping. In the third
scenario, a proxy module should be deployed on the target
computer, and then the TSI obtained by the proxy module
will be sent to the local firewall together with the network
traffic. At this moment, the packets can be collected by port
mirroring of the network device, which does not introduce

any direct interceptions. For different deployment modes,
the core logic of HTTA is the same, so the prototype below
concentrates on the first deployment mode.

Additionally, HTTA can be configured with audit mode
or interception mode which is suitable for traffic audit and
real time analysis. In the audit mode, the framework only
considers the integrity of TSI. While real time is necessary in
the intercept mode, it can block and replace the target
content. For accomplishing the TLS packet filtering
according to the designed framework, there are several
influence factors. First, the TSI extraction works based on
the dynamic environment, not on the offline memory dump,
and the precise should be ensured. Second, TSI and network
packet could be correlated since they are obtained in the
separated process. Finally, correlation and decryption
should be finished in a short time for real-time analysis. We
will give further description and discussion in this paper and
then analyze and validate that by real experiments.

3.1.3. Challenges and Countermeasures

(a) TSI Extraction. +ere are some searching techniques
in the memory, such as Magic number and debug
symbols. However, it will cause high performance
overhead when searching in the large address range.
To overcome this, we propose an optimized method.
Some browsers support log mode which can output
TLS master key into a file [26], but this should
modify the runtime configuration, and it is not
general. Finally, we propose an efficient method of
extracting TSI in the process memory of browsers,
which covers all popular browsers. It will bring
convenience to information extraction together with
data structure analysis.

(b) Version Change.+e minor version of browsers may
change frequently, and it will cause the binary layout
changing because of recompilation. +e critical data
extraction depends on the reverse engineering of
target binary program. In fact, most applications
including web browsers are not obfuscated. HTTA
only depends on several binary features, if we can
locate the address of some functions and then can
extract TSI rapidly. We can choose some stable
functions that reference the target variable, and
expect they will be invariant if the program version
updates. We adopt the method of semiautomation to
solve the changing problem of the version with
consideration of practice.

(c) Real Time and Overhead. In HTTA, the TSI ex-
traction thread runs in the kernel space or out of the
system, and it will continuously access and control
process memory better. +e TSI extraction module
cooperates with the packet filter module, and it
works when the connection is established and stops
if the connection is closed; it can reduce the rate of
CPU usage. On the other hand, we can properly
delay the speed of packet forwarding by the packet
filter module, and consequently extend the duration

Application

Information
Extraction

Packet filter

Waiting queue

Notify

Notify

5

3

4

1

2

7

6

Figure 2: Additional interaction of the extraction and filter
module.
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of target TLS connection. +en, the extraction
modules will have enough time to obtain the session
information.

3.1.4. Security Issues and Analysis. No additional trusted
root certificates are installed in the system; therefore, the
related security risks do not exist, and, for example, the
corresponding private key is stolen or cracked.+e proposed
solution only inspects the network traffic in real time
without preserving the data, which will be deleted after the
analysis.+e potential risk is that the decrypted data can also
be accessed by the malicious code if it would be. In this case,
we can migrate the analysis code into the kernel which can
prevent most of the nonrootkit malware. On the other hand,
the memory protection method can also be used such as
Intel Software Guard Extensions (SGX). In fact, if the
malware comprises the target system, it may directly extract
the sensitive data from the target application or other re-
source storage more easily.

Meanwhile, the solution does not directly intervene the
execution flow of target program, and it reduces the impact
of uncertainties. Network packet forwarding is the only
intervention. When packets are collected by the kernel
module, the module should be minimized and safely de-
veloped. In the audit mode, it has a minimal effect on the
network communication of target program. In the in-
terception mode, additional daemon threads can be created
to watch the process of packet forwarding, so that it can
handle the connection timeout in time due to the exception
of the analysis system.

3.2. Approaches of the TSI Extraction. +e procedure of TSI
extraction contains two parts: one is to extract the classes or
structures which are related to the target TSI, and the other is
to extract the internal member information of the structures
above. We can extract these data from the process memory

space of programs, but need to obtain the structure location
and member offsets of TSI, depending on the binary or
source code analysis preliminarily. For example, we can
obtain the TLS session structure according to the source
code ofOpenSSL, which is defined as SSL_session. It contains
the master key which is the critical data for the encryption
and decryption according to the TLS specification, and then
we can decrypt the packets based on that. So, the main goal
in the extraction is the data structure like above.

According to the stipulations of the RFC documents,
TLS protocol consists of key exchange and data encryption
transmission, and the latter uses symmetric encryption
mechanism. In other words, the both ends of communi-
cation hold the symmetric key information. +e client end
also holds the key information while the connection is alive.
Moreover, the TLS protocol supports the session resumption
for improving efficiency, using session ID (SID) or session
ticket to identify the connection. So, the client program
would cache the session information in the memory for
resumption with the above ways.

3.2.1. Overview of Typical Browsers. We focus on the
browser programs on the Windows platform, which is
widely used and vulnerable in the developing countries.
+ere are abundant applications but a fewweb browsers with
high market penetration on personal computers, which are
Chrome, Firefox, IE, Edge, Safari, and Opera [39]. Other
browsers, such as Maxthon, 360, and Sogou, are all built on
the core engines above.

First, although the network modules of browsers are
slightly different, they all adopt themultiprocess architecture
in the newest version. For Chromium-based browsers, the
main process is in charge of network communication, so the
TLS data transfer is in the separated process, and Firefox is
similar. +e development of Safari on Windows has been
stopped. +e version on Mac OS uses a separate process to
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process network communication. Unlike other browsers, the
network data are processed separately in each render process
in IE series.

Second, the web browsers have different TLS imple-
mentations. Chrome and Opera based on Chromium use the
BoringSSL which is a fork version of OpenSSL [40, 41], and
Firefox maintains its own implementation named network
security services (NSS). Safari uses Apple Secure Transport
and coreTLS libraries. IE and Edge have part implementation
in the schannel and wininet library. Most of the other
browsers are the integration of the above-mentioned facts.
In fact, other forks of OpenSSL such as LibreSSL are similar
in the aspects of this paper [42]. +e basic information of
TLS implementation of some web browsers on Windows is
shown in Table 1.

As the analysis shown above, although there are many
differences between the TLS implementation for kinds of
browsers, the TLS session information is managed by the
specific module loaded in the memory. +erefore, we can
extract the session data from the process memory space. It is
also suitable for other programs which are built on the
analogous crypto libraries of TLS.

3.2.2. Data Extraction. Due to the session resumption
mechanism, modern web browsers always link the session
structures together and cache them in the relative fixed
memory region. +en, these chained structures are refer-
enced by some global variables, in which the popular
browsers and derivatives all have such characteristics. So, if
we can locate the addresses of target global variables, then
the session information can be extracted rapidly by tra-
versing the hierarchy structures. We describe the TLS cache
management for the main browsers below.

Chrome does not use the internal cache method pro-
vided by BoringSSL or early in OpenSSL. It manages the TLS
cache externally, which defines the class SSLClientSes-
sionCache [40]. When the TLS handshake initializes, the
browser tries to look up existing session in the cache list and
insert new session into the cache list when handshake fin-
ishes. +e cache structure is ssl_session_st which contains
established time, resumption information, cipher parame-
ters, and so on. +e cache list uses std::list to manage the
session structures. Class SSLClientSessionCache is referenced
in the class SSLContext which is defined as a singleton. +is
implies that the SSLContext pointer is stored in the binary as
the global variable.Opera and other browsers which are built
on Chromium have the same case.

Firefox defines the static pointer cache in sslnonce file
[43], and it points to a double-link list structure. +e
structure is sslSessionID which contains accessed time,
session ID, master key, and so on. It should be noticed that
the master key is not stored in the form of plaintext and
encrypted through the Public-Key Cryptography Standards
(PKCS). So, we need to obtain the symmetric key used by
PKCS beforehand and then decrypt the extracted session
information.

Safari defines the variable _gSessionCache in the Security
and coreTLS libraries, which points to a double queue. +e

cache structure also contains the master key and session
resumption information.

+e TLS interfaces of IE and Edge are encapsulated in the
schannel library, among which the SslContextList variable
points to the TLS cache information in the process memory
of the browser. When the TLS handshake between the client
and server is finished, the system derives the read key, write
key, and other parameters from the master key and then
stores them into the CSslUserContext class which is linked by
SslContextList. Meanwhile, the link list GlobalObjectList and
GlobalServerInfoList in thewininet library caches the current
socket information and also have relations with SslCon-
textList. A sketch is shown in Figure 4, the needed data is
stored in the structure CSecureSocket and CSslUserContext.
+erefore, we can get precise ports and key information in the
memory for the IE, Edge, and other IE core-based browsers.

As known from the analysis, the popular browsers all
have the global variable which points to the TLS session
cache information. So, if we can locate the variable first, all
existing TSI can be traversed rapidly.

Additionally, if the session cache data is flushed or the
lifecycle of session is too short, we may not obtain the
corresponding TSI in time. As a supplement to satisfy the
special requirement, we also propose the rapid TSI ex-
traction method based on the low fragmentation heap (LFH)
mechanism [44], to locate the target in the limited memory
region. +e operating system provides a special memory
management scheme for the memory allocation with small
sizes which is named as LFH on Windows. Actually, some
applications or libraries also have the similar custom
implementations, such as Firefox, and we all call it LFH here.
+e key of LFH is that the similarly-sized memory blocks are
allocated from the same memory bucket by using the
bucketing scheme. As shown in Figure 5, when the allocation
with specific size is committed, the memory block will be
allocated via the corresponding bucket from the preallocated
memory chunks. For the structure that contains the TSI, the
allocation size belongs to the scope of LFH.+e size of target
structure nearly remains stable in different versions of the
same program and is easy to obtain. When the version of
target program is known, the allocation of the structure that
stores TSI will be bound to the certain bucket. For example,
as shown in Figure 5, the size of target structure is 400 bytes
and allocated from bucket #25; then, we only focus on this
bucket continuously. +erefore, when the TSI cannot be
obtained by the method above, we can extract the fields such
as port, session ID, or session ticket from the network packet
and then match the target structure in the preacquired
memory blocks of the corresponding bucket. It should be
noted that the LFH bucket should be activated before it takes
over the allocation of the corresponding size for the LFH of
operating system. +e bucket is activated if the number of
allocations for the bucket allocation size has reached a small
value, and it can be easily satisfied for browser programs. It
can be forcedly activated in the worst case by injecting the
specialized thread, as shown in Figure 1.

Furthermore, if the target structure that contains TSI is
unknown, and the reverse engineering and debugging are
difficult to perform on the target program, the brute force
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method can be used first to determine the size and location
of the target structure [36]. +en, the TSI can be rapidly
obtained according to the LFH for the subsequent analysis in
the wide range.

3.2.3. Locating the Variable and Structures. We divide the
acquisition of global variables that point to the sessions into
two cases, one is that the binary program has abundant
debug symbols, and the other is contrary. If the debug

symbols of the binary program can be accessed, such as IE,
Edge, and Firefox, we could quickly obtain the offset value of
the target variable according to the debug symbol. In that
case, the impact of version change can be reduced. For the
latter case, we should extract the offset to the module base by
reverse engineering. One simple method is to locate the
target address by the reference of constant strings; it is ef-
fective in some cases, but not universal.

+en, we introduce the semiautomated method to
ease the burden of reverse engineering because the var-
iable can be located through the functions which refer-
ence it. When the address of related function is known in
one version of the program, we could obtain the similar
information from other versions. Two approaches can be
applied, one is the graph matching based on the control
flow graph (CFG) of the target function [45], and the
other is proposed here, named as instruction similarity
matching with the constraint of graph path (ISMCP). +e
former is widely used in the research of malware de-
tection and binary program similarity detection [46, 47].
But in this paper, we only find the specific function and do
not make comparisons on the entire binary program. It
can make an accurate match when the CFG of target
function has few changes in the new versions. +e latter
chooses the key path of the CFG to calculate the path
similarity between different versions, with the purpose of
picking out the target function when the CFG has major
changes. It is fuzzy compared with the former. In the first
place, both the two methods statically disassemble the
target program and generate the CFG for all functions of
the program.

(1) Locating the function by CFG matching. CFG is a directed
graph, G � (V, E), where V is the vertex set of the graph and
E is the edge set of the graph, E � vi, vj | vi, vj ∈ V, vj􏽮

may execute after vi}, the vertex in the graph indicates a
program basic block which has no jump instructions. Graph
G contains all the possible execution paths of the program.
+e CFG analysis is widely used in compiler optimization
and program analysis. Here, this method builds and models
the CFG of target function and then locates new target based
on the graph isomorphism check.

Definition 1 (subfunction CFG (SCFG)). +e CFG Gf of
subfunction F is a tuple.G � (V, E,VE,VX, LABEL V,

LABEL E), where V is the set of basic blocks, E ∈ V × V

which is the set of edge, VE denotes the entry block of the
function, and VX is the exit block. LABEL V is the label
function of vertexes, which maps each basic block into a

Table 1: Overview of related modules of browsers on Windows.

Browsers Number of network processes Related libraries
Chrome 1 chrome.dll
Firefox 1 nss3.dll/softokn3.dll
IE ≥1 schannel.dll/wininet.dll
Edge ≥1 schannel.dll/wininet.dll
Opera 1 opera_browser.dll
Others 1 or ≥1 chrome.dll or schannel.dll/wininet.dll

Traversal structureGlobal variable

GlobalObjectList

HTTP_REQUEST_HANDLE_OBJECT

CSecureSocket

CSslUserContextSslContextList

Figure 4: Extraction by the traversal for IE.
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Figure 5: Example of memory allocation via the LFH.
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positive integer. Similarly, LABEL E is the label function of
edges.

+en, we define LABEL V as LABEL V � SIZEOF
(v)∓r, v ∈ V, where the function SIZEOF is used to calculate
the total instruction bytes of the basic block and r is an error
parameter which is introduced to extend the match range.
We do not give the definition of E, in order to reduce the
matching restrictions. Furthermore, one can limit the vertex
number of graph to increase the accuracy in the matching, or
match with the subgraph Gf

′ instead of the graph Gf to
increase the coverage in the other versions of target program.

When we have the CFG Gf1 of target function in the
specific version of binary program, then attempt to find Gf2
in the other version, Gf1 and Gf2, is isomorphic. Graph
isomorphism is a nondeterministic polynomial time (NP)
problem, but CFG has some particular favorable conditions.
It has fixed entry vertex, and each vertex has at most two
outgoing edges, while the jump tables are an exception.
Actually, the case of jump tables can be recognized easily.
+e VF2 algorithm is adopted [48], and the computation

time based on CFGmatching will be short in practice. When
the change between different versions is slight, the CFG
match method can locate the target function precisely. But
the graph isomorphism restricts the relationship of edges,
and it would expose the limitations when some edges of the
CFG of the corresponding function are broken in the new
version of program.

(2) Locating the function by ISMCP. For the purpose of
locating the target function in the new version when the
CFG of target function has major changes, we propose the
ISMCP method which can be helpful to extract the target
function.

Definition 2 (path in SCFG). Path P is an order v1,

v2, . . . , vk, where vi belongs to vertex set V, vi, vi+1 belongs to
set E, 1≤ i≤ k, and vertexes in the order are different from
each other. k is the path length.

Definition 3. Path similarity,

PATH SIM(S, T) � 􏽘

PATH LEN(s)

i�0

LCS LEN STR vsi( 􏼁, STR vti( 􏼁( 􏼁/MAX LEN STR vsi( 􏼁( 􏼁, LEN STR vti( 􏼁( 􏼁( 􏼁

PATH LEN(S)
, (1)

where S and T are two paths, PATH LEN is the function of
calculating path length, and PATH LEN(S)≤ PATH
LEN(T), vsi ∈ S, vti ∈ T, 1≤ i≤PATH LEN(S). LCS LEN
is a function which calculates the length of the longest
common string (LCS) [49], LEN calculates the length of the
string, MAX returns the maximum value of arguments, and
function STR converts the basic block into a byte sequence.

While the program version updates, some codes of the
specific function may also change in the new version, which
would cause the change of CFG. As shown in Figure 6, the
two CFGs are not the same, but there is the same execution
path, 020112. If the path length is short, we can also measure
the similarity of two paths by computing LCS, instead of
direct comparison. We expect that the function of the new
version preserves part execution features compared with the
old one, and they can be found by the matching of in-
struction sequences. If the similarity between the new and
original functions is low, we consider that they do not have
the correspondence. In that situation, we need to choose the
function in the new version as the template instead, expect to
still find the corresponding one in the subsequent versions of
the program.

+e detailed steps of ISMCP are described as follows:

Step 1: selecting the matching paths. First, we choose
somematching paths in the target function of the initial
version, which can represent the vital execution flow of
the function; meanwhile, take the entry block of the
function as the starting point of paths and confirm the
path length k (suggest k≤ 12). If k is too large, the
capability of matching will decrease, and the path

number will grow exponentially. When paths are
confirmed, we continue to label the edges of each path,
and the label function is as follows:

LABEL E vi, vi+1( 􏼁 �

0, if the jump condition is FALSE,

1, if the jump condition is TRUE,

2, others.

⎧⎪⎪⎨

⎪⎪⎩

(2)

If the jump condition is FALSE from block vi to vi+1,
label vi, vi+1 is marked as 0 and marked as 1; on the
contrary, in other cases, it is marked as 2. Finally, we get
the set of path templates PT � Pi | 1≤ i≤ k􏼈 􏼉. Figure 6
shows two same paths which belong to different CFGs.
Step 2: generating the byte sequences. We should
convert the basic blocks into integer values. Before this,
we map all the instructions of the architecture to 16-bit
integers, and build a mapping table in advance. +en,
instructions of each basic block will be translated to the
byte sequence, as shown in Figure 7. +is can preserve
the semantic feature of the target function and ignore
the influence of specific registers and memory
addresses.
Step 3: calculating the path similarity. Export all CFGs
of functions in the target executable and traverse all the
CFGs successively based on depth first search algo-
rithm. In the traversal process of each CFG, we check
the edge label of each path until the end of the path. For
one path, if all the label values are matched with the
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path template, we calculate the path similarity of both.
As mentioned above, the LCS method can also be used
in the matching. Otherwise, we continue to traverse
until all path templates are checked or the entire CFG is
walked through. +e detailed procedure is shown in
Algorithm 1.
Step 4: sorting all similarity values. When all the CFGs
in the target binary program are traversed, lots of
similarity values will be generated. +en, we sort these
values in descending order and show the results to-
gether with the address of each function. Finally, we
pick out the top similarity values of each path template
for further analysis.

We expect that the above method can assist with the
rapid locating of the target function when part of the code
changes in different versions of the program, especially
when the structure of CFG changes greatly.+e complexity
of path similarity generation algorithm is O(M∗N∗2k),
where M is the total number of the CFG in target program,
N is the vertex number of the CFG, and k is the length of
path. In reality, the CFG structure is sparse, so when k is
small and the root node is fixed, the method can be ex-
ecuted efficiently.

3.2.4. Offset of the Structure Member. Another problem is to
extract the members of structure when the starting address
of chained structures is located. It is easier for programs
which are open source or have abundant debug symbols.
One can clearly see the internal variables and understand the
logic, or calculate the member offset in a structure according
to the variable type of the source code. For the common
binary program, static manual reverse analysis is a time-
consuming job. Similar to the location of the target structure,
we can first determine the function that references the
member or parses the entire structure. +en, the specific
version of target program is selected as the initial template to
obtain the information of other versions. On this basis, we
can rapidly examine the changes of member offsets when the
program version updates.

Another aided method is to debug and analyze the target
program dynamically. So, we can develop and set a local TLS
server program based on the modified OpenSSL, so that the
TSI of each connection would be known, and it can be
replayed in addition. +e target program is then started and
connected to the local server. When the TLS handshake
completes, the address of corresponding TSI is also de-
terminate.+en, in the memory space of the browser, we can
recursively search the byte sequence of the member of target
structure to get the offset value. +e procedure can be au-
tomatically accomplished. +e example diagram is shown in
Figure 8; we locate the master key parameter in the session
structure.

+ere may be the recursive search since sometimes the
byte array is referenced by a pointer or referenced by the
pointer to pointer. +e more layers the recursion have, the
more uncertain and complicated it would be. For example,
in the structure ssl_session_st, the buffer of the master key
locates in the memory region of the current structure, but
the ticket member is in the buffer referenced by the pointer
tlsext_tick of the structure [40]. In general, when the offset
information in the specific version is known, it would have
few changes in other versions. Based on this assumption, the
extraction of member offset of the structure can be auto-
mated to some extent.
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Figure 6: Two paths of different CFGs having the same labels.

Mapping

62 61 65 61 66 67 01 77 01 76

Byte sequence

Mapping table Instructions

push
mov
and
mov
xor
inc
test
jz

ebp
ebp, esp
esp, 0FFFFFFF8h
eax, dword_1173F508
ecx, ecx
ecx
eax, eax
short loc_FE88CB1

mov
push
jmp
call
and
xor
inc

jz
test

............

...... ......

...... ......

0x61
0x62
0x63
0x64
0x65
0x66
0x67

0x0176
0x0177

Figure 7: Example of instruction mapping.
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Besides, we should extract enough information from the
target structures in order to achieve the analysis of TLS
traffic. For the cipher mode of CBC, the master key or read/
write key is needed, and the hash message authentication
code (HMAC) is also needed. +e initialization vector is the
last bytes of the last cipher text which can be obtained in data
packets. For the Galois counter mode (GCM) mode, the
master key is enough; otherwise, another value Salt is
needed, comparing with the CBC mode. Because Salt is an
implicit nonce while the explicit nonce is transferred

through the network; both are then combined into a single
nonce value according to the TLS specification. +e addi-
tional authentication data (AAD) can also be obtained from
the network packet.

3.3. DataCorrelation. First, all kinds of acquired data would
be correlated in order to accurately decrypt the TSL traffic of
the target program. +en, the unwrapped plaintext can be
correlated with the files that the target process has opened, to
examine if there exists the data exfiltration. +e fields that
data correlation depends on are shown in Figure 9, where the
field plaintext represents the decrypted content of the net-
work packet. Besides, for the case that the process in-
formation is fuzzy, the fingerprint extracted from the
handshake packets can also be used to determine the crypto
library loaded by the target process.

+e TLS session is established upon the TLS connection;
therefore, one TCP streammay contain several TLS sessions,
but each data packet only corresponds to one TLS session.
We deal with the packets according to the TCP stream and
build the mapping to TSI for each segment of the TCP
stream. As shown in Figure 10, the handshake messages are
the dividing point. When the TLS handshake is finished, the
decryption task of the current session will be started.
Moreover, due to the session resumption mechanism, one
TSI can also correspond to many TCP streams. As denoted

Input: +e set of CFGs in target binary program, CFG_SET. +e set of path templates, PT
Output: +e set of path similarity values, SV_SET
1: function PathSimGenerator(CFG_SET, PT)
2: for graph in CFG_SET
3: Initialize an array variable, stack
4: Append first node of graph to stack
5: while stack is not empty
6: Pop the top item n from stack
7: Load instruction sequence of n
8: Get current path path_c and its label sequence label_c from stack
9: if the length of stack is equal with length of path_c and p in PT has the same label with path_c then
10: s_value� PATH_SIM(p, path_c)
11: Insert s_value into SV_SET
12: Remove n from stack
13: else
14: Load neighbors of n into n_nbs
15: if b in n_nbs is not visited then
16: if b is not in stack then
17: Append b to stack
18: Mark b as visited
19: end if
20: else
21: Remove n from stack
22: Mark all items in n_nbs as not visited
23: end if
24: end if
25: end while
26: end for
27: return SV_SET
28: end function

ALGORITHM 1: Generation algorithm of path similarity.

Application

2

3

1

Locate the session
structure

Establish the TLS
handshake

Obtain the offset
within target structure

Known session
parameters

Master key

Local server

Figure 8: Locate the structure member by dynamic debugging
analysis.
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in the dotted box in Figure 10, some fields would be
extracted from the handshake messages, and after that the
further correlation continues.

Since the TSI and network packets are obtained, re-
spectively, and the TSI may not contain all elements needed by
decryption, next we discuss how to correlate them in time.
According to the RFC document, for each TLS record, the
integrity needs to be verified at both ends of communication.
With the cipher key, we can determine the corresponding TLS
record by trying decrypting and verifying the record. At worst,
we need to verify each recordwith all the extracted cipher keys,
but the cost will rise when the number of keys increases. In the
offline mode, it is still an effective method, though. In fact, we
should consider the following cases.

(1) TSI contains the IP address and port. It is the perfect
case because all the packets and TSI can be directly
correlated by the IP and port. Of course it should be

limited in a reasonable time period because the client
port may be reused when the associated TCP con-
nection is closed.

(2) TSI contains the resumption information. +e basic
resumption information includes session ticket and
session ID, and the ticket is more widely used by
servers than session ID currently. With the re-
sumption information, the TSI can be correlated
with the packet easily in most cases. +e resumption
information can be extracted from the TLS hand-
shake packet Server Hello andNew Session Ticket and
the extension of Client Hello. However, there would
be many connections with the same resumption
information but corresponding to different TSIs.
Because the session key derivation depends on the
random numbers of the handshake packets, which
may be updated in the new TLS session. In this case,

Network
connections

Processes Packets

Files

TSI

Handle Plaintext

Fingerprint

Memory

PEB/TEB

SID/ticket

IP/port

Figure 9: Correlations of multiple types of data.
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···
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Random
Session ticket

(i)
(ii)

Session ticket(i)

Random
Cipher suite

(i)
(ii)

Figure 10: Correlation between TCP streams and TSIs.
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we should try to decrypt and verify TLS record by the
set of TSIs which contains the same resumption
information.

(3) TSI contains the time information. If the TSI only
contains the last accessed time, meanwhile it does
not contain any resumption information. In this
case, we can set a time period and try to decrypt and
verify the record with the TSI within this period. As
is shown in Figure 11, when one record occurs, the
period around the current time is chosen as the
validation window. +erefore, in the short period of
time, the number of TSIs used for trying is limited.

(4) TSI contains nothing except the key. Since there is no
assistant data, we need to perform decryption and
verification on each TLS record with all the TSIs. As
is mentioned above, it will cause network delay.
+erefore, when the TSI is extracted we should
append the acquired time, and then the correlation
will be converted to the case in the last paragraph.

4. Prototype Implementation

We implement a prototype of HTTA on Windows platform,
in order to verify its feasibility. +e extraction of global cache
and structure member offset belong to the preliminary work
before the framework running. We develop some plugins
based on the IDA Pro 6.8 tool [50]. As is shown in Figure 12,
the prototype contains a kernel driver which captures the
packets and extracts the TSI, an application in user mode that
manages the I/O with kernel driver and decrypts the packets.

Information extraction module works as a kernel thread,
which currently supports three types of browsers, Chrome,
Firefox, and Edge. It also processes the additional encryption
of Firefox. We can distinguish applications from each other
by reading their process names. For Chrome and Firefox, the
TSI is maintained in the parent process which has the same
process name with child processes. It works on multithread
mode, which creates several work threads beforehand.
Multiple threads can cope with several browsers simulta-
neously. Moreover, TSI is stored in the render process for
Edge, andmultiple threads can improve its efficiency.We use
hash table to store the extracted TSI and remove the du-
plicated item based on master key or send key. For the sake
of performance we build several hash tables which takes
port, ticket, session ID, and time as the hash key,
respectively.

+e packet filter module is built on the Windows Filter
Platform (WFP) [51]. By taking advantage of the character of
the FwpsFlowAssociateContext function that it only pro-
cesses the packets of the target processes and registering the
callback function in FWPM_LAYER_STREAM_V4 layer,
the module can process the payload directly without
maintaining the TCP sequence. All the packets are captured
and cloned and then sent to the uploading buffer. Packet
filter module hangs up the packets, waits for the notification,
and then decides to drop it or reinject into the protocol stack.

+e decryption module is implemented based on the
OpenSSL library, which has multiple work threads and

creates separate buffer queue for each TCP stream. It also
parses the packet and extracts some parameters such as
random number, and then derives key information based on
TSI and required parameters. In practice, there is a special
case that the client may send application data immediately
after Client Key Exchange message in an initial handshake
before it receives theNew Session Ticketmessage from server
at that moment. Hence, the sent payload cannot be corre-
lated with TSI by the ticket. To cope with this situation, we
create an additional buffer queue to decrypt them after the
correlation is finished.

5. Experiments and Results Analysis

+e experiments are performed on the desktop computer
composed of Intel i7-6700 @ 3.40GHz CPU, 24GB memory
and Windows 10 (1607) 64-bit. For the kernel driver testing,
we also install VMware Workstation and create virtual
machines with it. +e configuration of virtual machine is 4
cores CPU, 8GB memory and Windows 10 64-bit operating
system. Meanwhile, another virtual machine is created for a
local gateway, which has 2 core CPU, 1GB memory, and
Ubuntu 16.04 64-bit operating system. +e main test
browsers are 64 bit Firefox (65.0.1), Chrome (72.0.3626.81),
and Edge (38.14393.1066.0), which can represent most of the
cases.

5.1. Evaluation of the TLS Session Lifecycle. First, we evaluate
the lifetime of TLS sessions in the memory for different
browsers in real life. +e target browsers are executed with
default configurations, and the network bandwidth of the
experiment environment is 20Mbps. We write a test script
for automatically visiting the homepages of top HTTPS
websites from Alexa, including 20 domestic and 10 foreign
sites. +e page will be immediately closed when it is fully
loaded, and the experiment is repeated at least 10 times.
+en, we count the TLS sessions by the ticket and TCP port,
and also develop hook plugins for browsers to obtain the
time of allocation and free for each session object.Wireshark
is used to capture the network packets. Finally, we analyze
the duration of TCP connections and correlate them with
TLS sessions. Even though these websites may change dy-
namically and there may be errors between different tests, it
will not affect the result.

In each test, about one thousand TCP connections are
established in the interval of ten minutes.+e result is shown
in Figure 13, which is the average value based on the ten
tests. It shows the lifetime distribution of TCP connections
and TLS sessions in the real website access, where the left bar
denotes the duration distribution of TLS sessions. Most
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Figure 11: Verification with the TSI in a short period.
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sessions can exist for a long time, so that the extraction
module has enough time to obtain the TSI from the memory
in the bypass mode. It also has challenges for the session that
exists less than 1 s. Besides, the duration of TLS session is
associated with the TCP connection in theory, which is more
obvious in Edge. +e session objects in the process memory
of IE and Edge can be released in time. Other sessions with
long cache time are managed by the system process. Chrome
and Firefox manage sessions by themselves. +erefore, most
TLS sessions exist in thememory for a long time, and the rest
with short lifecycle can be released in time corresponding to
the concurrent connections. As shown in the figure, in
general the duration of most TLS session objects is long,
especially in the case of mass data transmission, such as
sending and receiving large files, so that the extraction
modules have enough time to obtain them. Moreover, we
find that Chrome do not release the session objects in time
for most cases, and it may have the consideration of
communication performance.

5.2. Effectiveness and Overhead Measurement. +en, we
perform experiments on the real session extraction and
packet decryption, in order to evaluate the effectiveness of
HTTA. +e extraction module extracts TSIs by traversing
the cache information starting at the global variable pointer.
It should be notified that the audit mode is used here, which
means that we do not intercept and pend the packets;
otherwise, this experiment may make no sense. We still
choose three 64 bit browsers mentioned in the last section as
the target programs and then install them in the virtual
machine. Meanwhile, when the HTTA framework runs, the
Wireshark and perfmon tool are used to capture network
packets and obtain the processor time, respectively. +e
experiment is also repeated 10 times, while generating about
one thousand connections each time, and then we calculate
the average results. As shown in Figure 14, the packet de-
cryption rates are 96.45%, 99.07%, and 95.25%, respectively.
+e decryption rate is over 95% for each test browser, es-
pecially near 100% for Firefox. Further, we investigate the
reason why the decryption does not cover all the TCP
connections. One is due to the statistical method, for
Chrome, it creates multiple concurrent connections at the
same time, but only one corresponding session is reserved
and actually cached, which occupies about 4% in all the
captured connections. For Edge, some connections do not
come from the render process but the frame process, such as
the favicon request which does not belong to our concerns.
+e rest few connections have a very short time to live, and
most of that do not have the substantial data transmission, so
that they are not obtained due to the very short duration of
session objects in the audit mode.

In addition, as can be seen that the average CPU usage
rate is low in all the tests, within 5%. +ose are the counting
values, while the browsers open and render the web pages.
For longer period, if the idle time is considered, it would lead
to a lower average processor time. +e CPU occupation
mainly comes from the extraction and decryption module
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Figure 12: Prototype architecture of HTTA on Windows platform.
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which are in the user space. Overhead of the packet filter
module in the kernel space is negligible.

Next, we evaluate the effectiveness of the matching method
based on the low fragmentation heap; consider the extreme case
that all the TSIs are obtained from the heap memory by
searching. As mentioned above, if the handshake packets are
pending in the communication, the corresponding session
information can surely be obtained in the memory space, and
what needs to be concerned is the overhead and time delay. We
take Chrome as the example and choose the SSLClientSock-
etImpl object as the target from which we can extract the TSI
and TCP connection information all at once. +en, we count
and observe the time delay caused by packet queuing with
different number of concurrent connections in the web page,
respectively. In order to avoid the impact of network transfer, a
local TLS server is created. As shown in Figure 15, the page
loading time does not increase obviously when the number of
connections increases, and it is in the acceptable range. +e
main reason is that the number of concurrent connections of
the browser is limited.While the number of connections grows,
one traversal of the LFH chunks can obtain several target
objects, and it is beneficial. Finally, the browser loads the page
that generates 1000 http requests with the response size of
50KB, and the processor time is recorded.+e result shows that
the processor time of entire system does not increase obviously
because the extraction modules works on demand, not con-
tinuously. In fact, the search only occurs when the TSI is not
obtained from the session cache.

Actually, the scenario above is common in the non-
browser programs, which utilize the aforementioned TLS
libraries to make secure communications. For example,
some malicious programs communicate with the remote
server based on the HTTPS protocol. It uses the WinHtt-
pSendRequest function of the winhttp library to send data,
which will be subsequently encrypted by functions in the
schannel library before sending.+e TSI can be easily located
by magic string “Microsoft SSL Protocol Provider” in the
heap memory while the handshake process is hung tem-
porarily. So, the encrypted TLS traffic can be obtained
stealthily without any preliminary analysis.

+en, we choose three structures from three browsers to
evaluate the real matching effect. +e structures are

sslSessionID (0x188), ssl_session_st (0x198), and CSecur-
eSocket (0x170), which contains the TSI information, re-
spectively. +e value in parentheses is the size of structure in
the test version. In the experiment, we successively access the
above-mentioned websites, the matching process continues,
and the processor time is suppressed below 5%. +e ex-
perimental results are shown in Table 2. +ere are lots of
repetitive accesses to a small amount of memory blocks.
After removing the duplicate addresses, the number of
blocks that contain the target structures is limited. +e
matching process is efficient, and the time consumption can
be negligible, although there are lots of nontarget blocks
associated with the bucket, especially for Edge. One reason is
that the new LFH heap is introduced onWindows 10, which
is called segment heap [44], and then more memory chunks
would be traversed to obtain the target structures.

5.3. Comparison with Other Methods. In the next experi-
ments, HTTA is compared with Fiddler and mitmproxy,
which are the widely used web analysis tool, to demonstrate
the impact on the original communication of the method.
Fiddler interposes a proxy to intercept the TLS connections
of browsers, while mitmproxy is configured as the trans-
parent mode. As is similar to the last section, we, re-
spectively, download the page with different sizes from the
local TLS server and obtain the page loading time from the
development tool of the browser. As shown in Figure 16, for
the transfer of small page, the page loading time is near for
different methods. But there may be errors in the loading
time of around 10ms because of the counter of operating
system, as shown in the interval 10KB∼100KB. While the
size of transferred packets grows, the impact on transfer
delay by Fiddler and mitmproxy will increase obviously, and
the impact of our method tends to be negligible. +e average
latency of each communication is about 5ms, while the
maximum is about 10ms at worst. Because HTTA only
needs to correlate the TSI with the connection, it only
duplicates the packets and does not intercept the connection
continuously. Mitmproxy maintains the TLS communica-
tions on both sides because of the transparent proxy; the
initial handshake would cause a lot of time, and the
handshake impact will be ignored while the size of packets
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global variable.
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Figure 15: Overhead of the extraction by the traversal of LFH.
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grows. Fiddler causes the lower network delay than mitm-
proxy, since it uses web proxy protocol on the client side.

Another difference is that Fiddler captures and processes
packets in the user mode, while HTTA currently captures
packets in the kernel mode and sends to the upper module.
+e communication between the user mode and kernel
mode module may cause time delay. If HTTA works on the
offline mode, it would have no impact on communications.

5.4. Correlation Cost in the Extreme Case. As aforemen-
tioned, it is easy to correlate TSI with the network con-
nection in most cases by the connection port or session
resumption information. In general, when the TLS hand-
shake is finished, the related information can be rapidly
extracted, so that the decryption can be started. +e time
spent of extraction is less than 5ms. However, in the absence
or loss of such information, it is necessary to try to decrypt
and verify one record of TLS session to determine the re-
lationship between the two. Specific methods are afore-
mentioned. In this experiment, we choose some popular
cipher suites of TLS protocol to evaluate and take OpenSSL
as the crypto library even though it is not the optimal. As
shown in Figure 17, with the growth of key numbers the
verification time does not increase drastically for different
cipher suites. If the number of key materials is less than 100,
the time required to achieve the correlation with TCP stream
is about 5ms. +e time consumption of the GCM mode is
lower than the CBC mode. In reality, few TSI is generated at
the same interval of time. +erefore, if the verification is
needed, it is possible to keep the time overhead within a
reasonable range. In the experiment, we use TLS 1.2 version
because many websites do not support TLS 1.3. Actually, the

new version only changes the handshake protocol, the
symmetric encryption does not change, and it would not
impact the result.

5.5. Localization of Target Objects. To support the large scale
application of HTTA, we also design the helper of locating
target structures and variable which can reduce the addi-
tional overhead of reverse engineering. Here, we perform the
experiments to demonstrate the effect. Because there are
abundant debug symbols for Edge and Firefox, we first
choose Chrome 32-bit as the target program. To obtain the
cache variable, function SSLContext::GetInstance is used as

10 50 100 200 300 400 500
Length of packets (KB)

Base
HTTA

Fiddler
Mitmproxy

0
10
20
30
40
50
60
70
80
90

Lo
ad

in
g 

tim
e (

m
s)

(a)

Length of packets (MB)
1 5 10 15 20 25 30

Base
HTTA

Fiddler
Mitmproxy

0

500

1000

1500

2000

2500

3000

3500

Lo
ad

in
g 

tim
e (

s)

(b)

Figure 16: Comparisons with Fiddler and mitmproxy.
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Figure 17: Elapsed time of correlation attempt for different cipher
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Table 2: Statistics of the traversal on the LFH.

Program Number of all traversed blocks
(million) Duration

Time consumption per
million
blocks

Proportion of target blocks in
the traversal

Number of target blocks
without duplications

Firefox 338 190s 562ms 78% 537
Chrome 326 187s 574ms 50% 343
Edge 381 207s 543ms 25% 363
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the target for a test, from which the session structures can be
referenced. +e function in the version of 58.0.3029.110 is
taken as the initial template. First, we try to get the target
function by the traditional CFG matching. +e base control
flow graph is established, and two parameters described
above, which are the matching error of the node label and
the number of nodes, are also considered. +en, it matches
all the CFGs in other versions of the program, so that it can
quickly locate the target. +e results show that it can locate
the function precisely for the latter consecutive versions,
while fails to find target in some prior versions. In fact, there
are few subtle differences between different versions that
some sides of CFG have changed. It is a challenge for ap-
plying graph isomorphism search method in that situation.
Even though the complexity of graph isomorphism search is
high, the actual match time is controlled because of the
special constraints. Besides, we can observe that when the
match error of vertex grows, the match result grows dras-
tically. +is means the fuzzy match based on graph iso-
morphism does not work well here.

+en, we continue to measure the ISMCPmethod by the
next experiment, and also take the function above as the
target. But we use the function in the older version
51.0.2704.103 as the template, from which we select the
paths. +e length of path changes from 3 to 6, and the
number of each generated path locates in the range from 1 to
5. +en, the template is matched with all the functions of
target version of the program by ISMCP.+e result is shown
in Figure 18; for each version of the program, we sort all the
functions by their path similarities, from which we can see
the obvious change in curvature. +e target functions in
different versions are in concentrated distribution, and
hundreds of them rank within top 0.5%; it can still be ob-
served clearly in the partial magnification which also bring
some challenges for further analysis, although shrank the
search scope. In addition, with the growth of path length, the
number of generated similarity values goes down; mean-
while, the capability of locating target function also declines.

+emain reason is that the CFG of the above function has a
too simple structure and few vertexes. +erefore, we then
choose another function DoVerifyCertComplete, which also
changes in the different versions.Meanwhile, we can also obtain
the target by one direct call reference in that function.+e CFG
of the function has around 20 vertexes, and structure is more
complex. We choose the path length between 6 and 9, and the
generated path number of each length varies from 16 to 30.+e
experiment steps are the same with the former one, and the
result is shown in Figure 19. Now, we can see an excellentmatch
result. For each version of the program, the top function is the
target function.Most of the target functions in different versions
are located within top 20, which is a better result.

Besides, the fact as shown in Figure 20, even the path
number and length grows, the match time does not improve
obviously. One reason is that the CFG structure is sparse,
with the path length grows, the number of matched graphs
will reduce, and the number of paths which can satisfy the
constraint will also decrease. On the contrary, the number of
matching operations increases when the path length is short.
Additionally, because the module (Chrome.dll) that contains

the target function consists of near 200 thousand functions,
the process is hard to finish within the acceptable time range
when the bindiff tool is used.

For the location of the structure members, we can use the
same method. In the subsequent experiment, we choose the
SSL_SESSION_dup function of Chrome, which references lots
of session parameters, including master key. +e version
65.0.3325.181 is used as the template to build the paths, and the
path length is same as the above experiment. +e result is
shown as Figure 21 since the architecture of the function keeps
stable in many versions; the top 10 functions are all the target
function in the newer versions of target program.

Similarly, for Firefox, we can obtain the global cache variable
by function ssl_DestroySID. In the next experiment, version
56.0.0 (64bit) is used as the initial template to build the paths of
ISMCP. +en, we try to locate the same function in the pro-
grams with newer version number. +e result is shown in
Figure 22, and the target function can be found in the top 5
values of the result for each newer version. +en, function
ssl3_FillInCachedSID is further used in the experiment, from
which we can obtain the offsets of specific session parameters.
As shown in Figure 23, even though the similarities decrease in
totality, the target can also be found in the top 10 of the results
for version 58.0.2 and 60.0.2. But most matching values are
located between the top 50 and 100 for version 65.0.1 and later,
and then the difficulty of location is increased. It is better to
update the matching template of the function due to the major
structure change in the new versions.

Since the file size of module containing target functions is
small for Firefox, we can perform the comparions by the bindiff
tool. +e result is not good, as shown in Figure 24. For
ssl3_FillInCachedSID, the desired functions in the newer
versions are not recognized. Function ssl_DestroySID is lo-
cated only in version 60, due to the few changes of that version.

In fact, compared with the address change of the global
variable, the member offset of target structure remains more
stable, as shown in Table 3. In most cases, we only check
whether the offset has changed in the new version.

5.6. Adaptation to the Program Change. +e proposed
method can be applied to the analysis of the popular
browsers, also including other browsers with the same
kernel. Meanwhile, some programs use the browser as the
web component, and the corresponding traffic can also be
directly analyzed, for example,Weixin for Windows, Tencent
video, Netease cloudmusic, and so on. Besides, some client
programs of cloud disk use wininet library for the secure
communications, which can also be directly analyzed.
Furthermore, the address of the target global variable may
change in different versions of the program due to the
compilation. So, we need to construct the offset database of
the target variable in advance. For the structure member, it
generally changes when the version of program has the
major change.

Moreover, we investigate the variation of the target
object size, which is used in the experiment of traversing the
LFH. As shown in Table 4, the size can remain stable in
different versions, which is sensitive to the major version
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Figure 18: Result 1 of Chrome based on ISMCP. P3 denotes that the path length is 3, v51 denotes that the major version is 51, and others are
similar.
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Figure 19: Result 2 of Chrome based on ISMCP.
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Figure 24: Comparisons of different Firefox versions by bindiff.
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changes. In practice, we can properly increase the search
range to improve the adaptability.

6. Discussion

+e proposed method is practical and universal, as it does not
depend on vulnerabilities of the program and protocol. It is
mainly applicable for browsers and analogous programs since
we discover the uniform pattern of information extraction, and

it is applicable for the programs which adopt the similar crypto
infrastructure. But it is difficult to directly extract the session
information for the program that has the personalized imple-
mentation of TLS protocol. In the situation, the individual
reverse engineering work is needed to make the analysis cover
the program.

+e version of browser program may change frequently;
in most cases, we only need to check the variation with low
cost, due to the semiautomated method. Little manual work

Table 3: Variation of the parameter offset in different versions.

Program Structure Member Version Offset value

Firefox sslSessionID keys
56.0 0xAC
60.0.2 0xB5
65.0.1 0xB5

Chrome ssl_session_st master_key
65.0.3325.181 0xC8
70.0.3538.77 0xC8
75.0.3770.80 0xC8

Edge CSslUserContext ReadWriteKey
10.0.14393.1613 0x18
10.0.16299.15 0x18
10.0.17134.1 0x18

Table 4: Variation of target objects of different versions.

Program Object Version Size (bytes)

Firefox sslSessionID

56.0 0x190
60.0.2 0x188
62.0.3 0x188
65.0.1 0x188

Chrome ssl_session_st

61.0.3163.100 0x1B0
65.0.3325.146 0x198
70.0.3538.77 0x198
72.0.3626.121 0x198

IE/Edge CSecureSocket

11.0.14393.1770 0x170
11.0.14393.2273 0x170
11.0.16299.15 0x180
11.0.17134.1 0x198

Target application

Untrusted code

Enclave data
Load

Load

SGX enclave

R3

R0
NtCreateEnclave
NtLoadEnclaveData
NtInitializeEnclave

KiEncls

Detour

Extraction
code

HTTA

Figure 25: A solution to the case of SGX.
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is needed to ensure the accuracy in practice. But when the
target function in the new version has major changes, we
would spendmuch time to update the new function template
to locate the target parameters.

+e noninvasive method of this paper means that it does
not intervene the execution flow of target program. As
mentioned above, the solution has the interception mode and
audit mode. In the interception mode, few related handshake
packets will be intercepted at the system kernel level, but there
is no reassembly and decryption. Meanwhile, in the audit
mode, the decryption rate may not reach the one hundred
percent, but it can minimize the impact on the target system
and application.

Besides, as a supplement, we also propose the extraction
method based on the low fragmentation heap. When the
amount of traffic of the program is small, the corresponding
heap bucket may not be activated. If the bucket is needed to
be forcedly activated, there would be the thread injection
which slightly interferes with the target system.

For the standalone deployment, other security products
may exist. Because the solution does not involve the function
hooking methods, they can coexist. Moreover, as a defense
solution, we can also add the related modules to the while list of
security products.

While the Intel SGX is also a barrier to the solution, it has
not been used by target programs. In that case, it needs to
load the extraction code into the same enclave of the process
when the target program initializes, which also causes the
intervention. Because as a defense solution the module of
HTTA can start in advance of other applications. One re-
sponse solution on the Windows platform is shown in
Figure 25. When the target program calls the NtInitiali-
zeEnclave function that corresponds to the EINITprivileged
instruction, we load the enclave part of extraction module to
the same enclave. In this case, the kernel function hooking is
needed, and there are many stable methods.

7. Conclusions

In this paper, we propose a new TLS traffic large-scale auto-
mated analysis method for browsers and analogous programs,
which is efficient and transparent to the programs. It extracts
multiple types of data by several modes and correlates them
together to accomplish the overall analysis of the target in real
time.+e experimental results have shown that the method can
effectively capture and analyze all the packets, with the high
decryption rate and low runtime overhead. Moreover, we
propose the aided location method of targets to solve the
program diversity problem, which can reduce the workload of
binary analysis and support the framework.

In this paper, we mainly focus on the researching and
performing experiments on the browser programs and
would pay more attentions to other programs in the near
future. Moreover, the automated method of binary reversing
and parameter extraction should be continuously improved.
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Homomorphic encryption (HE) is considered as one of the most powerful solutions to securely protect clients’ data from
malicious users and even severs in the cloud computing. However, though it is known that HE can protect the data in theory, it has
not been well utilized because many operations of HE are too slow, especially multiplication. In addition, existing data mining
research studies using encrypted data focus on implementing only speci�c algorithms without addressing the fundamental
problem of HE. In this paper, we propose a fundamental design and implementation of data mining algorithm through logical
gates. In order to do this, we design various logic of atomic operations in encrypted domain and �nally apply these logic to well-
known data mining algorithms. We also analyze the execution time of atomic and advanced algorithms.

1. Introduction

With the progress of storage in the cloud server, advanced
data process and analysis using machine learning and data
mining techniques are developed to extract valuable in-
formation. However, the concern about the data privacy and
security issues has occurred in storing and managing in-
formation in cloud servers. �is is because the server must
decrypt the data in order to process the data encrypted in
conventional cryptosystems such as AES and DES, even
though the client transmits the data to the server in
encrypted form. Eventually, users must share the decryption
key with the cloud, which can lead to data infringement by a
malicious server.

Homomorphic encryption (HE) [1, 2] is mentioned as
one of the most powerful solutions to the data security
problem in the cloud, since the data can be processed in the
encrypted domain without decryption. However, data
analysis with HE is not so popular in real world although it is
highly recommended for providing the proper security to
the cloud. �e major reason is the fact that it is di�cult to
link HE and machine learning. As known, HE is a new
cryptosystem which uses profound, mathematical property

with lattice, which makes it di�cult for the data scientists to
understand and use.

In addition, a few well-known HE algorithms support
only very simple operations such as addition and multi-
plication between integers. Although Gentry [3] presented
fully homomorphic encryption (FHE) which allows all
operations on the ciphertext to be theoretically unlimited, it
had many limitations in adapting to the real cloudmodel [4].
Since the implementation and development of the en-
cryption algorithm are not main interest to theoretical
cryptographers, the practical usage and implementation are
rarely developed compared to the theoretical progress in
FHE. �erefore, to date, FHE has been limited to be applied
only to speci�c algorithms without solving the fundamental
problems of FHE [5–11].

From this point of view, we propose a FHE computation
method that can be applied more generally by using bitwise
logical circuits, rather than algorithms that operate only
under certain conditions. By designing the basic operations
necessary for machine learning, we make a universal link
between HE and machine learning. People who are studying
FHE can easily apply machine learning with homomorphic
operations. Furthermore, machine learning researchers will
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be able to run data-driven data analysis algorithms with
encrypted data although they do not have the knowledge
about FHE at all.

Our contribution of this paper is threefold:

(i) In order to build simple data mining techniques
with FHE, we design various atomic operations
including absolute value operation, multiplication,
comparison, and sorting through the gate operation
provided by the TFHE library

(ii) In contrast to the integer-based FHE scheme in
which possible operations are limited, all the op-
erations including division and log can be designed
in the bit-based FHE scheme

(iii) We finally demonstrate the applicability of the
several well-known data mining techniques using
our proposed bitwise FHE schemes: the linear re-
gression, the logistic regression, k-NN classifier, and
k-means clustering

2. Background

2.1. Homomorphic Encryption. Homomorphic encryption
(HE) [1, 2] is a cryptosystem in which the result of oper-
ations between ciphertexts is equal to the result of operations
between plaintexts when decrypted. -e operations on
the ciphertexts of a and b can be expressed as a ∘ b �

D[E[a] •E[b]] where E[·] and D[·] denote encryption and
decryption, respectively.

-e concept of HE was first presented in 1978 by Rivest
et al. [12]. Many HE schemes have been introduced since
then, and the most popular one was the Paillier crypto-
system, proposed by Paillier [13] in 1999. However, they
were partial HE with a limited number of operations since
the encryption noise is amplified each time the operation is
performed.-e solution to this noise accumulation problem
was the fully homomorphic encryption (FHE) of Gentry [3]
in 2009. Gentry [3] proposed a bootstrapping algorithm that
removes accumulated noise, thereby eliminating the limit on
the number of operations. However, this Gentry [3] tech-
nique had to encrypt each plaintext bit by bit. It was a heavy
burden on memory because the size of the ciphertext was so
large. In addition, the bootstrapping operation was per-
formed with a very complicated algorithm, so it took dozens
of minutes to bootstrap a bit. For these reasons, many FHE
libraries now use integer-based schemes, but this also has the
disadvantage that the possible operations are very limited.

2.1.1. TFHE Library for FHE. In 2017, Ilaria Chillotti,
Nicolas Gama, Mariya Georgieva, and Malika Izabachène
proposed TFHE [14] library which is an improved version of
FHEW [15] library. It has the bit-by-bit encryption scheme
similar to Gentry’s initial FHE [3]. However, unlike [3],
TFHE has constructed operations in a more fundamental
way than addition and multiplication between ciphertexts. It
is the binary circuit that was used for the encrypted bits
operation. In other words, TFHE supports NOT, AND, OR,
NAND, NOR, XOR, and XNOR gate operations between

encrypted bits, allowing users to construct encrypted circuits
using these logical operations. Another advantage of TFHE
is that it efficiently solves the bootstrapping problem, which
was the biggest obstacle to using FHE. -is is designed to
perform a bootstrapping function automatically whenever a
single operation is performed, unlike the conventional FHE,
in which a direct bootstrapping must be performed to
remove noise each time a certain number of operations are
performed. In other words, it is possible to perform com-
putation without limitations. Here, the bootstrapping al-
gorithm is performed with a time of less than one 0.1 second
and has the fastest performance among all of the preceding
FHE schemes.

In addition, through supporting the multiplexer func-
tion, convenience of implementation and speed of circuit are
more improved. In the below function, a is a multiplexer
factor and outputs either b or c depending on the value:

MUX(a, b, c) �
b, (if a � 0),

c, (if a � 1).
􏼨 (1)

2.2. Data Mining and Machine Learning Algorithms

2.2.1. Linear Regression. Linear regression is the most
popular model for predicting target value of y. It is the
method that estimates the coefficients of the linear equation,
involving one or more independent variables. Several types
of process exist to optimize the values of the coefficients. We
focus on gradient descent, iteratively minimizing the error of
the training data.

2.2.2. Logistic Regression. Logistic regression is a special case
of generalized linear model in which the target variable is
binary such as pass or fail, live or death, etc. In general,
logistic regression makes an inference on parameters of
sigmoid function which determines classification of mod-
eling binary or categorical dependent variables.

2.2.3. k-Nearest Neighbors (kNN) Classification. In data
mining, the k-nearest neighbors algorithm is one of the most
well-known and useful supervised methods for classifying a
dataset. Given the classified data with several classes, the
kNN determines the class of new input data based on its
neighbors. At this time, the label of the input data is set to the
largest number of labels of the closest k data. In addition,
there are many ways to calculate the distance between data,
typically Euclidean distance. Depending on which distance
measurement method is used, different results may be
obtained.

2.2.4. k-Means Clustering. Unlike kNN, the k-means clus-
tering algorithm grasps the relationship of unlabeled data
and clusters them into k clusters.-e k-means clustering sets
the representative value of each cluster and assigns each data
to the cluster with the closest representative value. After
forming clusters for k representative values initially set ar-
bitrarily, the mean of each cluster is newly representative of
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each cluster. -is process is repeated until the cluster
converges, and finally, the data are clustered into k clusters.
-e result of the k-means is affected by the distance mea-
surement method as well as the kNN.

3. Problems

3.1. FHE for Machine Learning. Although machine learning
and FHE have long history, their research has been con-
ducted separately for a long time. Recently, as the era of
cloud computing comes, privacy-preserving machine
learning and data mining have been introduced as a hot
topic. -ere have been several studies on connecting FHE
and machine learning [6, 7, 9, 10, 16].

However, as mentioned in Section 2, there is a limitation
that it is difficult to apply FHE to machine learning algo-
rithms because it is only possible to perform limited op-
erations such as addition and multiplication in most
libraries. Accordingly, existing machine learning studies
using encrypted data have focused on implementing specific
algorithms such as Näıve Bayes classifier [9] or linear re-
gression [16]. In addition, since FHE requires complex
theoretical knowledge, it is difficult for general machine
learning engineers to understand its concept. Worse, in
order to use the FHE scheme, we need a technique to replace
all operations on plaintext with homomorphic operations.

In this paper, we focused on how to efficiently imple-
ment basic atomic operations and universal application to
various machine learning algorithms. -ese studies will be a
good mediator between FHE and machine learning.

3.2. Integer-Level Encryption vs. Bitwise Encryption. -e
FHE, which operates in integer space, takes scalar integers or
polynomials with integer coefficients as input and then
performs an operation on an integer basis. -erefore, ad-
ditional integer encoding is required for real data that are not
integers. Previous research studies about FHE application
have used the rounding function to convert real numbers to
integers for the encoding and decoding processes. Most of
them used the scaling constant k before rounding to preserve
the original number. In order to recover the encoded value, k
must be divided from the decrypted result as follows:

(1) Encoding: ⌊k × a⌉ for a plaintext a ∈ R
(2) Encryption: c � E[⌊k × a⌉]
(3) Decryption and decoding: a ≈ (1/k) · D[c]

However, there is a problem with this method, which is
to use an approximation rather than an accurate data. -e
approximation accuracy of the data is determined by the
scaling constant, and the user must also determine this
constant.

On the other hand, bitwise encryption does not require
encoding process to an integer because all real-valued data
can be represented in bits. In addition, since the computer
stores and processes data on a bit-by-bit basis, a generalized
encryption scheme can be easily applied to any data.

In this paper, we introduce the logic of various opera-
tions for the bitwise encryption scheme using the TFHE

library. We present a method for constructing atomic op-
erations using the circuit operation for each bit after con-
verting integer data into bits. Table 1 shows the logical
operators used in this study and their notation.

4. Designing Homomorphic Atomic Operations

Our method uses the TFHE library, so we perform all op-
erations on a bit-by-bit basis. -is is similar to the way that
binary data in a plaintext are processed by a computer using
AND/OR/NAND/NOR/XOR/XNOR/NOT gates. However,
since we do not know actual values to be computed, the
operations should be differently designed from algorithms in
the plaintext, such as using ciphertext in if-statement (for
example, “If ciphertext� E[0], then follow below com-
mand”; in this case, we cannot compare ciphertext and E[0]

typically). Considering these characteristics, we introduce a
new design of the atomic operations in this section. -e
atomic operations include Addition, 2’s Complement,
Subtraction, Equivalent Comparison, Large and Small
Comparison, Shift, Absolute, Multiplication, and Division.
Note that Addition, Subtraction, and Multiplication among
these atomic operations have already been introduced in the
literature [14, 17]. However, other atomic operations have
rarely been studied although they are highly significant for
numerical computation. We demonstrate the description
and algorithms of both already and rarely studied atomic
operations in this section because they are separately clas-
sified as homomorphic atomic operations from the ad-
vanced homomorphic data mining algorithms in Section 4.

All algorithms introduced in this paper are implemented
and evaluated with Intel i7-7700 3.60GHz, 8.0GB RAM, and
Ubuntu 16.04.4 LTS.

4.1. Addition Operation. Addition is one of the most basic
operations. -ere are many ways to implement full adder
circuit with basic gates such as 9 NAND gates and 7 NOR
and 5NOTgates. However, since the number of basic gates is
relative to speed of the circuit in the TFHE library, addition
can be more efficiently designed by using only 2 XOR, 2
AND, and 1 OR gates. More details are described in Figure 1.

In the circuit diagram of Figure 1, the least significant bit
(lsb) of a and b is input to the upper bit input, and c0, which
is the lsb of the carry, is initialized to E[0]. si passing through
the circuit is the sum of the corresponding bits, and ci+1 is the
carry of the next bit.

4.2. 2’s Complement Operation. It is necessary to express a
negative number in order to perform an integer binary data
operation.-ere are two ways to represent negative numbers
in a computer, mainly the 1’s complement method and 2’s
complement method. -e 1’s complement method has a
simpler advantage than the 2’s complement method when
representing a negative number. -e desired number is
operated through a XOR gate with a single bit 1. -e process
can be replaced to taking the NOT gate for every bit of the
desired number.-is is because the NOTgate is significantly
faster than the XOR gate. However, the 1’s complement

Security and Communication Networks 3



method has two ways of representing 0, and it is necessary to
use a logic different from the plaintext to perform operations
such as addition and subtraction. -e method of improving
this is the 2’s complement method, which is represented by
adding the integer 1 in the 1’s complement method. Since,
when 1 is represented by a binary number, it is filled with
zeros except for lsb, the carry can be added to the next bit of 1
to perform addition.-erefore, when adding, it is possible to
reduce the speed by adding the NOT gate to the half adder
which does not need carry, without using the previous full
adder: bi+1 � ai ∧ bi and si � ai ⊕ bi. -is is expressed by a
circuit as shown in Figure 2.

Set the number a and b� [00 . . . 01] to take the 2’s
complement operation and input from each lsb. -e output
si from the above circuit is the result of the corresponding
bits; the carry is bi+1, which is the next input.

4.3. Subtraction Operation. In a typical computer environ-
ment, you can implement subtraction using the 2’s com-
plement method and addition, so subtraction logic is not
implemented separately. However, subtraction can be
processed using the 2’s complement method and addition as
in plaintext, but it can be newly implemented with 2 XOR, 2
AND, 1 OR, and 2 NOTgates. -e detailed circuit diagrams
are demonstrated in Figure 3.

Subtraction enters the input from lsb of a and b. di

passed through the circuit is the result of the subtraction of
that bit, and ci+1 is the carry of the next bit. di and ci+1 are
defined according to their value after defining D as shown in
the following equation: D � ai − bi − ci. In this equation, if
D � 1, then di � 1 and ci+1 � 0. If D � 0, then di � 0 and
ci+1 � 0. If D � − 1, then di � 1 and ci+1 � 1. And if D � − 2,
then di � 0 and ci+1 � 1.

4.4. Comparison Operation

4.4.1. Equivalent Comparison. Equivalent comparison in
plaintext compares each bit for two input values and outputs
1 if all are equal and 0 if there are other values. However, in
encrypted data, it is possible to determine whether each bit is

the same through an XOR gate, but since it comes out
encrypted, it does not know what the value is. -erefore, to
get the results we want, all the results of the XNOR gate of
each bit are operated with the AND gate as shown in Fig-
ure 4. -en, E[0] is output when there are different bits in
two inputs, and E[1] is output if each bit is the same value.
-en, if the input values are different, E[0] is returned for
the output and E[1] for the same input values.

4.4.2. Large and Small Comparison. We will explain this as a
large comparison because the large comparison and the
small comparison are logically similar. In a computer, large
comparison is a system that outputs results when bits with
different values are compared while comparing from upper
bit to lower bit. However, since it is not known whether the
value of the comparison of each bit is ciphertext of 1 or
ciphertext of 0, it does not know which bit has a different
value and which of the two numbers is larger. -us, we have
to use the new logic.

First, let us consider the sign bit of the result of sub-
tracting the preceding number from the latter number of two
inputs. If the preceding number is less than or equal to the
latter number, E[0] is output and larger E[1] is output.
-erefore, we will use this subtraction to make a large
comparison. However, considering the speed of the circuit,
we will use a method that uses a multiplexer function and
XNOR gate. -e detailed circuit diagrams are demonstrated
in Figure 5. -e result of the comparison is the result of
repeating the circuit by the length of the data.

Larger than or equivalent comparison or smaller than or
equivalent comparison can take a NOTgate as the result of a
small comparison or a large comparison, respectively.

4.5. Shift Operation. Since the ciphertext is encrypted bit-
wise, it can be shifted in the same way as for the shift in
plaintext. Shift the k bits to the left and fill the empty right k
bits with E[0]. Shifting k bits has the effect of multiplying 2k

as shown in Algorithm 1.
In this algorithm, “HomCONSTANT” is a function that

produces one bit ciphertext corresponding to the input value

ai
bi

si

bi+1

Figure 2: -e circuit design for 2’s complement in the FHE
scheme.

ai
bi

ci

di

ci+1

Figure 3: -e circuit design for subtraction.

Table 1: -e notations of the logical operators.

Operator NOT AND OR NAND NOR XOR XNOR
Notation ∧ ∨ ∧ ∨ ⊕ ⊙

ai
si

ci+1

bi
ci

Figure 1: -e circuit design for the binary full adder in the FHE
scheme.
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and “HomCOPY” is a function that produces the same one
bit ciphertext as the result of the decryption, but different
ciphertexts.

-e right shift can be divided into a general shift, which
is a method of shifting the upper k bits to E[0] after shifting
like a left shift, and an arithmetic shift which shifts the upper
k bits to the same value as the sign bit. An arithmetic shift is
mainly used, and shifting k bits has the effect of dividing by
2k.

4.6. Absolute Value Operation. In the plaintext, the absolute
value algorithm outputs as it is if the most significant bit is 0
and takes the complement of 2 if the most significant bit is 1.
Since the value of the most significant bit is not known in a
ciphertext, a new algorithm must be designed. Let the
original value be a and the value obtained by taking the
complement of 2 to a be b; then, one is positive and the other
is negative (except for 0). Now, let sign bit of a be a mul-
tiplexer factor, which returns a or b depending on the value:

|a| � HomMUX(msb(a), a, b). (2)

4.7. Multiplication Operation. In general multiplication,
multiplyingm bits by n bits results in (m + n) bits. When the
two numbers to be multiplied are positive, the multiplicand
is multiplied from the lsb of the multiplier to the upper bit as
if it were calculated by hand. -en, the result of multipli-
cation is the sum of all the left shifted values as the bit
position of the multiplier increases.-us, the smaller 1-bit of
the multiplicand is, the more efficient it is. -erefore, we
divide the multiplier by addition or subtraction to reduce the
number of 1-bit as much as possible. However, as mentioned
earlier, this is an algorithm that can be applied only to
positive numbers, so a more advanced form of algorithm is
needed to consider negative numbers. -is is because, in the
case of the unencrypted plaintext data, the sign of the data
can be inspected by checking the msb, but in the case of the
encrypted data, the value of the msb cannot be confirmed.
-at is, a new algorithm should be designed to output the
correct result regardless of the sign of the given data. To solve
this problem, we can calculate the product of positive
numbers through an absolute value operation and then
perform a 2’s complement operation on the result according
to the sign. -at is, for multiplication of a and b, we follow
the below way:

msb(a)⊕msb(b) � p,

M � |a| ×|b|,

M′ � 2’s complement of M,

a × b � HomMUX p, M′, M( 􏼁.

(3)

-erefore, our algorithm adopts the latter method, and
its circuit diagram is shown in Figure 6.

4.8. Division Operation. Binary division algorithms can be
thought of as dividing input into positive cases and negative

0
MUX

0
MUX

ai
bi

ci

ai
bi

cici+1 ci+1

<Large comparison> <Small comparison>

Figure 5: -e circuit design for comparison.

1 0 1 1

1 1 0 0

1 ^ ^ ^ ^ ^ ^0 0 0

0

Num 1 :

Num 2 :

Result :

1 0 1 1

1 0 1 1

1 1 1 1

1

Num 1 :

Num 2 :

Result :

<Different number> <Same number>

Figure 4: Example of equivalent comparison.

Input: a � [al− 1, al− 2, . . . , a0], k
Output: LSHIFT(a, k)

(1) for i � 0 : (k − 1) do
(2) ai � HomCONSTANT(0)

(3) end for
(4) for i � k : (n − 1) do
(5) ai � HomCOPY(ai− k)

(6) end for
(7) return [al− 1− k, . . . , a0,E[0], . . . ,E[0]]

ALGORITHM 1: Pseudocode of left shift.
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cases. First, let us consider the case where both the divisor
and the dividend are positive. Let the arrayM,Q, and A have
the same length of l, and initialize M to divisor, Q to div-
idend, and A to zero. -e count value is the dividend length,
l. And let AQ�[A||Q] with a length of 2l and start the main
part of the algorithm.

If the divisor or dividend is negative, we need to use a
slightly different algorithm. First, we can implement nega-
tive binary division algorithm by modifying Algorithm 2
slightly. However, since the sign of the input value cannot be
known, when the negative binary division algorithm is
implemented with a new algorithm, both algorithmsmust be
performed and a single result should be output according to
the sign of the input value. -is is inefficient because it takes
time to perform Algorithm 2 twice. -erefore, we will
implement the signed binary division algorithm using a
second method that uses absolute values and multiplexer
function as in multiplication. -at is, for signed binary
division M and Q, we follow the following way:

msb(M)⊕msb(Q) � p,

D � positive binary division(|M|, |Q|),

D′ � 2’s complement of D,

Q

M
� HomMUX p, D′, D( 􏼁.

(4)

5. Experiments

5.1. Basic Gate Experiment. We implemented the operations
of Section 4 based on the basic gates and checked the speed
of 1-bit basic gate operation in TFHE 1000 times.

As shown in Table 2, the basic gates except the NOTgate
have the same speed, and the speed of the NOT gate is
significantly lower than that of the other gates. Also, the
multiplexer function is implemented differently from the
basic gates so that there is a difference in speed. It can be seen
that the speed of the multiplexer function is faster than the
speed of computing basic gate about two times.

5.2. Number of Gates Used in Designed Homomorphic Atomic
Operations. Since all gates except NOT gate and MUX gate
have the same speed, we will denote execution time of these
gates as TG. Time of the MUX gate is represented by TM, and
the NOTgate is omitted because the speed converges to zero.

Table 3 shows the number of gates used when performing
designed homomorphic operations with l-bit input values
for each operation.

Most of the operations listed in Table 3 are linear for data
length. In shift operation, the position of bit is shifted
without using a gate operation, and the number of gates in
multiplication and division operations is proportional to the
square of the data length.

5.3. Execution Time of the Homomorphic Atomic Operations.
In Table 4, we measure the speed of the operations based on
16 bits. -e speed of the shift operation is not measured
because gate is not used; for nonlinear operations, we
measured 8, 16, and 32 bits to see the change in speed.

Looking at the measured values, the doubling of the
length of the data increases the speed of both algorithms by
about four times. -is is because the speed of addition,
subtraction, and comparison operations constituting the
multiplication and division is linearly increased with respect
to the data length, and the number of iterations of the al-
gorithm is also proportional to the length of the data.

6. Applications

6.1. Linear Regression. Given a d-dimensional input variable
x(i) ∈ R d and its corresponding target variable y(i) ∈ R for
i � 1, 2, . . . , n, an inference on parameters of the linear
function within hypotheses is defined as

hθ x(i)
􏼐 􏼑 � θTx(i)

� θ0 + θ1x
(i)
1 + θ2x

(i)
2 + · · · + θdx

(i)
d , (5)

for x(i) � [1, x
(i)
1 , x

(i)
2 , . . . , x

(i)
d ]T, parameters θ � [θ0, θ1,

θ2, . . . , θd]T, and number of features, d + 1. -is regression
describes a hyperplane in the d-dimensional space of the
independent variables x.

In general, the linear regression can be easily estimated
by using least square estimation as follows:

􏽢θ � XXT
􏼐 􏼑

− 1
XYT

, (6)

where Y� [y(1),y(2), . . . ,y(n)], X� [x(1),x(2), . . . ,x(n)]. How-
ever, in FHE, it is rather difficult to design and implement
the inversion matrix of equation (6). -erefore, instead of
the exact solution, we choose an approximation estimation
which is based on the gradient descent update in order to
avoid the calculation of inverse matrix.

-e approximation estimation uses error function to
optimize the parameters of both simple and multiple linear
regression as follows:

Absolute
value

Absolute
value

Unsigned
binary

multiplication

2’s
complement

a

b

Sign (a)
Sign (b)

Result
0
MUX

Figure 6: -e circuit design for signed multiplication.
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J(θ) �
1
2

􏽘

n

i�1
hθ x(i)

􏼐 􏼑 − y(i)
􏼐 􏼑

2
. (7)

-e main goal of linear regression is to fit a straight line
through the data, so we minimize the error function J(θ).
Gradient descent is achieved by an algorithm that starts with
an initial θ and repeatedly performs the update:

θj :� θj −
α
n

􏽘

n

i�1

z

zθj

J(θ), (8)

where α is denoted by a learning rate. -e parameters θj are
updated concurrently for every iterations till convergence.
Our algorithm of linear regression is given in Algorithm 3.

-emethod of implementing the linear regression is very
similar to operation in the plaintext. However, it is calculated
in an encrypted state; therefore, in an encrypted domain, we
can calculate all operations in gradient descent algorithm
which includes multiplication, addition, and subtraction
operations. We initialized parameters θ to 0 and updated our
parameters using linear regression function with FHE
operations.

Input: divisor M, dividend Q
(1) Shift the AQ to the left by one bit and let the upper l bit of AQ at A.
(2) Calculate A − M and put it in A.
(3) If A is negative, the last bit of AQ becomes 0 and A+M is calculated and put it in A to return to the value before step 2.
(4) If A is positive or zero, the last bit of AQ is 0.
(5) -e count value is decremented by 1.
(6) If the count is not 0, the algorithm goes to step 1 and the algorithm is progressed.
(7) If the count value is 0, the result of algorithm is output (the lower l bit of AQ becomes the quotient and the upper l bit becomes the

remainder).

ALGORITHM 2: Positive binary division operation.

Table 2: Execution time of basic gates (s).

AND OR NAND NOR XOR XNOR NOT MUX
11.9 11.9 11.9 11.9 11.9 11.9 0.000162 22.4

Table 3: Time complexity of designed homomorphic atomic operation with l-bit input values.

Operation Time complexity of designed operations
Addition (5l − 3)TG
2’s complement (2l − 3)TG
Subtraction (5l − 3)TG
Equivalent comparison (2l − 1)TG
Large (small) comparison lTG + lTM
Shift ≈0
Absolute value 2lTG + lTM
Multiplication (6l2 + 4)TG + 4lTM
Division (8l2 − 4l + 4)TG + (l2 + 2l)TM

Table 4: Execution time of designed homomorphic atomic operation.

Operation Estimation (s) Execution (s) Error (%)
Addition 0.916 0.917 0.10
2’s complement 0.345 0.351 1.73
Subtraction 0.916 0.919 0.32
Equivalent comparison 0.369 0.375 1.62
Large (small) comparison 0.548 0.548 0
Absolute value 0.703 0.712 1.28
Multiplication_8 5.334 5.396 1.11
Multiplication_16 19.759 19.898 0.70
Multiplication_32 76.028 77.413 1.82
Division_8 7.551 7.772 2.92
Division_16 30.108 30.553 1.47
Division_32 120.38 121.781 1.16
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6.1.1. Performance Evaluation of FHE Linear Regression.
We performed two experiments with varying d, the simple
linear regression (d � 1) and the multiple linear regression
(d> 1). We set the number of data (N), the number of di-
mensions (d), the length of data (l), and the number of
iterations of the algorithm (p) as factors for the linear re-
gression algorithm. -en, the number of gates (T) can be
expressed as follows:

T(N, d, l, p) � 2Np􏼔 d 6l
2

+ 4􏼐 􏼑TG + 4lTM􏽮 􏽯

+(d + 1)(5l − 3)TG􏼕 + 2(d + 1)􏼚 6l
2

+ 4􏼐 􏼑TG

+ 4lTM􏼛 +(d + 1)(5l − 3)TG.

(9)

For the simple linear regression, we set the initial values to
(N, d, l, p) � (10, 1, 16, 1) for the experiment. -e dataset
consists of a feature vector x � [2, 4, 5, 6, 8, 10, 13, 16, 17, 19]

and a target variable y � [5, 9, 12, 14, 15, 18, 24, 26, 30, 32]

with 10 data created artificially, and it takes 554 seconds with
0.01 running rate. -e iteration proceeded 100 steps to
converge θ � (3.404, 1.484) with threshold value, ε � 0.1.

For the multiple linear regression (d> 1), we set the
initial values to (N, d, l, p)� (10, 2, 16, 1) for the experiment.
-e dataset consists of feature vectors x1 � [2, 4, 5, 6, 8,

10, 13, 16, 17, 19], x2 � [3, 5, 6, 7, 8, 11, 14, 15, 18, 20], and a
target variable y � [5, 9, 12, 14, 15, 18, 24, 26, 30, 32] with 10
data created artificially, and it takes 1047 seconds with 0.01
running rate. -e iteration proceeded 50 steps to converge
θ � (− 0.952, 1.094, 3.331) with threshold value, ε � 0.1.

6.2. Logistic Regression. Implementation of various algo-
rithms such as linear regression can be easily facilitated by
our FHE arithmetic operations. However, logistic regression
is an algorithm that holds a nonlinear function which re-
quires variation in the equation to be calculated. -erefore,
the key point of deriving FHE logistic regression lies in
designing a nonlinear sigmoid function. We initially elab-
orate a brief derivation and structure of FHE logistic re-
gression followed by explaining two ways of constructing
logistic function.

Given an input variable x(i) ∈ R d and its corresponding
target variable y(i) ∈ Z2 for i � 1, 2, . . . , n, an inference on
parameters of the logistic function g(z) within hypotheses is
defined as

g(z) �
1

1 + e− z
, z � θTx

(i)
, (10)

where θTx(i) � θ0 + θ1x
(i)
1 + θ2x

(i)
2 + · · · + θdx

(i)
d for x(i) �

[1, x
(i)
1 , x

(i)
2 , . . . , x

(i)
d ]T, θ � [θ0, θ1, θ2, . . . , θd]T, and number

of features, d + 1. We also denote x
(i)
j as an element of a

matrix in the i-th row and j-th column position.
-e logistic regression uses likelihood function to make an

estimate on weight θ. If we let p(y(i) � 1 | x(i); θ) � hθ(x(i))

and p(y(i) � 0 | x(i); θ) � 1 − hθ(x(i)), the likelihood for a
single data x(i) is. p(y(i) | x(i); θ) � (hθ(x(i)))y(i)

(1 − hθ
(x(i)))1− y(i)

.
Finally, the likelihood function for the whole data,

x(i)􏼈 􏼉
n

i�1, is to multiply likelihood of each data. Next, log
operation is performed to enumerate log likelihoods in a
linear combination as the follows:

L(θ) � 􏽘
n

i�1
y

(i)log hθ x
(i)

􏼐 􏼑 + 1 − y
(i)

􏼐 􏼑log 1 − hθ x
(i)

􏼐 􏼑􏼐 􏼑.

(11)

In order to maximize the likelihood, L(θ), we chose to
perform gradient descent algorithm that iteratively updates
cost function, J(θ), where J(θ) � − L(θ). -erefore, θ is
updated with the following equation:

θj :� θj −
α
n

􏽘

n

i�1
hθ x

(i)
􏼐 􏼑 − y

(i)
􏼐 􏼑x

(i)
j . (12)

Existing literature [18] designed a nonlinear logistic
function by two approximation techniques, namely, the
Taylor series method and least square approximation. In this
paper, we show feasibility of constructing two different
approximation techniques based on our proposed bitwise
FHE operations to perform the logistic regression.

6.2.1. Taylor Series Method. It is well-known that Taylor
expansion enables a differentiable real-valued function f(x)

to be expanded in a series at x � a such that
f(x) � 􏽐

∞
r�1f

(r)(a)/r!(x − a)r � f(a) + (f′(a)/1!)(x − a) +

(f″(a)/2!)(x − a)2 + · · · where f(r) is denoted by r-th de-
rivative of f.

Bos et al. applied Taylor series expansion to logistic
function which facilitates calculation of the nonlinear
function since the altered equation incorporates only the
four fundamental operations [18]. -erefore, Taylor series
polynomial of degree 9 for sigmoid function can be derived
as

Input: data X ∈ RD×N, Y ∈ RN, learning rate α, number of iteration
Output: Parameter θ ∈ R D

(1) Initialize parameter θ to FX
(2) Gradient descent part 1: calculate partial derivative of cost function J(θ)

(3) Gradient descent part 2: multiply α with the value of part 1
(4) Gradient descent part 3: update θ until iteration times
(5) return each of θ’s

ALGORITHM 3: -e algorithm of linear regression.
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g(x) �
1

1 + e− x

≈
1
2

+
1
4

x −
1
48

x
3

+
1
480

x
5

−
17

80640
x
7

+
31

1451520
x
9
.

(13)
Using our basic bitwise FHE operations that are pre-

sented in the previous section, we can construct approximate
logistic function by Algorithm 4. In addition, we refer ci

to coefficients of g(x) where c0 � 1/2, c1 � 1/4 ,· · ·, c5 �

31/1451520.
Figure 7 illustrates approximated logistic function with

respect to Taylor series expansion. Our approach guarantees
a boundary of (− 1, 1) while (− 2, 2) for the existing literature
[18]. -is is due to the 4th and 5th coefficients that are 0 for
the length of the input designated by 32 bit. -is can be
solved by assigning larger length to represent the coefficient
numbers.

6.2.2. Least Square Approximation. Kim and Cheon et al.
proposed a least square polynomial that broadens bounded
domain of Taylor series expansion to (− 8, 8) [19, 20]. -e
underlying principle is to derive a function g(x) that
minimizes mean squared error (MSE) such that 1/|I|

􏽒
I
(g(x) − f(x))2dx where |I| is denoted by the length of an

interval.
We omit an algorithm for implementing the least square

approximation with respect to our scheme since the algo-
rithm follows a similar procedure as in Algorithm 4. -e
visualized comparison of the real sigmoid function with our
approach and that of the existing literature [18] can be seen
in Figure 8 to verify that our FHE scheme can approximate
the desired function equal to the current literature.

6.2.3. FHE Gradient Descent Algorithm. When the logistic
function is designed either by the Taylor series or the least
square approximation technique, we are able to perform the
gradient descent algorithm for parameter estimate. -e
process of logistic regression is indicated in Algorithm 5.

6.2.4. Performance Evaluation of the FHE Logistic Regression.
We implemented logistic regression with two of the strat-
egies mentioned previously. From Algorithm 4, we claim
that number of data (N), length of data (l), dimension (d),
and iteration (p) are the principal factors of time complexity
(T) for both methods. We deliver their time performances in
a precise manner, where TTaylor and Tls are time complexity
of the Taylor series and least square approximation,
respectively:

Ttaylor(N, l, d, p) � Ndp 13 6l
2

+ 4􏼐 􏼑TG + 4lTM􏽮 􏽯􏽨

+ 6(5l − 3)TG􏼃 + 6(5l − 3)TGdp,

Tls(N, l, d, p) � Ndp 10 6l
2

+ 4􏼐 􏼑TG + 4lTM􏽮 􏽯􏽨

+ 5(5l − 3)TG􏼃 + 6(5l − 3)TGdp.

(14)

Since the time for experiment requires fairly significant
amount of time, we set number of data, dimension, and
iteration to be 10, 2, and 1, respectively. -e summary of
time performance with respect to 16 bit is elaborated in
Table 5.

6.3. kNN Classifier. -e bitwise FHE method of imple-
menting the kNN algorithm in Algorithm 6 is almost
similar to that of the plaintext, except the sorting operation
which is described in the next section. -e conventional
kNN algorithm uses Euclidean distance between data, but
our algorithm replaced the distance as the sum of the
absolute value for speed efficiency. Also, when sorting the
calculated distances, we searched for only the k smallest
values to reduce the computation time. As shown in Al-
gorithm 6, we need to design two additional homomorphic
operations for the homomorphic kNN classifier: sort of
Algorithm 7 and conditional swap of Algorithm 8.

When sorting is completed, we check the labels of the
nearest k data and output the major labels. Since the label is
also encrypted, it is not possible to know which label is the
most major.In order to attain the most frequently used label,
we first counted number of data with the same label. Since the
counting numbers are encrypted, we perform equivalent
compare operation of a label to the other labels. Lastly, we add
all the output numbers and sort out in descending order to
pick the largest number, which is our desired label. Algo-
rithm 9 represents the pseudocode that finds the most major
label among the labels of k-nearest data in our kNN algorithm.

6.3.1. Sorting for kNN Algorithm. -e kNN algorithm on
encrypted domain requires sorting algorithm to find the
nearest neighbors, so we design a new sort algorithm for
ciphertext. Algorithm 7 represents the pseudocode to sort
the numbers in arr[n] by the selection sort algorithm.

A swap operation that simply exchanges a location in a
ciphertext should only change its position as in plaintext, but to
apply the selection sort algorithm to ciphertext, wemust decide
whether to relocate it through a large or small comparison. So,
we have to input the factor to determine whether to swap or
not, and we call this swap operation conditional swap.

6.3.2. Conditional Swap. Conditional swap operation runs
swapping if a determining factor is E[1]. Otherwise, data are
not swapped. In the selection sort algorithm, if arr[i] is
bigger than arr[j], it has to be swapped. -erefore, it outputs
E[1] through a large comparison operation and puts it into
the factor to decide whether to swap or not. If arr[i] is less
than or equal to arr[j], swap will not occur because it outputs
E[0] through the large comparison operation. Algorithm 8
represents the conditional swap pseudocode that takes this
situation into consideration.

When S is E[1], arr[i]�NS arr[i] + S arr[j] is arr[j] and
arr[j]� S arr[i] +NS arr[j] is arr[i]. -us, swap operation has
occurred. -e other way, in case S� E[0], arr[i]�NS arr
[i] + S arr[j] is arr[i] and arr[j]� S arr[i] +NS arr[j] is arr[j].
-us, swap operation has not occurred.
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6.3.3. Performance Evaluation of the FHE kNN Classifier.
We set the number of data (N), the dimension of data (d), the
length of data (l), the number of near neighbors (k), and the
length of label (L) as factors of the kNN algorithm.-en, the
time complexity of kNN algorithm (T) can be expressed as
follows:

T(N, d, l, k, L) � N d(12l − 6) − 5l + 3{ }TG􏼂

+ dTM􏼃 +
k2 + k(2N − 3)

2
lTG􏼈

+(3l + 2L)TM􏼉

+
(k − 1)(k − 2)

2
(7L − 4)TG

+(k − 1) LTG + 5LTM( 􏼁.

(15)

We set the initial values to (N, d, l, k, L)� (64, 1, 10, 3, 1)
for the experiment. When conducting experiment with the
initial value, it took 226 seconds. -en, we performed the
experiment by changing the value of each factor one by one.
As a result, because the algorithm consists solely of linear

operations except k, we confirmed that the speed of the
algorithm is almost proportional to the value of each factors.

6.4. k-Means Algorithm for Image Segmentation. We also
performed gray color image segmentation using the k-means
algorithm. -e target image for the homomorphic segmen-
tation has the 8-bit gray color of each pixel in the image, and
the k-means algorithm is used to input the encrypted color
value of all the pixels. In order to do this, the cloud server first
obtains encrypted values of the pixels at N random locations
rather than all encrypted pixels for efficient computation.
Afterwards, the k-means algorithm is applied to partition N
encrypted pixels into k clusters. As a result, the cloud server
calculates the representative values of k clusters in a homo-
morphic way. After deciphering the representative values in
the client’s side, the colors of all the pixels in the image are
compared with the representative values, and image seg-
mentation is performed by replacing the color with the
representative value of the near cluster. Our algorithm of
k-means is given in Algorithm 10; we performed the algo-
rithm by expanding the total data size to 10 bits considering
8-bit original data, the sign bit, and addition operation.

In general, use the Euclidean distance when calculating
the distance between two points. In this experiment, how-
ever, another method can be used because the dimension of

Input: a training data x(i)

Output: logistic value of x(i) w.r.t the Taylor expansion method
(1) Convert coefficient ci into arrays
(2) Construct power series of x to 9th power
(3) Multiply ci with corresponding power of x
(4) Add all the derived terms in step 3

ALGORITHM 4: FHE sigmoid function by Taylor expansion.
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Figure 7: Comparison of real sigmoid with our approach and
Taylor series approximation from existing literature [18].
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Figure 8: Comparison of real sigmoid with our approach and least
square approximation.

10 Security and Communication Networks



the data is one-dimensional. After calculating the center
point of each representative value of each cluster, labeling is
performed without calculating the distance through com-
parison of the data with the values.

Since the values of the data are not known in the
encrypted state, when the representative values of the cluster
are given, it is not known which value is closest to the

representative value. However, we can set the label to dis-
tinguish the nearest value from the representative value of
each cluster. Let E[1] and E[0] denote each label. -rough an
AND operation of each data and its label, we can divide all
data into 0 of which all bits are set to E[0] and non-0 values
(if a data’s label is E[0], the result of AND operation is 0
value; otherwise, the result is non-0 value). Now, we can

Input: training data X,Y
Output: parameter θ

(1) Set parameter θ to 0
(2) Assign learning rate α and iteration number p, respectively
(3) Calculate partial derivative of cost function J(θ) for the training data X,Y
(4) Multiply α/n by the previous outcome
(5) Update θ by the result of step 4
(6) Repeat steps 3 to 5 for p times to obtain θ

ALGORITHM 5: -e algorithm of logistic regression.

Table 5: Execution time of logistic regression w.r.t two different strategies (16-bit inputs).

Strategy Taylor expansion series Least square approximation
Time (s) 12961 11315

Input: training data (X, Y, l), test data (x, y), and the number of neighbors, k
Output: test label lt

(1) Calculate distance with training data (X, Y) and test data (x, y) with absolute value operation.
(2) Sort the smallest k distance using conditional swap operation on selection sort algorithm.
(3) Output most major label among the labels of nearest k data.

ALGORITHM 6: -e algorithm of kNN classification.

Input: arr[n] � [a1, a2, . . . , an]

Output: SORT(arr[n])
(1) for i � 1 : (n − 1) do
(2) for j � (i + 1) : (n − 1) do
(3) COND_SWAP(arr[i], arr[j], S)
(4) end for
(5) end for
(6) return arr[n]

ALGORITHM 7: Pseudocode of sorting.

Input: arr[i], arr[j], S
Output: COND_SWAP(arr[i], arr[j], S)

(1) S � L_COMP(arr[i], arr[j]): large comparison
(2) NS � S

(3) arr[i] � NS∧ arr[i] + S∧ arr[j]

(4) arr[j] � S∧ arr[i] + NS∧ arr[j]

(5) return arr[i], arr[j]

ALGORITHM 8: Pseudocode of conditional swap.
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obtain the average of the clusters by dividing sum of data
with sum of labels.

6.4.1. Performance Evaluation of the FHE k-Means Clustering
Algorithm. We set the number of data (N), the length of
data (l), the number of clusters (k), and the number of
iterations of the algorithm (p) as factors for the k-means
algorithm. -en, the number of gates (T) can be expressed
as follows:

T(N, l, k, p) � p (k − 1)(5l − 3)TG􏼂

+ N(k − 1) TG + TM( 􏼁

+ k NlTG +(N − 1)(5l + 5 logN − 6)TG􏼈 􏼉

+ k 8l
2

− 4l + 4􏼐 􏼑TG + l
2

+ 2l􏼐 􏼑TM􏽮 􏽯

+ NlkTG􏼃.

(16)

-e algorithm took 148 seconds given the initial value,
(N, l, k, p)� (64, 10, 3, 1). -e experiment was set up with an

Input: l1, l2, · · · , lk
Output: lp

(1) for i � 1 : (k − 1) do
(2) si � 1
(3) for j � (i + 1) : k do
(4) if li � lj then
(5) c � 1
(6) else
(7) c � 0
(8) end if
(9) si � si + c

(10) end for
(11) end for
(12) p � argi max(si) for i � 1 : k

(13) return lp

ALGORITHM 9: -e pseudocode to find a label with majority.

Input: data X, the number of neighbors k, and the initial value of clusters uk

Output: labeled data (X, l)
(1) Obtain the distance between each cluster uk and the data X.
(2) For each data, label closest clusters.
(3) Initialize the cluster uk by averaging the data with the same cluster value.
(4) Repeat steps 1 to 3 to obtain converged clusters and return the labeled data.

ALGORITHM 10: -e algorithm of k-means.
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Figure 9: (a) An original image and (b) its segmented image on the encrypted domain.
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input of an image in Figure 9(a), where the parameters are
given as 64, 10, 3, and 10. -e representative value for each
cluster is recorded as 23, 56, and 170, respectively. -e
experiment took approximately 1,500 seconds, and the result
of segmentation can be checked in Figure 9(b).

7. Discussion

In this section, we describe the limitation of our proposed
approach in usage. Our proposed approach has a concern:
it has extremely slow computation with large memory
space.

Currently, it is true that bit-based schemes are inefficient
in terms of speed and memory compared to integer-based
schemes. However, integer-based schemes have a fatal
disadvantage that their possible operations are limited and
can only be used for specific algorithms. -is is a funda-
mental problem and hard to improve. On the other hand, the
speed of computation, which is a disadvantage of bit-based
schemes, can be improved more flexibly.

Our current approach is not optimized yet, so each
operation on encrypted domain is extremely time con-
suming. However, this problem may be addressed by ac-
celerating the computation with a lot of state-of-the-art
techniques. For instance, the atomic operations can be
implemented in a hardware level rather than in a software
level. FPGA and ASIC would be the good candidates for the
implementation. Additionally, we can reduce the compu-
tation time by optimizing the logic and programming codes
in a software level. We can also save the computation time
using a graphical processing unit (GPU) and parallel
computing scheme.

8. Conclusion

In this paper, we have proposed basic homomorphic
arithmetic operations using bitwise homomorphic gates. We
applied these bitwise homomorphic operations to several
well-known data mining techniques: the linear regression,
logistic regression, k-NN classifier, and k-means clustering.
To implement the algorithms, we introduced advanced
bitwise operations such as sorting and conditional swap,
which are specific to bitwise homomorphic operations. With
our proposed bitwise homomorphic atomic and additional
operations, even data scientists without any knowledge of
FHE can easily analyze and process data on encrypted
domain.
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�e objectives of cyberattacks are becoming sophisticated, and attackers are concealing their identity by masquerading as other
attackers. Cyber threat intelligence (CTI) is gaining attention as a way to collect meaningful knowledge to better understand the
intention of an attacker and eventually predict future attacks. A systemic threat analysis based on data acquired from actual cyber
incidents is a useful approach to generating intelligence for such an objective. Developing an analysis technique requires a high-
volume and �ne-quality data. However, researchers can become discouraged by inaccessibility to data because organizations
rarely release their data to the research community. Owing to a data inaccessibility issue, academic research tends to be biased
toward techniques that develop steps of the CTI process other than analysis and production. In this paper, we propose an
automated dataset generation system called CTIMiner.�e system collects threat data from publicly available security reports and
malware repositories.�e data are stored in a structured format. We released the source codes and dataset to the public, including
approximately 640,000 records from 612 security reports published from January 2008 to June 2019. In addition, we present a
statistical feature of the dataset and techniques that can be developed using it. Moreover, we demonstrate an application example
of the dataset that analyzes the correlation and characteristics of an incident. We believe our dataset will promote collaborative
research on threat analysis for the generation of CTI.

1. Introduction

Cyber threat intelligence (CTI) is evidence-based knowledge
including context, mechanisms, indicators, implications,
and actionable advice regarding existing or emerging threats
to assets [1]. CTI can be utilized to achieve a broad situa-
tional awareness, collaborate in defeating cyber threats faced
by others, and prevent cyber threats by applying CTI into
defense systems.

With an increase in global cyber threats, CTI is gaining
increased attention as a response to such threats. Many
nations and organizations have also attempted to promote
the use of CTI by enacting laws that legalize and encourage
the collection of CTI [2], sharing CTI through multilateral
cooperation [3–5], and establishing various standards [6, 7].
Furthermore, during the recent decade, the number of ar-
ticles related to CTI have dramatically increased, as shown in

Figure 1 (Google Scholar search result with exact keyword
matching of “cyber threat intelligence” including patents
and citations on March 30, 2019).

During the Olympic Winter Games in PyeongChang
2018, a cyberattack targeting the server operated by the
organizing committee occurred. What makes this case
noteworthy is that the security researchers attributed dif-
ferent countries as the perpetrators of the attack.�e authors
in [4, 8] insisted that Chinese and Russian actors were re-
sponsible for the attack, respectively. In [9, 10], it was
pointed out that it is impossible to attribute the attack to a
speci�c country based on the small amount of code dis-
covered, which overlaps malware used by the Lazarus
Group, a hacking group from North Korea. However, the
authors of [4] insisted that there was evidence indicating that
a Russian attacker tried to masquerade as a North Korean
hacking group. In this example, we can see that a precise
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evidence-based analysis that considers all possibly related
cases is vitally important for CTI generation.

However, among the traditional intelligence processes
[11], i.e., planning and direction; collection, processing, and
exploitation; analysis and production; and dissemination and
integration, most technical studies on CTI have tended to
focus on steps other than analysis and production, which
require a real CTI dataset. Despite the many advantages of a
CTI analysis as mentioned in [12], such as (1) an in-
teroperability of the data (machine, vendor, and organization
independent), (2) a compact expression of the heterogeneous
source of the threat information, and (3) the possibility of
conducting a long-term and nation-wide threat analysis, we
believe that the most challenging aspect of such a study is the
limited accessibility of data to researchers. Although some web
services provide functionality when searching for threat data,
they do not offer a sufficient and useful set of data for research
purposes. In addition, most of the datasets consist of only
specific data types, e.g., the IP, URL, or hash value, and some
datasets are strictly restricted to access in certain regions or to
people of a particular nationality.

In this paper, we propose a cyber threat dataset generation
system called CTIMiner, which automatically collects data
from public security reports and malware repository websites
and stores the data in a structured format. +e generated
dataset contains several types of data including malware
analysis information, which consists of the file path, mutex,
code sign information, and the other data types listed above.
+e main contributions of our work are as follows:

(i) Promoting collaborative CTI analysis research by
proposing a cyber threat data generation system and
a public database

(ii) Demonstrating the use of the dataset for a corre-
lation analysis

(iii) Suggesting the development of techniques to gen-
erate CTI from a dataset

At this point, it would be warranted to introduce the
techniques used to generate CTI from a dataset. However, this is
beyond the scope of this paper and remains as our future re-
search concern. We believe that the suggestion of the required
techniques for analyzing the dataset can inspire the researchers
and promote research into CTI analysis.

+e remainder of this paper is organized as follows. +e
intelligence process and its associations with CTI activities are
presented in Section 2 with several studies related to each step.
+e overall system architecture of CTIMiner and the phases
composing the runtime process are described in Section 3. +e
dataset structure, the data categories, and the statistical features
are detailed in Section 4. In Section 5, the dataset usage is
demonstrated, and analysis techniques are suggested. In Section
6, we provide some concluding remarks.

2. Related Works

2.1. Intelligence Process and Automated CTI Activities. In the
field of military operation, the well-defined intelligence
process illustrated in Figure 2 was adapted to efficiently

generate intelligence from low-level data collected in the
field to support the decision-making process. +is process is
intended to be followed by a human intelligence officer but
can also be projected into automated CTI activities.

Once the operation direction is determined to fulfill the
identified intelligence requirement, the raw data are col-
lected and extracted from the sensors and data sources,
which have the ability and functionality to obtain such data.
+e data gathered from these various sources are combined
and converted into forms, in other words information,
allowing the data to be efficiently analyzed. +e information
is passed into an analysis algorithm, such as a big data or
machine learning-based method, which enables the in-
telligence collected to be used by human analysts. Such
intelligence is then spread to others who have access to it.
+e shared intelligence can also be integrated into the in-
telligence already available to users.

+e association between the intelligence process and
automated CTI activities is illustrated in Figure 3. In the
following subsections, previous studies regarding CTI are
introduced in order of the applied intelligence process,
excluding the planning and direction steps because these are
more strategic, rather than technical, concerns.

2.2. Collection. Because CTI is also a product of threat data
processing through the intelligence process, low-level threat
data can be collected during this step. Goel classified the
types of data to be collected into unstructured and network
data [13]. +e former typically consists of hacker forum
postings, blogs, and websites, whereas the latter is generated
from information security systems such as firewalls, in-
trusion detection systems, and honeynets.

Benjamin et al. proposed a method for extracting in-
formation from hacker forums, IRC channels, and carding
shops to identify threats [14]. In addition, Fachkha and
Debbabi characterized the darknet and compared several
methods for extracting threat information there [15].

As a data repository for research regarding cyber security
analysis, the Information Marketplace for Policy and
Analysis of Cyberrisk & Trust (IMPACT) [16], which is based
on Protected Repository for the Defense of Infrastructure
Against Cyber +reats (PREDICT) [17], provides several
types of data, such as network flow, IDS and firewall, and
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unsolicited email data. It also provides useful tools for data
analysis. However, the service is only available to DHS-ap-
proved countries, namely, the United States, Australia,
Canada, Israel, Japan, Netherlands, Singapore, and the
United Kingdom.

2.3. Processing and Exploitation. During the processing and
exploitation step, raw data collected are converted into
forms that can be readily applied by intelligence analysts and
other users. Unstructured data and heterogeneous sources of
data having different structures can be stored in a unified
data format during this step for further analysis.

STIX [18] and OpenIOC [19] proposed by MITRE and
MANDIANT are representative standards for expressing
threat data. Specifically, STIX is widely used owing to the
scalability of its schema, which uses components such as
CybOX and CAPEC. Liao et al. proposed an element ex-
traction method for constructing structured data from
unstructured data [20]. One notable aspect of this approach
is that the meaning of the elements in the context can also be
retrieved using a natural language processing technique.

2.4. Analysis and Production. During the analysis and
production step, all processed information is integrated,
evaluated, analyzed, and interpreted to produce intelligence.
Kornmaier and Jaouën insisted that, to generate operational
or strategic intelligence beyond tactical information, which
is technical in nature, the threat data should be fused with
data collected from different disciplines such as Human
Based Intelligence (HUMINT), Imagery Intelligence
(IMINT), Signal Intelligence (SIGINT), and Geographic
Intelligence (GeoINT) [21].

Modi et al. proposed an automated threat data fusing
system that correlates data crawled from the web by applying
a string-matching based approach [22]. Similar commercial

CTI services have also been developed, such as iDefense®IntelGraph by Verisign and a web intelligence engine by
Recorded Future that allows users to navigate through ex-
tensive threat data following a string-matching correlation.
One key feature of Recorded Future is that it can conduct a
predictive analysis of specific future events through the use
of information compiled in advance [23]. However, com-
mercial services provide an indicator-centric analysis ap-
proach making it difficult to trace the correlation between
incidents.

Kim et al. proposed a general framework for an efficient
CTI correlation analysis by adopting a novel concept that
expresses similarity between threat events in a graphical
structure [12]. A graphical structure allows the analysts to
trace the specifications and transition of related cyber in-
cidents to infer an attacker’s intention.

Using a threat report as the source of information,
Qamar et al. proposed an automated mechanism to analyze
the risk of a reported threat toward a networked system [24].
For this purpose, they defined the ontology of the IoCs,
network, associated risk, and their relations. For the risk
analysis of a networked system, four parameters, namely, the
threat relevance, threat likelihood, total loss of affected as-
sets, and threat reachability, are defined.

2.5. Dissemination and Integration. During the dissemina-
tion and integration step, intelligence is delivered to and
used by the consumer. A guideline [25] and technical
standard protocol [26] have been developed for sharing CTI.
In addition, MISP [27], MANTIS [28], and CIF [29] are
useful open-source platforms to store and share CTI. +e
closed CTI sharing ecosystems (e.g., C-TAS [30]) also exist
to several countries and industry fields.

As more participants in a community share CTI, access
control issues with the shared data often arise. Zhao and
White proposed an access control model that extends the
group-centric Secure Information Sharing model to support
collaborative information sharing in a community [31].
Although such assistive technologies promote CTI sharing,
for example, social and political issues, the authority to
operate CTI sharing policies and the trust management
within a community are often controversial when estab-
lishing collaborative CTI sharing.

2.6. Data, Information, and Intelligence. In many CTI-re-
lated studies, the terms, data, information, and intelligence,
are often intermixed without clarification. We need to use
them clearly, as illustrated in Figure 4, based on the defi-
nition in [11].

Data are the individual facts collected from sensors in an
operational environment. Information is data gathered and
processed into an intelligible form, and intelligence is the
new understanding of current and past information that
allows a prediction of the future and informed decisions.

+ese definitions are applied not only to the general
intelligence process but also to CTI activities. +roughout
the data fusion and mining process, Bass defined data as
measurements and observations; information as data placed
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in context, indexed, and organized; and knowledge, which is
equal to intelligence, as information that has been explained
or understood [31].

3. CTIMiner System Architecture

We propose a cyber threat data collecting system, CTIMiner,
using the system architecture presented in Figure 5. +e CTI
collecting procedure is composed of three phases. During
the first phase, the system gathers threat data from publicly
accessible cyber intelligence reports published by organi-
zations and companies. It also collects additional related
data from a malware repository during the second phase.
Finally, all collected data are stored in the database after
passing through the last phase generating combined in-
formation in a structured format.

3.1. Phase 1: Parsing Indicators of Compromise. +is phase
starts with collecting cyber intelligence reports that analyze
cyber incidents and malware interrelated APT campaigns and
groups. For this, we obtain a list of papers from public
repositories (APTnotes (https://github.com/aptnotes/data) APT
& CyberCriminal Campaign Collection (https://github.com/

CyberMonitor/APT_CyberCriminal_Campagin_Collections))
that provide publicly available articles and blog content related
to malicious attacks, activities, and software associated with
vendor-defined APT groups and/or tool sets. To maintain the
usability of the dataset, we exclude the periodically published
threat analysis reports from a list, integrating the analysis results
from different APTgroups that have no interrelation with each
other. +erefore, it can be assumed that the data extracted
during phases 1 and 2 are related to the same (or related) threat
actors. We can use this property to set the ground truth of the
data for analysis. +is property and the dataset usability are
explained in detail in Sections 4 and 5, respectively.

Next, Indicators of Compromise (IoCs) are extracted
from the reports using a parser. We utilize a modified
ioc_parser (https://github.com/armbues/ioc_parser) that
extracts IoCs matched by predefined regular expressions
such as the URL, host, IP address, email account, hashes
(MD5, SHA1, and SHA256), common vulnerabilities and
exposures (CVE), registry, file names ending with specific
extensions, and the program database (PDB) path. Among
the data obtained, the malware hash values are passed to the
second phase for further data collection, and other values are
passed to the last phase.

+e IoC extraction performance is critically influenced
by the performance of the parser. +erefore, other parsers
can be chosen to increase the performance of this phase.

3.2. Phase 2: Collecting Analysis Data. Owing to the func-
tional limitation of a parser, there may be remaining IoCs
not extracted from the reports that can be found in malware
analysis data. Moreover, we can obtain additional data from
the analysis results that are not in the content of the reports.
Notably, the valuable data, which cannot be expressed as a
regular expression such as mutex, file mapping, code sign,
and other strings, are only collectible from the malware
analysis results.

To collect the malware analysis data, we use the malware
repository service, malwares.com, operated by Saint Security
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Inc., the first cloud-based malware analysis platform in
South Korea. It possesses over 800million malware samples
and maintains a partnership with VirusTotal. If the malware
analysis results are retrieved by querying the hash value, the
data in the results, namely, hashes, URLs, IP addresses, PDB
paths, code signs, file names, and other strings, are passed to
the last phase; otherwise, the hash value itself is passed. We
do not store malware samples in the database because of the
possible occurrence of copyright concerns when it is publicly
released. For the new hash values found from the results, the
analysis data are gathered through the same procedure.

3.3. Phase 3: Data Filtering and Storage. +e data collected
from several sources may be redundant or noisy and can be
filtered out during this phase. For example, some files are
automatically generated by the operating system regardless
of the intent of the malware creator when the malware is
executed. We merge the repetitive data and remove noisy
data during this phase. However, the tradeoff between false
positives and false negatives needs to be considered for noise
removal. +e filtered data are stored in the MISP server,
which provides an API to manage and export data in various
structured formats.

Optionally, we categorize the data types composing the
dataset and analyze their statistical characteristics during
this phase, the results of which are presented in the next
section.

3.4. System Processing Results of Phases 1 and 2. We ran this
system on 612 collected APTreports published from January
2008 to June 2019, the numerical processing results of which
are in Table 1. Among the 14,313 malware hashes extracted
from the reports, we obtained analysis results for 68.1% of
them from the malware repository. Among the analysis
information, we found 450 new malware hashes that were
not contained in the APT reports and added the analysis
information to the dataset. +e value of including the
malware analysis data, in addition to the IoCs extracted from

the reports, is described in the statistical analysis of the
dataset provided in Section 4.2.

4. Dataset Descriptions

4.1. Dataset Structure and Data Types. +e dataset is com-
posed of several sets of events, and Figure 6 shows the re-
lationship of one set of events, which is composed of two
types of events, namely, one report event and several mal-
ware events. A report event includes the data extracted from
the first phase described in Section 3, which parsed the
texture IoCs from the APT reports. Malware events are
created whenever malware hashes are detected, and it is
possible to obtain their analyzed data during phase 2. +ese
malware events and report events from which the malware
hashes are originated can be grouped under the title of the
report.

+e data schema of an event is presented in Figure 7, and
a short example of a set of events is shown in Figure 8.
Because all malware events originating from one report
include the same file name of the report, this can be used as
the ground truth of the correlation analysis of the data. In
addition, the malware compilation dates and the publication
dates of the reports can be useful for a temporal analysis of
the dataset. A sample application of the dataset for a cor-
relation analysis using these dataset characteristics is
demonstrated in Section 5.

+e types of attributes stored in a dataset are the IP, URL,
email address, date and time, CVE, file name, PDB path,
digital code sign serial number, and other string data,

Public security (APT) reports
Malware hashes

Malware
repository

Parse IoCs

Has analysis
result?

no
Malware hash

yes

Data filtering

IP, URL, account,
strings, etc

Phase 1: parsing IoC

Phase 2: collecting analysis data

Phase 3: data filtering and storage

Malware analysis data
(Hashes, Mutex, filemapping, codesign, IP, URL, etc)

Figure 5: CTIMiner system architecture.

Table 1: Processing results of phases 1 and 2.

Types No. %
No. of reports 612 —
No. of data stored in the dataset 642,810 —
No. of extracted malware hashes from the reports 14,313 —
No. of analyzed malware 9,753 68.1
No. of additionally extracted malware 450 4.6
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Figure 6: Relationship of a set of events.
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including the author and title of the document. +e amount
of data, the report, and the malware events are shown in
Table 2. Using the source codes that we publicly released, a
dataset composed of the attribute types of interest can be
created.

4.2.DataCategories andStatistics. We observed that the data
collected from the reports and the malware analysis in-
formation are related to common cyber campaigns or threat
actors, which can be categorized as shown in Figure 9.

+e characteristics of each category are as follows:

① Data that can only be extracted by the parser belong
in this category. +e quality and quantity of this type of
data depend highly on the contents of the reports and
the functionality of the parser.
② Malware analysis data contained in reports but
unable to be extracted by the parser belong in this
category. +e volume of this type of data shows how
much malware analysis data can compensate for the
limitation of the parser. In addition, the indicator of
this category can be used to compare the quality of the
analysis results from several malware repositories.
③ +is category includes the data extracted by the
parser as well as by the malware analysis results.
④ Some data related to campaigns or threat actors can
be excluded in the APT reports owing to the low
priority compared to other information or the analysis
limitations of the authors. Such data found from
malware analysis results belong to this category.
⑤ Noise data generated by the parser belong to this
category. +e functional limitation of the parser in-
creases the portion of data in this category.
⑥ Data in this category are the noise generated from
malware analysis information. It is difficult to distin-
guish between ④ and ⑥, but meaningless data gen-
erated by the runtime environment of malware belong
to this category.
⑦ +ere are numerous data in the reports that are
difficult for the parser or malware analysis information
to obtain. Specifically, nontechnical information such
as actors and groups of cyber campaigns mainly resides
in this category. +ese data need to be extracted
manually or by other supplemental methods.
⑧+is category is similar to⑦ in the sense that neither
data extraction methods can discover data in this
category. Publishers can intentionally exclude the data,
or may not even know about them. +e volume of this
category can be minimized by comparing several re-
ports related to the same campaigns or threat actors, or
by gathering multisource information such as
HUMINT and SIGINT.

+e statistical features of these dataset categories gen-
erated through phase 3 of the system are listed in Table 3. It is
worth noting that 43% of the data come from malware
analysis results (② and ④) and 26% are newly discovered

data that are not contained in the reports (④). Comparing
that the vast amount of data types in② with the hash values,
④ consists of various types of data including code signs, IP
addresses, and other string information valuable to identi-
fying an incident.

5. Dataset Application

As mentioned previously, the objective of generating our
dataset is to promote academic research related to CTI
analysis. We propose three research topics applying a dataset
and demonstrate one dataset application example in this
section. Although it would be better if a novel analysis
technique could be proposed, this is outside the scope of the
present paper. +e provided application example is the
automatically generated correlation analysis results of the
dataset using MISP.

5.1. Noise Removal. As described in Section 4, the dataset
includes several types of noise, which makes a further data
analysis difficult and causes erroneous results. +e dataset
contains noises owing to the malfunctions of the data ex-
traction methods and the inclusion of less meaningful data.
An effective noise removal technique should be able to
consider the contextual necessities of the data among the
entire dataset or sets of events. For example, the data
contained in several sets of related events where there is little
similarity of each event set is considered noise with a high
probability because it increases the dissimilarity of the event
sets correlated with the data.

5.2. Correlation Analysis. A proper usability of the dataset
comes from finding the underlying relations among the data.
Without any correlations, the dataset itself is nothing but a
significant amount of scattered data that can only be used to
search for the existence of certain items.

Because an event in the dataset is composed of several
threat data, the correlations between events are determined
by analyzing the relations among the threat data consisting
of such events. A string-matching-based method provided
by many commercial cyber intelligence services would be
one way to find the relations of events. However, this simple
method has several limitations. If two events contain at-
tacker names such as “Bart Simpson” and “B. Simpson,” a
simple string-matching-based method will not find the re-
lations between the events. Similarly, if the events include
the URLs, “bartsimpson.com” and “bsimpson.net,” the re-
lations will also not be discovered. A string-similarity
analysis and heuristics can be adopted to overcome such a
limitation. Moreover, probabilistic approaches can improve
an event-wise analysis when considering the relations
among sets of data of the events.

5.3. Temporal Analysis. Understanding the history of cyber
campaigns by adversaries is crucial, not only to defend
against current incidents and presume the underlying intent,
but also to draw the direction of adversarial activities from
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the big picture. Furthermore, the tactics, techniques, and
procedures identified from the campaigns through a tem-
poral analysis can be used to characterize the behavior of the
adversarial groups. +erefore, the characteristics can be
applied as a feature for a correlation analysis of the sequences
of events.

5.4. Example Dataset Application. +e proposed dataset can
be used for a correlation analysis of cyber incidences.+e cyber
threat actor group retrieving the correlation in the example is
the Lazarus group, which has been suspected to have con-
ducted many major cyber campaigns, including the following:

(i) +e Sony Pictures Entertainment attack (2014)
(ii) A bank heist including the Bangladesh Bank (2016)
(iii) +e worldwideWannaCry ransomware distribution

(2017)

We conducted a correlation analysis of a dataset col-
lected by CTIMiner with help from the MISP correlation
graph shown in Figure 10.

+e starting point of the correlation analysis is a security
report on “Lazarus’ False Flag Malware [32],” marked asⓐ.

As mentioned in the report, the Lazarus group was involved
in a polish banks heist, and the corresponding report of
which is [33] marked as ⓑ. +e datawise correlation of
incidents can be found in Figure 10. +e data in ①, which
are extracted from the reports and from malware analysis
results, correlate ⓐ and ⓑ, and the others in ② link ⓐ to
ⓒ, which is another report from BAE systems regarding the
Lazarus group.+erefore, throughⓐ,ⓑ, andⓒmay have a
correlation.

Although this paper does not intend to propose CTI
analysis techniques, by applying a previously proposed
dataset application, we can deduce practical lessons on how
this dataset can be used for CTI generation in this example.
A CTI analysis algorithm is basically able to find the con-
nectivity of the data extracted from the same APT report. In
advance, the algorithm can correlate the reports that analyze
the same attributes and campaigns. A CTI analysis algorithm
should eventually aim to generate actionable intelligence
allowing patterns of attack to be determined as a means to
predicting the intent of the attackers and to prepare against
similar attacks.

Kim et al. proposed an event-centric correlation analysis
approach to assist in generating such CTI. +ey suggested a
novel concept and a construction algorithm that expresses
the similarities among threat events and temporal charac-
teristics in a graphical structure [12]. To use our CTI dataset
for an advanced analysis, successive studies should be
conducted.

Table 2: Number of data for each type.

Year
Data types

Report Malware
Hash IP URL Email Date, time CVE File name PDB Code sign Others Total

2008 0 3 171 0 0 0 17 0 0 0 191 2 0
2009 2 7 84 2 0 0 10 0 0 0 105 2 0
2010 223 79 280 14 32 2 213 0 0 0 800 7 32
2011 1,440 412 478 17 319 7 713 2 38 25 3,340 14 319
2012 2,240 433 637 46 465 30 828 2 43 7 4,524 22 465
2013 8,329 2,505 3,032 599 1,798 45 3,003 97 802 61 19,571 47 1,798
2014 5,614 5,484 3,282 476 1,116 83 2,804 22 438 28 18,842 100 1,116
2015 6,801 2,752 2,658 334 1,554 48 3,077 28 206 34 17,258 78 1,554
2016 8,001 525,020 3,449 235 1,833 81 4,873 43 154 14 543,703 79 1,974
2017 4,343 3,316 3,582 534 935 49 2,780 13 99 9 15,660 72 1,017
2018 3,900 3,296 2,582 229 0 74 2,660 34 404 31 13,210 125 1,300
2019 (–Jun.) 2,046 719 1,439 194 0 51 1,110 9 36 2 5,606 64 628
Total 42,939 544,026 21,674 2,680 8,052 470 22,088 250 2,220 211 642,810 612 10,203

B. The data contained in the APT report

A. The CTI for related campaigns (or threat actors)

C. The data extracted
by the parser

D. The data collected
from malware analysis result

1
23 4

5

6
7

8

Figure 9: Data categories of the dataset.

Table 3: Percentage of data in each category.

Category ① ② ③ ④
% 46 17 11 26

8 Security and Communication Networks



6. Conclusion

Owing to the prevalence of cyber threats and a rapid
increase in the amount of data collected, researchers are
developing techniques for the different intelligence pro-
cesses to be actively conducted. However, compared to
other intelligence processing steps, studies have been
undertaken limitedly for the analysis and production step
that requires the real CTI dataset for the analysis. We
pointed out that dataset unavailability is the main reason
suppressing vitalization of the research despite many
interests. To address the problem, we proposed CTIMiner
system that generates the dataset consisted of the data
contained in security reports and supplemented with
malware analysis data related to the reports. After cate-
gorizing the types of data collected from the system, we
provided the statistical feature of the dataset. To show the
usability and applicability of the dataset, we proposed
several research topics possible to be conducted using the
dataset and demonstrated the correlation analysis result
for an event in the dataset.

Our future research direction is to develop and en-
hance the proposed analysis technique using the dataset
on top of the CTI correlation analysis framework [12]. By
releasing this dataset to the public, we believe it can
promote the threat analysis research to generate CTI.

Data Availability

+e source codes of CTIMiner system and the generated
dataset described in this paper are available to the public.
+ese are accessible at our GitHub repository (https://github.
com/dgkim0803/CTIMiner). Using the source codes, security
reports, and MISP, one can generate a dataset composed of
the data types that one has interested in.
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�e electric network frequency (ENF) has a statistical uniqueness according to time and location.�e ENF signal is always slightly
�uctuating for the load balance of the power grid around the fundamental frequency. �e ENF signals can be obtained from the
power line using a frequency disturbance recorder (FDR). �e ENF signal can also be extracted from video �les or audio �les
because the ENF signal is also saved due to the in�uence of the electromagnetic �eld when video �les or audio �les are recorded. In
this paper, we propose a method to �nd power grid from ENF signals collected from various time and area. We analyzed ENF
signals from the distribution level of the power system and online uploaded video �les. Moreover, a hybrid feature extraction
approach, which employs several features, is proposed to infer the location of the signal belongs regardless of the time that the
signal was collected. Employing our suggested feature extraction methods, the signal which extracted from the power line can be
classi�ed 95.21% and 99.07% correctly when ENF signals have 480 and 1920 data points, respectively. In the case of ENF signals
extracted from multimedia, the accuracy varies greatly according to the recorded environment such as network status and
microphone quality.When constructing a feature vector from 120 data points of ENF signals, we could identify the power grid had
an average of 94.17% accuracy from multimedia.

1. Introduction

A supply frequency of electrical power in power distribution
networks is called electric network frequency (ENF). In most
countries, the ENF has a nominal value of 50 or 60Hz. It is
essential to maintain a constant frequency value to prevent a
total collapse of the electric system and to keep the grid
stable. In order to balance between aggregate generation and
aggregate demand across the interconnection, the ENF
signals have small variations every moment [1]. �is change
is a normal phenomenon for stable operation of the power
grid and is acceptable if the value of ENF signal is less than
the threshold. Because of these characteristics of the ENF,
the ENF has uniqueness according to time and location.

�ere are two main methods for obtaining the ENF
signals. One is to collect the ENF signals utilizing special
equipment such as frequency disturbance recorders (FDRs).
�e other is to extract them from multimedia. When re-
cording audio �les or video �les, the ENF signals are also
being stored together because of the electromagnetic

in�uences from the power line [2]. In other words, the ENF
signals can be included in multimedia.�us, the ENF signals
in video �les or audio �les can be applied to digital forensics
to determine whether the �le is modi�ed or not [3, 4]. In
order to demonstrate the authenticity of the �le, reference
database is required to store the value of the ENF signals
extracted from the same time and the same area as the �le is
required. Since most forensics is done after a series of events,
a database of the ENF signals requires to be established for
almost all regions and times for the investigation.�is makes
it di¥cult to use the ENF signal for digital forensics. If we
can suggest which region an arbitrary ENF signal belongs to,
it will increase the value of applying the ENF signal to the
digital forensics.

In most countries, the location privacy is regarded as one
of the important personal information. Numerous people
around the world freely upload and download numerous
photos, audio �les, and video �les through social network
services, video sharing web services, and live webcam ser-
vices such as Facebook [5], Instagram [6], YouTube [7],
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Earthcam [8], Skyline Webcams [9], and explore [10]. To
comply with personal privacy regulations, web service
providers remove GPS information from uploaded photo or
video file’s metadata before posting on online or obtain
user’s agreement to release their location information.
However, there is a research that not only the location in-
formation exists in the metadata of audio files or video files
but also the location could be inferred from ENF signals in
audio files or video files [11, 12]. Kim et al. [12] conducted a
study on the construction of a national-scale ENF map using
multimedia recorded in several areas. Jeon et al. [11] sug-
gested intragrid location estimation of audio files and video
files from Voice over Internet Protocol (VoIP) applications
and streaming services using ENF map. Both studies [11, 12]
require ENF signals collected at the same for inferring
location.

In this paper, we introduce the model that extracts
features from ENF signals and identifies the power grid
where ENF signals are extracted from. Using our proposed
method, we can estimate the location even if ENF signals are
not obtained from close time to the train dataset because we
extract features by power grids. We evaluated our model on
three power grids in the United States and the Eastern, the
Western, and the Texas power grid. We collected ENF
signals from these power grids. We constructed two types of
ENF signal datasets. -e first is composed of ENF signals at
the distribution level of the power systems. Another is
extracted from video files and audio files provided by
worldwide live webcam services, such as Skyline Webcam
[9], Earthcam [8], and explore [10] and video sharing web
service YouTube [7] on the Internet.

To extract enough features to classify the power grid, we
mainly merge features extracted from three different
methods which consist of the autoregressive coefficients
using the Yule–Walker method, the Shannon entropy on
terminal nodes of maximal overlap discrete wavelet packet
transform, and the multiscale variance of maximal overlap
discrete wavelet transform. Finally, a feature vector is
constructed by adding the variance of ENF signals into the
merged feature from three main feature extraction algo-
rithms. -e support vector machine (SVM) and XGBoost
[13] are compared as a method of classifying the power grid
using extracted features. We finally evaluated the experi-
mental results of our proposed method depending on the
number of ENF signals. -rough our proposed method, we
have been able to identify power grids with high accuracy.

Our main contributions are summarized as follows:

(i) We can estimate the power grid of ENF signals
extracted from the power line and online multi-
media. By analyzing ENF signals, the power grid can
be efficiently identified without reference data
which are composed of ENF signals extracted from
the same time and the same region of recorded files.

(ii) Using our proposed feature extraction algorithm,
we can perform analysis on much less data than the
number of raw signals. We propose to construct a
feature vector from the three main feature extrac-
tion methods.

(iii) We studied the factors that influence the estimation
of the power grid through ENF signals. First of all,
we have investigated the power grid identification
accuracy according to the number of ENF signals. In
addition, we analyzed the power grid estimation
accuracy conducted on the harmonic components
used in extracting ENF signals from online
multimedia.

-e structure of this paper is as follows. In Section 2, we
introduce the related work of estimating location using ENF
signals. Moreover, we present a related research that extracts
ENF signals from a multimedia file with sound recorded
such as audio files or video files. Section 3 shows the two
main background knowledge required in this paper. In
Section 4, we explain the two types of the ENF signal dataset
used in our proposed method. We propose our algorithm to
estimate the power grid using ENF signals in Section 5. We
evaluate our proposed technique using the accuracy and F1
score in Section 6. In Section 7, we discuss the importance of
our experiments and the limitations of our work. Finally, we
conclude this paper in Section 8.

2. Related Work

In this section, we present the related research of location
estimation using ENF signals and the study of extracting
ENF signals from multimedia.

2.1. Location Estimation Using ENF Signals. Over the past
few years, researches have been consistently proposed to
classify ENF signals by location [2, 14–16]. Yao et al. [15]
suggested the wavelet-based signature extraction and feed-
forward artificial neural network-based machine learning.
-ey required a minimum length of 15minutes of un-
interrupted frequency data (9000 continuous data points)
using the FNET/GridEye system. In real-world environ-
ments, it is not easy to gather data at every 0.1 second in-
tervals for 15minutes due to temporal equipment failures,
network failures, or server load. When we collect data using
the same system, the FNET/GridEye system, data loss often
occurred. In Section 4.1, we introduce a data preprocessing
technique that can use data even if it involves some data loss.

Hajj-Ahmad et al. [2, 14] and Šarić et al. [16] suggested a
classification method for ENF signals using several feature
extraction algorithms. Šarić et al. [16] used between 305 and
480minutes of power signals and 60minutes of audio re-
cording to classify the power grid. Hajj-Ahmad et al. [2, 14]
suggested analyzing 96 samples of ENF signals from power
signals and audio recordings. In previous studies [2, 14, 16],
there was a lack of research on estimation power grid ac-
curacy according to the number of ENF data points. In
Section 6, we evaluated the power grid identification ac-
curacy for various ENF signal length.

2.2. Extraction of ENF Signals from Multimedia. Kim et al.
[12] and Hajj-Ahmad et al. [17] have studied methods for
extracting ENF signals from multimedia recordings. Hajj-
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Ahmad et al. [17] have tested with extracting ENF signals
from recordings using MUltiple SIgnal Classification
(MUSIC) and Estimation of Signal Parameters via Rota-
tional Invariance Techniques (ESPRIT) methods. Kim et al.
[12] used the Quadratically Interpolated Fast-Fourier
Transform (QIFFT) method [18] and multitone harmonics
technique to obtain ENF signals from multimedia data. In
this paper, we extracted the ENF signals using QIFFT and
multitone harmonics in the video files uploaded on the
Internet. Moreover, we examined the relationship between
the number of harmonic frequency bands which are used to
extract ENF signals and power grid identification accuracy.

3. Background

In this section, we describe existing techniques that identify
the power grids and methods for extracting ENF signals
from online multimedia.

3.1. Electric Network Frequency (ENF). -e electric network
frequency (ENF) is the supply frequency of power grids. -e
ENF signals exist in nominal value at either 50 or 60Hz
depending on geographic location [19]. If the value of ENF
signals exceeds the threshold value, it causes all equipment
operate using electricity. -erefore, the value of the supply
frequency should always be constant. However, the ENF
signals fluctuate a little over around the dominant value
because of the imbalance of the supply and demand of power
grids. -us, the ENF signals have uniqueness by time and
location.

3.2. Extraction of ENF Signals from Online Multimedia.
Kim et al. [12] applied multitone harmonics method and
QIFFT (Quadratic Interpolated Fast-Fourier Transform)
method to the audio of multimedia data to obtain ENF
signals. When extracting ENF signals from multimedia data,
the most important task is how to reduce a noise. -erefore,
they applied multitone harmonics as a technique to reduce
noise and obtain more accurate ENF signals. -e ENF signal
is generally present at 50/60HZ as a fundamental frequency
as well as in harmonic frequency bands which are integer
multiplication of fundamental frequency (Figure 1). Kim
et al. [12] selectively used harmonic frequency bands and
applied QIFFT to extract the maximum value of ENF signals
from each window.

4. Dataset Description

-is section explains the two main ENF datasets that were
used to evaluate the ENF signal classification. In general,
there are two approaches to acquire ENF signals. One is
obtained from the distribution level of the power system.-e
other is extracted from audio files and video files.

4.1. ENF Signal Extracted fromPower Grid Distribution Level.
We acquired the ENF signal extracted from the distribution
level of the power system using the FNET/GridEye system
[20]. A wide-area frequency monitoring network (FNET)

consists of the frequency disturbance recorder (FDR) data
collected from the three interconnections in North America
[21] and the Eastern power grid, the Western power grid,
and the Texas power grid. -e FDRs, members of the Phasor
Measurement Unit (PMU) family, measure the voltage
phase angle, amplitude, and frequency from a single-phase
voltage source at 120V distribution level with GPS syn-
chronized. 129 units of FDR are installed in the Eastern
Interconnection, 7 units in the Texas Interconnection, and
45 units in theWestern Interconnection in the United States.
-e FNET had provided a web service which dynamically
updates the frequency data every 4 seconds received from the
FDRs until April 30, 2018 [22]. We collected electric network
frequency data for more than 180 United States regions
provided by FNET web service every 4 seconds for 49 days.

Despite of the high accuracy of the FDR ( ± 0.0005Hz)
[21], we find that there often exist invalid or missing data in
the collected data due to hardware failures such as GPS
signal loss, aging of equipment or network interruption and
web server failure. -erefore, data preprocessing is required
for enhancing the accuracy of the experiment because the
time interval for collecting data during 49 days is not always
constant at 4 seconds. First of all, we selectively choose areas
which collected over 99% for data accuracy; 52 regions in the
Eastern power grid, 19 regions in the Western power grid
and 2 regions in the Texas power grid. For each selected
region, linear interpolation is employed every second based
on the collected data to fill the missing data. After linear
interpolation, we subsampled every 15 seconds for 49 days
not only to reduce the features of the data but also to avoid
distortion due to data loss. Accordingly, it means that there
are 4 data points per minute and 5760 data points per day for
each FDR installed area.

4.2. ENF Signal Extracted from Online Multimedia. To ex-
tract ENF signals from multimedia data, we gathered audio
files and video files from online web services. To classify the
location, we collected videos from four web services: Skyline
Webcams [9], EarthCam [8], explore [10], and YouTube [7].
Skyline Webcams [9], EarthCam [8], and explore [10] are
worldwide live webcam services which stably provide videos
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Figure 1: ENF signals at fundamental frequency (60Hz) and
harmonic frequency bands (around 120, 180, 240, 300, 360, 420,
and 480Hz) in multimedia file.
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enough to extract the ENF signals as well as including lo-
cation information about videos. In addition, we collected
multimedia data from YouTube, which is used by many
users worldwide for video sharing. In YouTube which does
not provide accurate location information, we selectively
gathered videos such as concerts, festivals, and studio
broadcasts of local broadcasting stations which are certain of
the location where the video was taken. When we gathered
multimedia, we only need data from the sound to obtain the
ENF signals by analyzing the frequency bands.-erefore, we
set the sampling rate to 1000Hz and stored only sounds to
utilize storage space efficiently.

In contrast to the ENF signals obtained at the distribution
levels, which only have the fundamental frequency (50 or
60Hz), multimedia files contain a wide range of frequencies as
well as fundamental frequency. -us, unlike the ENF signals
collected at the distribution level, additional steps are required
to obtain the ENF signals from the multimedia. We used
multitone harmonics method and QIFFT method to extract
ENF signals from videos proposed by Kim et al. [12]. Some files
have ENF signals in either fundamental frequency or har-
monics frequency bands. However, some of the files are in-
cluded in neither the fundamental frequency nor the harmonic
frequency bands. For a file including ENF signals at least one
frequency band, the number of frequency bands used to extract
the ENF signal is shown in Table 1. When ENF signals are
extracted using all harmonic frequencies including funda-
mental frequency, they are extracted using a total of 8 fre-
quency bands. When the sampling rate is 1000Hz and the
window size for QIFFT is set to 296000, about 80% of the 374
files have ENF signals in all frequency bands. -e distribution
of the number of harmonic bands used and the harmonic band
frequency used is shown in Figure 2.-e extraction of the ENF
signal using eight harmonic band frequencies is much more
than the extraction of the ENF signal using two to seven
harmonic band frequencies. -us, it displays the employed
frequency information corresponding to using 2 ∼ 7 frequency
bands from the multimedia files to extract ENF signals.

We conducted experiments on 374 video files which
were taken in the United States of America and include ENF
signals. -e videos were collected for about two years, and
the length of the video recorded is varied from 15minutes to
over 4 hours (see details of the videos in Table 2).

5. Proposed Approaches

In this section, we introduce how to construct a feature
vector which are composed of three different feature ex-
traction methods for the ENF signals and a classification
method to the power grid.

5.1. Feature Extraction on ENF Signals. We present three
different methods for extracting features from ENF signals.
To obtain the envelope of the signal spectrum feature, we
employ the autoregressive model in Section 5.1.1. An ap-
proach for extracting time-invariant properties from a signal
is given in Section 5.1.2. -e maximal overlap discrete
wavelet packet transform was used to determine the local

characteristics in Section 5.1.3. Using the results obtained by
three feature extraction methods from ENF signals, we were
able to construct a feature vector.

5.1.1. Autoregressive (AR) Coefficients. -e basic idea of the
autoregressive model is that the value at time t, xt, depends
linearly on its own p previous values, xt− 1, xt− 2, . . . , xt− p,
with a white noise εt at time t. -e notation AR(p) indicates
an autoregressive model of order p. AR(p) defined as

xt � 􏽘

p

i�1
φixt− i + εt, (1)

where φi is a parameter of the model and εt is a white noise.
To calculate the parameters, we used the Yule–Walker
equation which is also called the autocorrelation method.
-e Yule–Walker equation for the autoregressive model is
based on minimizing the forward prediction error in the
least-square sense. -e Yule–Walker equation can be rep-
resented by a matrix form as follows:

r0 r1 r2 · · · rp− 1
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, (2)

Table 1: Number of frequency bands employed to extract ENF
signals in videos (the videos are limited to including ENF signals).

Number of frequency bands 1 2 3 4 5 6 7 8
Number of multimedia 0 8 7 12 9 12 28 298
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Figure 2: -e distribution of the number of harmonic bands and
the information of extracted harmonic band frequency used to
restore the ENF signals from the multimedia files.

Table 2: Number of videos by recorded length.

Time (hour) 0.25 ∼ 0.5 ∼ 1 ∼ 2 ∼ 3 ∼ 4 ∼
Number of multimedia 374 199 20 3 2 1
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where rd is the autocorrelation coefficient at delay d and the
diagonal value r0 sets to 1. As a result, the Yule–Walker
equation gives the same number of parameters as the order
of the autoregressive model. In our experiment, the order of
the autoregressive model, p, was set to 12. -erefore, 12
features can be obtained per ENF segment.

5.1.2. Multiscale Variance of Maximal Overlap Discrete
Wavelet Transform. In order to find the time-invariant
property, we used the maximal overlap discrete wavelet
transform (MODWT) decomposition which retains all
possible times at each time scale [23]. Similar to the discrete
wavelet transform (DWT), the MODWT can be used in a
multiresolution analysis. -erefore, we perform the
MODWTof the signals using the Daubechies wavelet with 2
of vanishing moments (db2) down to the maximum level.
-e wavelet and scaling filter coefficients at level j result from
the inverse discrete Fourier transform (DFT) of a product of
DFTs. -e DFTs in the product are the signal’s DFT and the
DFT of the jth level wavelet or scaling filter. Let MODWT
wavelet and scaling filters of the length N DFTs be Hk and
Gk. -e jth level wavelet filter is defined as [24]

1
N

􏽘

N− 1

k�0
Hj,ke

(i2πnk)/N
, (3)

where

Hj,k � H2j− 1kmodN􏽙

j− 2

m�0
G2mkmodN. (4)

-e jth level scaling filter is defined by [24]

1
N

􏽘

N− 1

k�0
Gj,ke

(i2πnk)/N
, (5)

where

Gj,k � 􏽙

j− 1

m�0
G2mkmodN. (6)

After MODWT, we got the unbiased estimates of the
wavelet variance by scale as features. -e wavelet variance is
computed as follows:

􏽢v
2
j �

1
Nj

􏽘

Nj − 1

t�0
W

2
j,t, (7)

where Nj is the number of coefficients at level j and Wj,k is
the wavelet coefficients of level j at kth node [23].

In order to obtain the unbiased estimates of the wavelet
variance by scale as features, we have to perform the
maximal overlap discrete wavelet transform (MODWT) of
the signals. Figure 3 displays the MODWT of the signals
using the Daubechies wavelet with 2 of vanishing moments
down to the maximum level when the 12-hour ENF signals
are given. After performing MODWT, we estimated the
wavelet variance. In our experiment, we could obtain less
than [log2 N + 1] features when the ENF segment consists of
N data samples.

5.1.3. Shannon Entropy on the Terminal Nodes of Maximal
Overlap Discrete Wavelet Packet Transform. -e maximal
overlap discrete wavelet packet transform (MODWPT)
does not perform downsampling unlike discrete wavelet
transform and has time-invariant properties and shifting
invariant properties. Moreover, the coefficients of the
MODWPT can include the local characteristics in-
formation of the signal. In spite of these properties, it is
difficult to directly use it as a feature for classification
because of the large number of coefficients [25]. In order to
analyze the relevance of the coefficients, we employed the
Shannon entropy. As a result, we calculate the Shannon
entropy from the terminal node of the MODWPT as a
feature.

We denote the ENF time series to be MODWPT,
xt(t � 0, 1, . . . , N − 1), by x, where N is the length of the
series. -e sequence of MODWPT coefficients at level (j �

0, 1, . . . , J) and frequency index (n � 0, 1, . . . , 2j − 1) rep-
resents as Wj,n � Wj,n,t, t � 0, 1, . . . , N − 1􏽮 􏽯. To compute
the maximal overlap wavelet packet coefficients for levels, we
can recursively filter the wavelet packet coefficients at the
previous stage. LetW0,0 ≡ x and given the series Wj− 1,n/2,t of
length N, we can derive Wj,n,t using [26]

Wj,n,t ≡ 􏽘

L− 1

l�0

􏽥fn,lWj− 1,n/2, t− 2j− 1l( )modN,

􏽥fn,l �
􏽥gl, if nmod 4 � 0 or 3,

􏽥hl, if nmod 4 � 1 or 2,
􏼨

(8)

where L≤N, 􏽥gl � gl/
�
2

√
, and 􏽥hl � hl/

�
2

√
. -e scaling (low-

pass) filter is denoted as gl and the wavelet (high-pass) filter
is represented as hl.

-e total wavelet energy of the nth node at level j is
defined as

Ej,n � 􏽘
N− 1

t�0
Wj,N,t

�����

�����
2
. (9)

-e probability of the tth coefficient represents as

pj,n,k �
Wj,N,t

�����

�����2
Ej,n

. (10)

-at is, pj,n,k are the normalized squares of the wavelet
packet coefficients in the nth node at level j. Finally, the
Shannon entropy which is an measure of information en-
tropy is given by

SEj,n � − 􏽘
N− 1

t�0
pj,n,k × logpj,n,t. (11)

In order to calculate the Shannon entropy, we perform a
level 2 decomposition of the raw ENF signals using the
MODWPT. By decomposing the MODWPT to level 2, there
are four nodes at level 2: W2,0, W2,1, W2,2, andW2,3. -e
results of MODWPT for one ENF segment can be seen in
Figure 4. After performingMODWPTup to level 2, Shannon
entropy was calculated for each of the four terminal nodes
(W2,0, W2,1, W2,2, andW2,3).
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5.1.4. Feature Vector Configuration through Integration of
Feature Extraction Methods. -e ENF signal fluctuates
randomly over time around 60Hz, and it is difficult to
predict the pattern [4].-erefore, it is hard to obtain enough
features to classify grid in ENF signals by using only one
feature extraction technique. As a result, we combined (1)
the log variance of signals, (2) the AR coefficients, (3) the
Shannon entropy on the terminal nodes of maximal overlap,
and (4) multiscale variance of maximal overlap as a feature
vector to prevent bias caused by lost information and to
extract sufficient characteristics of ENF signals.-e details of
the feature vector are shown in Table 3.

5.2. Signal Classification on Extracted Features. In order to
find the power grid based on the features extracted from the
section, we experimented two different types of classifiers.
One is support vector machine-based approach, and the
other is XGBoost based classifier.

5.2.1. Support Vector Machines (SVMs). In order to classify
the power grids, we applied support vector machines (SVMs)
to the feature extracted from Section 5.1. -e SVM is a

supervised learning model for classification, regression, and
novelty detection. One of the SVM’s notable characteristics is
that the model parameters are determined by a convex opti-
mization, so any local solution is also a global optimum. Given
labeled training data, the SVM algorithm finds the maximal
margin hyperplane which determines the classification of the
new examples. Before training the classifier, we standardized
the feature vectors which described in Table 3 and then put into
as SVM input vectors. Basically, the SVM is a 2 class classifier.
However, we need to classify 3 classes (Eastern, Western, and
Texas power grids) more than 2 classes. -e values of the
regularization item in SVM is set to 1. Accordingly, we
employed the one versus all multiclass SVM which considers
all possible class pairs to learn. Furthermore, to effectively
perform nonlinear classification, the polynomial kernel
function with order q was applied as kern(x, y) � (1 + x⊺y)q,
where x and y are the p dimensional vectors. -e polynomial
kernel of order 2 was chosen in our experiment.

5.2.2. XGBoost. We experimented with another classifier
besides SVM to classify the ENF signals. We employed
XGBoost [13] which is a scalable end-to-end tree boosting
system. -e XGBoost, which is an open-source library, is an
optimized distributed gradient boosting library. Moreover,
the XGBoost proposes a parallel tree learning. -e XGBoost
provides various parameters for training the model. In this
paper, we set the maximum tree depth for base learners as 3,
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Figure 3: -e maximal overlap discrete wavelet transform decomposition of the raw ENF signals during 12 hours (x). -e different
frequency components of the raw ENF signals displayed as the orthogonal components (D1, D2, . . . , D11). -e smoothed components are
plotted in S11.
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Figure 4: Raw ENF signal, x, and two-level maximal overlap
discrete wavelet packet transform for the raw signals.

Table 3: Feature vector components for ENF segment.

Index Extracted features
1 log(variance) of ENF segment
2 ∼ 13 AR(12) model parameter

14 ∼ 17 Shannon entropy on the MODWPT at
level 2

18 ∼ (18 + [log2N + 1]) log(multiscale variance) of MODWT
N, the number of data samples.
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the value of gamma and alpha as 0, the lambda as 1, and
boosting learning rate as 0.1.

6. Implementation and Evaluation

In this section, we describe the results of our proposed ap-
proaches with ENF signals which are obtained from power
line and multimedia. For both type of ENF signal datasets, we
measured the accuracy and F1 score of the power grid esti-
mation according to the number of data points. Moreover, we
compared the performance of two types of classifiers: support
vector machines and XGBoost.

6.1. Software and Hardware Specifications. All of our ex-
periments were implemented using two PCs. One of two PCs
is equipped with an Intel Core i7-7700 CPU (3.60GHz) with
8 cores, 16GB memory, and Ubuntu 16.04 LTS (64 bit). -e
other PC consists of an Intel(R) Core(TM) i5-3230M CPU
(2.60GHz) with 2 cores, 8GB (1600MHz DDR3) memory,
250GB SATA hard drive, andmacOS 10.14.We used Python
to gather ENF data and to implement “XGBoost” [13].
Additionally, we applied MATLAB for data preprocessing,
feature extraction, and SVM. -e FFmpeg [27] was
employed to extract audio data from videos.

6.2. Evaluation of ENF Signals Extracted from Distribution
Level. In Section 5.1, we suggested a feature extraction algo-
rithm for ENF signals.-e purpose of this research is not just to
extract the features but to classify them into the appropriate
power grid: the Eastern, the Western, or the Texas In-
terconnection. In order to train themodel and test the unlabeled
data using the introduced classifiers, support vector machines
and XGBoost, we randomly divided the datasets into test and
train datasets to evaluate the proposed algorithms. When di-
viding the datasets into training and test datasets, we separated
them equally by class so that they maintain the same ratio as the
total dataset. We used ENF signal extracted from the distri-
bution level which is described in Section 4.1 as dataset.

We trained 70% and tested 30% of our dataset. For the
accurate validity of the results, we repeated these experiments
for 20 rounds. In Table 4, the number of data points means the
length of data points of the raw signal before extracting the
feature. We examined the accuracy conducting on the ENF
signal length. As can be seen in Table 4, the longer the signal is
used as an input data, the more accurate it is in our proposed
method. Furthermore, if the time of the raw ENF signals is
longer than one hour, we can accurately predict the power
grid more than 88.39%. In spite of accuracy, our proposed
method with SVM classifier is little bit higher than the
XGBoost classifier in all analyzed time lengths. Based on the
F1 score in Table 5, SVM is not always better than XGBoost.
However, the F1 score difference between SVM and XGBoost
is almost similar to 0.01 or less (Table 5).

6.3. Evaluation of ENF Signals Extracted from Online
Multimedia. In order to evaluate the location estimation in
multimedia, the multimedia data which have the ENF signals

were selected to configure the dataset (Section 4.2). -e total
number of video files used in the dataset was 374. When
dividing the train dataset and the test dataset, we took into
account the ratio of each class in the entire dataset. In case of
multimedia files, the ENF signals are obtained by using
QIFFT and multitone harmonic methods. Afterwards, a
feature vector was constructed using the proposed method
in Section 5.1. In order to evaluate our suggested feature
extraction algorithm and two different classifiers, SVM and
XGBoost, we calculate the accuracy of location estimation
based on the number of data points used in multimedia
(Figure 5 and Algorithm 1).

When calculating the accuracy according to the
experimented data points, the accuracy was measured up to
15minutes, 30minutes, and an hour unit, because there
were less than three video files recorded over 2 hours
(Table 2). Each row of Table 6 represents the accuracy and F1
score of Sj � 60 for 374 multimedia files, Sj � 120 for 199
multimedia files, and Sj � 240 for 20 multimedia files. In
Table 6, the performance of XGBoost classifier is better than
SVM in the entire length of multimedia files. In Table 4, both
classifiers display that the longer the length of the ENF signal
analyzed from the data collected from the power line level,
the more stable performance was obtained. However, when
the power grid is estimated using SVM in the multimedia
dataset, the accuracy and the F1 score of themultimedia files,
which are recorded over 1 hour, were suddenly decreased to
68.82%. Since the XGBoost has increased accuracy and F1
score for the same data, XGBoost is more efficient than SVM
in classifying ENF signals.

We analyzed the relationship between the number of
harmonic frequencies used to extract ENF signals in mul-
timedia and their accuracy. Moreover, the relationship be-
tween the accuracy and frequency band used for the
restoration of the ENF signal is analyzed. When we obtained
ENF signals from multimedia, we used the multitone har-
monics method. -erefore, some multimedia files extracted
ENF signals in both fundamental frequency and harmonic
frequency bands, totally 8 harmonic bands are employed to
extract ENF signals. However, the ENF signals could be
extracted from the fundamental frequency and some har-
monic frequency bands, only the fundamental frequency or
only from the harmonic frequency bands. As shown in
Table 1, we extract the ENF signals from multimedia files
using 2 to 8 harmonics frequency bands.

-e result of the accuracy using XGboost is shown
according to the number of harmonic frequency bands used
for ENF signal extraction in Table 7. As can be seen in
Table 7, the accuracy is not low and not high according to the
number of harmonic bands used for ENF signal. Compre-
hensively considering Table 7 and Figure 2, the accuracy
does not have a meaningful relationship depending on
whether signal extraction of a specific frequency band is
applied or not. -erefore, it is difficult to conclude that the
number of frequency bands extracted from multimedia files
or participation of a specific frequency band affects the
accuracy of experiment.

-e accuracy of experiment is more affected by
whether data loss occurs when collecting multimedia data,
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rather than how many frequency bands can be extracted
from the multimedia data. Most of the multimedia data we
collected are live webcam service’s data. -erefore, those
video files were uploaded to the server in real time and we
downloaded the files. Considering these characteristics of

the video files, data loss could have occurred due to delays
caused by the network or external environment. If data
loss occurs when downloading a file, our proposed
method which analyzes the time and frequency domains is
hard to predict the correct result. Consequently, in order

Table 4: -e accuracy of power grid estimation on power line signal (trained 70%, averaged over 20 rounds).
Time (hour) 0.25 0.5 1 2 3 4 6 8 12 24
Number of data points 60 120 240 480 720 960 1440 1920 2880 5760
Proposed with SVM (%) 67.14 76.74 88.39 95.21 96.47 98.07 99.01 99.07 99.44 99.78
Proposed with XGBoost (%) 66.36 78 87.67 94.42 95.88 97.06 98.28 98.61 99.55 98.89

Table 5: -e F1 Score of power grid estimation on power line signal (trained 70%, averaged over 20 rounds).
Time (hour) 0.25 0.5 1 2 3 4 6 8 12 24
Number of data points 60 120 240 480 720 960 1440 1920 2880 5760
Proposed with SVM 0.66 0.76 0.88 0.95 0.96 0.98 0.99 0.99 0.99 0.99
Proposed with XGBoost 0.66 0.77 0.87 0.94 0.95 0.97 0.98 0.99 0.99 0.98

Vi[1]

(Vi, Li)

Vi[k] Vi[k + Sj] Vi[num + Sj]

Length (Vi)

Figure 5: Notation for ENF signals extracted from multimedia where length(Vi)≥ Sj. -e ENF signals obtained from one multimedia is
represented by Vi. -e label of the area where multimedia is recorded is indicated by Li. Sj(j � 1, 2, . . . , J) is the number of data samples to
estimate the location. -e num is equal to length(Vi) − Sj + 1.

INPUT:
V � Vi􏼈 􏼉 consists of ENF signals from videos (i � 1, 2, . . . , I)

L � Li􏼈 􏼉 is the real label of videos (i � 1, 2, . . . , I)

S � Sj􏽮 􏽯 is the number of data points to analyze (j � 1, 2, . . . , J)

OUTPUT:
A � Aj􏽮 􏽯 is the location estimation accuracy according to analyzed data points (j � 1, 2, . . . , J)

(1) for all Sj ∈ S do
(2) cnt num⟵ 0
(3) cnt correct⟵ 0
(4) cnt video⟵ 0
(5) for all Vi ∈ V do
(6) if length(Vi)< Sj then
(7) break
(8) end if
(9) num⟵ length(Vi) − Sj + 1
(10) cnt num⟵ cnt num + num

(11) cnt vi deo⟵ cnt video + 1
(12) for k� 1 to num do
(13) predLabel⟵predict(vi[k : k + Sj])

(14) if predL abel �� Li then
(15) cnt correct⟵ cnt correct + 1
(16) end if
(17) end for
(18) end for
(19) Aj⟵ 100 × (cnt correct/cnt num)

(20) end for

ALGORITHM 1: Calculate accuracy from multimedia.
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to estimate a location using multimedia files, the data loss
should be small and the file should not be modified.

7. Discussions

In this paper, we have studied about estimating the location
using feature extraction and classification methods from
ENF signals.-e ENF signals used in this paper are extracted
from the power system distribution level and online mul-
timedia. In this section, we describe our research can be
applied to discussion of location privacy issues and digital
forensics. Furthermore, we discuss the ways to reduce the
influence of ENF signals when recording videos or audios.
We also explain about the limitations and future work of our
research.

7.1. Location Privacy. -e location information is one of the
most important personal information. -erefore, most
countries recommend that the web service provider should
have user’s consent to gather user’s location information.
We showed that we could find out the power grid of
recorded video files which are uploaded in three worldwide
live webcam services, such as Skyline Webcams [9],
Earthcam [8], and explore [10] and one global video sharing
web service YouTube [7]. If the video files or audio files are
taken in a good environment such as using low noise en-
vironment and high quality equipment, the location can be
found with a higher probability. Even if the user does not
agree with the location information when uploading video
files or audio files, the location of the recorded files can be
estimated by our proposed method. -is is a matter of
caution as video sharing services and personal broadcasts
using the Internet are increasing worldwide.

7.2. Digital Forensics. Since the ENF signals have unique
properties in location and time, it can be used for digital
forensics. In particular, the applicability of ENF signals has
been continuously raised in determining the authenticity of
digital audio recordings (Cooper [28], Grigoras [3], and

Grigoras [4]). However, in those studies, a reference ENF
database which consists of ENF signals extracted in the same
area and the same time as the digital audio recording was
required to determine the authenticity. Since the authen-
ticity of a file is generally progressed after recording, it is
difficult to determine the modification of the file if there are
no reference data. -is means that, in order to actually apply
these researches to digital forensics, reference data must
always be constructed.-is is not a simple matter in terms of
time and economy. However, even if there are no ENF
signals extracted at the same time of recording an audio file,
we can determine the modification of multimedia files by
applying our algorithm. By using the feature extraction
techniques and themulticlassification technique proposed in
this paper, the ENF signals can be more efficiently applied to
the digital forensics.

7.3. Countermeasure. In terms of information security, the
fact that the ENF signal is stored when recording video files
or audio files can cause a problem of privacy leakage of users.
-e quality of the ENF signals stored in the files is highly
affected by the surroundings and equipment at the time of
recording. Hajj-Ahmad et al. [29], Fechner and Kirchner
[30], Brixen [31], and Chai et al. [32] studied about the
factors that capture the ENF signals in audio files or video
files. -ey could capture the ENF signals when recording
with dynamic microphones, but not with electret micro-
phones because of the electromagnetic fields. In addition,
they stated that the factors that capture ENF signals are
related to the internal compression of the recorder. If the
recorder internal compression is strong, it can reduce the
ENF signals in videos or audios. Furthermore, if the
recorded video files or audio files are modified such as
deleting or inserting fake signals, it will be hard to obtain the
information.

7.4. Limitations and Future Work. We collected data and
experimented only on power grids in the United States. Since
there are only three power grids in the United States, it is

Table 6: -e accuracy and F1 score of power grid estimation on multimedia data (trained 70%, averaged over 20 rounds).

Time
(hour)

Number of data points
(Sj)

Number of
multimedia

Accuracy F1 score

Proposed with SVM
(%)

Proposed with XGBoost
(%)

Proposed with
SVM

Proposed
with

XGBoost

0.25 ∼ 60 374 83.23 85 0.75 0.79
0.5 ∼ 120 199 82.92 94.17 0.75 0.93
1 ∼ 240 20 68.82 99.92 0.56 0.99

Table 7: -e accuracy according to the number of harmonic bands extracted from multimedia files with XGBoost (trained 70%, averaged
over 20 rounds).

Time (hour)
Accuracy by the number of harmonic bands (%)

Average
1 2 3 4 5 6 7 8

0.25 ∼ — 99.07 98.91 99.25 49.25 59.86 61.84 88.21 85
0.5 ∼ — 99.74 99.95 100 73.85 85.63 87.79 95.22 94.17
1 ∼ — 99.88 — — 100 100 99.68 99.97 99.92
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necessary to carry out our experiments on more power grids
in order to confirm our proposed methods. In addition, we
need to supplement the technique of classifying the areas in
the same power grid because wide areas are made up of a
single power grid. Although the ENF signals have originality
in terms of time and location, many related studies about
classifying ENF signals are limited to classifying locations,
including our studies. -erefore, we will also study on
techniques for extracting features and classifying ENF sig-
nals over time. If the features of the ENF signals can be
extracted by time, it is possible to infer both the time and
region where an arbitrary signal is extracted.-is will further
enhance the value of the ENF signals as digital forensics.

In future work, we will collect more video files and
audio files from the Internet and examine our proposed
algorithms. In this paper, we examined 374 video files
collected from web services. In order to analyze the ac-
curacy according to the harmonic frequency bands, the
number of videos was insufficient and it was difficult to
generalize. -erefore, we will gather more video files and
audio files from the Internet and then improve our al-
gorithms. Furthermore, the research about divide and
conquer technique can help to detect the modification of
the multimedia file and improve our algorithm. -e di-
vide and conquer method is an approach to tough
problems divide into several problems. It is widely used
to solve the classification or forecasting problems
[33–35].

8. Conclusion

In this paper, we propose an algorithm to identify the
power grid using the ENF signals extracted from the
power system’s distribution level and online multimedia
such as video files and audio recordings. In order to find
out the power grid from ENF signals, we extracted the
feature from the ENF signal using three main feature
extraction algorithms and found out the power grid using
the classifier. We used two types of datasets to evaluate
the validity of our proposed algorithm. -e first dataset is
ENF signals extracted using the FDR equipment at the
distribution level of the power system. Another dataset is
the ENF signal from the video files and audio files
uploaded on the Internet. For each dataset, the accuracy
of the proposed algorithm was measured according to
various time units such as 15minutes, 30 minutes, and an
hour. In case of the ENF signals extracted from the power
line and multimedia files, the more the number of ana-
lyzed samples, the higher the accuracy of estimation
results when employing XGBoost classifier. Conse-
quently, this paper is notable in that it can estimate the
power grid from video files and audio files uploaded on
the Internet as well as the ENF signals collected from the
power line.
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In the process of resolving domain names to IP addresses, there exist complex dependence relationships between domains and
name servers. �is paper studies the impact of the resolution dependence on the DNS through constructing a domain name
resolution network based on large-scale actual data. �e core nodes of the resolution network are mined from di�erent per-
spectives by means of four methods. �en, both core attacks and random attacks on the network are simulated for further
vulnerability analysis.�e experimental results show that when the top 1% of the core nodes in the network are attacked, 46.19% of
the domain names become unresolved, and the load of the residual network increases by nearly 195%, while only 0.01% of domain
names fail to be resolved and the load increases with 18% in the same attack scale of the random mode. For these key nodes, we
need to take e�ective security measures to prevent them from being attacked. �e simulation experiment also proves that the
resolution network is a scale-free network, which exhibits robustness against random failure and vulnerability against intentional
attacks. �ese �ndings provide new references for the con�guration of the DNS.

1. Introduction

Domain name system (DNS) is one of the most important
infrastructures on the Internet.When people receive services
of the Internet, they usually connect to the remote host by
entering a hostname instead of the IP address that is hard to
be remembered by users. �is design simpli�es users op-
eration but requires a powerful and distributed DNS to
provide the service of mapping domain names to IP ad-
dresses.�emapping is transparent to the user, and the DNS
provides the ability to automatically convert. �erefore, the
security and reliability of the DNS are vital to the Internet. If
the DNS has problems, the Internet applications based on it
may be impossible to provide normal services for users,
which may lead to signi�cant economic losses.

As one of the largest distributed systems of the world, the
DNS is unmatched in its e�ciency and popularity. In order
to handle the scale problem, the DNS deploys a large number
of name servers organized in a hierarchical structure and
distributed throughout the world, as shown in Figure 1. In
this hierarchy, there are three types of name servers: root

servers, top-level servers, and authoritative name servers.
Root servers and top-level servers are managed by pro-
fessional Internet organizations and academic institutions,
so they are more stable and safer than the authoritative name
servers that store the name mapping information of their
own domain. �e management style of the authoritative
name servers, relying on the organizations themselves or
entrusted to the Internet service providers, is relatively loose,
which is a weak link in the DNS. �ere have been some
attacks on the root or top-level domain servers, whose se-
curity is also the object of concerns of many researchers
[1–3]. However, we may ignore the security of many au-
thoritative servers below the top level. Whether some im-
portant authoritative servers will be attacked and a large
number of domain names’ resolution failures will occur is a
question we want to verify from a macroperspective.

�e DNS manages domains and regions through au-
thorization and basic rules. �e authoritative name servers
are generally placed in their ownmanagement domain. Most
of the administrators deploy more authoritative name
servers to increase performance and reliability of name
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resolution. According to the DNS protocol specification
[4, 5], servers can be distributed in different domain regions
in order to improve the reliability of resolution; however,
there is no mechanism to limit the dependencies between
domains, which may result in complex name dependence. In
this article, we mainly discuss the safety of the authoritative
name servers (hereafter referred to as name servers).

We explored the resolving process of 1 million domain
names, and the results indicate that 86.14% of the names
have interdomain dependence, that is, the resolution of a
domain name involves servers located in different domains.
-en, in order to study the actual impact of the resolution
dependence on the DNS, this paper focuses on the following
three aspects:

Firstly, the resolving graph for each domain name is
constructed. -us, for each domain name, especially the one
with complex interdomain dependence, its complex re-
lationship resolution dependence is expressed through the
graph.

Secondly, the resolving graphs of each domain name are
combined to form a global domain name resolution net-
work, which is a complex network of relationships between
domain names and name servers. -e overall characteristics
of the network are also analyzed, reflecting that it is an
extremely heterogeneous network, which exhibits robust-
ness against random failures and vulnerabilities against
intentional attacks. In addition, the characteristics analysis
method of complex network is utilized to mine the key nodes
in the network and a metrics of node load is also derived to
quantify the node importance in the network.

-irdly, the impact of critical nodes on the DNS is
studied by simulating attacks on the domain name resolu-
tion network. Two strategies of the random and core attacks
are simulated by node removal method to study how the
name dependence impact the DNS, and then the working
situation of the whole network is quantified after some name
servers have failed. -e experimental results show that
random attacks on name servers have little impact on DNS
as a whole, while attacks on a small number of core nodes in
the resolution network have a great impact on DNS.

-e paper is organized as follows: Section 2 introduces
the concept of domain name resolution dependence, data
detection, and the resolving graph of domain names. In
Section 3, A global resolution network is constructed and its
core nodes mining is introduced. In Section 4, an analysis

method is proposed to evaluate the impact of resolution
dependence on the DNS. Section 5 gives an overview of the
related work in this area. Section 6 concludes our analysis.

2. Domain Name Resolution Dependence

In this section, the definition of domain name resolution
dependence, the collection of actual resolution data, the
construction of resolving graph for each domain name are
introduced.

2.1.DefinitionofDomainNameResolutionDependence. Definition
1. A domain name u depends on a domain name v, if and
only if the resolution results of domain name v impact on the
results of domain name infrastructures.

-e existence of domain name resolution dependence is
mainly due to the following three reasons:

(1) Dependent on parent domain: since the resolving
process is top-down, a domain name always relies on
its parent domain. If without considering the cache,
the authoritative data of a domain are always
returned by its parent domain. A parent domain may
contain more than one subdomain.

(2) Dependent on name servers: the mapping in-
formation from hostnames to IP addresses is stored
in their name servers. If a resolver wants to resolve a
name, DNS queries must be initiated to their name
servers.

(3) Dependent on aliases: if a domain name has an alias,
the alias must be resolved. -erefore, the resolution
of a domain name is also dependent on its alias.

Due to the reasons above, domain dependence is par-
titioned into the following three types:

(1) Intradomain dependence: if v, an authoritative
name server’s DNS name of domain u, is admin-
istered by domain u itself, then the dependence
relationship between u and v is the intradomain
dependence, such as the relationship between do-
main baidu.com and its name server dns.baidu.com.
When the DNS resolver receives this type of re-
source record, it will use the IP of the name server in
the additional part of the resource record to re-
spond for the next query.

(2) Interdomain dependence: if v, an authoritative name
server’s DNS name of domain u, is not administered
by domain u, then the dependence relationship
between u and v is interdomain dependence, such as
the relationship between the domain edu.cn and its
name server cuhk.edu.hk. When the DNS resolver
receives this type of resource record, it will requery
the address of the name server and then use the
address to make the next query. Even though the
additional part of the response packet has an address
for the name server, the DNS resolver will ignore it
and still requery the address of the name server.

Root

.net .com

123.com

a.123.com

.cn ...

Root DNS
servers

Top-level
domain (TLD)

servers

Authoritative
DNS servers

TLDs (top-level
domains)

SLDs (second-level
domains)

Subdomains

Figure 1: Hierarchical structure of DNS.
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(3) Alias dependence: if a domain name v is the alias of a
domain name u, then u is dependent on v, such as the
relationship between http://www.baidu.com and
www.a.shifen.com. According to the RFC standard
[4], the DNS resolver will restart the query for the
address of it once the alias record is received.

Because of the existence of interdomain dependence,
some name servers may serve for multiple domain names,
which can form very complicated dependence relationships
among many domain names.-is is verified by detecting the
resolution data of a large collection of domain names.

2.2. Dataset. -e data for this paper are derived from the
ranking data of Top 1 million sites from http://www.
alexa.com [6], a famous network navigation service
provider. -ese sites are the most popular sites, and they
are typical representatives. For each of these domain
names, its recursive DNS request messages are con-
structed and then sent to the DNS servers. From the
returned response messages, we recorded the name and
address of name servers. If the relationship between a
domain name and its name server belongs to the type of
interdomain dependence, the recursive detection of its
name server will be conducted.

We use an example of a domain name www.edu.cn to
explain the method of detecting domain name resolution
dependence. Resolving this domain name will be iterated
from the root, top-level and edu.cn domains [4]. When the
domain edu.cn is queried, the top-level server returns five
authoritative servers, as shown in Figure 2. If it is a server in
its own domain, such as dns.edu.cn, there are additional
records in the DNS response package giving the name
server’s IP address, then the DNS resolver will issue a DNS
query to this address; if the authoritative server is not in its
own domain, such as ns2.cuhk.hk, there is no IP address of
an extraterritorial server. In this case, the server’s address
needs to be queried iteratively from the root, top-level, and
cuhk.hk domains. -is leads to complex dependencies.

-is paper assumes that the root servers and TLD servers
were in a normal state, so the resolution dependence is only
related to the name servers below the TLD.

In the detection process, this rule is followed: stop de-
tection when the name servers are self-dependent. For ex-
ample, if the server of A.net is ns1.A.net, which does not rely
on other domains, the detection process will stop.

2.3. Data Statistics for Domain Name Resolution Dependence
Measurement. After the resolution dependence detection
of 1 million domain names, we find that about 86.14% of
the names have interdomain dependence. -en, we
further acquire statistics on these data. First, we acquire
statistics on the number of name servers involved in each
domain name resolution (not including the root name
servers and the TLD name servers), and the cumulative
distribution of it is plotted in Figure 3. Specifically, about
59.43% of the domain names depend on 2 servers, and

15.38% of them depend on more than 5 servers. -e
number of servers is in the interval [1, 78]. From the
overall distribution, about a quarter of these domains
have complex dependencies. -e configuration of these
domains deserves high attention.

On the other side, some name servers have high degree
value. -ey can provide resolution services for hundreds of
domain names, and most of them are the DNS service pro-
viders, as shown inTable 1.Once these servers are compromised
or down, it may affect a large area of domain names.

As mentioned above, we have demonstrated the overall
resolution dependence of the 1 million domain names. We
found that some domains have an extremely complex de-
pendency relationship and also discovered that some name
servers provide resolution services for hundreds of domain
names. -ese domains and name servers raise our great
concerns.

2.4. Construction of the Resolving Graph for Each Domain
Name. According to the results of name resolution de-
tection, we construct the resolving graph for each domain
name, which reflects the relationship between the domains
and their name servers. In this graph, a domain or a name
server is considered as a node and the resolution dependence
between them is taken as an edge.

Definition 2. Domain name resolving graph can be defined
as two tuples:

Gd � Vd, Ed( 􏼁, (1)

whereVd is the set of nodes, and any node v ∈Vd in the graph
represents a domain name or a name server. Ed is the edge

Figure 2: DNS response packets as raw data returned by a top-level
server.
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set, and any edge (u, v) ∈Ed representing that the resolution
of domain u depends on the resolution of domain v or relies
on a name server.

Figure 4 shows an example of a resolving graph, from
which we can see many name servers are involved for
mapping a domain name to IP address. -e resolution
relies on the root server, the TLDs, the edu.cn, and its own
name servers. It can be viewed as transitive trust behavior
from the root servers to the name servers. In this paper,
assuming that the root and TLDs are always in normal
condition, we only study the impact of authoritative
name servers on the DNS. -e reason is that the root and
the TLDs are managed by professional Internet organi-
zations or academic institutions, while the relatively loose
management of the name servers is a weak link. It is clear
to see that the resolution of this name “www.edu.cn”
relates to the parent domain “edu.cn”, and it has five name
servers. -ree of them belong to the type of interdomain
dependence. In order to obtain the IP addresses of these
three servers, it needs to restart the resolving of the new
domains.

When a domain name with interdomain dependence
is resolved, many name servers may be involved. Further
analysis of the graph can be made to explore the impact of
domain name resolution on the existing domain name
system at the macrolevel.

3. Name Resolution Network and Its
Core Nodes

Since the above resolution dependence data in Section 2.4 is
more fragmented and complex, it is not conducive to our
macroscopic research on the DNS. Moreover, because of the
influence of interdomain dependence, the correlation be-
tween different domains is particularly complex. A name
server may be used to provide services for different domains.
-erefore, we connect the dependence graphs of 400,000
domain names to form a global directed name resolution
network, represented asNet1. For the sake of clarity, Figure 5
displays an example of a smaller resolution network that
contains 100 domain names.

3.1. Characteristics of the Name Resolution Network. After
Net1 is constructed, we calculate some characteristics of it
for an overall understanding. Details are shown in Table 2,
from which we can see that there are 1,135,448 nodes and
1,811,565 edges in this resolution network. Specifically, a few
nodes have a large number of connections, but most nodes
have few. -is is supported by Figure 6, which is the in-
degree distribution of Net1. A description of the in-degree is
presented in Section 3.2.1.-e in-degree distribution reflects
that Net1 is an extremely heterogeneous network, namely,
the scale-free network. It exhibits robustness against random
failures and vulnerabilities against intentional attacks [7]. In
addition, the proportion of the lonely domains (i.e., the
domain names only with intradomain dependence) is
15.75% of the 40,000 names, which indicates that the re-
solving process of three-quarters of them is related to the
other domains.

3.2. Identifying the Core Nodes of the Name Resolution
Network. Weuse some classic node centralitymeasures and a
method we proposed to mine the core nodes of the network.
-e purpose is to identify the important nodes in the network,
that is, to discover the name servers providing services for a
large number of domain names. Once such a name server
becomes the target of DDoS (Distributed Denial of Service), it
will inevitably result in the resolution failure of many sites.

3.2.1. Classic Node Centrality Measures. Node centrality
measures are a classic tool in complex network analysis to
determine the important nodes, and some of them are
considered in this paper, such as in-degree, closeness, and
Eigenvector centrality. -e following is a brief review of
these complex network properties, with more background
and details in [8].

-e in-degree of a node u in a directed network is the
number of other nodes that point to u. -e closeness of u
reflects the proximity between u and other nodes in the
network. If the shortest distance between u and the other
nodes in the graph is very small, then we think that the
closeness of u is high. -is measure is more geometrically
consistent with the concept of centrality than in-degree
centrality. Because if the average shortest distance between

Table 1: Name servers of high dependence degree.

No. Name servers Number of domains
1 f1g1ns2.dnspod.net 376
2 f1g1ns1.dnspod.net 376
3 dns3.registrar-servers.com 187
4 dns2.registrar-servers.com 187
5 dns1.registrar-servers.com 187
6 dns4.registrar-servers.com 183
7 dns5.registrar-servers.com 181
8 ns2.bluehost.com 171
9 ns1.bluehost.com 171
10 ns0.dnsmadeeasy.com 170
11 ns1.dnsmadeeasy.com 168
12 ns2.dnsmadeeasy.com 161
13 ns11.dnsmadeeasy.com 161
14 ns3.dnsmadeeasy.com 159
15 ns10.dnsmadeeasy.com 159
16 ns12.dnsmadeeasy.com 158
17 ns2.rackspace.com 152
18 ns13.dnsmadeeasy.com 152
19 ns.rackspace.com 150
20 ns4.dnsmadeeasy.com 148
21 ns2.dreamhost.com 144
22 ns1.dreamhost.com 144
23 dns2.stabletransit.com 139
24 dns1.stabletransit.com 139
25 ns3.dreamhost.com 133
26 ns1.dns.ne.jp 132
27 ns2.dns.ne.jp 130
28 ns14.dnsmadeeasy.com 130
29 dns4.name-services.com 130
30 dns3.name-services.com 130
Number of domains represents the number of domains that depend on this
name server to resolve.
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node u and other nodes is the smallest, then u is geometrically
located at the center of the graph. -e Eigenvector centrality
of u has a relative index value, which is based on the following
principle—contribution of connecting high-scoring nodes to
u is more than that of connecting low-scoring nodes. It is the
first of the centrality measures that considered the transitive
importance of a node in a graph [9].

-ese classical node centrality measures can identify the
important nodes of complex networks from different per-
spectives.-emeasures applicable to our resolution network
and their specific experimental results are presented in the
subsequent analysis in Section 4.4.

3.2.2. Node Load Centrality Measures. Based on the reso-
lution network and combining the actual name resolving
process, an algorithm is proposed to quantify the load of
each node. For a domain name u, the load of u reflects the

sum of the dependence of all other nodes on u in their
domain name resolution. -e algorithm starts with domain
name nodes and traverses each other node in the resolving
graph in turn and calculates its value of load.-e initial value
of the load for all domain name nodes is set as 1 and that for
the remaining nodes is set as 0. -e calculation of the load is
an iterative cumulative process.

As shown in the construction of the resolving graph in
Section 2.4, the difference between the types of nodes leads
to diverse relations between adjacent nodes, such as relations
between (1) child domain and parent domain, (2) domain
and name server, and (3) domain name and its alias.
-erefore, the quantitative rules for the three categories are
defined as follows.

(1) Relations between Child Domain and Parent Domain.
As shown in Figure 4, a domain name’s resolution is always
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Figure 4: Resolving graph of a domain name, where the edge label “parent” indicates it is dependent on the parent domains, the label “NS”
indicates it is dependent on the name servers. -e resolution of this domain name involves 6 different domains and their name servers,
which is symbolized by different colors in the graph. In addition, alias dependence does not appear in this figure. If a domain name has a
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dependent on its parent domain. When a directed edge
points from a node to its parent domain node, the load of the
parent domain node accumulates the load of its child node.
For a parent domain pu, let ui denote a child domain that
depends on pu, and Loadu denote the load of u. -en, the
load of parent domain pu in the resolution network is

Loadpu � 􏽘
i∈N

Loadui
, (2)

where N is the number of child domains that depend on the
parent domain pu.

(2) Relations between Domain and Name Server. A domain
name can deploy multiple authoritative name servers. As

long as one name server provides normal service, the do-
main name can be successfully resolved. In this paper, as-
suming that each name server provides service for its
domain with the same probability, the load of a name server
node is the load of the domain it is deployed divided by the
number of all name servers in that domain. If this name
server is set to an authoritative server by more than one
domain, we accumulate these values as the load of this name
server. -erefore, the load of each name server node in the
resolution network is

Loadns � 􏽘
i∈Ndomains

Loaduni

Ni

􏼠 􏼡, (3)

where ns is a name server node, uni indicates a domain
where ns is deployed, Ni is the number of all name servers in
domain uni, andNdomains is the number of all domains where
ns is deployed.

(3) Relations between Domain Name and its Alias. If a
domain name has a resource record of CNAME type, that is,
an alias, the alias will inherit its load value. Because at this
point the resolution of the domain name has shifted to the
resolution of its alias [5]. Generally, an alias corresponds to
only one domain name, so there is no cumulative calcula-
tion. -e load of alias node in the resolution network is

Loadalias � Loadu, (4)

where alias denotes a domain name u’s CNAME.
Following the above rules, traverse the nodes of the

network and calculate the load for each node. Nodes with
larger load are considered to be the center of the network.
-e results of quantifying the nodes in Figure 4 according to
the above method are shown in Figure 7, which only shows a
single domain name’s dependency relationship, and the
nodes in the graph are marked with load values. Since a
name server can be used to provide services for different
domains, the load of the name server nodes and their parent
domain nodes in the resolution network may be accumu-
lated multiple times. Consequently, by comparing the load
values, some important nodes in the network can be
identified.

Figure 8 presents the top 20 nodes in the network using
the centrality measures listed above. -e more effective
measures in mining the core nodes of the network are
discussed in Section 4.4.

4. Evaluating the Impact of Resolution
Dependence on the DNS

-e global resolution graph is proved to be a scale-free
network, which has strong fault tolerance, but its antiattack
ability is rather poor for the selective attack based on the key
nodes [7]. -e presence of the nodes of high-connectivity
greatly weakens the robustness of the network. A malicious
attacker only needs to select a few nodes of the network to
make the network instantly paralyzed. In the DNS, due to the
interdomain dependence, the failure of an important node
may cause multiple domain names to be unresolved or to

Figure 5: A global dependency graph that contains 100 domain
names. -e nodes of the domain name and its alias are colored by
red, the domain nodes are marked yellow, and the name server
nodes are marked blue.

Table 2: Characteristic parameters of Net1.

Metric Value
Number of nodes 1,135,448
Number of edges 1,811,565
Maximum of degree 6,962
Nodes ratio of the degree 1 35.19%
Average value of degree 3.1909
Average value of clustering 0.00006
Proportion of lonely domains 15.75%
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Figure 6: In-degree distribution of Net1.
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transfer the node’s traffic load to its equivalent other servers,
which is a cascading failure response in this network. In this
paper, we choose to simulate attacks by removing some
nodes in the resolution network to evaluate the impact of
resolution dependence on the DNS.

4.1. Simulation of Attacks on Name Resolution Networks.
On the basis of the name resolution network Net1 con-
structed in Section 3, we simulate the DNS attacks by re-
moving some nodes from the network, which is relatively
simple compared to simulating the DNS of real resolving
process of many domain names. However, it helps us to
verify whether the failure of some core name servers will

affect the resolution of a large number of domain names at
the macrolevel.

In light of different ways of removing nodes, we classify
the attacks into two categories: random attacks and core
attacks. -e random attacks are to select random nodes to
remove from Net1; the core attacks is to remove the core
nodes according to the metrics obtained from the node
centrality measures, including the in-degree, closeness, ei-
genvector, and node load centrality.

After removing the nodes in the network according to
certain rules, we evaluate the network status before and after
attacks. One of the intuitive and effective indicators used for
the evaluation is the name resolution failure rate, which is
detailed in Section 4.2. Another indicator is the delay of DNS
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name resolution, however, which is not adopted in our
evaluations. Because Net1 is a global resolution dependency
graph of 400,000 domain names and the actual domain
name resolving process does not been emulated, this in-
dicator cannot be obtained from our simulation. In addition,
the failure of some server nodes not only causes the related
domain name to become unresolvable but also transfers the
resolution workload to their equivalent other name servers,
which is the cascading failure in this network. Furthermore,
we propose an evaluation method of load transfer based on
the idea of cascading failure of complex networks, which is
described in Section 4.3.

4.2. Resolution Failure Rate Assessment. As the role of the
DNS is to provide users with resolution services, the
resolution failure rate can be the most intuitive measure
of service quality. Consequently, we propose a method to
compute the resolution failure rate under attacks from
the perspective of static influence. More specifically, after
having removed some nodes from the resolution net-
work, we calculate the number of the domain names
which become unresolvable and then compute the res-
olution failure rate. -e quantization method is shown in
the following formula:

E1Destruction_Set �
NFailure_Name

NAll
, (5)

where Destruction_Set is the set of nodes to be removed
from the network, E1Destruction_Set is the resolution failure
rate caused by the Destruction_Set removed from the
network, NFailure_Name is the number of domain names
that fail to be resolved due to the attack, and NAll is the

number of all the domain names in the network to be
assessed.

4.3. Load Transfer Assessment. In many real-world
networks, one or several nodes’ failures can cause other
nodes to fail through the coupling relationship between
nodes, which is called cascading failure. In the name res-
olution network, there are many combinations of name
servers served for resolving a name; that is, the failure of
some name servers may not affect the normal resolution of
the domain name, but it can aggravate the load of the
remaining name servers of the domain name. Accordingly, it
is necessary to study the dynamic influence assessment for
cascading failure. Here, the changes of load of the overall
network before and after attacks are monitored. -e cal-
culation of the load has been described in detail in Section
3.2.2. -e dynamic impact based on load transfer is as
follows:

(1) For each domain name, calculate the average load of
all name server nodes that each domain name de-
pends on

Loaddomain �
1

Nserver
􏽘

i∈Nserver

Loadserveri
, (6)

where Loaddomain represents the average load of a
domain name, Nserver represents the number of servers
owned by a domain name, and Loadserveri

represents the
load of a name server i.
-en, compute the average load for all domain names
of the network. -e load of the network is shown in the
following formula:
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Figure 8: -e top 20 nodes of the domain name resolution network, which is mined by measure of in-degree, closeness, eigenvector, and
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Loadnet �
1

Ndomain
􏽘

j∈Ndomain

Loaddomainj
, (7)

where Loadnet represents the average load of a res-
olution network, Ndomain represents the number of
domain names in the network, and Loaddomianj

represents the load of a domain name j.
(2) Remove some nodes based on rules, so some domain

names become unresolvable and then recalculate the
average load in the residual network.

(3) For each attack, compute the change rate of load for
the overall network before and after attacks:

E2Destruction_Set �
Loadresidual_net

Loadnet
, (8)

where E2Destruction_Set is the change rate of load caused
by the Destruction_Set removed from the network,
Loadnet represents the load of a resolution network
before attacks, and Loadresidual_net represents the load of
a resolution network after attacks.
-us, we get the specific value of the load change, which
is used to represent the degree of cascading effect.

4.4. Experiment and Results. Our experiment is based on the
domain name resolution network Net1 established in Section
3. -e DNS attacks are emulated by removing certain nodes
from the network. Two strategies of the random and core
attacks are simulated to study how the name dependence
impacts the DNS. -e proportion of nodes in the network
being attacked is set to 1%, 5%, 10%, 15%, 20%, etc. -e
statistical results and the analysis of them are shown below.

4.4.1. Analysis of the Resolution Failure Rate Assessment.
-e statistical results of the resolution failure rate assessment
are displayed in Figure 9, which shows the resolution failure
rate of five attacks modes in certain attack proportions. -e
ordinate represents the resolution failure rate. -e abscissa
shows the proportion of nodes in the network being
attacked. -e following conclusions can be drawn from the
results:

(1) In the random mode, only 0.01% of domain names
fail to be resolved when the attack scale is 1%, and
3.31% fail to be resolved when the scale is 20%. -e
failure rate is significantly lower than that of other
core attacks, indicating that most domain names
have multiple resolution paths. -erefore, random
small-scale failure does not have a major impact on
the DNS.

(2) In the four centrality measures of the core attacks,
the effect of in-degree is the best. When the attack
scale is 1% by removing the nodes with high in-
degree value, 46.19% of the domain names become
unresolved. -is shows that if a small number of
these core nodes are attacked, there will remain a
significant impact on the DNS. In addition, the

centrality measure of node load proposed in our
paper can also better identify the important nodes in
the network when the attack scale is above 10%, but
in the smaller scale node attacks, it is not as effective
as in-degree. Moreover, the closeness and eigen-
vector centrality are less effective in mining the core
nodes of the network than the previous two types.

4.4.2. Analysis of the Load Transfer Assessment. Figure 10
shows the statistical results of the load transfer assessment.
-e ordinate indicates the change rate of load after attacks,
and the abscissa shows the proportion of nodes in the
network being attacked. -e following conclusions can be
drawn from the analysis of the results:

(1) -e results show that when the top 1% nodes (with
metric of in-degree centrality) are removed, the load
of the network increases by nearly 195%, while the
load of the random mode increases by only 18%
under the same attack scale. It can be seen that at-
tacks on core nodes will not only cause a large
number of domain names to be unresolved but also
produce excessive load to other name servers. For
these key nodes, effective security measures should
be taken to protect them; on the other hand, the
workload can be appropriately dispersed to other
nodes to avoid the single point failure problems.

(2) In the simulation of core attacks, the effect of in-
degree centrality is the best, followed by the load
centrality. -is is similar to the test results of the
resolution failure rate assessment. So, these two
measures can be used to identify the core of the
resolution network. However, the closeness cen-
trality does not work well in mining core nodes of the
name resolution network.

4.4.3. Further Validation. Since all these conclusions need
further validation, another set of 200,000 domain names
were selected from the 1 million domain names surveyed to
form a resolution network, represented as Net2. -e domain
name sets of net1 and net2 are independent, respectively,
and have no intersection. -e comparison of characteristic
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Figure 9: Statistical results of the resolution rate assessment in
Net1.
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parameters of Net1 and Net2 is shown in Figure 11, and the
in-degree distribution of Net2 is displayed in Figure 12,
showing a few nodes have a large number of connections.
-is reflects that Net2 is also a scale-free network, which
exhibits robustness against random failures and vulnera-
bilities against intentional attacks. We use the in-degree
centrality and the load centrality measures that present good
performance to mine the core nodes, simulate random at-
tacks and core attacks, and utilize the resolution failure rate
to evaluate the impact on the network.

-e specific results are shown in Figures 13 and 14,
from which we can see that the experimental results are
consistent with the conclusions ofNet1. -e detailed results
of resolution failure rate assessment are as follows: (1) In
the random mode, only 0.01% of domain names fail to be
resolved when the attack scale is 1% and 4.44% fail to be
resolved when the scale is 20%. (2) In the core mode, when
the attack scale is 1% by removing the nodes with high in-
degree value, 62.93% of the domain names become un-
resolved and 8 5.38% fail to be resolved when the scale is
20%. -is shows that if core nodes are attacked, there will
remain a significant impact on the network, but random
small-scale failure does not have a significant impact. -e
results of the load transfer assessment in Net2 also verified
the conclusion.

5. Related Work

-e security and availability of the DNS have become a
common concern. -e current studies in this field mainly

focused on data flow anomaly detection [10–12], DNS
amplification attacks [13, 14], DNS servers availability
measurement [15, 16], cache poisoning detection [18],
DNSSEC security protocols [17–20], and Botnet tracking
combined with DNS [21, 22]. Ramasubramanian and Sirer
[23] first proposed the concept of DNS dependence, which
can lead to a highly insecure naming system. Casey Deccio
[24, 25] proposed a DNS dependence model, which featured
a probabilistic method to quantify the influence of the
domain name in the trusted computing base and used a
numerical value from 0 to 1 to quantify the influence degree.
Fujiwara et al. [26] took the lead to measure DNS traffic
increases due to interdomain dependence, with a result of
60% of DNS traffic involved out-bailiwick name servers,
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which increased the resolution delay by about 47% in the
actual measurement of the DNS traffic and delay. In sum-
mary, DNS interdependent behavior has drawn the attention
of researchers in recent years. However, less research has
focused on the extent to which name dependence affects
DNS.

6. Conclusion

In this paper, we have analyzed the actual impact of the
resolution dependence on the DNS, investigated the de-
pendence relationship of 1 million domain names, and
found that 86.14% of the domain names are dependent on
name servers which are not in their own authorization
domain (we do not consider the case of top-level domain
and the root domain here). -en, a resolution dependency
graph of each domain name has been constructed based on
the data we explored. Due to the influence of interdomain
dependence, there may be correlations between these
graphs.-erefore, based on the graphs of 400,000 domains, a
global domain name resolution network has been estab-
lished to analyze the problem of vulnerability. From an
overall perspective, this network is a scale-free network,
which exhibits robustness against random failures and
vulnerabilities against intentional attacks. -is is verified by
our simulation of random attacks and core attacks. -e
resolution failure rate assessment has also been utilized to
compute the resolution failure rate, and the load transfer
assessment has been employed to calculate the change rate of

the load after attacks. -e experimental results show that
when the key nodes of the first 1% are removed, 46.19% of
the domain names become unresolved, and the average load
of the residual nodes will increase by nearly 195%, while only
0.01% of domain names fail to be resolved and about 18% of
load increase on the same attack scale of the random mode.
Moreover, another set of 200,000 domain names were se-
lected from the 1 million domain names to do the same
experiment and further evidence the conclusion.

In addition, the classic node centrality measures of the
complex network have been introduced and a new method
has been proposed to mine the core nodes of the resolution
network. In the experiment of simulating the core attack, the
effect of these measures is also tested.

-ese findings provide new references for the configu-
ration of the DNS. DNS administrators should take effective
security measures to prevent the core nodes from being
attacked. From the macro, it can help to find out weakness
and problems in the design of the current domain name
system.
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“Mining agile DNS traffic using graph analysis for cybercrime
detection,” Computer Networks, vol. 100, pp. 28–44, 2016.

[13] D. C. Macfarland, C. A. Shue, and A. J. Kalafut, “-e best bang
for the byte: characterizing the potential of DNS amplification
attacks,” Computer Networks, vol. 116, pp. 12–21, 2017.

[14] S. Kim, S. Lee, G. Cho, M. E. Ahmed, J. Jeong, and H. Kim,
“Preventing DNS amplification attacks using the history of
DNS queries with SDN,” in Proceedings of the European
Symposium on Research in Computer Security, pp. 135–152,
Oslo, Norway, September 2017.

[15] E. Casalicchio, M. Caselli, and A. Coletta, “Measuring the
global domain name system,” IEEE Network, vol. 27, no. 1,
pp. 25–31, 2013.

[16] H. Gao, V. Yegneswaran, J. Jiang et al., “Reexamining DNS
from a global recursive resolver perspective,” IEEE/ACM
Transactions on Networking, vol. 24, no. 1, pp. 43–57, 2014.

[17] N. Alexiou, S. Basagiannis, P. Katsaros, T. Dashpande, and
S. A. Smolka, “Formal analysis of the kaminsky DNS cache-
poisoning attack using probabilistic model checking,” in
Proceedings of the 12th International Symposium on High-
Assurance Systems Engineering, pp. 94–103, IEEE, Boca Raton,
FL, USA, July 2011.

[18] C. Deccio, J. Sedayao, K. Kant, and P. Mohapatra, “Quanti-
fying and improving DNSSEC availability,” in Proceedings of
the 20th International Conference on Computer Communi-
cations and Networks (ICCCN), pp. 1–7, Maui, Hawaii, July
2011.

[19] R. V. Rijswijk-Deij, A. Sperotto, and A. Pras, “Making the case
for elliptic curves in DNSSEC,” ACM SIGCOMM Computer
Communication Review, vol. 45, no. 5, pp. 13–19, 2015.

[20] T. Chung, R. van Rijswijk-Deij, B. Chandrasekaran et al., “A
longitudinal, end-to-end view of the DNSSEC ecosystem,” in
Proceedings of the 26th USENIX Security Symposium,
pp. 1307–1322, Vancouver, BC, Canada, August 2017.

[21] H. Choi and H. Lee, “Identifying botnets by capturing group
activities in DNS traffic,” Computer Networks, vol. 56, no. 1,
pp. 20–33, 2012.

[22] J. Kwon, J. Lee, H. Lee, and A. Perrig, “PsyBoG: a scalable
botnet detection method for large-scale DNS traffic,” Com-
puter Networks, vol. 97, pp. 48–73, 2016.

[23] V. Ramasubramanian and E. G. Sirer, “Perils of transitive trust
in the domain name system,” in Proceedings of the 5th ACM
SIGCOMM Conference on Internet Measurement, pp. 379–
384, Berkeley, CA, USA, October 2005.

[24] C. Deccio, J. Sedayao, K. Kant, and P. Mohapatra, “Quanti-
fying DNS namespace influence,” Computer Networks, vol. 56,
no. 2, pp. 780–794, 2012.

[25] C. Deccio, Quantifying and Improving Dns Availability,
University of California, Davis, CA, USA, 2010.

[26] K. Fujiwara, A. Sato, and K. Yoshida, “DNS traffic analysis:
issues of IPv6 and CDN,” in Proceedings of the 12th In-
ternational Symposium on Applications and the Internet,
pp. 129–137, Izmir, Turkey, July 2012.

12 Security and Communication Networks



Research Article
A Data-Driven Approach to Cyber Risk Assessment

Paolo Santini,1 Giuseppe Gottardi,2 Marco Baldi ,1 and Franco Chiaraluce 1
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Cyber risk assessment requires de�ned and objective methodologies; otherwise, its results cannot be considered reliable. ­e lack
of quantitative data can be dangerous: if the assessment is entirely qualitative, subjectivity will loom large in the process. Toomuch
subjectivity in the risk assessment process can weaken the credibility of the assessment results and compromise risk management
programs. On the other hand, obtaining a su�ciently large amount of quantitative data allowing reliable extrapolations and
previsions is often hard or even unfeasible. In this paper, we propose and study a quantitative methodology to assess a potential
annualized economic loss risk of a company. In particular, our approach only relies on aggregated empirical data, which can be
obtained from several sources.We also describe how themethod can be applied to real companies, in order to customize the initial
data and obtain reliable and speci�c risk assessments.

1. Introduction

­e process of risk assessment and treatment is fundamental
to the implementation of an e�ective cyber security program
and plays a crucial role for the national and international
regulations in the �eld of data protection. A complete un-
derstanding of cyber risks is necessary, in order to ensure
that the security controls an organization has in place are
su�cient to provide an appropriate level of protection
against cyber threats.

However, de�ning reliable models for the cyber risk
exposure is still an open problem. Existing models [1–4]
su�er from some important concerns that, for example,
prevent the insurability market development [5]. First of all,
cyber risk evaluation and the study of its related impact are
performed mostly in qualitative ways, which are usually
a�ected by errors and misrepresentations of the risk. ­ey
also exhibit several disadvantages, such as the approximate
nature of the achieved results and the di�culty of per-
forming a cost-bene�ts analysis [6]. Quantitative ap-
proaches, in their turn, are usually based on scoring
systems that associate a certain score to a technological/
organizational context. ­e idea is commendable but, as it
will be clari�ed afterward, the way in which it is commonly

implemented does not give a realistic measure of the cyber
risk and the related impact. Reliable models for the measure
of the cyber risk are not available or have signi�cant
limitations, like the lack of generalization and the fact that
most works consider only the analysis of past data to derive
probabilistic models, while it is not clear how to obtain
reliable estimates about future events [7, 8]. Moreover,
some quantitative approaches, like the well-known HTMA
(how to measure anything) [9] and the FAIR [10] methods
rely on a subjective evaluation of the likelihood of an event
(in particular, of the probability of a successful attack due to
a certain threat) given by a team of experts [11, 12]. ­ese
kinds of probabilities usually show some level of inaccuracy
and should be replaced by more objective models. ­e
impact of the set of considered threats is then measured in
terms of economic loss, which is also subjectively esti-
mated. Based on these premises, the need to improve the
quantitative evaluation of the cyber risk of an organization,
through a dynamic monitoring of the attacks and vul-
nerabilities the organization is experiencing, clearly
emerges.

A recent study, for the case of data breaches in IT and
information security, has been developed in [13]. However,
it is clear that the whole panorama involves other sectors (for
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instance, business and finance companies) and other cyber
threats. +is means that in order to obtain reliable repre-
sentations of this wide scenario, more general analyses are
required. A step towards the generalization of this work has
been done in [14], where the authors consider the whole
range of cyber risks and associated costs, by analyzing
sufficiently large and available datasets. +is kind of ap-
proach is not new in the literature (see, for instance, [8, 15]
for a study based on data breaches): through the analysis of a
large amount of historical data, probabilistic models about
the registered cyber crime events can be derived. However,
as the authors in these papers clearly state, such an approach
has some important limitations. Indeed, cyber crime is a
dynamic and continuously evolving phenomenon: consid-
ering only past data is clearly not enough to obtain reliable
estimates about future events.

For instance, let us suppose that a company wants to
determine its risk exposure and eventually define possible
strategies to increase its security against cyber crime. In such
a case, relying on probabilistic models is very likely to be not
enough, since specific countermeasures and consequent
attack strategies should be taken into account. One example
of this process is given in [12], where the authors consider a
dynamic model that describes possible interactions between
a defender and an attacker. In such a model, each coun-
termeasure is considered as a software update of an existing
cyber security system and is characterized by an effectiveness
score; the optimal strategy is thus obtained by taking into
account the interplay between the defender and the attacker.

Previous works highlight the fact that the whole scenario
of cyber risk, with the heterogeneous ensemble of all possible
players and events, looks like a phenomenon that difficultly
allows deriving reliable probabilistic models. In particular,
applications on some real case studies might strongly depend
on specific aspects of the involved subjects. For instance,
conducting a risk assessment with a qualitative approach
may result in a good level of controls for malware defense,
but this does not provide evidence on whether these security
measures are effective in counteractingmalware attacks. As a
consequence, inaccurate prioritization could result in
valuable resources being spent on risk areas that may not be
very important and which may not deserve such resources
and vice versa.

As mentioned above, one way to reduce the uncertainty
in this scenario is the one of relying on opinions of experts
[11, 12]. +is kind of approach is followed in HTMA [9],
where a set of threats is characterized by a likelihood value
and the corresponding impact. Basically, the likelihood is the
probability of successful attack due to each threat, while the
impact expresses the subsequent economic loss. In partic-
ular, in the HTMA method, the impacts are estimated
through interviews to experts that, for each threat, are asked
with the 90% confidence range for possible economic losses.
+eir answers are then used to define the random variable
associated to the impact; a log-normal distribution is as-
sumed for each one of the considered threats.

In this paper, we use the HTMA approach but assuming
experts’ opinions only as a starting point to be progressively
and continuously improved through the acquisition of new

and updated information on the organization’s behavior
against cyber threats. More precisely, we propose to exploit a
combination of probabilistic techniques and objective data
as an input to HTMA. Our goal is to define a methodology
for fitting a probabilistic model into a real case study. +e
procedure we propose is substantially based on checking the
effectiveness of the applied measures through a data-driven
approach. As previous studies by SANS Institute already
outline [16], one of the key focuses of an effective cyber risk
assessment is the measurement of the security controls
implementation effectiveness. Indeed, as seen in most risk
assessment methods, a risk matrix only representing impact
and likelihood is a commonly used tool to assess cyber risk.
According to previous approaches, these values are obtained
through the analysis of a sufficiently large amount of his-
torical data. However, these values hardly reflect the actual
state of a particular entity under analysis. Indeed, a reliable
assessment of the risk exposure without taking into con-
sideration the effectiveness of the applied measures is a hard
task. For this purpose, our analysis considers the CIS 20
Critical Security Controls (Center for Internet Security,
https://www.cisecurity.org/), but the same procedure can be
applied to any other suitable set of security issues.

+e paper is organized as follows. In Section 2, we briefly
remind the probabilistic model we consider, based on the
HTMA approach. In Section 3, we describe how empirical
data can be used to fit the model into an actual entity (for
instance, a company). In Section 4, we show an application
of this methodology to some real case scenarios. Finally, in
Section 5, we draw some conclusive remarks.

2. Probabilistic Model

In this section, we shortly describe the method we use for
evaluating the cyber risk exposure of a company. We first
present a generic model that fits into our study case and give
the basic notions that are fundamental for our analysis. We
then briefly introduce the HTMAmethodology and describe
how it can be used to derive a quantitative measure for the
risk exposure.

2.1. General Model. We consider a set of events
IE � E1, . . . , En􏼈 􏼉, the i-th one with probability of occurrence
pi, for i � 1, . . . , n; in this paper, we assume that the events
are independent, which means that the occurrence of Ei

does not influence the occurrence of all the other events Ej,
with j≠ i. More complex scenarios, in the presence of
correlation between different events, will be analyzed in
future work. Each event Ei is also linked to a random
variable ci, which is associated to the impact and is described
through a probability distribution f(i)(ci): each time the
event Ei occurs, it has an impact ci, whose particular value
depends on f(i)(ci). +en, we denote as C(IE) the random
variable defined as the sum of the impacts of the considered
events. Our goal is to characterize the statistical properties of
C(IE).

Actually, unless specific choices for the distributions of ci

are made, providing a closed form for the distribution of
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C(IE) is unfeasible. However, we can proceed with nu-
merical simulations and estimate its cumulative distribution
function (CDF). More precisely, we can simulate N different
scenarios: in each scenario, we simulate the occurrences of
the events Ei, and for each occurred event, we randomly
extract the corresponding impact, according to f(i)(ci). Let
C(j) be the resulting total impact obtained in the j-th sim-
ulated scenario; then, the CDF of C(IE) can be estimated as

FC IE( )(a) � P C IE( 􏼁≤ a􏼈 􏼉 �
#j C(j) ≤ a􏼈 􏼉

N
. (1)

It is clear that, in order to obtain reliable estimates via
numerical simulations, the value of N must be sufficiently
large.

One crucial quantity in our analysis is the loss exceedance
curve defined as

LC IE( )(a) � P C IE( 􏼁≥ a􏼈 􏼉 � 1 − FC IE( )(a) + P C IE( 􏼁 � a􏼈 􏼉.

(2)

By definition, the value of LC(IE)(a) corresponds to the
probability that the total impact of the considered events is
equal to or exceeds a threshold value a. If, for instance, we
have LC(IE)(a) � 0.2, then this means that the probability
that the set of considered events results in a total impact ≥a
is equal to 0.2. Also by definition, we have LC(IE)(0) � 1 and
LC(IE)(∞) � 0.

2.2. Cyber Risk Assessment Based on HTMA. In this section,
we briefly describe the use of the HTMA method for
assessing cyber risk. We consider a set of n different cyber
threats and, with reference to the notation introduced in the
previous section, define Ei as the event that the i-th threat
has resulted in an economic loss for the company.+us, pi is
the probability of such an occurrence, for instance, in the
time interval of one year.

Following the HTMA methodology, each economic
impact is obtained on the basis of interviews: in particular,
for each threat, experts are asked with the 90% confidence
interval of economic losses that their company might sus-
tain, in case of occurrence of the considered threat. +e
impact of each cyber threat is then associated to a range in
the form [c

(min)
i ; c

(max)
i ], corresponding to the 90% confi-

dence interval. In particular, as mentioned, the HTMA
method assumes that each economic impact follows a log-
normal distribution, with mean μi and standard deviation σi

that are obtained as

μi �
log c

(max)
i􏼐 􏼑 + log c

(min)
i􏼐 􏼑

2
, (3)

σi �
log c

(max)
i􏼐 􏼑 − log c

(min)
i􏼐 􏼑

3.29
, (4)

respectively. +us, starting from likelihood values and the
corresponding economic impacts distribution, Monte Carlo
simulations can be performed to obtain the loss exceedance
curve LC(IE)(a).

In each simulated scenario, we consider all possible (i.e.,
identified) threats. For each threat, we randomly sample a

variable with continuous uniform distribution in [0; 1]. If
such value exceeds pi, then the corresponding impact is
sampled (according to the corresponding log-normal dis-
tribution); otherwise, it is set as 0. +en, by computing the
sum of all impacts, we obtain the value of the total impact. If
we consider a sufficiently large number of scenarios, then we
can obtain a reliable estimate of the loss exceedance curve.

3. Cyber Risk Assessment Framework

+e loss exceedance curve introduced in the previous section
strongly depends on the company assets and characteristics.
In other words, in order to obtain a reliable estimate of the
loss exceedance curve, we need to customize the values pi and
ci to the actual organization we are considering. +is oper-
ation is usually performed through surveys submitted to the
company, in order to obtain a reliable overview of what the
company is currently doing to prevent cyber threats. How-
ever, it is clear that the use of such answers is likely not enough
to obtain a complete and accurate picture of the actual state of
the company. As an example, the implementation of a par-
ticular strategy (e.g., having good anti-malware tools) does
not mean that the strategy is indeed effective, since its ef-
fectiveness is influenced by many other factors.

In other words, if the stakeholders’ answers are evaluated
with a more objective process, this will result in a more
objective profiling of the company.+is is our aim, which we
pursue by introducing the use of some data-driven key risk
indicators (KRIs) in the HTMA approach.+e model we use
is described next, while its application to some practical case
studies is reported in Section 4.

3.1.Data-DrivenKRIs. Suppose that we can dispose of a tool
that monitors the company and returns a sufficient amount
of quantitative evidences such as

(1) Malicious code/software activity (i.e., malware,
ransomware, botnet evidences)

(2) Insecure/unencrypted/vulnerable protocols usage
(i.e., P2P, vulnerable SSL, etc.)

(3) Deep web exposure (company targeted by criminals)
(4) Data breaches due to human errors, third parties, or

hacking activity
(5) Software/infrastructure vulnerabilities

Clearly, we could use such information to establish a
well-defined set of KRIs that negatively influence the ef-
fectiveness of the existing controls. For instance, the de-
tection of malware incidents originating within the network
of the organization is a clear indicator that some of the
employees are not aware about phishing attacks and that the
anti-malware tools used by the company are not enough,
even if all due controls are implemented. In the same way,
vulnerabilities or unnecessary/insecure services exposed on
the Internet perimeter of the company are a clear indicator
that the implemented controls are not effective. In both
cases, it is clear that the level of security is not as high as
claimed. So, the answers of the survey should be mapped
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with a list of evidences pertaining to cyber incidents and
technical vulnerabilities obtained, for example, with a set of
cyber intelligence sources, in order to associate an effec-
tiveness score to each one of the given answers.+is way, one
can get a more realistic picture of the company cyber profile:
in the case of a “bad” score, the controls implemented by the
company and declared by the answers are not effective. In
other words, the likelihood of the associated threats should
be increased, since the probability of incurring in some
related incidents is higher than expected. On the contrary, in
the case of a “good” score, the stakeholders’ answers can be
positively weighted consequently.

More precisely, when considering the stakeholders’
answers, we propose to use a mapping between all the
questions and the set of considered threats: this way, we can
obtain a coverage score that in the end is used to calibrate the
initial likelihood values according to the company profile.
For this purpose, we first define the control coverage vector
􏽥t � [􏽥t1, . . . ,􏽥tn] as the ensemble of scores computed on the
basis of the stakeholders’ answers. Basically, each entry 􏽥ti is
defined as the state of coverage against the i-th considered
threat. In particular, we define a control as a series of atomic
actions to protect the organization against internal and
external threats. An example of control is “Continuous
Vulnerability Management,” that, as per CIS v7, could be
realized carrying out operations like performing authenti-
cated vulnerability scanning, deploying automated operat-
ing system patch management tools, etc. +e more actions
are performed, the higher the level of control’s imple-
mentation will be. For instance, an effective measurement of
this control can be achieved by taking into consideration the
exposure to software and infrastructure vulnerabilities;
moreover, an effective measurement of themalware defenses
(CSC 8) can be achieved verifying the infections events
originated within the network. +en, the stakeholders’ an-
swers can be mapped into the set of controls; in particular,
the answers can be collected in a vector g, while the controls
in a vector d. +en, let W be a matrix with number of rows
and columns equal to, respectively, the number of answers
and controls. We can write

d � gW, (5)

where the entries of W are all ≤1. With this choice, the
values in d correspond to weighted sums of elements of g. In
particular, the entry in position (i, j) in matrixW, which we
denote as wi,j, expresses the impact of the i-th answer on the
j-th control. +ese coefficients need to be normalized, in the
sense that the sum of each column inW equals 1. If wi,j � 0,
this means that the action referred to the i-th answer has no
impact on the j-th control. +e entries of W are determined
on the basis of statistical analyses and evaluations on em-
pirical data. We point out that the whole procedure is in-
dependent of both the number of collected answers and the
number of analyzed controls. Indeed, choosing a different
set of answers or different controls (or both of these pos-
sibilities) will just result in different dimensions and dif-
ferent entries for the matrix W (and, obviously, different
lengths for the vectors g and d), while the whole procedure
will remain unchanged.

For each threat Ei, we then combine the elements of d, in
order to obtain the elements of 􏽥t. Indeed, each control is
associated to one or more threats: the formula we have used
in our simulations is

􏽥t � dK, (6)

where K is another matrix in which the entries of each
column sum to 1, whose entries, analogously to those of W,
are evaluated after a statistical analysis performed on em-
pirical data. +e entry in position (i, j) in K, which we
denote as ki,j, expresses the impact of control i on the j-th
threat.

By combining (5) and (6), we obtain
􏽥t � gWK, (7)

which shows how the entries of the control coverage vector
are in linear dependence with the entries of the answer
vector. It must be noticed that this matrix approach is rather
classic and widely used in the literature [17, 18]. +e main
novelty of our analysis is in the fact that the vector 􏽥t is not
used directly but it is combined with another vector resulting
from empirical data.

Actually, analogously to what was done for the control
coverage vector, a set of measurements can be provided in
order to obtain another length-n vector that we call effec-
tiveness vector and denoted as 􏽢t � [􏽢t1, . . . ,􏽢tn]. +e vectors 􏽥t

and 􏽢t are then combined, in order to obtain the effective
coverage score, which is a length-n vector twhose i-th entry is
obtained as ti � 􏽥t(1 − (1/5)􏽢ti)i. It is clear that this operation
corresponds to scaling the entries of the control coverage
vector on the basis of the evidences found. Finally, the
customized likelihoods are obtained as pi

′ � (xpi)
2/3, where

x � max 1 − ti, 0.06􏼈 􏼉. We point out that these expressions
have been derived after evaluation of available empirical data
and extrapolations of the values from [19].

On the other hand, from a practical point of view, it is
extremely useful to define a global indicator that measures
the general cyber security posture of a company. We call this
value Security Control Score (SCS) and we compute it as the
average value of the entries of t. Basically, a high SCS in-
dicates substantial and effective investments in people and
technology to protect the digital assets and a low exposure to
costs following from cyber threats.

4. Application to Real Case Scenarios

In this section, we describe the application of our model to
some real case scenarios. Consistently with the existing
literature, we first consider historical data to obtain reliable
values for the likelihood and impact values of a set of cyber
threats. +en, we show a real case study, by applying the
procedure described in Section 3, that is, introducing the
evidences resulting from the intelligence tool into the
estimate.

4.1. Obtaining Initial Likelihood Values. In order to provide
all the required inputs for the HTMA model, we need to
define a set of cyber threats for which the likelihood and
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impact values can be reliably estimated. For this purpose, we
rely on data reported in [19]; this choice is motivated by the
fact that this report contains a large amount of information
about events in 2017, so it offers a significant and recent
picture of the current cyber crime panorama. According to
[19], we consider nine different threats and the corresponding
likelihood values; such values are listed in Table 1. An ID
number is assigned to each threat, in order to simplify the
notation.

For each one of the considered threats, starting from
[19], we have determined the 90% confidence ranges for the
impacts, on the basis of the sector in which a company
operates; such ranges are listed in Table 2. For instance, for a
company operating in the industrial sector, the range of
losses due to malware events goes from a minimum of
1.95M$ to a maximum of 2.19M$.

+e distinction between operating sectors might not be
enough to obtain reliable estimates of the economic losses: as
[19] clearly shows, the company size is another aspect that
must be taken into account. In particular, coherently with
[19], we can define the company size as a function of the
number of seats (i.e., number of employees). +is de-
pendence can be heuristically modelled through a coefficient
α defined as follows:

α �

as3 + bs2 + cs

11.7
, if s≤ 40000,

deks + lems

106
, if s> 40000,

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(8)

where s is the number of seats and the values of the coefficients
in (8) have been obtained on the basis of extrapolations from
data contained in the report (a� 1.04 ·10− 12, b� − 6.54 ·10− 8,
c� 1.41 · 10− 3, d� 1.815 ·107, k� 2.125 ·10− 7, l� 0.5838, and
m� 6.398 ·10− 5).

+e coefficient α can then be used to adjust the ranges
listed in Table 2. In order to clarify this aspect, let us suppose
that a company operating in the industrial sector has α � 0.1:
then, all the impacts reported in Table 2 must be multiplied
by a coefficient equal to 0.1. For instance, the range for
malware attacks becomes [0.195; 0.219]: these values cor-
respond to c

(min)
1 and c

(max)
1 that are used in (3) and (4).

+e values computed this way can then be used as re-
liable values for the likelihoods and impacts that are
exploited in the HTMA methodology.

4.2. Case Studies. In order to validate our approach, we have
run some simulations considering three different organi-
zations O1, O2, and O3, with the following common
properties:

(i) +ere are 2000 workstations
(ii) +eir business sector is industrial/manufacturing
(iii) +eir annual revenue is about 350,000,000 $

It must be said, however, that the proposed approach is
quite general and can be equally applied to different sectors.
What usually changes passing from one scenario to another

is obviously the numerical values of the quantities involved,
while the approach and the set of formal relationships at the
basis of the model remain substantially unchanged.

An intelligence tool is supposed to be used to detect
cyber evidences on the cyber perimeters of O1, O2, and O3, to
verify the effectiveness of the security controls implemented
by them. Table 3 reports the number of evidences, of the type
listed in Section 3.1, monitored for the three organizations in
a precise period of time (e.g., 1 year), distinguishing them on
the basis of the impact: trivial, middle, and critical. Eight
cyber intelligence sources Si, with i � 1, . . . , 8, have been
adopted. Suitably processed, the values in Table 3 permit to
determine the effectiveness vector 􏽢t. By combining it with 􏽥t,
we can compute the effective coverage score, t, and finally,
the security control score, SCS. All these values are reported
in Table 4. Finally, the corresponding ranges of the economic
losses (90% confidence intervals) are listed in Table 5.

+is is all we need to run numerical simulations, fol-
lowing the HTMA approach, for the three considered
companies. +e resulting loss of exceedance curves is shown
in Figure 1. +ese curves have been obtained by applying the
theoretical approach discussed in Section 2.2. So, according
to (2), each curve represents, for the specific organization it
refers to, the probability that the economic loss is equal to or
greater than the values of a reported in abscissa.

As it clearly results from the figure, this company
profiling might have some serious consequences in the cyber
risk assessment. For instance, suppose that the maximum
loss that the three companies can sustain is equal to 1M$.
We see that, for the three companies, the probabilities of
exceeding this value are significantly different and go from a
minimum of approximately 0.05 for the company O3 to
maximum of approximately 0.75 for the company O1. +ese
values might be compliant or not with the profile and ex-
pectations of the organization, and in the latter case, they
should suggest the adoption of correcting actions to reduce
the risk. On the other hand, the picture so obtained is
provisional, since it is expected to change, getting better or
worse in subsequent assessment campaigns.

5. Conclusion

In this paper, we have described a data-driven approach to
assess cyber risk and associate a score to the cyber exposure
of a company. Our model relies on the well-known HTMA

Table 1: Considered threats with the corresponding likelihood
values.

ID +reat Likelihood
1 Malware 0.98
2 Web-based attacks 0.67
3 Denial of services 0.53
4 Malicious insiders 0.40
5 Phishing and social eng. 0.69
6 Malicious code 0.58
7 Stolen devices 0.43
8 Ransomware 0.27
9 Botnets 0.63
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approach but reduces the margin for subjectivity by in-
troducing the use of some quantitative key risk indicators. Its
applicability in practice has been illustrated through some
preliminary case studies taken from the industrial
manufacturing world. Future works will concern application
of the proposed method in a variety of different sectors, with
the aim to catch practical evidences of the advantages it
offers with respect to previous methods.

+e proposed model should allow overcoming the in-
trinsic limits of the existing risk assessment approaches,
which are based on the estimate of the threats’ occurrence
probability and on the observation of events that occurred in
the past, thus not guaranteeing an adequate protection for
the future. +e proposed approach is also expected to

Table 4: Effective coverage score values for the three simulated
companies.

+reat ID O1 O2 O3

1 0.5 0.61 0.85
2 0.23 0.79 0.78
3 0.64 0.74 0.95
4 0.12 0.34 0.67
5 0.21 0.87 0.90
6 0.16 0.56 0.75
7 0.15 0.23 0.57
8 0.68 0.75 0.91
9 0.91 0.87 0.82
SCS 0.4 0.64 0.8

Table 5: Ranges of economic losses for each considered organi-
zation (k$).

+reat ID O1 (0.4) O2 (0.64) O3 (0.8)

1 [397.53; 446.46] [417.31; 468.68] [209.13; 234.86]

2 [355.51; 400.48] [175.87; 198.12] [171.17; 192.82]

3 [136.53; 153.46] [138.41; 155.58] [49.15; 55.24]

4 [189.65; 212.34] [192.48; 215.51] [110.39; 123.60]

5 [229.01; 258.98] [84.09; 95.10] [67.10; 75.89]

6 [217.65; 244.34] [171.48; 192.51] [106.47; 119.52]

7 [120.56; 135.43] [139.39; 156.60] [87.31; 98.08]

8 [28.01; 31.38] [30.55; 34.24] [13.86; 15.53]

9 [13.93; 15.66] [22.31; 25.0851] [24.95; 28.04]

Table 2: Impact ranges of the considered threats, expressed in M$, for different industrial sectors.

ID Financial Utilities and energy Aerospace and defense Technology and software Health care
1 [3.51; 3.93] [3.29; 3.69] [2.78; 3.11] [2.51; 2.81] [2.4; 2.69]
2 [2.99; 3.35] [2.8; 3.14] [2.36; 2.65] [2.14; 2.4] [2.04; 2.29]
3 [2.32; 2.61] [2.18; 2.44] [1.84; 2.06] [1.66; 1.86] [1.59; 1.78]
4 [2.1; 2.35] [1.97; 2.21] [1.66; 1.86] [1.5; 1.68] [1.44; 1.61]
5 [1.93; 2.16] [1.81; 2.03] [1.52; 1.71] [1.38; 1.55] [1.32; 1.48]
6 [1.91; 2.13] [1.79; 2] [1.51; 1.69] [1.37; 1.53] [1.31; 1.46]
7 [1.28; 1.44] [1.2; 1.35] [1.01; 1.14] [0.915; 1.03] [0.875; 0.983]
8 [0.79; 0.885] [0.74; 0.829] [0.625; 0.7] [0.565; 0.633] [0.54; 0.605]
9 [0.521; 0.585] [0.488; 0.548] [0.413; 0.463] [0.373; 0.418] [0.356; 0.4]
ID Services Industrial Retail Public sector Transportation
1 [2.11; 2.37] [1.95; 2.19] [1.78; 1.99] [1.58; 1.77] [1.4; 1.57]
2 [1.8; 2.01] [1.66; 1.87] [1.51; 1.7] [1.34; 1.51] [1.19; 1.34]
3 [1.4; 1.57] [1.29; 1.45] [1.18; 1.32] [1.04; 1.17] [0.926; 1.04]
4 [1.26; 1.42] [1.17; 1.31] [1.06; 1.19] [0.944; 1.06] [0.838; 0.939]
5 [1.16; 1.3] [1.07; 1.21] [0.976; 1.1] [0.866; 0.973] [0.769; 0.863]
6 [1.15; 1.28] [1.06; 1.19] [0.968; 1.08] [0.859; 0.959] [0.762; 0.851]
7 [0.769; 0.864] [0.713; 0.801] [0.648; 0.728] [0.575; 0.646] [0.51; 0.573]
8 [0.475; 0.532] [0.44; 0.493] [0.4; 0.448] [0.355; 0.398] [0.315; 0.353]
9 [0.314; 0.351] [0.29; 0.326] [0.264; 0.296] [0.234; 0.263] [0.208; 0.233]
ID Consumer products Communications Life science Education Hospitality
1 [1.4; 1.57] [1.35; 1.52] [1.24; 1.39] [0.955; 1.07] [0.955; 1.07]
2 [1.19; 1.34] [1.15; 1.29] [1.06; 1.19] [0.813; 0.912] [0.813; 0.912]
3 [0.926; 1.04] [0.897; 1.01] [0.823; 0.924] [0.632; 0.709] [0.632; 0.709]
4 [0.838; 0.939] [0.811; 0.909] [0.745; 0.834] [0.572; 0.641] [0.572; 0.641]
5 [0.769; 0.863] [0.744; 0.836] [0.683; 0.767] [0.525; 0.589] [0.525; 0.589]
6 [0.762; 0.851] [0.738; 0.824] [0.678; 0.756] [0.52; 0.581] [0.52; 0.581]
7 [0.51; 0.573] [0.494; 0.555] [0.454; 0.51] [0.348; 0.391] [0.348; 0.391]
8 [0.315; 0.353] [0.305; 0.342] [0.28; 0.314] [0.215; 0.241] [0.215; 0.241]
9 [0.208; 0.233] [0.201; 0.226] [0.185; 0.207] [0.142; 0.159] [0.142; 0.159]

Table 3: Evidences of intelligence.

Source
Evidences

Trivial Middle Critical
O1 O2 O3 O1 O2 O3 O1 O2 O3

S1 12 5 1 12 5 1 12 5 1
S2 13 1 2 12 5 1 12 5 1
S3 21 2 0 12 5 1 12 5 1
S4 3 2 0 12 5 1 12 5 1
S5 14 9 2 12 5 1 12 5 1
S6 5 1 0 12 5 1 12 5 1
S7 23 0 1 12 5 1 12 5 1
S8 7 1 3 12 5 1 12 5 1
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provide companies and institutions with a new practical tool
able to assess their cyber risk exposure and helping the
definition of data protection policies for processes, systems,
and infrastructures. +e proposed solution is wide-ranging
and applicable to different contexts, maintaining versatility
and possibility to be used by companies and institutions of
different size and working in different fields.
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