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�is paper proposes new mathematical models of representation, which can describe the dynamic behavior of large-scale
nonlinear systems, such as an extended mathematical model of Volterra series, interconnected Hammerstein structures, and
interconnected Wiener structures. In this research, we focus on the class of large-scale nonlinear systems, which are composed of
several interconnected nonlinear subsystems. In this context, a discrete nonlinear mathematical model with unknown time-
varying parameters, mono-variable, characterizes each interconnected subsystem operating in a deterministic or stochastic
environment. An illustrative numerical simulation example of two interconnected nonlinear processes is provided to prove the
validity and the performance of the developed theoretical results.

1. Introduction

In the literature, the description of a dynamical system by
a mathematical model (MM) can be carried out from two
di�erent approaches: the �rst approach is based on a
theoretical analysis which allows the system to be de-
scribed by a MM based on the universal laws that govern
it. As for the second, it is realized by experimental analysis
which makes it possible to describe the system by a MM
based on the results of the experimental tests carried out
of this system. �e �rst step in any system study un-
doubtedly requires representing it by a model that can
characterize its dynamic behavior. �us, this step is es-
sential in the synthesis of a control scheme, with a view to
solving either a tracking problem, or a regulation prob-
lem, or a joint tracking and regulation problem, of a
dynamic system (mechanical, electrical, biological), since
it determines the targeted control performance (rapidity,
stability, accuracy). It can present di�culties of practical
implementation, more particularly in the case of complex
systems.

In both the scienti�c and social sciences, the study of
complex systems is becoming increasingly relevant. It is
widely assumed that there is such a thing as a complex
system, with many instances examined across a variety of
�elds. However, there is no succinct description of a
complex system, much less one that is agreed upon by all
scientists. Various attempts have been made to describe a
complex system and examine a core set of characteristics
that are generally identi�ed with complex systems in the
literature and by specialists. Some of these characteristics are
neither required nor su�cient for complexity, while others
are too imprecise or ambiguous to be analytically useful. To
add mathematical development to the topic, various com-
mon measures of complexity are undertaken from the sci-
enti�c literature, and taxonomy for them is o�ered, before
claiming that the statistical complexity best re�ects the
qualitative idea of the order generated by complex systems.
In this context, requirements as a characterization of
complexity might be provided. �ese are qualitative re-
quirements that may or may not be adequate for complexity
when taken together. It is a ripe research �eld with a plethora
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of viewpoints to consider. With the increasing use of
complex systems in real-world applications, especially
biomedical, finance, and engineering, the study and analysis
of complex behavior and dynamic response of complex
systems have become increasingly essential. 'e develop-
ment of the estimation and the control strategies for a
complex system is based on the description of its dynamic
behavior by a MM. 'is description may essentially be
carried out using two ways of analysis, the theoretical
technique and the experimental one. 'ese MMs can be
expressed by difference equations (IOMMs), transfer
functions, or state equations (state MMs). 'e complex
systems modelling (nonlinear, nonstationary, high dimen-
sional) from a theoretical analysis can lead to a failure.
Indeed, these systems are complex enough for us to be able
to apply universal laws to them, in order to formulate
theoretically MMs allowing them to describe correctly their
dynamic behavior. However, the obtained MM, which is
based on theoretical analysis, will not be useable in general
for the synthesis of a control law, in particular a digital
control law. 'is is due, on the one hand, to the equations
resolution complexity of this MM and, on the other hand, to
the disregard of disturbances acting on different points in
the system. To overcome the problems relating to the
modelling of a dynamic system based on a method of
theoretical analysis, we seek to apprehend this system in a
phenomenological way, by establishing a mathematical
model from experimental analysis.'erefore, we seek to link
the measured quantities of the system (input, output, state)
by a certain combination.

'e study of dynamical high dimensional systems has
attracted the attention of many researchers and automation
engineers worldwide. Every large-scale system can be en-
visaged as a system consisting of a large number of inter-
acting interconnected systems. Since such a system normally
comprises several interconnected systems (power network
system and set of coupled tanks), the formulation problem of
their parametric estimation or their control is too intricate.
Several studies dealing with different themes (modelling,
identification, control, stability, and optimization) have been
developed and published in the literature [1–3]. In fact, the
study [1] is motivated by the desire to build decentralized
control for a class of large-scale systems that do not meet the
matching condition criterion.'e author of [2] discusses the
topic of implicit self-tuning control for a class of large-scale
systems that have been deconstructed into linked subsys-
tems. 'e authors look at plants with unknown character-
istics that are characterized by a linear invariant or slowly
variable model. In addition, the development of recursive
estimation techniques for large-scale stochastic systems
utilizing the maximum likelihood method was given in [3].
'e findings of this research concentrated on large-scale
linear systems that can be defined as either continuous or
discrete MM. However, certain results concerning large-
scale nonlinear systems have been developed and published
[4–13]. Indeed, the author of [4] proposes a fault-tolerant
control of a class of linked feedback linearizable nonlinear
systems via a decentralized adaptive approximation archi-
tecture. An adaptive approximation strategy for

decentralized fault-tolerant control for a class of nonlinear
large-scale systems with unknown multiple time-delayed
interaction faults is proposed in [5]. Using the input-output
linearization idea, the author of [6] suggested a resilient
adaptive fuzzy semidecentralized control for a class of large-
scale nonlinear systems. 'e author of [7] investigates the
topic of decentralized adaptive control in large-scale non-
strict-feedback nonlinear systems with a dynamic interac-
tion and unmeasurable states, where the dynamic
interaction is connected to both input and output items. A
unique extended modal series approach for tackling the
infinite horizon optimal control issue of nonlinear linked
large-scale dynamic systems is presented in [8]. 'e infinite
horizon nonlinear large-scale two-point boundary value
problem (TPBVP), derived from Pontryagin’s maximum
principle, is converted into a series of linear time-invariant
TPBVPs using this approach. An adaptive fuzzy decen-
tralized output-feedback control issue for a class of non-
linear large-scale systems is discussed in [9]. 'e parametric
absolute stability of linked Lurie systems with several sub-
systems is studied in [10], where the parametric stability
refers to the difficulty of determining the feasibility and
stability of equilibrium states when the unknown parameters
change. A decentralized fuzzy control problem for asymp-
totic stabilization of a class of nonlinear large-scale systems
using an observer-based output-feedback method has been
presented in [11]. A PD-type iterative learning control has
been developed and applied for uncertain spatially inter-
connected systems [12]. Tao et al. were proposed a robust
PD-type iterative learning control for discrete systems with
multiple time delays subjected to polytopic uncertainty and
restricted frequency domain [13]. 'e most of these works
concerned the large-scale systems which can be described by
a linear MM (input-output MM and state MM) with con-
stant or slow time-varying parameters. However, a few re-
sults were published concerning the large-scale nonlinear
systems which are described by nonlinear state MMs.
Furthermore, we may use other MMs to characterize these
nonlinear dynamic systems. 'e traditional structure relies
on the nonlinear system’s approximation by the Volterra
series. Other forms of representations, like input-output
models and linked block models, allow us to characterize the
dynamic behavior of considered systems.

Consequently, we shall build a variety of nonlinear discrete
MMs capable of describing the dynamic behavior of large-scale
nonlinear systems in this study. 'e emphasis will be on the
class of large-scale nonlinear systems that composed of several
linked mono-variable nonlinear systems with unknown time-
varying parameters. We suppose that these complex systems
can operate in a deterministic or stochastic environment.

'e remainder of this research is organized as follows:
Section 2 is devoted to the description of large-scale non-
linear systems by MMs in a series of functions, where two
forms of MMs are developed. In Section 3, input-output
MMs for modelling the dynamic behavior of linked non-
linear systems, operating in a deterministic or stochastic
environment, are proposed. 'e modelling of linked non-
linear mono-variable systems, based on interconnected
Hammerstein andWiener structures, is derived in Section 4.
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Finally, some simulation results and concluding remarks are
provided in Sections 5 and 6.

2. MMs in Series of Functions

Serial models of functions are one of the MMs that may
represent the dynamic behavior of a nonlinear system. 'is
family of models allows its output at a given moment to be
described by an infinite sum of polynomial functions de-
pendent on the input at the same and previous instants. As a
result, the Volterra series representation and the Volterra
parametric representation may be extended to describe
nonlinear systems with huge dimensions. 'ese two rep-
resentations are commonly used in the study and description
of nonlinear systems [14–17], particularly those defined by
discrete MMs. In fact, this is the second installment of a two-
volume guidebook [14] that provides a detailed review of
nonlinear dynamic system identification. Many elements of
nonlinear processes are covered in the books, including
modelling, parameter estimates, structure search, nonline-
arity, and model validity testing. Not only nonparametric
models but also parametric models with a restricted number
of parameters are included in the book.'e estimate of time-
domain parameters is covered in depth, as well as frequency
domain and power spectrum processes. 'is work is aimed
towards postgraduate students, researchers, and engineers
working in the field of nonlinear systems. 'ere are

numerous instances, case studies, and experimental iden-
tifications of genuine processes. 'e study [15] gives an
overview of works in the field of mathematical modelling of
nonlinear input-output dynamic systems with Volterra
polynomials that were undertaken at systems. 'e author of
[16] presents a method for identifying nonlinear aeroelastic
systems based on the Volterra theory of nonlinear systems.
'e theory’s recent applicability to difficulties in compu-
tational and experimental aeroelasticity is discussed. 'e
book [17] covers simple, brief, and easy-to-understand
methods for identifying nonlinear systems, as well as new
research discoveries in the field of adaptive nonlinear system
identification. 'ese approaches make use of adaptive filter
algorithms, which are well-known for identifying linear
systems.'ey can be used to simulate nonlinear systems that
polynomials can efficiently model.

2.1. MM in a Series of Volterra. 'e Volterra series represent
nonlinear MMs without output feedback. 'us, a nonlinear
system can be described by the following MM in a series of
Volterra:

y(k) � f(u(k − 1), u(k − 2), . . . , u(k − τ)). (1)

'e previous model can be extended to describe the
dynamics of an INS.

yα(k) � fα uα(k − 1), uα(k − 2), . . . , uα(k − τ), uβ(k − 1), uβ(k − 2), . . . , uβ(k − τ)􏼐 􏼑, (2)

where yα(k) and uα(k) represent, respectively, the output
and input of the INS Sα, α � 1, . . . ,Ν; uβ(k) indicates the
inputs from the other connected subsystems Sβ,
β � 1, . . . ,N; β≠ α; Ν represents the number of INSs; and

fα(.) is a nonlinear function, which is approximated by a
polynomial for the case of the Volterra model.

An approximation of the MM (2) allowing to describe an
INS of order M, which is composed of Ν INSs, can be
obtained using the second-order nuclei, such as

yα(k) � μα + 􏽘
M

r�1
ζα,r uα(k − r) + 􏽘

M

r�1
􏽘

M

s�1
ζα,rs uα(k − r) uα(k − s),

+ 􏽘
N

β�1,β≠α
􏽘

M

r�1
ζαβ,r uβ(k − r) + 􏽘

N

β�1,β≠α
􏽘

M

r�1
􏽘

M

s�1
ζαβ,rs uα(k − r) uβ(k − s),

(3)

where α, β � 1, . . . , N; β≠ α, μα is a constant, and ζα,r, ζα,rs,
ζαβ,r, and ζαβ,rs are positive parameters.'ese parameters are
called Volterra kernels.

2.2. Parametric Model of Volterra. 'is MM family is dis-
tinguished by linear feedback of outputs and a polynomial
function of inputs. In the literature, the Volterra parametric
model is used to describe a nonlinear system.

y(k) � f(u(k − 1), u(k − 2), . . . , u(k − m))

− 􏽘
m

h�1
ah y(k − h).

(4)

'ereby, we propose the following parametric
model of Volterra in order to describe the dynamic of an
INS:

Mathematical Problems in Engineering 3



yα(k) � fα uα(k − 1), uα(k − 2), . . . , uα(k − m), uβ(k − 1), uβ(k − 2), . . . , uβ(k − m)􏼐 􏼑,

− 􏽘
m

h�1
aα,h yα(k − h) + 􏽘

N

β�1,β≠ α
􏽘

m

h�1
aαβ,h yβ(k − h),

(5)

with uα(k) is the input and yα(k) is the output of the INS
Sα; yβ(k) and uβ(k) represent, respectively, the outputs
and inputs from the other INSs Sβ, β � 1, . . . ,N; β≠ α; aα,h

and aαβ,h are constant parameters; and m is a positive

parameter which corresponds to the order of the con-
sidered system.

In the case of an order system M and a polynomial of
degree 2, the expression of the output yα(k) is written in the
following form:

yα(k) � μα − 􏽘
M

h�1
aα,h yα(k − h) + 􏽘

M

r�1
ζα,r uα(k − r) + 􏽘

M

r�1
􏽘

M

s�1
ζα,rs uα(k − r) uα(k − s),

+ 􏽘
N

β�1,β≠ α
􏽘

M

r�1
ζαβ,r uβ(k − r) + 􏽘

N

β�1,β≠ α
􏽘

M

h�1
aαβ,h yβ(k − h) + 􏽘

N

β�1,β≠ α
􏽘

M

r�1
􏽘

M

s�1
ζαβ,rs uα(k − r) uβ(k − s).

(6)

We can notice that these different representations of
MMs become more and more complex by increasing the
order of the system or the nonlinearity degree.

3. IOMMs

'e use of input-output MMs to describe nonlinear systems
is a popular strategy in industrial settings [15, 17]. In fact, the
paper [15] provides an overview of work done at systems in
the subject of mathematical modelling of nonlinear input-
output dynamic systems with Volterra polynomials. Based
on the Volterra theory of nonlinear systems, the author of
[16] proposes a technique for finding nonlinear aeroelastic
systems. 'e theory’s current relevance to computational
and experimental aeroelasticity problems is reviewed. 'e
book [17] discusses simple, concise, and simple-to-under-
stand approaches for identifying nonlinear systems, as well
as recent research findings in the field of adaptive nonlinear
system identification. 'ese methods employ adaptive filter
techniques, which are well-known for finding linear systems.
'ese methods can be used to simulate nonlinear systems
whose models are approximated by polynomial functions.

'is paragraph is concerned with the description of
large-scale nonlinear systems, which are made up of multiple
linked mono-variable nonlinear systems functioning in a
deterministic or stochastic environment [18]. We can dif-
ferentiate three types of nonlinearities, which are as follows:

(1) Nonlinearity with respect to the parameters
(2) Nonlinearity with respect to the observations
(3) Nonlinearity with respect to the parameters and the

observations

We are particularly interested in input-outputMMs with
linear parameters and nonlinear data.

3.1. Nonlinearity with respect to the Inputs. In this part, we
will present input-output MMs that can be used to char-
acterize the dynamics of INSs with nonlinearity with respect
to the inputs. We will concentrate on linked nonlinear
dynamical systems that may be characterized by the class of
deterministic or stochastic input-output MMs, which are
nonlinear with respect to inputs, mono-variables, with time-
varying parameters.

3.1.1. Deterministic Input-Output MMs. We are interested
here in the description of INSs by deterministic input-output
MMs. In this context, we consider an INS Sα, 1≤ α≤N,
coupled with other interconnected subsystems Sβ,
β � 1, . . . , N; β≠ α, having a nonlinearity with respect to the
inputs, which can be modeled by the following IOMM
INDARMA (interconnected nonlinear deterministic
autoregressive moving average) [18]:

Aα q
− 1

, k􏼐 􏼑yα(k) � q
− dα Bα q

− 1
, k􏼐 􏼑 uα(k) + 􏽘

N

β�1,β≠ α
q

− dαβBαβ q
− 1

, k􏼐 􏼑 uβ(k) + 􏽘
N

β�1,β≠ α
q

− tαβAαβ q
−1

, k􏼐 􏼑 yβ(k),

+f
u
g uα(k − 1), uα(k − 2), . . . , uα k − nα( 􏼁, uβ(k − 1), uβ(k − 2), . . . , uβ k − nα( 􏼁􏽨 􏽩,

(7)

where yα(k) and uα(k) represent, respectively, the output
and input of the INS Sα; uα(k) and uβ(k) denote,

respectively, the outputs and inputs from the other inter-
connected nonlinear subsystems Sβ, β � 1, . . . , N; β≠ α; dα
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presents the intrinsic delay of the considered system; tαβ and
dαβ represent the delays of the interactions, which are rel-
ative to the outputs and the inputs of the other INSs Sβ; and
Aα(q−1, k), Bα(q−1, k), Bαβ(q−1, k), and Aαβ(q−1, k) are time-
varying polynomials, defined as follows:

Aα q
−1

, k􏼐 􏼑 � 1 + aα,1(k)q
−1

+ ... + aα,nAα
(k)q

−nAa
,

Bα q
−1

, k􏼐 􏼑 � bα,1(k)q
−1

+ ... + bα,nB,a
(k)q

−nBa ,

Bαβ q
−1

, k􏼐 􏼑 � bαβ,1(k)q
−1

+ ... + bαβ,nBαβ
(k)q

−nBαβ ,

(8)

and

Aαβ q
−1

, k􏼐 􏼑 � 1 + aαβ,1(k)q
−1

+ ... + aαβ,nAαβ
(k)q

−nAαβ , (9)

with α, β � 1, . . . , N; β≠ α, and nAα
, nBα

, nBαβ
, and nAαβ

are the
orders of the polynomials Aα(q−1, k), Bα(q−1, k), Bαβ(q−1, k),
and Aαβ(q−1, k).

'e term fu
g[.] represents a nonlinear function with

nonlinearity degree p, which depends on the input se-
quences of the interconnected system (IS) Sα, 1≤ α≤N, and
the other INSs Sβ, β � 1, . . . , N; β≠ α, defined as follows
[18]:

f
u
g[.] � 􏽘

ngαα,r1

r1�1
􏽘

ngαα,r1r2

r2�1
gαα,r1r2

(k) uα k − r1( 􏼁uα k − r2( 􏼁,

+ 􏽘

ngαα,r1

r1�1
􏽘

ngαα,r1r2

r2�1
􏽘

ngαα,r1r2r3

r3�1
gαα,r1r2r3

(k) uα k − r1( 􏼁uα k − r2( 􏼁uα k − r3( 􏼁,

+ · · · + 􏽘

ngαα,r1

r1�1
􏽘

ngαα,r1r2

r2�1
· · · 􏽘

ngαα,r1r2 ...rp

rp�1
gαα,r1...rp

(k) uα k − r1( 􏼁 . . . uα k − rp􏼐 􏼑,

+ 􏽘
N

β�1,β≠ α
􏽘

ngαβ,r1

r1�1
􏽘

ngαβ,r1r2

r2�1
gαβ,r1r2

(k)uα k − r1( 􏼁 uβ k − r2( 􏼁,

+ 􏽘
N

β�1,β≠ α
􏽘

ngαβ,r1

r1�1
􏽘

ngαβ,r1r2

r2�1
􏽘

ngαβ,r1r2r3

r3�1
gαβ,r1r2r3

(k) uα k − r1( 􏼁uα k − r2( 􏼁uβ k − r3( 􏼁,

+ · · · + 􏽘
N

β�1,β≠ α
􏽘

ngαβ,r1

r1�1
􏽘

ngαβ,r1r2

r2�1
· · · 􏽘

ngαβ,r1r2 ...rp

rp�1
gαβ,r1...rp

(k) uα k − r1( 􏼁 . . . u β k − rp􏼐 􏼑.

(10)

Note that each IS Sα, α � 1, . . . , N, is coupled with the
outputs and the inputs of the other INSs Sβ, by the poly-
nomials Aαβ(q−1, k) and Bαβ(q−1, k).

3.1.2. Stochastic Input-Output MMs. 'is subsection deals
with the description of the INSs, which are described by

stochastic IOMMs. Consider a stochastic INS Sα, 1≤ α≤N,
which is coupled to other ISs Sβ, β � 1, . . . , N; β≠ α, non-
linear with respect to the inputs.'is system can be qualified
by the following mathematical input-output model INAR-
MAX (interconnected nonlinear autoregressive moving
average with exogenous) [18]:

Aα q
−1

, k􏼐 􏼑 yα(k) � q
−dα Bα q

−1
, k􏼐 􏼑uα(k) + 􏽘

N

β�1,β≠ α
q

−dαβBαβ q
−1

, k􏼐 􏼑 uβ(k) + 􏽘
N

β�1,β≠ α
q

−tαβAαβ q
−1

, k􏼐 􏼑 yβ(k),

+ f
u
g uα(k − 1), uα(k − 2), . . . , uα k − nα( 􏼁, uβ(k − 1), uβ(k − 2), . . . , uβ k − nα( 􏼁􏽨 􏽩,

+ f
ue
c uα(k − 1), uα(k − 2), . . . , uα k − nα( 􏼁, eα(k − 1), eα(k − 2), . . . , eα k − nα( 􏼁􏼂 􏼃

+ f
e
c eα(k − 1), eα(k − 2), . . . , eα k − nα( 􏼁􏼂 􏼃 + Cα q

− 1
􏼐 􏼑 eα(k),

(11)

where eα(k)􏼈 􏼉 represents the set of random variables
acting on the IS Sα, which can be assimilated to a Gaussian
distribution with zero mean and constant variance σ2α,
fu

g[.] is a nonlinear function of degree p given by (10),

Aα(q−1, k), Bα(q−1, k), Bαβ(q−1, k), and Aαβ(q−1, k) are
time-varying polynomials defined by (8), (9), (10), and (9),
and Cα(q−1) is a polynomial with constant parameters,
defined as follows:
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Cα q
−1

􏼐 􏼑 � 1 + cα,1q
−1

+ ... + cα,nCa
q

−nCα , (12)

where nCα
denotes the order of Cα(q−1).

'e term fue
c [ . ] denotes a nonlinear function of degree

p, which is determined by the IS’s input sequences Sα and the
disturbance eα(k). 'is function can be expressed as follows:

f
ue
c [.] � 􏽘

ncαα,r1

r1�1
􏽘

ncαα,r1r2

r2�1
cαα,r1r2

uα k − r1( 􏼁eα k − r2( 􏼁 + . . . . . . +,

􏽘

ncαα,r1

r1�1
􏽘

ncαα,r1r2

r2�1
· · · 􏽘

ncαα,r1r2 ...rp

rp�1
cαα,r1 ...rp

uα k − r1( 􏼁 ... eα k − rp􏼐 􏼑.

(13)

'e termfe
c[ . ] represents a nonlinear function of degree

p, which depends only on the noise sequence eα(k)􏼈 􏼉. 'is
term is defined as follows:

f
e
c[.] � 􏽘

ncαα,r1

r1�1
􏽘

ncαα,r1r2

r2�1
cαα,r1r2

eα k − r1( 􏼁eα k − r2( 􏼁 + . . . . . . +,

􏽘

ncαα,r1

r1�1
􏽘

ncαα,r1r2

r2�1
· · · 􏽘

ncαα,r1r2 ...rp

rp�1
cαα,r1...rp

eα k − r1( 􏼁 ... eα k − rp􏼐 􏼑.

(14)

As an example, we consider a large-scale nonlinear dy-
namic system composed of two INSs S1 and S2. Each subsystem
can be modeled by the INARMAX mathematical model of the

second order, nonlinear with respect to the inputs and having a
degree of nonlinearity equal to 2. 'us, the output yα(k) of
each INS Sα is demonstrated by the following expression:

yα(k) � − 􏽘
2

r�1
aα,r(k)yα(k − r) + 􏽘

2

r�1
bα,r(k)uα k − dα − r( 􏼁 + 􏽘

2

r�1
cα,r eα(k − r),

+ 􏽘
2

β�1,β≠ α
􏽘

2

r�1
bαβ,r(k) uβ k − dαβ − r􏼐 􏼑 + 􏽘

2

β�1,β≠ α
􏽘

2

r�1
aαβ,r(k) yβ k − tαβ − r􏼐 􏼑,

+ 􏽘
2

r1�1
􏽘

2

r2�1
gαα,r1r2

(k)uα k − r1( 􏼁uα k − r2( 􏼁 + 􏽘
2

β�1,β≠ α
􏽘

2

r1�1
􏽘

2

r2�1
gαα,r1r2

(k) uα k − r1( 􏼁uβ k − r2( 􏼁,

(15)

with α, β � 1, 2; β≠ α.

3.2. Nonlinearity with respect to the Outputs. 'is section is
dedicated to the description of INSs with nonlinearity in
their outputs. 'is type of dynamical system may be
characterized by input-output MMs that are nonlinear in

terms of the outputs, mono-variable, deterministic, or
stochastic and include time-varying parameters.

3.2.1. Deterministic Input-Output MMs. Let us consider an
INS operating in a deterministic environment, mono-variable
and having a nonlinearity with respect to the outputs. 'e
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general structure of the considered system can be described by
the following INDARMA mathematical model [18]:

Aα q
− 1

, k􏼐 􏼑 yα(k) � q
− dα Bα q

− 1
, k􏼐 􏼑 uα(k) + 􏽘

N

β�1,β≠ α
q

− dαβBαβ q
− 1

, k􏼐 􏼑 uβ(k) + 􏽘
N

β�1,β≠ α
q

− tαβAαβ q
− 1

, k􏼐 􏼑 yβ(k),

+ f
y

fαβ
yα(k − 1), yα(k − 2), . . . , yα k − nα( 􏼁, yβ(k − 1), yβ(k − 2), . . . , yβ k − nα( 􏼁􏽨 􏽩,

− f
y

fαα
yα(k − 1), yα(k − 2), . . . , yα k − nα( 􏼁􏼂 􏼃,

(16)

where the terms f
y

fαα
[ . ] andf

y

fαβ
[ . ] are nonlinear functions

of nonlinearity degree p, which depend on the output
sequences of the IS Sα and the other ISs Sβ, respectively.
'ese functions can be defined by the following expressions:

f
y

fαα
[.] � 􏽘

nfαα,r1

r1�1
􏽘

nfαα,r1r2

r2�1
fαα,r1r2

(k) yα k − r1( 􏼁yα k − r2( 􏼁,

+ 􏽘

nfαα,r1

r1�1
􏽘

nfαα,r1r2

r2�1
􏽘

nfαα,r1r2r3

r3�1
fαα,r1r2r3

(k) yα k − r1( 􏼁yα k − r2( 􏼁yα k − r3( 􏼁,

+ . . . + 􏽘

nfαα,r1

r1�1
􏽘

nfαα,r1r2

r2�1
· · · 􏽘

nfαα,r1r2 ...rp

rp�1
fαα,r1...rp

(k) yα k − r1( 􏼁 . . . yα k − rp􏼐 􏼑,

(17)

and

f
y

fαβ
[.] � 􏽘

N

β�1,β≠ α
􏽘

nfαβ,r1

r1�1
􏽘

nfαβ,r1r2

r2�1
fαβ,r1r2

(k) yα k − r1( 􏼁yβ k − r2( 􏼁,

+ 􏽘
N

β�1,β≠ α
􏽘

nfαβ,r1

r1�1
􏽘

nfαβ,r1r2

r2�1
􏽘

nfαβ,r1r2r3

r3�1
fαβ,r1r2r3

(k) yα k − r1( 􏼁yα k − r2( 􏼁yβ k − r3( 􏼁,

+ . . . + 􏽘
N

β�1,β≠ α
􏽘

nfαβ,r1

r1�1
􏽘

nfαβ,r1r2

r2�1
· · · 􏽘

nfαβ,r1r2 ...rp

rp�1
fαβ,r1...rp

(k) yα k − r1( 􏼁 . . . yβ k − rp􏼐 􏼑.

(18)

3.2.2. Stochastic Input-OutputMMs. We consider an INS Sα,
1≤ α≤N, which is coupled to other INSs Sβ,
β � 1, . . . , N; β≠ α, exhibiting nonlinearity in outputs and
working in a stochastic environment. We suppose that the

noise operating on the investigated system is made up of a
sequence of independent random variables with a zero mean
and a finite variance, σ2α. 'e general structure of this MM is
given by the following expression [18]:

Aα q
− 1

, k􏼐 􏼑yα(k) � q
− dα Bα q

− 1
, k􏼐 􏼑 uα(k) + 􏽘

N

β�1,β≠ α
q

− dαβBαβ q
− 1

, k􏼐 􏼑 uβ(k) + 􏽘
N

β�1,β≠ α
q

− tαβAαβ q
− 1

, k􏼐 􏼑 yβ q
− 1

, k􏼐 􏼑,

+ f
y

fαβ
yα(k − 1), yα(k − 2), . . . , yα k − nα( 􏼁, yβ(k − 1), yβ(k − 2), . . . , yβ k − nα( 􏼁􏽨 􏽩 ,

− f
y

fαα
yα(k − 1), yα(k − 2), . . . , yα k − nα( 􏼁􏼂 􏼃 + f

e
c eα(k − 1), eα(k − 2), . . . , eα k − nα( 􏼁􏼂 􏼃,

+ f
ye

λ yα(k − 1), yα(k − 2), . . . , yα k − nα( 􏼁, eα(k − 1), eα(k − 2), . . . , eα k − nα( 􏼁􏼂 􏼃 + Cα q
− 1

􏼐 􏼑 eα(k),

(19)
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where Aα(q− 1, k), Bα(q− 1, k), Bαβ(q− 1, k), and Aαβ(q− 1, k)

are time-varying polynomials, defined by (8), (9), (10), and (9);
Cα(q− 1) is a polynomial with constant parameters, given by
(14); and the nonlinear functions fe

c[ . ], f
y

fαα
[ . ], and f

y

fαβ
[ . ]

are defined by (16), (19), and (20), respectively.
'e term f

ye

λ [ . ] denotes a nonlinear function of degree
p, which depends on the output sequences of the IS Sα and
the noise eα(k)􏼈 􏼉. 'is function can be defined as follows:

f
ye

λ [.] � 􏽘

nλαα,r1

r1�1
􏽘

nλαα,r1r2

r2�1
λαα,r1r2

yα k−r1( 􏼁 eα k − r2( 􏼁 + . . . . . . +,

􏽘

nλαα,r1

r1�1
􏽘

nλαα,r1r2

r2�1
. . . 􏽘

nλαα,r1r2 ...rp

rp�1
λαα,r1 ...rp

yα k − r1( 􏼁 . . . eα k − rp􏼐 􏼑.

(20)

For example, the following model corresponds to an
IOMMINARMAX of the second order with a nonlinearity
degree equal to 2, making it possible to describe the dynamic
behavior of a large-scale nonlinear process composed of two
interconnected nonlinear subsystems S1 and S2. 'e output
yα(k) of each interconnected nonlinear subsystem Sα is
described as

yα(k) � − 􏽘
2

r�1
aα,r(k)yα(k − r) − 􏽘

2

r1�1
􏽘

2

r2�1
fαα,r1r2

(k) yα k − r1( 􏼁yα k − r2( 􏼁,

+ 􏽘
2

r�1
bα,r(k)uα k − dα − r( 􏼁 + 􏽘

2

β�1,β≠ α
􏽘

2

r�1
bαβ,r(k) uβ k − dαβ − r􏼐 􏼑,

+ 􏽘
2

β�1,β≠ α
􏽘

2

r�1
aαβ,r(k)yβ k − tαβ − r􏼐 􏼑 + 􏽘

2

β�1,β≠ α
􏽘

2

r1�1
􏽘

2

r2�1
fαβ,r1r2

(k) yα k − r1( 􏼁yβ k − r2( 􏼁,

+ 􏽘
2

r�1
cα,r eα(k − r),

(21)

with α, β � 1, 2; β≠ α.

3.3. Nonlinearity with respect to the Observations. In this
part, we will create input-output MMs of representation that
allow us to describe ISs that are nonlinear with respect to the
observations, are mono-variable, and have unknown time-
varying parameters [18].

3.3.1. Deterministic Input-Output MMs. We consider a
dynamical system, which is composed of N ISs, working in a
predictable environment and being nonlinear with regard to
the observations.'e input-output MMINDARMA, making
it possible to describe the considered system, is given as
follows [18]:

Aα q
− 1

, k􏼐 􏼑 yα(k) � q
− dα Bα q

− 1
, k􏼐 􏼑 uα(k) + 􏽘

N

β�1,β≠ α
q

− dαβBαβ q
− 1

, k􏼐 􏼑uβ(k) + 􏽘
N

β�1,β≠ α
q

− tαβAαβ q
− 1

, k􏼐 􏼑 yβ(k),

+ f
u
g uα(k − 1), uα(k − 2), . . . , uα k − nα( 􏼁, uβ(k − 1), uβ(k − 2), . . . , uβ k − nα( 􏼁􏽨 􏽩,

+ f
y

fαβ
yα(k − 1), yα(k − 2), . . . , yα k − nα( 􏼁, yβ(k − 1), yβ(k − 2), . . . , yβ k − nα( 􏼁􏽨 􏽩,

− f
y

fαα
yα(k − 1), yα(k − 2), . . . , yα k − nα( 􏼁􏼂 􏼃 + f

uy

hℓ yα(k − 1), yα(k − 2), . . . , yα k − nα( 􏼁,􏼂 uα(k − 1),

uα(k − 2), . . . , uα k − nα( 􏼁, uβ(k − 1), uβ(k − 2), . . . , uβ k − nα( 􏼁, yβ(k − 1), yβ(k − 2), . . . , yβ k − nα( 􏼁􏽩,

(22)

where Aα(q− 1, k), Bα(q− 1, k), Aαβ(q− 1, k), and Bαβ(q− 1, k)

are polynomials defined by (8), (9), (10), and (9), re-
spectively; fu

g[.], f
y

fαα
[ . ], and f

y

fαβ
[ . ] are nonlinear

functions given by (12), (19), and (20), respectively,
and f

uy

λhl[.] is described by the following nonlinear
function:
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f
uy

hℓ [.] � 􏽘
N

β�1
􏽘

nhαβ,r1

r1�1
􏽘

nhαβ,r1r2

r2�1
hαβ,r1r2

(k) uα k − r1( 􏼁yβ k − r2( 􏼁,

+ 􏽘
N

β�1
􏽘

nhαβ,r1

r1�1
􏽘

nhαβ,r1r2

r2�1
􏽘

nhαβ,r1r2r3

r3�1
hαβ,r1r2r3

(k) uα k − r1( 􏼁uα k − r2( 􏼁yβ k − r3( 􏼁 + . . . +,

+ 􏽘
N

β�1
􏽘

nhαβ,r1

r1�1
􏽘

nhαβ,r1r2

r2�1
· · · 􏽘

nhαβ,r1r2 ...rp

rp�1
hαβ,r1...rp

(k) uα k − r1( 􏼁 . . . yβ k − rp􏼐 􏼑,

+ 􏽘
N

β�1,β≠ α
􏽘

nℓαβ,r1

r1�1
􏽘

nℓαβ,r1r2

r2�1
ℓαβ,r1r2

(k) yα k − r1( 􏼁uβ k − r2( 􏼁,

+ 􏽘
N

β�1,β≠ α
􏽘

nℓαβ,r1

r1�1
􏽘

nℓαβ,r1r2

r2�1
􏽘

nℓαβ,r1r2r3

r3�1
ℓαβ,r1r2r3

(k) yα k − r1( 􏼁yα k − r2( 􏼁uβ k − r3( 􏼁 + . . . +,

+ 􏽘
N

β�1,β≠ α
􏽘

nℓαβ,r1

r1�1
􏽘

nℓαβ,r1r2

r2�1
· · · 􏽘

nℓαβ,r1r2 ...rp

rp�1
ℓαβ,r1 ...rp

(k) yα k − r1( 􏼁 . . . uβ k − rp􏼐 􏼑.

(23)

3.3.2. Stochastic Input-Output MMs. Let us consider an INS
Sα, 1≤ α≤N, which is coupled to the other IS Sβ,
β � 1, . . . , N; β≠ α. 'is system is nonlinear with respect to

the observations and can be described by the class of
IOMMs. 'e considered structure of the INARMAX MM is
given by the following expression [18]:

Aα q
− 1

, k􏼐 􏼑 yα(k) � q
− dα Bα q

− 1
, k􏼐 􏼑uα(k) + 􏽘

N

β�1,β≠ α
q

− dαβBαβ q
− 1

, k􏼐 􏼑 uβ(k),

+ 􏽘
N

β�1,β≠ α
q

− tαβAαβ q
− 1

, k􏼐 􏼑 yβ(k) + Cα q
− 1

􏼐 􏼑eα(k),

+ f
u
g uα(k − 1), uα(k − 2), . . . , uα k − nα( 􏼁, uβ(k − 1), uβ(k − 2), . . . , uβ k − nα( 􏼁􏽨 􏽩,

+ f
y

fαβ
yα(k − 1), yα(k − 2), . . . , yα k − nα( 􏼁, yβ(k − 1), yβ(k − 2), . . . , yβ k − nα( 􏼁􏽨 􏽩,

− f
y

fαα
yα(k − 1), yα(k − 2), . . . , yα k − nα( 􏼁􏼂 􏼃 + f

uy

hℓ yβ(k − 1), yβ(k − 2), . . . , yβ k − nα( 􏼁,􏽨 uα(k − 1),

uα(k − 2), . . . , uα k − nα( 􏼁, uβ(k − 1), uβ(k − 2), . . . , uβ k − nα( 􏼁, yβ(k − 1), yβ(k − 2), . . . , yβ k − nα( 􏼁􏽩,

+ f
ue
c uα(k − 1), uα(k − 2), . . . , uα k − nα( 􏼁, eα(k − 1), eα(k − 2), . . . , eα k − nα( 􏼁􏼂 􏼃,

+ f
ye

λ yα(k − 1), yα(k − 2), . . . , yα k − nα( 􏼁, eα(k − 1), ei(k − 2), . . . , eα k − nα( 􏼁􏼂 􏼃

+ f
e
c eα(k − 1), eα(k − 2), . . . , eα k − nα( 􏼁􏼂 􏼃,

(24)

where fu
g[ . ], fue

β [ . ], fe
c[ . ], f

y

fαα
[ . ], f

y

fαβ
[ . ], , and f

uy

hℓ [ . ]

are nonlinear functions defined by (12), (15), (16), (19), (20),
(22), and (23), respectively.

For the reason of simplicity, we consider the following
dynamical system, which consists of N INSs, running
in a deterministic environment and defined by an
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IOMM INDARMA with a nonlinearity degree equal to 2,
such as

Aα1 q
− 1

􏼐 􏼑yα(k) + Aα2 q
−1
1 , q

−1
2􏼐 􏼑y

2
α(k) � Bα1 q

− 1
􏼐 􏼑uα(k) + Bα2 q

−1
1 , q

−1
2􏼐 􏼑u

2
α(k) + Aαβ1 q

− 1
􏼐 􏼑yβ(k),

+ Bαβ1 q
− 1

􏼐 􏼑uβ(k) + Aαβ2 q
−1
1 , q

−1
2􏼐 􏼑yα(k)yβ(k),

+ Bαβ2 q
−1
1 , q

−1
2􏼐 􏼑uα(k)uβ(k) + Fαβ q

−1
1 , q

−1
2􏼐 􏼑uα(k)yβ(k),

+ Hαβ q
−1
1 , q

−1
2􏼐 􏼑yα(k)uβ(k),

(25)

where

Bα1 q
− 1

􏼐 􏼑 � 􏽘

nBα1

r�1
bα1,rq

− r
,

Aα1 q
− 1

􏼐 􏼑 � 1 + 􏽘

nAα1

r�1
aα1,rq

− r
,

Bα2 q
−1
1 , q

−1
2􏼐 􏼑u

2
α(k) � 􏽘

nBα21

r�1
􏽘

nBα22

s�1
bα2,rsuα(k − r)uα(k − s),

Aα2 q
−1
1 , q

−1
2􏼐 􏼑y

2
α(k) � 􏽘

nAα21

r�1
􏽘

nAα22

s�1
aα2,rsyα(k − r)yα(k − s),

Bαβ1 q
− 1

􏼐 􏼑uβ(k) � 􏽘
N

β�1,β≠ α
􏽘

nBαβ1

r�1
bαβ1,ruβ(k − r),

Aαβ1 q
− 1

􏼐 􏼑yβ(k) � 􏽘
N

β�1,β≠ α
􏽘

nAαβ1

r�1
aαβ1,ryβ(k − r),

Bαβ2 q
−1
1 , q

−1
2􏼐 􏼑uα(k)uβ(k) � 􏽘

N

β�1,β≠ α
􏽘

nBαβ21

r�1
􏽘

nBαβ22

s�1
bαβ2,rsuα(k − r)uβ(k − s),

Aαβ2 q
−1
1 , q

−1
2􏼐 􏼑yα(k)yβ(k) � 􏽘

N

β�1,β≠ α
􏽘

nAαβ21

r�1
􏽘

nAαβ22

s�1
aαβ2,rs yα(k − r)yβ(k − s),

Fαβ q
−1
1 , q

−1
2􏼐 􏼑uα(k)yβ(k) � 􏽘

N

β�1
􏽘

nFαβ1

r�1
􏽘

nFαβ2

s�1
fαβ,rsuα(k − r)yβ(k − s),

(26)

and

Hαβ q
−1
1 , q

−1
2􏼐 􏼑yα(k)uβ(k) � 􏽘

N

β�1,β≠ α
􏽐

nHαβ1

r�1
􏽐

nHαβ2

s�1
hαβ,rs yα(k − r)uβ(k − s), (27)

with α, β � 1, . . . , N; β≠ α.
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From the developed MM, we can distinguish special
cases of input-outputMM, based on various representations,
such as the following:

(1) Serial model of Volterra:

Aα1 q
− 1

􏼐 􏼑 � 0, Aα2 q
−1
1 , q

−1
2􏼐 􏼑 � 0, Aαβ1 q

− 1
􏼐 􏼑 � 0, Aαβ2 q

−1
1 , q

−1
2􏼐 􏼑 � 0, Fαβ q

−1
1 , q

−1
2􏼐 􏼑 � 0, Hαβ q

−1
1 , q

−1
2􏼐 􏼑 � 0. (28)

(2) Parametric model of Volterra:

Aα2 q
−1
1 , q

−1
2􏼐 􏼑 � 0, Aαβ2 q

−1
1 , q

−1
2􏼐 􏼑 � 0, Fαβ q

−1
1 , q

−1
2􏼐 􏼑 � 0, Hαβ q

−1
1 , q

−1
2􏼐 􏼑 � 0. (29)

(3) Bilinear model:

Aα2 q
−1
1 , q

−1
2􏼐 􏼑 � 0, Bα2 q

−1
1 , q

−1
2􏼐 􏼑 � 0. (30)

(4) Linear model with respect to the input signal:

Bα2 q
−1
1 , q

−1
2􏼐 􏼑 � 0, Bαβ2 q

−1
1 , q

−1
2􏼐 􏼑 � 0, Fαβ q

−1
1 , q

−1
2􏼐 􏼑 � 0, Hαβ q

−1
1 , q

−1
2􏼐 􏼑 � 0. (31)

(5) Linear model with respect to the output signal:

Aα2 q
−1
1 , q

−1
2􏼐 􏼑 � 0, Aαβ2 q

−1
1 , q

−1
2􏼐 􏼑 � 0, Fαβ q

−1
1 , q

−1
2􏼐 􏼑 � 0, Hαβ q

−1
1 , q

−1
2􏼐 􏼑 � 0. (32)

For example, we consider a large-scale nonlinear pro-
cess, which is constituted of two INS S1 and S2. Each
interconnected subsystem can be defined by the INDARMA
mathematical model of the second order with time-varying
parameters and having a nonlinearity degree equal to 2.

Figure 1 shows the interaction structure diagram of the
considered nonlinear process:

'us, the output yα(k) of the INS Sα can be expressed as

yα(k) � − 􏽘
2

r�1
aα,r(k)yα(k − r) − 􏽘

2

r1�1
􏽘

2

r2�1
fαα,r1r2

(k) yα k − r1( 􏼁yα k − r2( 􏼁,

+ 􏽘
2

r�1
bα,r(k)uα k − dα − r( 􏼁 + 􏽘

2

β�1,β≠ α
􏽘

2

r�1
bαβ,r(k) uβ k − dαβ − r􏼐 􏼑,

+ 􏽘
2

β�1,β≠ α
􏽘

2

r�1
aαβ,r(k) yβ k − tαβ − r􏼐 􏼑 + 􏽘

2

r1�1
􏽘

2

r2�1
gαα,r1r2

(k) uα k − r1( 􏼁uα k − r2( 􏼁,

+ 􏽘
2

β�1,β≠ α
􏽘

2

r1�1
􏽘

2

r2�1
gαβ,r1r2

(k) uα k − r1( 􏼁uβ k − r2( 􏼁 + 􏽘
2

β�1,β≠ α
􏽘

2

r1�1
􏽘

2

r2�1
fαβ,r1r2

(k) yα k − r1( 􏼁yβ k − r2( 􏼁,

+ 􏽘
2

β�1
􏽘

2

r1�1
􏽘

2

r2�1
hαβ,r1r2

(k) uα k − r1( 􏼁yβ k − r2( 􏼁 + 􏽘
2

β�1,β≠ α
􏽘

2

r1�1
􏽘

2

r2�1
ℓαβ,r1r2

(k) yα k − r1( 􏼁uβ k − r2( 􏼁,

(33)

with α, β � 1, 2; β≠ α.
We notice that these different representations of

developed MMs become more and more complex by
increasing the nonlinearity degree p and/or the order of
the IS.

4. MMs in Connected Blocks

'e linked block MMs explain the dynamic behavior of a
nonlinear system composed of a linear dynamic element and
a nonlinear static element. 'is form of MM is widely used
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in a variety of industrial applications for the description of
nonlinear systems with tiny dimensions [17, 19–22]. In fact,
the authors of [19] provided an approach for identifying
nonlinear dynamic systems using extended Hammerstein
and Wiener models. Following that, the author of [20] re-
fined a strategy for identifying the Hammerstein model.
Similarly, the authors of [21] produced promising findings
for Hammerstein system identification. Around ten years
later, the authors of [17] proposed an adaptive nonlinear
system identification approach to the Volterra and Wiener
Models. 'e author of [22] proposes a significant im-
provement in the identification of Hammerstein–Wiener
models. 'e use of MMs to describe this type of dynamic
system in linked blocks simplifies the construction of
parametric estimates and control strategies. In linked blocks,

there are two types of MMs, Hammerstein MM and Wiener
MM.

Two structures of linked block MMs are developed in
this part for the description of mono-variable INSs.'is type
of system can be represented by discrete MMs of Ham-
merstein or Wiener, which can be deterministic or sto-
chastic, and has unknown time-varying parameters.

4.1. Interconnected Hammerstein MMs. A Hammerstein
MMs description of an interconnected nonlinear dynamic
system relates to the interconnection of many MM struc-
tures, each of which consists of a static nonlinear portion
followed by a dynamic linear part [23].'is family of models
includes two types of MMs: a deterministic Hammerstein
MM, in which an IDARMA input-output model defines the
dynamic linear component of the investigated system, and a
stochastic Hammerstein MM, in which an IARMAX input-
output model describes the dynamic linear part.

4.1.1. Deterministic Interconnected Hammerstein MMs.
'e structure of an INS Sα, 1≤ α≤N, operating in a de-
terministic environment and that can be defined by Ham-
merstein MM, is represented in Figure 2.

Figure 2 depicts the dynamic linear component of
Hammerstein MM, which is characterized by the following
formula [23]:

Aα q
− 1

, k􏼐 􏼑 yα(k) � Bα q
− 1

, k􏼐 􏼑 h
uα
α (k) + 􏽘

N

β�1,β≠ α
Bαβ q

−1
, k􏼐 􏼑 h

uβ
β (k) + 􏽘

N

β�1,β≠ α
Aαβ q

− 1
, k􏼐 􏼑 h

yβ
β (k), (34)

where yα(k) and h
uα
α (k) denote, respectively, the output and

the input of the dynamic linear block of the IS Sα; yβ(k), uβ(k),
and uα(k) are the inputs of the static nonlinear blocks; h

uβ
β (k)

and h
yβ
β (k) represent the inputs of the dynamic linear blocks of

the other ISs Sβ, β � 1, . . . , N; β≠ α; and Aα(q− 1, k),
Bα(q− 1, k), Bαβ(q− 1, k), and Aαβ(q− 1, k) are time-varying
polynomials, defined by (8), (9), (10), and (9).Wemust note that
the INS Sα, 1≤ α≤N, is linked to other INS Sβ, β � 1,

. . .∞, N; β≠ α, by the polynomials Aαβ(q− 1, k) and Bαβ
(q− 1, k).

'e following equations represent the static nonlinear
sections of the analyzed Hammerstein MM:

h
uα
α (k) � fh

uα
α

uα(k)􏼂 􏼃, (35)

h
uβ
β (k) � f

h
uβ
β

uβ(k)􏽨 􏽩, (36)

h
yβ
β (k) � f

h
yβ
β

yβ(k)􏽨 􏽩, (37)

where fh
uα
α

[.], f
h

uβ
β

[.], and f
h

yβ
β

[.] represent nonlinear
functions.

Equations (40), (41), and (42) can be approximated by
the following functions, such as

h
uα
α (k) � 􏽘

p1

r1�1
ηα,r1

u
r1
α (k) + Δhuα

α uα(k)􏼂 􏼃, (38)

h
uβ
β (k) � 􏽘

p2

r2�1
λβ,r2

u
r2
β (k) + Δhuβ

β uβ(k)􏽨 􏽩, (39)

h
yβ
β (k) � 􏽘

p3

r3�1
cβ,r3

y
r3
β (k) + Δhyβ

β yβ(k)􏽨 􏽩, (40)

where Δhuα
α [uα(k)], Δhuβ

β [uβ(k)], and Δhyβ
β [yβ(k)] repre-

sent the approximation errors of nonlinear functions
fh

uα
α

[.], f
h

uβ
β

[.], and f
h

yβ
β

[.], respectively, which can be
assimilated to a disturbance acting on the output of
the INS Sα, ηα,r1

, λα,r2
, and cβ,r3

, rt � 1, . . . , pt, t � 1, 2, 3
are unknown parameters, and pt denotes the degree of
nonlinearity. Note that the variances values of these
approximation errors depend on the chosen of the
nonlinearity degrees values pt for the nonlinear
functions.

From (40), which are related to the linear and the
nonlinear parts of the Hammerstein model, we can describe
the considered system by the following expression:

Interconnected
nonlinear system S1

Interconnected
nonlinear system S2

y1 (k)

y2 (k)

u1 (k)

u2 (k)

Figure 1: Interaction structure diagram of the considered process.
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yα(k) � − 􏽘

nAα

r�1
aα,r(k)yα(k − r) + 􏽘

nBα

s�1
􏽘

p1

r1�1
bα,s(k)ηα,r1

u
r1
α (k − s) + 􏽘

nBα

s�1
Δhuα

α uα(k − s)􏼂 􏼃,

+ 􏽘
N

β�1,β≠ α
􏽘

nBαβ

s�1
􏽘

p2

r2�1
bαβ,s(k)λβ,r2

u
r2
β (k − s) + 􏽘

nBαβ

s�1
Δhuβ

β uβ(k − s)􏽨 􏽩,

+ 􏽘
N

β�1,β≠ α
􏽘

nAαβ

s�1
􏽘

p3

r3�1
aαβ,s(k)cβ,r3

y
r3
β (k − s) + 􏽘

nAij

s�1
Δhyβ

β yβ(k − s)􏽨 􏽩.

(41)

4.1.2. Stochastic Interconnected Hammerstein MMs. 'is
second form of Hammerstein MM is distinguished by
IARMAX input-output MM, which describes the dy-
namic linear component of the system under consider-
ation [23]. We suppose that there is a disturbance

operating on the output of the considered system and that
it may be characterized by a moving average MM.

As a result, Figure 3 depicts the Hammerstein MM’s
structure:

'e following formula describes the dynamic linear
component of the examined Hammerstein MM [23]:

Aα q
− 1

, k􏼐 􏼑 yα(k) � Bα q
− 1

, k􏼐 􏼑 h
uα
α (k) + 􏽘

N

β�1,β≠ α
Bαβ q

− 1
, k􏼐 􏼑 h

uβ
β (k) + 􏽘

N

β�1,β≠ α
Aαβ q

− 1
, k􏼐 􏼑 h

yβ
β (k) + Cα q

− 1
􏼐 􏼑 eα(k), (42)

where h
uα
α (k), h

uβ
β (k), and h

yβ
β (k) represent the outputs of the

static nonlinear blocks of the considered MM, which are
defined by equations (43), (44), and (45); eα(k) designates
the set of disturbances acting on the output of the IS, which
consists of an independent random variables sequence with

zero mean and constant variance σ2α; and Cα(q− 1) is a
polynomial with constant parameters, given by (12).

Taking into account the polynomials (43), (44), and (45),
the output yα(k), which is defined by (47), can be written as
[26]

yα(k) � − 􏽘

nAα

r�1
aα,r(k) yα(k − r) + 􏽘

nBα

s�1
􏽘

p1

r1�1
bα,s(k) ηα,r1

u
r1
α (k − s) + 􏽘

nBα

s�1
Δhuα

α uα(k − s)􏼂 􏼃,

+ 􏽘
N

β�1,β≠ α
􏽘

nBαβ

s�1
􏽘

p2

r2�1
bαβ,s(k) λβ,r2

u
r2
β (k − s) + 􏽘

nBαβ

s�1
Δhuβ

β uβ(k − s)􏽨 􏽩,

+ 􏽘
N

β�1,β≠ α
􏽘

nAαβ

s�1
􏽘

p3

r3�1
aαβ,s(k) cβ,r3

y
r3
β (k − s) + 􏽘

nAαβ

s�1
Δhyβ

β yβ(k − s)􏽨 􏽩 + 􏽘

nCα

r�1
cα,reα(k − r) + eα(k).

(43)

Other forms of HammersteinMMsmay be distinguished
in order to represent the dynamics of INSs, depending on
different configurations of static nonlinear elements.

For reason of simplicity, we assume that the polynomials
Bα(q− 1, k), Aα(q− 1, k), Aαβ(q− 1, k), Bαβ(q− 1, k), and
Cα(q− 1) of Hammerstein MMs, which are given by (41) and
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Figure 2: Deterministic structure of the interconnected Hammerstein MM.
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(43), have the same order nα (nα � nAα
� nBα

� nBαβ
� nAαβ

).
We make also a choice of the nonlinearity degrees pt,
t � 1, 2, 3, in such a way that the approximation errors
Δhuα

α [uα(k)], Δhuβ
β [uβ(k)], and Δhyβ

β [yβ(k)] become negli-
gible (Δhuα

α [uα(k)] � Δhuβ
β [uβ(k)] � Δhyβ

β [yβ(k)] � 0).
'ese assumptions allow us to further simplify the formu-
lation of the parametric estimation and the control problems
for the INSs, which are described by the two types of the

developed Hammerstein MMs, which are given by (46) and
(48).

4.2. Interconnected Wiener MMs. 'e creation of Wiener
MMs for characterizing the INSs is discussed in this section.
'is model’s class relates to the interconnection of nu-
merous MM structures, each of which has a dynamic linear
and a static nonlinear component. In this class of MMs, we
may distinguish between two forms of Wiener MMs: de-
terministic Wiener MMs and stochastic Wiener MMs [24].

4.2.1. Deterministic Interconnected Wiener MM. 'is sec-
tion is intended for Wiener MMs [24] to describe INSs
working in a deterministic environment. As a result, we
investigate a nonlinear time-varying system made up of
deterministic ISs. 'e deterministic Wiener MM may be
used to explain each IS, and its structure is depicted in
Figure 4.

'e previous structure, which is illustrated by Figure 4,
can be expressed by the following MM [24]:

Aα q
− 1

, k􏼐 􏼑 wα(k) � Bα q
− 1

, k􏼐 􏼑 uα(k) + 􏽘
N

β�1,β≠ α
Bαβ q

− 1
, k􏼐 􏼑 uβ(k) + 􏽘

N

β�1,β≠ α
Aαβ q

− 1
, k􏼐 􏼑 yβ(k), (44)

where wα(k) and uα(k) are, respectively, the output and
input of the dynamic linear block of the IS Sα, yβ(k), and
uβ(k) denote, respectively, the outputs and inputs, which
arise from the other ISs Sβ, β � 1, . . . , N; β≠ α, and
Aα(q− 1, k), Bα(q− 1, k), Bαβ(q− 1, k), and Aαβ(q− 1, k) are
time-varying polynomials, as given by (8), (9), (10), and (9),
respectively.

'e following equation describes the static nonlinear
component of the considered MM:

yα(k) � fwα
wα(k)􏼂 􏼃, (45)

where fwα
[.] represents the nonlinear function.

'e following polynomial can be used to approximate
(45):

yα(k) � 􏽘

p

r�1
ηα,rw

r
α(k) + Δyα wα(k)􏼂 􏼃, (46)

where p represents the nonlinearity degree of the nonlinear
function, which can be chosen in an appropriate way; ηα,r,
r � 1, . . . , p, are unknown parameters; and Δyα[wα(k)]

signifies the nonlinear function’s approximation error. 'is
approximation error, which is dependent on the nonline-
arity degree p chosen, might be compared to noise operating
on the output of the IS in question. For an appropriate
choice of the nonlinearity degree value p, this approximation
error Δyα[wα(k)] can be neglected.

'e output of the IS yα(k) can be written as follows,
taking into consideration the dynamic linear component of
the investigated Wiener MM, as stated by (44) [24]:

yα(k) � 􏽘

p

r�1
ηα,r − 􏽘

nAα

s�1
aα,s(k)wα(k − s)⎡⎣ + 􏽘

nBα

h�1
bα,h(k)uα(k − h),

+ 􏽘
N

β�1,β≠ α
Bαβ q

− 1
, k􏼐 􏼑 uβ(k)+ 􏽘

N

β�1,β≠ α
Aαβ q

− 1
, k􏼐 􏼑 yβ(k)⎤⎥⎥⎥⎦

r

+ Δyα wα(k)􏼂 􏼃.

(47)

4.2.2. Stochastic InterconnectedWiener MM. In this part, we
suppose that the output of the considered system is subjected
to noise, which is composed of an independent random

variable sequence. As a result, the Wiener MM’s dynamic
linear portion is of type IARMAX.

'e structure of this model is depicted in Figure 5.
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Figure 3: Stochastic structure of the interconnected Hammerstein
MM.

14 Mathematical Problems in Engineering



Aα q
− 1

, k􏼐 􏼑wα(k) � Bα q
− 1

, k􏼐 􏼑 uα(k) + 􏽘
N

β�1,β≠ α
Bαβ q

− 1
, k􏼐 􏼑 uβ(k) + 􏽘

N

β�1,β≠ α
Aαβ q

− 1
, k􏼐 􏼑 yβ(k) + Cα q

− 1
􏼐 􏼑 eα(k), (48)

where eα(k) designates all disturbances acting on the IS Sα,
Cα(q− 1) is a polynomial defined by (12), and yα(k) corre-
sponds to the output of the static nonlinear part of the
stochastic Wiener MM, which is given by (46).

'e output of the system yα(k) may be represented in
the following manner based on the dynamic linear com-
ponent of the investigated Wiener MM, as given by (48).

yα(k) � 􏽘

p

r�1
ηα,r − 􏽘

nAα

s�1
aα,s(k)wα(k − s)⎡⎣ + 􏽘

nBα

h�1
bα,h(k)uα(k − h) + 􏽘

N

β�1,β≠ α
Bαβ q

− 1
, k􏼐 􏼑 uβ(k),

+ 􏽘
N

β�1,β≠ α
Aαβ q

− 1
, k􏼐 􏼑 yβ(k)+ 􏽘

nCα

t�1
cα,teα(k − t) + eα(k)⎤⎦

r

+ Δyα wα(k)􏼂 􏼃.

(49)

In the description of the INSs, we may use a variety of
Wiener MMs, which are based on various forms of the static
nonlinear portion.

We assume that the polynomials Aα(q− 1, k), Bα(q− 1, k),
Bαβ(q− 1, k), Aαβ(q− 1, k), and Cα(q− 1) intervening in the two
types of Wiener MMs, given by (47) and (49), have the same
order nα (nα � nAα

� nBα
� nAαβ

� nBαβ
). We also assume that

the approximation error Δyα[wα(k)] is negligible, to reduce
the formulation of the parametric estimation issue for large-
scale dynamical systems defined by the Wiener MMs created.

5. Case Study

In this section, we present a numerical example to illustrate
the feasibility and effectiveness of the developed theoretical
results. 'is example corresponds to a stochastic large-scale
nonlinear system, composed of two interconnected sub-
systems S1 and S2, and can be described by the class of
interconnected Hammerstein MM.

Figure 6 shows the general structure interaction of the
considered process.

'e system output yi(k), i � 1, 2, can be expressed as

yi(k) � −ai,1(k)yi(k − 1) − ai,2(k)yi(k − 2) + αi,1ui(k − 1) + bi,2(k)αi,1ui(k − 2),

+ αi,2u
2
i (k − 1) + bi,2(k)αi,2u

2
i (k − 2) + βj,1uj(k − 1) + bij,2(k)βj,1uj(k − 2),

+ βj,2u
2
j(k − 1) + bij,2(k)βj,2u

2
j(k − 2) + ei(k) + ci,1ei(k − 1),

(50)

where the relative data are selected as follows: a1,1(k) �

−0.88 + 0.03 sin(0.2k), c1,1 � 0.25, α1,1 � 0.32, a1,2(k) �

0.45 + 0.02 cos(0.2k), b1,2(k) � 0.32+ 0.02 sin(0.2k),
α1,2 � 0.23, β2,1 � 0.33, β2,2 � 0.22, b12,2(k) � 0.33+

0.03 sin(0.2k), a2,1(k) � −0.85+ 0.03 sin(0.2k), c2,1 � 0.27,
α2,1 � 0.31, a2,2(k) � 0.42 + 0.02 cos(0.2k), b2,2(k) � 0.45+

0.04 sin(0.2k), α2,2 � 0.21, β1,1 � 0.33, β1,2 � 0.24,

b21,2(k) � 0.43 + 0.03 sin(0.2k). Adding that the input ui(k)

that applied to the INS is a high level pseudo-random
binary sequence [-1.5, +1.5], and the variances values of
the noise sequence ei(k), i � 1, 2􏼈 􏼉 are σ21 � 0.0937 and
σ22 � 0.0853.

Some results of this simulation example of the consid-
ered system are given. 'ereby, Figures 7 and 8 illustrate the
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Figure 4: Deterministic structure of the interconnected Wiener
MM.
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Figure 5: Stochastic structure of the interconnected Wiener MM.
'e following formula describes the dynamic linear portion of
Wiener MM [24].
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evolution of the prediction error, the parametric distance,
and their overall variances for each interconnected non-
linear subsystem.

'e obtained results indicate the good quality of the
estimate, based on an iterative algorithm. 'is estimate
quality ensures the exact choice of the parametric estimation
algorithm and the mathematical model of representation
that describe the best behavior of the considered inter-
connected nonlinear system, despite the parameters varia-
tions, the presence of interactions signals, and disturbances
interim on each system output.

Note that the mathematical model of representation,
which is also called the mathematical model of control or
mathematical model of behavior, corresponds to the
mathematical model of the ″black box″. Let’s add that the
mathematical model of representation is most often de-
scribed by difference equations; this, therefore, corresponds
to an input-output type mathematical model. However, the
parameters involved in this type of mathematical model have

no physical meaning. In fact, the theoretical mathematical
model is much richer in physical meaning than the repre-
sentation model, since it contains all the useful information
about the real process.

It should also be noted that the mathematical model of
representation is the most currently used in the control of
dynamic systems, in particular in the synthesis of nu-
merical control laws. However, the choice of a mathe-
matical model, from this set of models, may depend on
several criteria, such as the type of application, the desired
performance indices, and the strategy of the control law
envisaged. 'erefore, we must classify mathematical
models according to their ability to approximate the sys-
tem. 'us, they can be classified from the simplest
mathematical model to the most complex mathematical
model. 'e selection of a “good” mathematical model for
the formulation of the control law is made according to the
targeted control objectives (accuracy, robustness, and
rapidity).
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Figure 6: General structure interaction of the considered process.
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6. Conclusions

'is paper has proposed new input-output MMs of repre-
sentation, which can describe the dynamic behavior of large-
scale nonlinear systems, such as the extended MM of
Volterra series, the interconnected Hammerstein structures,
and the interconnected Wiener structures. In this research,
we considered the class of large-scale nonlinear systems,
which are decomposed into several interconnected non-
linear subsystems. Each interconnected subsystem is de-
scribed by discrete nonlinear MM, mono-variable, operating
in a deterministic or stochastic environment, and with
unknown time-varying parameters. An illustrative numer-
ical simulation example of two interconnected nonlinear
processes was treated to test the performance and the ef-
fectiveness of the developed theoretical results.

Let us note that, in certain practical situations, the
formulation of a representation mathematical model based
on experimental method, describing an industrial system,
becomes difficult or impossible in certain cases due to the
difficulty in carrying out or analyzing experimental tests on
the considered process (unmeasurable inputs and outputs
variables and dangerous experimental measurements of
certain real process). Besides, it can be remarked that the
developed mathematical model becomes more complex with
the increase of the dimension and the nonlinearity degree of
the considered system. In this case, the synthesis of the
adequate control design will be difficult.

In future works, we will address to develop extended
versions of different methods, which permit us to estimate
the structure variables and the parameters of the inter-
connected nonlinear systems.'e formulation of the control
problem of this class of dynamical systems will be investi-
gated in future research by developing various controllers
based on different control approaches. [25].
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�e need for air conditioners (ACs) is increasing every year, particularly in the Kingdom of Saudi Arabia (KSA). �e annual sales
of ACs clearly indicated either buying new conditioning systems or replacing existing ACs.When air conditioners are replaced for
any reason, a large number of used air conditioners are available, which leads to the necessity of remanufacturing these ACs for
economic and environmental purposes. �e current research focuses on investigating the collection system of used window ACs
as a part of the reverse logistics of remanufacturing window ACs under the uncertainty of demand and production rate. To
optimize the average inventory and ful�ll the need of the ACs remanufacturing unit, this current research explained many
operations in the collection system and their relationship to the remanufacturing unit. �ese objectives were investigated using a
combination of simulation, mathematical, and optimization techniques. After developing the model using Arena software, the
simulation model for the initial solution was run. �e theoretical and mathematical concepts of inventory have been exploited to
�nd an initial solution for the objectives under investigation. �e Optquest tool was used for the simulation model of the initial
solution to improve the iterative search technique. Finally, a sensitivity analysis was carried out to determine each input pa-
rameter’s magnitude and individual impact on the results. �e �ndings suggest that simulation and optimization strategies are
e�ective in improving average inventory and lost demand. As a result, the average inventory has been reduced signi�cantly.

1. Introduction and Literature Review

Remanufacturing of window air conditioners (ACs) consists
of collection, remanufacturing, recycling, supplier, and
distributor in which each of them is self-contained and has
their own set of goals. As a result, each unit was assessed and
upgraded separately in order to ameliorate the reverse lo-
gistics system. �e literature on remanufacturing of ACs is
part of a well-known topic called reverse logistics. It has been
well investigated in the literature based on its potential
importance in research and industry. It deals with the �ow of
material, knowledge, and money in the reverse direction, as
shown in Figure 1. �e researchers in the �eld of reverse
logistics have investigated various aspects, such as reverse
logistics design [1], barriers during implementation [2, 3]
and optimization [4], and performance evaluation [5].

Furthermore, these studies use a variety of methodologies
and investigational instruments, including fuzzy research
[6], multiobjective optimization [7], and decision making
[8].

�e �rst agent in reverse logistics is the collection system,
which refers to the process and location for collecting
discarded window air conditioners for remanufacturing
[10]. �e remanufacturing of air conditioners involves
multiple units or agencies that interact with one another.�e
collection system is the most signi�cant component of the
remanufacturing system that must be properly built to re-
spond optimally to other system components, such as the
remanufacturing unit. �e consumption of air conditioners
in the Kingdom of Saudi Arabia (KSA) increases every year,
depending on the number of units sold. Because a sub-
stantial portion of these sales is for replacements, there are
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many ACs that can be remanufactured. �e remanu-
facturing of used ACs has a positive impact on the economy,
environment, and society. Because they contain poisonous
and other toxic components, used air conditioners are
considered a waste of resources and are harmful to the
environment.

In addition, remanufactured ACs provide a good al-
ternative for low-income people. �ese facts mentioned
above compel the researchers to look into the prospect of
remanufacturing air conditioners at a lower cost and with
higher output. �e technique of remanufacturing air con-
ditioners is still in its early stages and needs to be explored by
research from various professions. Several aspects should be
considered in this industry, including the behavior of used
air conditioner owners, government laws, and remanufac-
tured air conditioner market competitiveness [11–14]. �e
procedures of the collection system and its connections to
other units, such as the remanufacturing unit, contain
numerous interconnected tasks that impact one another,
which can be assessed through a simulation method that
provides an easy way of conducting many alternatives. �e
system’s bottleneck can be pinpointed through simulation
tools, recommending ways to improve performance. Be-
cause of various circumstances, factors, and high cost, this
technique outperforms physical implementations and the
possibility of modifying the real system. Furthermore,
computer simulation saves time when it comes to investi-
gating and comprehending model parameters for compli-
cated systems [15].

�e remanufacturing of ACs depends on the demands of
the new ACs. As the demand for selling new ACs is in-
creasing, the remanufacturing of products will be growing in
which good strategic planning must be conducted for such
an industry [16]. Researchers and industry experts can
bene�t from best practices in well-known industries like
electronics remanufacturing [17–19] and household recy-
cling [20]. In order to compare the application of numerous
inventory rules, the literature has looked into reverse lo-
gistics inventory [9, 21]. Many research studies in the lit-
erature have investigated the various problems of reverse
logistics. In this regard, Liao and Deng [1] provided a very
good alternative to the traditional EOQ under the uncer-
tainty of demand. �ey also published a recent paper [22]

and studied the uncertainty of acquisition. It mainly focuses
on the tradeo� between manufacturing and remanu-
facturing on the basis of pro�tability. Furthermore, the
uncertainty of demand has been investigated with envi-
ronmental impacts [23]. Also, the quality of returns [24] and
market demand have been investigated [25]. However, there
are still many limitations in the literature in the �eld of
reverse logistics. Some of these limitations include the need
for general studies on speci�c product remanufacturing and
the uncertainty of production rate.

�is research aims to construct and evaluate the �rst
stage of the collection procedure in remanufacturing win-
dow air conditioners. Besides, it is also directed to studying
the relationships between processes in the collection system,
selecting the best parameters in the direction of performance
measures, and investigating its relation to other units in the
remanufacturing system. Inventory expenses and the per-
centage of orders �lled are two of the performance indi-
cators. �e model is based on the data from one of the
leading ACs manufacturers in KSA and academic experts in
ACs logistics. However, the study intended to provide/
propose general solutions for ACs remanufacturers. To
achieve the research objectives mentioned above, industry
and expert opinions have been collected and converted to a
computer simulation model. After the collection, the Opt-
quest tool optimized the model by minimizing inventory
costs and the percent of lost orders. Finally, the system
factors have been investigated using sensitivity analysis to
specify the most in�uential factors a�ecting the system to be
addressed to the stakeholders to reduce costs and save time.

2. The Proposed Methodology

�ere are two primary stages in the proposed methodology:
simulation of the collection system and optimizing the
average inventory and the lost demands, as shown in Table 1.
First, the collection system will be simulated using simu-
lation software to track the system’s outputs, particularly the
average inventory and lost needs. After that, decision var-
iables like reorder point, batch size, and target stock are
tweaked to optimize average inventory and lost demands.
Finally, the sensitivity analysis is examined in order to
determine the model’s robustness.
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Figure 1: �e supply chain conceptual model including the reverse �ow of products [9].
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'e goal of the research paper is to reduce both average
inventory and lost demand. 'e optimal solution can be
researched by changing the reorder point, batch size, and
target stock. However, the model’s demand and production
are not constant. As a result, applying exact mathematical
inventory models to arrive at the best option is impossible.

Furthermore, without the use of computer optimization
tools, scanning for the optimal choice factors is difficult. As a
result, the Arena software’s Optquest optimization tool is
utilized to optimize the objectives. 'e mathematical model
can be expressed as follows:

minimize 􏽘 f(Q, R, T)S.T.lost demand≤ 1whereQ is the batch size, R − reorder point, andT is the target stock level. (1)

2.1. Simulating the Collection System

2.1.1. Simulation Limits. 'e current study model was
limited to the central city of KSA (Riyadh) and included only
collection system-related processes involved in receiving
used ACs for remanufacturing. According to the status of
the AC, it can be one of the three categories when it arrives at
the collection system (good, moderate, and bad). Good air
conditioners arrive in a good working condition to the
collection system. On the other hand, moderate air condi-
tioners do not operate but may be remanufactured
depending on the results of examinations. 'e ACs pro-
ceeding for the inspection process may also reveal that the
inspected AC is bad and either needs to be accepted for
remanufacturing or should be placed in the waste. 'e
simulation takes 240 hours representing 30 working days at a
shift of eight (8) hours, to complete from the start time (zero)
when the system is inactive and the inventory is at zero.
However, the first demand arrives at time zero and is reg-
istered as lost demand.

2.1.2. &e Processes of the Collection System. 'e demand
originating from the remanufacturing unit and the collec-
tion unit are the two stages of the collection systemmodel, as
shown in Figure 2. 'e procedure begins with the rema-
nufacturing unit sending the demand. When a demand
request is received by the collection system, the system
checks the inventory level. 'e request is fulfilled, and the
inventory level is updated if the inventory meets the de-
mand. Otherwise, the demand will be marked as unfulfilled.
In both cases, the systemwill check the inventory level, and if
it reaches the reorder point, it will send a request to the
collection unit for ACs to be delivered until the inventory
target is met.

When air conditioners arrive at the collection system,
they can be in one of the three states: good, moderate, or bad.
With the support of experts in the fields of conditioning,
reverse logistics, and remanufacturing, the arrival rate was
projected based on people’s behavior in changing and selling
their old air conditioners. First, the technician inspects the
arriving ACs for functioning conditions, and the functional
ACs are labeled as good air conditioners. Next, a skilled
worker inspects those that are not working to see if the unit
can be remanufactured.'is process assigns the AC to one of
the two categories: moderate, which means it is good for
remanufacturing, or bad, which means it is difficult or ex-
pensive to remanufacture. 'en, the owners of both good
and moderate ACs receive their compensation, and the AC
stores the collection system inventory, which is updated
regularly. Finally, the system checks the inventory level once
more to ensure that the inventory objective is met; other-
wise, the process of obtaining ACs will stop. 'ese regu-
lations aim to meet the demand for the remanufacturing
units without exceeding the finite capacity of the collection
system inventory. Manipulation of inventory decision var-
iables such as reorder point and batch size can help achieve
this goal.

2.1.3. Simulation Implementation. 'e development of this
research model has been finalized with the cooperation
between the authors and industrial partners, which serves as
a real case study for the research model. 'e industrial
partner is one of the leading ACs manufacturing companies
in Saudi Arabia. However, independent of the manufacturer,
the remanufacturing method is designed for remanu-
facturing numerous types of window air conditioners. After
designing the actual model, Arena Simulation Enterprise
Suite version 14.0 was used for the implementation. It is

Table 1: 'e proposed methodology.

Stages Steps Notes

Simulating the collection system

Determining the simulation limits Riyadh city
Explaining the processes in the collection system Various process from receiving ACs to storing

Implementing the simulation Simulation software and assumptions
Stating inputs data Various times and quantities

Setting up simulation experimentation Periods, replications, and outputs

Optimizing the collection system

Specifying the objective functions Minimizing average inventory and lost demands
Decision variables Reorder point, batch size, and target stock

Optimization method Iterative search using the Optquest tool
Sensitivity analysis By reducing and increasing input parameters
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worth mentioning that any simulation model contains a
number of assumptions that must be met in order for the
model to be used in software to re�ect the real-world system
under examination. Both the authors and the industrial
partners agreed with the assumptions, which include the
following:

(i) �e remanufacturing unit accepts only good and
moderate ACs, in which bad ACs will leave the
system after the inspection process without con-
suming any additional resources.

(ii) Regardless of the time spent in the system or any
conceivable incidents that can modify their status,

the ACs’ status will remain as assigned for the �rst
time.

(iii) In the collection system, both good and moderate
ACs have the same resources and priority. How-
ever, in the remanufacturing unit, they use a dif-
ferent remanufacturing method.

(iv) �e demand of the manufacturing unit is ful�lled
by good and moderate ACs randomly.

(v) �e collection system’s inventory was considered
zero at the beginning of the system simulation,
which starts with the �rst demand from the
remanufacturing unit. As a result, the �rst demand

Demand from Remanufacturing unit

Enough inventory in
collection system

Fulfill Demand and Reduce inventory level

Start receiving Used
ACs

Reorder point reached?

Working?

Inventory
target

Stop receiving ACs

Yes

Yes

Yes

Yes

No

No

No

NoGood condition

Bad AC Assign good AC

Compensation

Update inventory

Lost demand

Figure 2: Activity diagram of collection system processes.
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will be reinstated as a lost demand, allowing the
collection system to begin accepting ACs.

(vi) Any required equipment in the collection system
rather than ACs was assumed to be enough in all
simulation periods.

(vii) 'e acquisition of ACs was assumed to be available
all time, and there is a cost for storing each AC and
it is computed in predetermined periods. In
contrast, the inventory process requires no other
resources.

(viii) 'e process of shipping and transferring demand
to remanufacturing is not included in the collec-
tion system activities, and the remanufacturing
unit handles it completely.

(ix) Only one type of the AC model is considered. 'is
assumption seems reasonable given that many AC
models available on the market have the same
major components.

2.1.4. Data Inputs. 'e inputs required to drive the model
include ACs parameters, processing time, and resource
levels. 'e data input and simulation model are summarized
in Table 2. Detailed literature review and a questionnaire
survey were among the sources for the input parameters.'e
demand arrival is the demand that comes from the rema-
nufacturing unit, and it might take one to three days.
Furthermore, the quantity of each demand is not constant,
and each demand follows a Poisson distribution with a mean
of 100ACs. 'erefore, when the initial demand arrives, the
system and the inventory level has zero value. With the
support of industry and academic specialists, the processing
timeframes for each procedure, demand, and different
percentages were determined.

2.1.5. Simulation Experimentation. 'e goal of this study’s
model was to optimize the collection system’s inventory
problem. In terms of meeting demand with the least in-
ventory level, the model is considered efficient. As a result,
two key outcomes are used to assess the model’s
performance:

(i) 'e average inventory of the simulation period
(ii) 'e number of lost demands because of shortage

inventory

'ese two measures are the objective of this research and
require to be minimized. Table 3 shows the setup of the
simulation parameters. At the end of the iterative search, the
best 25 solutions are shown by the software. 'is solution is
then used as input to run the simulation model. In addition
to the given number of solutions, the Optquest optimization
tool’s stopping criteria are set to be manual and auto-
stopped. Auto-stop takes place after searching 500 solutions
without significant improvement using a 95% confidence
level (CI).'e simulation model was programmed to run for
240 hours or 30 working days at 8 hours per day.

3. Results and Discussion

3.1. Initial Solution of Decision Variables. As previously
stated, the goal of this study is to reduce both average in-
ventory and the number of lost demands. 'e reorder point
(ROP), batch size, and goal stock are the decision variables that
influence the two objectives (minimizing average inventory
and number of lost demands). Before using Arena software’s
Optquest tool to optimize these objectives, we must first dis-
cover an initial solution to be utilized as boundaries for
lowering the optimization time. 'e batch size equals

������������������������������������������
2∗ period demand∗ setup cost
holding cost peritemper period

�
2∗ (66∗ 30d∗ $1)

$1

􏽳

� 60.

(2)

'is research model is a probabilistic inventory model
since the demand and lead time are both variable (not
constant). 'erefore, as shown in Figure 3, the probabilistic
inventory model is used when there is uncertainty in de-
mand, lead time, or both.

To find an informative reorder quantity (batch size), the
authors will use the economic order quantity (EOC) con-
cept. As demand fluctuates and the lead time is not constant,
the reorder point calculation should incorporate this vari-
ation. Moreover, since the cost of stockout cannot be de-
termined, ROP will be calculated using a service level, which
is derived using the following equation:

ROP � (Average daily demandxAverage leadtime) + ZsdLT.

(3)

Here, Z − represents the service level sing the normal curve

σ d � Standard deviation of demand per day,

σLT � Standard deviation of lead time in days.
(4)

σdLT�
���������������������
(Average lead time xσd2)

􏽰

+(Average daily demand)2σLT
2. 'e demand in this model

depends on the demand arrival distribution and the demand
amount in each demand request (arrivals). 'e arrival of
demand follows the uniform distribution with a minimum
of one and amaximum of three days.'e demand amount in
each arrival follows a Poisson distribution with a mean of
100ACs (pois(100)). However, this is not the daily demand
since demand arrivals follow a uniform distribution with
parameters 1 and 3 days (UNIF(1.3)). 'e mean of demand
arrivals is 1 + 3/2 � 1.5. Every 1.5 days, there are 100 de-
mands of ACs; therefore, the daily demand is 100/
1.5� 66.667.

'e lead time in this model depends on the time of the
processes in the collection system. 'ese processes include
turn-on, inspection, and compensation processes. It is worth
noting that 30 percent of ACs did not undergo any in-
spection since they are working and directly moved to the
compensation process. However, the remaining 70 percent
of ACs are inspected during the inspection process. 'en,
only 70 percent of inspected ACs are accepted for the
compensation process. 'e remaining 30%, on the other
hand, are rejected because of the significant damage they
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have sustained and the exorbitant expense of remanu-
facturing. �e processing time in these processes is variable.
For turn-on and compensation processes, it follows a uni-
form distribution with parameters of one and two minutes.
At the same time, the processing time durations of the
inspection process follow the triangular distribution with
parameters of 3, 5, and 7 minutes. Considering all these time
durations and percentages, the average, lower, and upper
lead time durations for storing a batch of 60ACs are 0.82,
0.48, and 0.99 days, respectively, where there are eight
working hours in a day. Suppose we take the service level

equal to 95%; the z-value equals 1.645. �en, the reorder
point is as follows:

ROP �(66x 0.82) + 1.64∗
�����������������������
(0.82∗ 370) +(66)2 ∗ 0.022
√

� 67units.

(5)

�e target inventory level can be calculated by expecting
the average inventory level during the run period.
The average inventory level �
Total produced during the production run −
Total used during the production run � 73∗ 30
−66∗ 30 � 215. At this stage, the initial solution for the
inventory in the collection system has been obtained, which
is 60, 67, and 215 for batch size, reorder point, and target
inventory level, respectively. �is initial solution will be used
in the next section to optimize the inventory level and the
number of lost demands. Before running the optimization
tool in simulation software, the initial solution will enter and
register the values of our objectives (average inventory and
number of lost demands). �e average inventory value is
117, whereas the number of lost demands is 5, respectively.
However, because we need to obtain 95%, this solution is not
practical.

3.2. Iterative Search Optimization. �e optimization tool
included in Arena software called Optquest is used to op-
timize the inventory level and the number of lost demands.
�e Optquest optimization tool uses an iterative heuristic
method to search for better solutions that optimize the given
objective concerning a given constraint. �is model aims to
minimize the average inventory during the run time con-
cerning the service level. �e service level refers to the level
of demandmet, as measured by the lost demands.�emodel
needs to meet 95% of demands as the CI, or the service level
should be 95%. It is worth noting if the �rst arrival demand
in this model is lost since the initial inventory is zero. As a
result, the �rst demand will not be computed in the 5% lost
demand range. �ere are 15 demands during the simulation
run that allowed loss of one demand in addition to the �rst
demand.�en, the objective of this model is to minimize the
average inventory to not exceed the lost demand from two
demands. Figure 4 shows the iterative solutions of Optquest
that have been processed for 2000 runs. �e best solution is
gained by adjusting the batch size to 7, reorder point to 219,

Table 2: Input parameters of the simulation model.

Input parameter Input description
Demand arrivals Uniform distribution (a� 1, b� 3 days)
Demand quantity Poisson distribution (lam da �100ACs)
Initial inventory Zero ACs
Turn-on process Uniform distribution (a� 1∗ batch size, b� 2∗ batch size minutes)
Expected % of working ACs 30%
Inspection process Triangular distribution (a� 3∗ batch size, c� 5∗ batch size, b� 7∗ batch size minutes)
Expected % of good inspected ACs 70%
Compensation process Uniform distribution (a� 1∗ batch size, b� 2∗ batch size minutes)
Target stock Initial value� 215, best value� 127
Batch size Initial value� 60, best value� 7
Reorder point Initial value� 67, best value� 219

Table 3: Parameters of simulation run setup.

Parameter Setting

Solution method Iterative search using Optquest
tool

# of searched solutions 2000 solutions
Replications for each solution 3 replications
Date and time stamp Present day
Statistics collection End of run
Warm-up period 0 minutes
Replication length 240 hours
Hours per day 8 hours
Base time units Hours
Inputs De�ned in Table 1
Queue management First in �rst out

Minimum demand during lead time

Mean demand during lead time
ROP

Normal distribution probability of
demand during lead time

Expected demand during lead time

Time

16.5 unitsSafety stock

Receive
order

Place
order

Lead
time0

In
ve

nt
or

y 
le

ve
l

ROP

Maximum demand during lead time

Figure 3: Probabilistic inventory model.
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and target stock to 127. �is solution reveals an average
inventory of 84.72 units and two lost demands. �e solution
is obtained after 1352 runs, yet the simulation continues
without any improvement until 1915 runs.

�e idea behind improving the solution is to coincide the
inventory level with the arrival demands. �e concept of
level of inventory for initial and improved solutions can be
seen in Figure 5. Besides, Figure 5(a) shows the inventory
level and demand of the initial solution along the simulation
run. �e inventory level itself, as well as the demand and
inventory level, has high variations. However, in the opti-
mum solution o�ered by the Optquest optimization pro-
gram, this variance has been avoided, as shown in
Figure 5(b). As a result, the inventory level variance has been
decreased from a maximum of 270 units in the original/
initial solution to roughly 130 units in the modi�ed/im-
proved solution.

3.3. Sensitivity Analysis. In this study, sensitivity analysis
was used to assess the size e�ect of each input parameter on
the outputs under consideration (average inventory and lost
demand).�e simulation model can be better understood by
changing the input parameters. �e sensitivity analysis il-
lustrates how much changing parameters a�ect the model.
�is extent can provide an informative guide on the ro-
bustness of the model. Consequently, these changes can be
used to predict the estimation of any value of the inputs.

�ere are many sensitivity analysis methods, which
depend on the study objective [26]. In this research, one of
the most popular methods has been used to conduct sen-
sitivity analysis. �is method increases and decreases the
input parameters by a constant percent one input parameter
at a time and records the changes in output. Based on the
literature review, the current study chose to �x 20% for both
increasing and decreasing changes [15, 27, 28].�e changing
process was conducted for one parameter at a time to in-
vestigate the initial e�ect of each parameter on output. �e
results of sensitivity analysis on average inventory are shown
in Figure 6.

�e e�ect of reducing/decreasing input parameters on
the outcomes can be classi�ed into large, medium, and small
e�ects depending on the percentage of change on the
outcome when reducing or increasing the corresponding
parameter by 20%. For example, Figure 6 shows that the
large magnitude of change in average inventory has been
induced by increasing the demand quantity, which reveals
an increase in average inventory by 20%. However, in-
creasing or decreasing the reorder point does not a�ect the
average inventory.

Furthermore, changes in input parameters have had a
greater impact on the number of lost customers than on
average inventory, as shown in Figure 7.�erefore, changing
the demand quantity is the most in�uential input parameter
of the lost demands. Increasing the amount of demand
amount by 20% resulted in a 300% increase in lost demand.
It is worth noting that themodel outputs are very sensitive to
the change in demand quantity. �erefore, further studies in
the near future are needed for the investigation of these
parameters. However, lowering the majority of the input
parameters leads to a signi�cant increase in lost demand.�e
decrease in target stock, compensation processing time, and
the percentages of good ACs demonstrate this. In general,
decreasing the input parameters is more in�uential than
increasing. It is worth noting that the changing of reorder
points does not a�ect the lost demand.

3.4. Managerial Insights. �e ACs remanufacturing in Saudi
Arabia needs a lot of e�ort to be established among people and
industry. It is a very promising sector, and many international
research studies have been conducted to solve various issues in
this �eld. �e starting point of ACs remanufacturing is the
collection system, in which ACs are received, inspected, and
stored. �e quality of received ACs is almost suitable for
remanufacturing, and further inspection is needed. As the
market is considered currently full of used ACs, the unit worth
of received used ACs is related to the demand of the rema-
nufacturing unit, which is constrained by the remanufacturing
capacity and market demand. �e collection system is
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Figure 4: Solution improvement using Optquest optimization.
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supposed to ful�l the demand of remanufacturing units along
withmaintaining a reasonable average inventory.�emore the
average inventory in the collection system, the more the ex-
penses. To reduce the cost of the inventory, the batch size
should be chosen by an appropriate method. Furthermore, the
greater the batch size, the greater the average inventory, which
results in great costs. Also, the reorder point plays an important
role in inventory cost. On the contrary, the demand should be
met to increase the service level and this will become true with
more investigation of the demand curve. �e presented re-
search introduces a practical solution to these issues.

4. Conclusion

�e current study investigated the collection system in ACs
remanufacturing. �e research was based on an actual case
study from one of Saudi Arabia’s largest air conditioner
manufacturers. With the support of industry and academic
specialists, a simulation model for the collection system was
developed to optimize average inventory and lost demand.
�e simulation model has provided a great opportunity to
improve the performance of the collection system. It is a
better option because the simulation model allows for more
�exibility in altering parameters and recognizing changes.
Furthermore, using the Optquest optimization tool has
dramatically improved the average inventory and the
number of lost demands. It o�ers a variety of alternate ways
for improving the collection system’s performance. More-
over, the sensitivity analysis has provided several hints about
the most in�uential input parameters and the most sensitive
outcome to modi�cations, which has backed up the �ndings
of this study.
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+is paper presents an overlapping decentralized guaranteed cost hybrid control method for adjacent buildings with uncertain
parameters, by combining the guaranteed cost control algorithm with the overlapping decentralized control strategy. +e passive
dampers are used as link members between the two parallel buildings, and the active control devices are installed between two
consecutive floors in two adjacent buildings. +e passive coupling dampers modulate the relative responses between the two
buildings, and the active control devices modulate the interstory responses of each building. Based on the inclusion principle, a
large-scale structure is divided into a set of paired substructures with common parts first. +en, the controller of each pair of
substructures is designed by using the guaranteed cost algorithm. After that, the controller of the original system is formed by
using the contraction principle. Consequently, the proposed approach is used to prevent pounding damage and achieve the best
results in earthquake response reduction of uncertain adjacent buildings when compared with the calculation results obtained by
the centralized control strategy. Furthermore, the stability and reliability of the control system are promoted by adopting the
overlapping decentralized control strategy.

1. Introduction

With rapid urbanization, an increasing number of adjacent
buildings are appearing in cities. +ese buildings are usually
separated from each other without connecting members,
and their seismic performance of them depends on their
characteristics. However, adjacent structures with insuffi-
cient spacing may collide with each other and cause more
serious damage under earthquake excitation. For instance,
the results of the investigation into the 1985 Mexico City
earthquake showed that more than 40% of the 330 severely
damaged buildings surveyed had collided with each other
[1]. During the 1989 Loma Prieta City earthquake in the
United States, over 200 of more than 500 buildings surveyed

were destroyed by collision [2]. +e Wenchuan earthquake
in 2008 [3] and the Lushan earthquake in 2013 [4] caused
adjacent buildings to be damaged by pounding. +e in-
quiries on structural damage caused by the Christchurch
earthquake in New Zealand in 2011 indicated that more than
6% of buildings had been severely destroyed by collision [5].
Previous earthquake damage investigations have shown that
the collision damage to structures cannot be ignored. So, it
has important research value to research how to improve the
seismic performance of adjacent structures and avoid the
occurrence of collision damage.

In recent years, the connected control method (CCM),
which connects two independent structures by placing
control equipment between adjacent buildings to resist
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external disturbances such as earthquakes, has attracted
widespread attention from domestic and foreign scholars.
+e link members between adjacent buildings can adopt
passive, active, or semiactive controllers [6]. CCM has been
applied in mechanical, aerospace, and civil engineering
fields, the study of which is of great significance. Now, CCM
cannot only reduce the dynamic response of each structure
but also effectively escape the occurrence of collision damage
between adjacent structures [7]. Christenson et al. [8] used
CCM to study the seismic response of adjacent buildings and
discussed the influence of the ratio of building height on the
control effect. Roh et al. [9] considered setting a combination
of linear viscous dampers and linear springs between ad-
jacent buildings to mitigate the seismic response of the
structure and analyzed the influence of the ratio of adjacent
building height, the ratio of fundamental periods, damping
parameters of connected dampers, and external excitation of
different frequencies on the story response. Patel and Jangid
[10] optimized the number and damping coefficients of
viscoelastic dampers which were adopted to link two ad-
jacent multi-degree-of-freedom buildings. Cimellaro et al.
[11] considered robust control algorithms to enhance the
performance of adjacent structural models connected by
passive dampers. Motra et al. [12] studied the problem of
adjacent buildings linked by MR dampers with LQR control,
considering a modified Bouc–Wen model that relates
damping force to the input voltage state. +en, the response
attenuation results were compared by employing LQR-RNN
and LQR-CVL. Bigdeli et al. [13, 14] discussed the number
and location of connecting dampers so that the performance
of adjacent buildings can be promoted. Gao et al. [15] put
forward a dynamic output feedback control method for
mitigating structural seismic vibration and obtaining the
location of the actuators and sensors, which were placed
between adjacent buildings. Gudarzi and Zamanian [16]
designed an output feedback controller based on the Kalman
filter and optimal control theory for three adjacent buildings
under earthquake action to provide a promising means of
response attenuation. Yang and Lam [17] extensively studied
the vibration of two eccentric adjacent buildings linked by
viscoelastic dampers under bidirectional earthquakes. Uz
and Hadi [18] introduced an optimization design method of
nonlinear hysteretic dampers based on genetic algorithms
[19] and demonstrated that the proper number of dampers
was more helpful in improving the seismic performance of
two adjacent buildings.

However, the centralized control strategy has flaws such
as large computation, low reliability, and poor stability.
+erefore, the decentralized control strategy with the ad-
vantages of fast data transmission, less feedback delay, and
strong system reliability received extensive attention
[20–23]. Especially, the focus of the research is on over-
lapping decentralized control strategies, based on the in-
clusion principle, which is a method to dispose of
decentralized control of a large-scale system. +is approach
can effectively deal with the interconnection information
between substructures and realize the decoupling of the
system. Besides, it can also enhance the robustness and
flexibility of controller design, when a large-scale system is

decomposed into several low-order subsystems, and the
subcontroller design is carried out through parallel com-
puting. First of all, a large-scale system is divided into a series
of paired subsystems based on the inclusion principle, in
which shared information is considered. +en, a preset
control algorithm is used to design the controller for the
subsystem. Finally, the contraction principle is applied to
contract the extended subsystem controller to form the
controller of the original system [21–24]. Palacios-Quiño-
nero et al. [7, 25] studied an overlapping decentralized
passive-active control method of adjacent buildings under
an earthquake, which integrates the high performance of an
active control system with the reliability of a passive control
system and allows the decentralized design and operation of
an active control subsystem.

Due to the influence of model errors, material defor-
mation, external interference, and other factors, the struc-
tural model parameters are uncertain in practical
engineering. Uncertainty-based design is becoming one of
the research hotspots for engineering systems [26–28]. If the
influence of uncertainty is not considered in the controller
design, the control effect of the system will be difficult to
guarantee. +erefore, the reliability of the system becomes
especially important in various fields [29–35]. So, to improve
the accuracy of modeling and ensure the stability of the
control system, the constructed model is made to resemble
the actual model by adding uncertainty influencing factors
in the process of modeling. Chang and Peng [36] first
proposed the guaranteed cost control method for uncertain
systems in 1972 and successfully solved this problem. +is
methodmakes the performance functions of the system have
a certain upper bound and can also ensure its robust sta-
bility. Bakule et al. [37, 38] adopted overlapping decen-
tralized guaranteed cost control methods to analyze
uncertain continuous time-delay systems and uncertain
discrete time-delay systems. +e references [39, 40] studied
uncertain discrete state time-delay systems and uncertain
discrete time-delay systems with both states and inputs while
proposing a guaranteed cost control method based on bi-
linear matrix inequality. Gyurkovics et al. [41] discussed
dynamic output feedback guaranteed cost control for un-
certain discrete time-delay systems. Aiming at a class of
uncertain linear systems, Ahmadi et al. [42] extended the
original system to a weakly interconnected system that re-
tains all the properties of the original system based on the
inclusion principle. +en, the iterative linear matrix in-
equality (ILMI) algorithm was applied to design the static
output feedback overlapping decentralized controller of the
extended system, which eventually contracted into the
overlapping decentralized guaranteed cost controller of the
original system.

In this paper, an overlapping decentralized guaranteed
cost hybrid control method, using the inclusion principle
and the overlapping decentralized control scheme with the
guaranteed cost control algorithm, has been established for
uncertain parameter adjacent structure systems under
earthquake. +e guaranteed cost control algorithm is
adopted in each subsystem to get their controller, which is
contracted to the original state-space to obtain the
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overlapping decentralized controller, and the mitigation of
responses between adjacent buildings is dependent on
passive dampers linked by them.+emethod has been tested
for two neighboring buildings with uncertain parameters,
and the numerical analysis results are compared with those
of the centralized guaranteed cost vibration control strategy
to illustrate its effectiveness.

2. HybridControl ofOverlappingDecentralized
Guaranteed Cost for Systems with
Uncertain Parameters

2.1. Systematic Description of Adjacent Buildings with Un-
certain Parameters. Figure 1 shows the structural model of
the adjacent buildings. Considering the uncertainties of the
mass, stiffness, damping, and other factors of the structure,
the motion equation of the controlled system is obtained:

(M + ΔM) €x (t) +(C + ΔC) _x(t) +(K + ΔK)x(t) � Ds €xg(t) + Buu(t), (1)

whereM,C, andK are the total mass, damping, and stiffness
matrices of adjacent buildings, respectively;
ΔM, ΔC, and ΔK are the corresponding variation matrices,
respectively; Ds and Bu are the position matrices of seismic
excitation and control force, respectively; x(t) is the dis-
placement vector of the structure; u(t) is the control force
vector; and €xg is the seismic acceleration. In Figure 1,
m

j
i , c

j
i , and k

j
i denote the mass, damping coefficient, and

interlayer shear stiffness, where i, l, r, and d represent the
floor, the left building, the right building, and the passive
dampers, respectively.where
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+e matrices CB and CD can be obtained by using
equations (3)∼(6) and replacing interlayer stiffness coeffi-
cient k

j
i with damping coefficient c

j
i .ML andKL are the mass

and stiffness matrices of the building on the left, respectively;
MR and KR are the mass and stiffness matrices of the
building on the right, respectively; KB and CB are the
stiffness and damping matrices of adjacent structures, re-
spectively; and KD and CD are the stiffness and damping
matrices of connected systems, respectively.
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where α, β, and c are the maximum rate of change of mass,

damping, and stiffness, respectively. δM �
δML

0
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􏼢 􏼣,

δC �
δCL

0
0 δCR

􏼢 􏼣, δK �
δKL

0
0 δKR

􏼢 􏼣, δC and δK are unknown

real function matrices of appropriate dimensions. Since δM
is a diagonal matrix [43], so
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Equation (1) is transformed into a state-space model

_Zp(t) � Ap + ΔAp􏼐 􏼑Zp(t) + Bp + ΔBp􏼐 􏼑u(t) + Ep €xg (t),

(11)
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We define a new state vector Z(t) � TZp(t), where

Le� building

kln1

xg··

Right building

ml
n1

Le� building

Right building

uln1

urn2

active control
device

passive damper

cln1

ml
n1–1

kln2+1

cln2+1

ml
n2

kln2

ml
n2–1

kl2

cl2
ml

1

kl1

cl1

urn2–1

ur1–ur2ul1

–urn2uln2–1

uln2–uln2+1

–uln2

–ul2

cr1

kr1

mr
1

kr2
cdn2–1

kd1

kdn2

uln1–1–uln1

mr
n2

crn2

krn2

mr
n2–1

kdn2–1

cdn2

cln2

cd1

cr2

Figure 1: +e model of adjacent buildings.
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+e new state-space model can be expressed as
_Z(t) � (A + ΔA)Z(t) +(B + ΔB)u(t) + E€xg (t), (14)

where

A � TApT
− 1

,

B � TBp,

E � TEp,

ΔA � TΔApT
− 1

,

ΔB � TΔBp.

(15)

2.2. System Extension. Consider the following state-space
model of a linearly continuous time-invariant system

S: _Z(t) � (A + ΔA)Z(t) +(B + ΔB)u(t),

y(t) � CyZ(t),

􏽥S: _􏽥Z(t) � (􏽥A + Δ􏽥A)􏽥Z(t) +(􏽥B + Δ􏽥B)􏽥u(t),

􏽥y(t) � 􏽥Cy
􏽥Z(t),

(16)

where Z(t) ∈ Rn, u(t) ∈ Rm, and y(t) ∈ Rl are the state,
input vector, and output vector of the system S, respectively.
􏽥Z(t) ∈ R􏽥n, 􏽥u(t) ∈ R􏽥m, and 􏽥y(t) ∈ R􏽥l are the state, input
vector, and output vector of the system 􏽥S, respectively. A, B,
Cy and 􏽥A, 􏽥B, and 􏽥Cy are n × n, n × m, l × n, 􏽥n × 􏽥n, 􏽥n × 􏽥m, and
􏽥l × 􏽥n dimensional matrices, respectively. n≤ 􏽥n, m≤ 􏽥m, l≤􏽥l.
Based on the inclusion principle [21], for a linear uncertain
system S, a set of extended matrices V,R, andT, and a set of
shrinkage matrices U,Q, and S, the corresponding extended
system 􏽥S can be expressed as follows:

􏽥A � VAU + M,

􏽥B � VBQ + N,

􏽥Cy � TCyU + L,

Δ􏽥A � VΔAU,

Δ􏽥B � VΔBQ,

(17)

where M,N, andL are the compensation matrices [21, 44].
+e system S is decomposed into L fully decoupled

paired subsystems by extending decoupling [21].

􏽥S(i)

D : _􏽥Zi(t) � 􏽥Aii + Δ􏽥Aii􏼐 􏼑􏽥Zi(t) + 􏽥Bii + Δ􏽥Bii( 􏼁􏽥ui(t),

􏽥yi(t) � 􏽥Cy􏼐 􏼑
ii
􏽥Zi(t), i � 1, 2, . . . , L,

(18)

where 􏽥Aii and 􏽥Bii are known constant matrices describing
the system model. Δ􏽥Aii and Δ􏽥Bii are unknown matrices
that represent the parameter uncertainty in the system
model. It is assumed that the parameter uncertainty under
consideration is norm-bounded and has the following
form:

Δ􏽥Aii Δ􏽥Bii􏽨 􏽩 � 􏽥Di
􏽥Fi(t) 􏽥Ei1

􏽥Ei2􏼂 􏼃, (19)

where 􏽥Di, 􏽥Ei1, and 􏽥Ei2 are matrices of constants, which reflect
uncertain structural information, 􏽥Fi(t) is an unknown
matrix, and 􏽥F

T

i (t)􏽥Fi(t)≤ I.

2.3. Design of Guaranteed Cost Controller. It is assumed that
system 􏽥S(i)

D meets the quadratic performance metric

􏽥Ji
􏽥Zi, 􏽥ui􏼐 􏼑 � 􏽚

∞

0
􏽥Z

T

i (t) 􏽥Q
∗
i

􏽥Zi(t) + 􏽥u
T
i (t)􏽥R

∗
i 􏽥ui(t)􏼔 􏼕dt, (20)

where 􏽥Q
∗
i and 􏽥R

∗
i are given symmetric positive definite

weighted matrices.
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Theorem 1 (see [45]). For the parameter uncertainty
subsystem 􏽥S(i)

D and performance index (20), if the following
optimization problem

min
􏽥εi ,

􏽥Yi,
􏽥Xi,

􏽥Wi

Trace 􏽥Wi( 􏼁,

s.t.

(i)

􏽥Aii
􏽥Xi + 􏽥Bii

􏽥Yi + 􏽥Aii
􏽥Xi + 􏽥Bii

􏽥Yi􏼐 􏼑
T

+ 􏽥εi
􏽥Di

􏽥D
T
i

􏽥Ei1
􏽥Xi + 􏽥Ei2

􏽥Yi( 􏼁
T 􏽥Xi

􏽥Y
T
i

􏽥Ei1
􏽥Xi + 􏽥Ei2

􏽥Yi − 􏽥εiI 0 0

􏽥Xi 0 − 􏽥Q
∗
i􏼐 􏼑

− 1
0

􏽥Yi 0 0 − 􏽥R
∗
i􏼐 􏼑

− 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

< 0,

(ii)
􏽥Wi I

I 􏽥Xi

⎡⎣ ⎤⎦> 0,

(21)

has a solution (􏽥εi,
􏽥Yi,

􏽥Xi,
􏽥Wi), then 􏽥u∗i (t) � 􏽥Yi

􏽥X
− 1
i

􏽥Zi(t) is the
optimal state feedback guaranteed cost control law of the
system, where 􏽥εi denotes a scalar greater than 0. 􏽥Xi and 􏽥Wi

denote symmetric positive definite matrix, 􏽥Yi denotes a matrix
of appropriate dimensions. =e gain matrix of subsystem
decentralized controller is 􏽥Gi � 􏽥Yi

􏽥X
− 1
i .

2.4. Contraction of the System. +e overlapping decentral-
ized hybrid control method is a design method that com-
bines the passive connected damping units between adjacent
buildings with the overlapping decentralized active control
systems of each building. For the extended decoupling
system 􏽥S(i)

D , i � (1, 2, . . . , L), the feedback gain matrices 􏽥Gi of
all subsystems are calculated by using the control algorithm,
represented as a block diagonal matrix

􏽥G � diag 􏽥G1,
􏽥G2, . . . , 􏽥GL􏽨 􏽩. (22)

+e extension controller 􏽥G can be contracted to an
overlapping controller based on the contraction principle
[21, 44], i.e.,

G � Q􏽥GV. (23)

3. Example Simulation and Analysis

Taking 4-story and 5-story adjacent buildings (as shown in
Figure 2) as an example, the corresponding parameters of
the adjacent structures can be seen in reference [46].

+e damping matrix is determined according to the
Rayleigh damping, and the damping ratio is set to 2%. +e
damping coefficient of the viscous damper connecting the
two structures is cd � 6.87 × 106N · s/m, and the stiffness
coefficient is 0.+e linked damper is located between the 4th
floor of the two buildings.

Northridge seismic wave is used as external excitation,
and its peak value is 3.0m/s2, duration is 30 s, and sampling
step is 0.02 s.

Only structural stiffness variation is taken into account
in this calculation example, and the maximum possible

variation of stiffness is ±15% [47]. In (9), let α � β � 0, so
ΔM � ΔC � 0 and ΔK � cK, where K represents the
nominal stiffness matrices and c � 0.15 reflects the variation
of stiffness matrix, then

ΔAl
p � Dl

pF
l
pE

l
p1,

ΔBl
p � 0,

Dl
p �

0

− M− 1
L KL

􏼢 􏼣
2n1×n1

,

Fl
p � δ[I]2n1×2n1

,

El
pl � I 0􏼂 􏼃n1×2n1

,

(24)

δ is an uncertain real scalar, |δ|< 1.
In the same way, we can get ΔAr

p,ΔBr
p,ΔDr

p, ΔFr
p,

ΔEr
p1, andΔE

r
p2.

3.1.CentralizedControl. Centralized control adopts the state
feedback guaranteed cost control method in +eorem 1 to
design the controller for the whole multistructure system.
+e weighting matrices of the building on the left are Ql

1 �

1 × 102I8 and Rl
1 � 10− 10I4. +e weighting matrices of the

building on the right are Ql
1 � 1 × 102I10 and Rl

1 � 10− 10I5.
Gl and Gr can be obtained by solving inequality (21);

then, the gain matrix of the whole multistructure structure
system can be expressed as G � diag Gl,Gr􏽮 􏽯.

3.2. Overlapping Decentralized Control. +e inclusion
principle is applied to perform overlapping decomposition
of the adjacent buildings, and then controller design is
carried out, as shown in Figure 3. Extended decoupling of
the two buildings separately: system 􏽥S

l

1 � [1, 2, 3], system
􏽥S

l

2 � [3, 4], system 􏽥S
r

1 � [1, 2, 3], and system 􏽥S
r

2 � [3, 4, 5].
+e overlapping layers are all set at the third layer of the
structure. +e state-space model of the subsystem can be
expressed in the form of equation (18).
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+rough the trial, the weighted matrices of the system 􏽥S
l

1

and 􏽥S
l

2 are ( 􏽥Q
l

1)
∗ � 1.0 × 102I6, (􏽥R

l

1)
∗ � 10− 10I3,

( 􏽥Q
l

2)
∗ � 1.0 × 102I4, and (􏽥R

l

2)
∗ � 10− 10I2; the weighted

matrices of the system 􏽥S
r

1 and 􏽥S
r

2 are ( 􏽥Q
r

1)
∗ � 8.0 × 102I6,

(􏽥R
r

1)
∗ � 10− 10I3, ( 􏽥Q

r

2)
∗ � 1.0 × 102I6, and (􏽥R

r

2)
∗ � 10− 10I3.

Solving the linear matrix inequality (LMI) according to
+eorem 1, we can get 􏽥εl

i,
􏽥Y

l

i,
􏽥X

l

i,
􏽥W

l

i and 􏽥εr
i ,

􏽥Y
r

i ,
􏽥X

r

i ,
􏽥W

r

i .+e

gain matrices of the building subsystem on the left are 􏽥G
l

1 �

􏽥Y
l

1(
􏽥X

l

1)
− 1 and 􏽥G

l

2 � 􏽥Y
l

2(
􏽥X

l

2)
− 1. +e gain matrices of the

building subsystem on the right are 􏽥G
r

1 � 􏽥Y
r

1(
􏽥X

r

1)
− 1 and

􏽥G
r

2 � 􏽥Y
r

2(
􏽥X

r

2)
− 1.

+e gain matrices of the system 􏽥S
l and 􏽥S

r are expressed as
block diagonal matrix, so 􏽥G

l
� diag 􏽥G

l

1,
􏽥G

l

2􏼚 􏼛 and
􏽥G

r
� diag 􏽥G

r

1,
􏽥G

r

2􏽮 􏽯. +e gain matrices of the original system
Sl and Sr are obtained according to the contraction principle,
so Gl � Ql 􏽥G

lVl and Gr � Qr 􏽥G
rVr; then, the gain matrix of

the entire multistructure system can be expressed as
G � diag Gl,Gr􏽮 􏽯.

3.3. Analysis of Calculation Results. Figures 4–6 show the
peak interlayer displacement of adjacent buildings with
uncertain parameters.

It can be seen from the figure that, for the building on the
left, (1) when ∆K� 0, the average control effect of centralized
guaranteed cost hybrid control method (CHC) is 66.94%,
and the average control effect of overlapping decentralized
guaranteed cost hybrid control approach (ODHC) is 74.68%;
(2) when ∆K�+0.15K, the average control effect of cen-
tralized guaranteed cost control method is 66.58%, and the
average control effect of overlapping decentralized guar-
anteed cost hybrid control approach is 72.33%; and (3) when
∆K� − 0.15K, the average control effect of centralized
guaranteed cost control method is 65.88%, and the average

(Le� building)

(Right building)

Figure 2: +e model of 4-story and 5-story adjacent buildings.
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Figure 3: +e design of overlapping decentralized controller.
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Figure 4: +e peak interstory displacement (ΔK� 0): (a) the left building; (b) the right building.
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Figure 5: +e peak interstory displacement (ΔK�+0.15K): (a) the left building; (b) the right building.
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Figure 6: +e peak interstory displacement (ΔK� − 0.15 K): (a) the left building; (b) the right building.
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Figure 7: Maximum control forces (ΔK� 0): (a) the left building; (b) the right building.
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Figure 8: Maximum control forces (ΔK�+0.15K): (a) the left building; (b) the right building.
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Figure 9: Maximum control forces (ΔK� − 0.15 K): (a) the left building; (b) the right building.
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control effect of overlapping decentralized guaranteed cost
hybrid control approach is 75.86%.

For the building on the right, (1)when ∆K� 0, the av-
erage control effect of centralized guaranteed cost control
method is 72.75%, and the average control effect of over-
lapping decentralized guaranteed cost hybrid control ap-
proach is 72.90%; (2)when ∆K�+0.15K, the average control
effect of centralized guaranteed cost control method is
70.70%, and the average control effect of overlapping
decentralized guaranteed cost hybrid control approach is
70.36%; and (3)when∆K� − 0.15K, the average control effect
of centralized guaranteed cost control method is 75.90%, and

the average control effect of overlapping decentralized
guaranteed cost hybrid control approach is 76.22%.

Figures 7–12 show the maximum control force and
acceleration response of uncertain adjacent building systems
under seismic excitation. From Figures 7–9, it can be seen
that the maximum control force of the ODHCmethod is not
much different from that of the CHC method.

It can be seen from Figures 10–12 that the ODHC
method can still effectively control the acceleration response
of the structure in the case of variation of structural pa-
rameters, which illustrates the effectiveness of the ODHC
method proposed in this paper.
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Figure 10: Acceleration time-history curves of the top floor (ΔK� 0): (a) the left building; (b) the right building.
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Figure 11: Acceleration time-history curves of the top floor (ΔK�+0.15K): (a) the left building; (b) the right building.
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4. Conclusions

In this paper, a new scheme to solve the problem of
structural vibration control for adjacent buildings with
uncertain parameters has been proposed.+e pilot studies in
exploring overlapping decentralized guaranteed cost hybrid
control design, which integrates the high performance of
active control system with the reliability of the passive
control system, while allowing the decentralized design and
operation of the active control subsystem, that combines the
overlapping decentralized control strategy and the guar-
anteed cost control algorithm via LMI are carried out. +e
main findings are summarized as follows:

(1) +e centralized control strategy can effectively an-
alyze the structural vibration control problem, while
the overlapping decentralized control strategy pro-
vides a new idea.+e LMI is used as a tool that makes
the design of the guaranteed cost controller easier to
solve. Numerical simulation results using uncertain
parameters for 4-story and 5-story adjacent build-
ings illustrate the feasibility of the proposed control
approach, which can still effectively reduce the
seismic response of a multistructure system when the
structural parameters are uncertain.

(2) A comparison of performance between the over-
lapping decentralized guaranteed cost controllers
and the centralized guaranteed cost controllers
indicates that both controllers deliver the expected
effect. Meanwhile, the proposed control method in
this paper can improve the sampling rate and data
transmission speed to ensure the reliability of the
adjacent system.

(3) +e overlapping decentralized control design, which
overcomes the disadvantages of traditional central-
ized control strategies such as large computation, low

reliability, and poor stability, offers promising so-
lutions to complex structural systems.

Data Availability

+e data used to support the study are available from the
corresponding authors upon request.

Conflicts of Interest

+e authors declare that there are no conflicts of interest
regarding the publication of this paper.

Acknowledgments

+is study was financially supported by the Natural Science
Research Project of Higher Education Institutions in Anhui
Province (KJ2019A0748, KJ2019A0747, and KJ2020A0490),
the Doctoral Startup Foundation of Anhui Jianzhu Uni-
versity (2018QD28, 2017QD05, 2020QDZ07, and
2020QDZ38), the Anhui Provincial Natural Science Foun-
dation (2008085QE245 and 2108085QA41), the Project of
Science and Technology Plan of Department of Housing and
Urban-Rural Development of Anhui Province (2019YF-029,
2020-YF20, and 2021-YF22), the National College Student
Innovation and Entrepreneurship Training Program Project
(202110878060), and the School-Enterprise Cooperative
Development Project of Anhui Jianzhu University
(HYB20190137).

References

[1] K. Kasai, V. Jeng, P. C. Patel, J. A. MunShi, and B. F. Maison,
“Seismic pounding effects-survey and analysis,” in Proceed-
ings of the 10th World Conference on Earthquake Engineering,
pp. 3893–3898, Madrid, Spain, July 1992.

Uncontrolled
ODHC

-10

-5

0

5

10
Le

� 
bu

ild
in

g 
ac

ce
le

ra
tio

n 
(m

/s
2 )

5 10 15 20 25 300
Time (s)

(a)

Uncontrolled
ODHC

-10

-5

0

5

10

Ri
gh

t b
ui

ld
in

g 
ac

ce
le

ra
tio

n 
(m

/s
2 )

5 10 15 20 25 300
Time (s)

(b)

Figure 12: Acceleration time-history curves of the top floor (ΔK� − 0.15K): (a) the left building; (b) the right building.

12 Mathematical Problems in Engineering



[2] K. Kasai and B. F. Maison, “Building pounding damage
during the 1989 Loma Prieta earthquake,” Engineering
Structures, vol. 19, no. 3, pp. 195–207, 1997.

[3] Z. Wang, “A preliminary report on the great wenchuan
earthquake,” Engineering and Engineering Vibration, vol. 7,
no. 2, pp. 225–234, 2008.

[4] Y. Q. Yang, J. W. Dai, M. S. Gong, and L. L. Xie, “Investigation
and analysis on adjacent buildings pounding damage in
Lushan earthquake,” Journal of Harbin Institute of Technology,
vol. 47, no. 12, pp. 102–105, 2015, (in Chinese).

[5] G. L. Cole, R. P. Dhakal, F. M. Turner, and F. M. Turner,
“Building pounding damage observed in the 2011 Christ-
church earthquake,” Earthquake Engineering & Structural
Dynamics, vol. 41, no. 5, pp. 893–913, 2012.

[6] F. Palacios-Quiñonero, J. M. Rossel, J. Rubió-Massegú, and
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With the goal of maximizing the efficiency of automated container terminals, taking the loading and unloading time as the
research object, the integrated optimization of automated container terminal scheduling with proportional fair priority is
established by setting the priority parameters under the premise of balancing the operation efficiency of each container ship at the
berth. *e model considers separate assignments of general containers and special containers in the actual operation at the
automated container terminal, which is never considered in other literatures. A proportional fairness algorithm (PFA) is designed
to solve the problem, taking the maximum of the ratio of quantities of remaining loading and unloading containers of each
container ship to the distance of empty AGVs/YTs as the proportional fair priority. *e priority of all current tasks is ranked, and
the highest priority task is fulfilled first. Different from the published literature, the study of this paper can be presented in two
aspects. One is in the modeling. *is includes (i) formalizing the description of the purpose of the model and (ii) conducting a
real-world coordination of four types of equipment that incorporate at automated container terminals which considers different
operations between general goods and special goods in the actual automated terminal operations. *e other is that PFA is applied
to deal with the integrated scheduling whose results are better with the balance of efficiency and fairness.

1. Introduction and Literature Review

As the largest automated container terminal in the world
with the most advanced automatic technology, the highest
level of intelligence, and zero green emissions, Shanghai
Yangshan Automated Terminal adopts the automated ter-
minal production control system and has been ranked the
No. 1 in the world since 2010. *e berthing time at the
automated terminal of a container ship is determined di-
rectly by the loading and unloading efficiency of the auto-
mated terminal equipment. *us, the research of the
integrated scheduling of automated terminal equipment is of
a great significance to improve terminal efficiency. *e
operation equipment at automated container terminal in-
cludes Quay Cranes (QCs), Automatic Guide Vehicles
(AGVs), Automatic Stacking Cranes (ASCs), and Yard
Trucks (YTs).

At present, domestic and foreign scholars have less re-
search on the scheduling problem of automated container

terminal equipment. Studies on the optimization of terminal
operations are mainly focused on the following two aspects.

*e first one is about the research on the optimization of
traditional container terminal scheduling. Previous studies
have mostly focused on the optimization of traditional
container terminals, which also has a good reference for this
paper. In traditional research, there were many studies on
scheduling of common container terminals, most of which
concentrated on the operation of QCs, YTs, and Yard Cranes
(YCs) separately. Studies of isolated scheduling mainly
covered distribution and scheduling of QCs [1–3], YC al-
location and work sequences [4, 5], and scheduling and path
optimization of YTs [6, 7]. *e joint optimization models
were established for only two types of loading and unloading
equipment including joint optimization of QCs-YTs [8],
QCs-YCs [9, 10], and YT-YCs [11, 12]. In addition, since
these three operations affected each other, the three-stage
integrated optimization of the operation system was the
most effective means to improve efficiency from the
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perspective of system optimization [13]; Chen et al. [14],
which was rare in previous literatures. When designing
complex mechanical equipment, uncertainties should be
considered to enhance the reliability of performance [15].
*ere are also many studies on optimization. Li et al. [16]
realized the multiobjective optimization with a Modified
Nondominated Sorting Genetic Algorithm III. A method of
fuzzy optimization design-based multilevel response surface
was proposed in a structural optimization design-based
single-level response surface [17]. Finite element analyses are
carried out, and the optimization scheme that minimizes the
quality under the condition of satisfying the allowable stress
is found [18].

*e second aspect is about the research on optimization
of the automated terminal operation system. Recent research
on automated terminal horizontal transportation wasmostly
concentrated on the scheduling of AGVs [19–22]. *e re-
search on joint scheduling optimization of two kinds of
operations includes joint scheduling of QC-AGV [23, 24]
and joint scheduling of AGV-ASC [25]. To solve the co-
operative scheduling of AGV-YC, the completing time
under different conditions was obtained with the changes of
AGVs, QCs, and container areas [25]. *e abovementioned
joint scheduling optimization limited to one or two types of
equipment can only achieve optimal scheduling of the
partial system rather than that of the entire system. As there
are conflicts among the optimization objectives of the QCs-
AGVs-ASCs, only a few scholars have conducted relevant
research on the optimization of the overall operation system
of the automated container terminal scheduling. In order to
realize the optimal scheduling of the whole system, Le and
Zhang [26] proposed a new joint scheduling model of QCs,
AGVs, and stacking cranes, which took the whole trans-
portation system of the automated container terminal as the
research object. Zeng and Yang [27] considered the coop-
eration problem of terminal transportation equipment and
designed a multistage optimization algorithm. Hu and Hu
[28] studied the coordinated scheduling mechanism among
the three devices, proposed the full-degree-of-freedom
scheduling problem of integrated shore bridges, stacking
cranes, and YTs, and established a mixed integer pro-
grammingmodel, but AGVwas not considered in this study.
Dkhil et al. [29] proposed the QC-AGV-ASC integrated
model considering the interaction and constraints among
various resources of the terminals. *e above literatures
showed that there were only a few studies on integrated
scheduling of the automated container terminal scheduling.
However, studies of the loading and unloading equipment
and technology mentioned above are not mature enough
and do not consider different operations between general
goods and special goods which exist in the actual automated
terminal operations. Since AGVs cannot transport ultralong,
ultrawide, and dangerous containers, these two types of
special containers are transported to special yards by the
queued YTs at the berth. *erefore, the integrated optimi-
zation of scheduling at automated container terminals
discussed in this paper will be more comprehensive, con-
taining not only QCs, AGVs, and ASCs but also YTs, which
is never considered in other literatures.

Based on the previous research [30, 31], the innovations
of this paper are as follows: One is in the modeling. *is
includes (i) formalizing the description of the purpose of the
model. *e objective is to reduce the total operating time of
all seaside ships while considering the operation time control
of each ship; (ii Conducting a real-world coordination with
proportional fair priority of four types of equipment that
incorporate at automated container terminals which con-
siders different operations between general goods and
special goods. AGVs and YTs transport standard containers
and special containers, respectively, and the operation dif-
ference between AGVs and YTs at the seaside is performed
by double-trolley QCs. *e other is that PFA is applied to
deal with the integrated problem whose results are better
with the balance of efficiency and fairness. Comparing with
the Greedy Algorithm (GA), which is commonly used in
optimization problems, PFA improves the overall efficiency
by 5%, and the fairness of loading and unloading time of
each container ship is also greatly improved.

*e paper is organized as follows. *e problems are
described and formulated in Section 2 and Section 3, re-
spectively, and the model is proposed in Section 3. Section 4
presents the proportional fairness algorithm. Numerical
experiments and results analysis are shown in Section 5
followed by conclusions in Section 6.

2. Problem Description and Assumptions

Usually, the automated production control system is
adopted as the “brain” to control the automatic operation
system of the loading and unloading equipment, which
consists of three types of loading and unloading equipment,
namely, Quay Cranes, Automatic Guide Cranes, and Au-
tomatic Stacking Cranes. Figure 1 shows the single-con-
tainer operation process at the automated terminal. *e
loading and unloading operation is completed by the
double-trolley QCs. *e main trolley is controlled remotely,
and the portal trolley works automatically. *ey interact
through the transfer platform.*e horizontal transportation
is finished by AGVs. *e assignment of the yard is operated
by ASCs which are fully automated. *ree types of equip-
ment work together.*e seaside ASCs can complete double-
container operation. *e YTs enter the berth, arriving at the
designed container area. *e land-side ASCs complete the
unloading operation and go to the container yard. *e
export operation is carried out by the seaside ASCs. After the
AGVs get the containers, they go to the bottom of the QCs.
*e automatic portal trolley hoists the containers to the
transfer platform. *e main trolley lifts the containers for
loading and unloading operation. *us, the entire export
operation is completed.*e import operation is the opposite
operation process.

*is paper takes the loading and unloading operation as
the research object, adopts the principle of efficiency priority
with consideration to fairness, and balances the containers to
be transported of each ship as the constraint condition. A
scheduling scheme to maximize the operational efficiency of
the automated terminal is established by setting the priority
parameters. In the integrated optimization model, QCs,
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AGVs (or YTs), and ASCs cooperate with each other to
maximize quantities of the loading and unloading containers
per unit time, and the optimal scheduling plan of equipment
scheduling is established considering the remaining con-
tainer ships queued at the berth. *e AGVs cannot deliver
ultralong and ultrawide containers. Meanwhile, the auto-
mated container yards cannot stack these two kinds of
nonstandard containers.*us, they are transferred by YTs to
the over-limit container yards. In addition, due to the related
regulations, dangerous containers cannot be stored in the
general container yards, so they should be transported by
YTs to dangerous cargo yards. When the ship arrives, the
general containers are transported by the portal trolley to the
transfer platform for interaction and then transported by
AGVs to the general cargo yard. *e yard operation is
completed by ASCs. Special containers, which are oversized
or dangerous containers, will be transported to the special
yards by queued YTs at the berth, not the AGVs. Figure 2
shows a full view of the automated terminal operation
process. *erefore, making full use of the advantages of the
double-trolley QCs to maximize the operational efficiency of
the automated container terminal, the optimization model
considered in this paper can satisfy different transportation
requirements of all containers, not only general containers
but also the other two special types of containers.

*e optimization can be accomplished based on the
following four assumptions:

(1) All loading and unloading tasks are completed.
(2) *e operation task and operation time of each

container are known, and there is no sequence for
each loading and unloading task.

(3) *e speeds of AGV and YT are known, and the
operation speeds of QC and ASC are also known.

(4) *ere are no path conflicts between AGV and YT
driving routes (that is, the road is wide enough).

(5) Each free AGV will find the most efficient task
operation, while considering the multiship operation
tasks. *e optimal operating principle of AGV is to
perform the task with the shortest operating time.

3. Notations and Model

*e collection parameters are as follows:

K represents cargo handling tasks, K � 1, 2, . . . , k{ } �

K1 ∪K2

K1 represents general cargo handling tasks of AGVs
K2 represents special cargo handling tasks of YTs
N is the set of AGVs and YTs,
N � 1, 2, . . . , n{ } � N1 ∪N2

N1 is the set of AGVs
N2 is the set of YTs

For i ∈ N, tasks Li⊆M are assigned to the corresponding
YTs or AGVs to satisfy the following conditions:

Li ∩ ​ Lj � ∅，i≠ j；②∐τ�1
m Li � M,∐τ∈N1

Li � M1，
∐τ∈N2

Li � M2

P is the set of the two trolleys of QC, p ∈ P, p(t) �

p1(t) + p2(t)

Q is the set of ASCs, q ∈ Q

Shipping Plan Ship Handling Yard Operation Truck Handling Truck PlanHorizontal Transportation

Remote Control Automated Equipment

Quay Crane AGV

AGV Loading
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Seaside Transfer
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Landside Transfer
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Automatic Stacking
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Semi-Automated
Remote Control Main Trolley

Fully Automated
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AGV Running
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Figure 1: Single-container operation flow.
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Defining time series p(t) and q(t) as follows:

p(t) �
1 equipmentP is busy
0 equipmentP is free􏼨 and

q(t) �
1 equipmentQ is busy
0 equipmentQ is free􏼨

M represents the tasks that need to be loaded and
unloaded of container ship l

Fl is the completing time of all the loading and
unloading tasks of container ship l, Fl � max

m∈Ml

fm

*e decision variables are as follows:

When AGV or YT is assigned to complete task m, the
completing time is Tm−total � t1 + t2 + tloading+ ttransport+

t3 + tunloading

t1 is the time when the vehicle arrives at the start point
of the task
t2 is the waiting time of vehicle for container loading,
t2 � min

loading
tfinish

tloading / ttransport / tunloading are given and ttransport � d/v
t3 is the waiting time of vehicle for container unloading,
t3 � min

unloading
tfinish

Sm is the time when each container task starts
fm is the time when each container task finishes

*e whole model is written as follows

Min􏽘

L

l�1
Fl , (1)

Fl � max
m∈Ml

fm, (2)

fm � Sm + Tm−total, (3)

Tm−total � t1 + t2 + tloading + ttransport + t3 + tunloading, (4)

t2 � min
t

t≥ t1 + sm|pi(t) � 0􏼈 􏼉 − sm + t1( 􏼁,

(5)

t3 � min
t

t≥fm − tunloading|pi(t) � 0􏽮 􏽯

− fm − tunloading􏼐 􏼑.
(6)

Equation (1) represents the minimum time for each
container ship to complete loading and unloading
operations.

Equation (2) shows that the time of the container ship to
complete tasks is the maximum value of the time of com-
pleting all loading and unloading tasks.

Equation (3) represents the time when each task is
completed and is the start time and the time required to
complete the task

Equation (4) expresses the time to complete the task,
including the time for empty YT to the start of the task,
loading waiting time, loading time, transporting time,
unloading waiting time, and unloading time.

Equation (5) indicates the calculating method of loading
waiting time.

Equation (6) indicates the calculating method of
unloading waiting time.

4. The Proportional Fairness Algorithm

*e key of PFA is how to determine the proportional fair
priority. Considering the quantities of remaining loading
and unloading tasks of each container ship and the driving
distance of empty AGV/YT, the priority of all current
loading and unloading tasks is ranked, and the task with the
highest priority is fulfilled first. *us, the balance between
efficiency and fairness is achieved. *e principle of the
proportional fairness algorithm in selecting tasks is as
follows:

min
l

min
iÎMl

finishing time of taski

remaining containers of shipl
. (7)

*e flow chart of the algorithm (Figure 3) is as follows:

(1) Make the statistics of the remaining loading and
unloading containers of all ships performing tasks at
the current time Ni.

(2) Each container ship will find the nearest empty AGV
or YT when loading and unloading containers.
Calculate the time for the vehicle to reach the starting
point of loading and unloading tasks Ti.

(3) Compute the proportional fair priority Pri�max(Ni/
Ti) and choose the task with the highest priority.

5. Numerical Experiments and Results

In this chapter, PFA is designed for a typical business of
automated container terminal. Compared with GA, which is
commonly used in optimization problems, the efficiency of
two algorithms is compared. *e relative gain of PFA will be
given through the simulation of MATLAB.*e orders of job
selection of two algorithms are different. In the application
of GA, I first randomly selected an unfinished loading and
unloading task and then selected the nearest AGV or YT to
serve it. In PFA, the principles of selecting tasks are as
follows:

min
l

min
iÎMl

finishing time of taski

remaining containers of shipl
. (8)

5.1. Data of Numerical Experiments. Suppose there are 180
loading and unloading containers to be loaded and unloaded
in the designated terminal area. Loading and unloading
positions of all tasks are fixed, and the quantities of AGVs,
YTs, QCs, ASCs, and related parameters are known. *e
dataset is shown in Table 1.

5.2. Solutions of Numerical Experiments. *e traditional GA
and the innovative PFA are used to calculate the above
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experiments, respectively. *e results are shown in Table 2.
*e operation time of the four container ships of the two
algorithms is listed separately. Taking the maximum value,
the total operation time of GA is 1566 seconds, and that of
PFA is 1479 seconds. Meanwhile, the standard deviation of
operation time of four container ships is also listed in

Table 2. *e advantages of PFA are obvious. From Table 2,
the total operation time of PFA is increased by 5% compared
with that of GA. Using the standard deviation to measure
fairness, the standard deviation of PFA is reduced by 50%
compared with that of GA. *us, PFA has significantly
improved the efficiency and fairness. *e reason is that PFA

AGV Loading Area

General Yard
Special Yard

Quay Crane

Container
Ship

YT

AGV

YT YT

Figure 2: Full view of automated terminal operation process.

Start

Find all the remaining tasks

Calculate the time to reach to the starting point of tasks

Select the task of the highest priority

End

Figure 3: Flow chart of PFA.

Table 1: Dataset.

Parameter Number Remarks
Quantity of container ships 4
Total loading containers 92 Quantities of loading containers by four ships are, respectively, 20, 40, 20, and 12
Total unloading containers 88 Quantities of unloading containers by four ships are, respectively, 20, 20, 40, and 8
Special containers 18
Quantity of AGVs 6
Quantity of YTs 4
AGV speed 30 km/h
YT speed 25 km/h
Singer container operation time at the
yard 45 seconds

Singer QC operation time 35 seconds
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gives priority to loading and unloading operations with
short operation time and more remaining tasks in task
selection process.

6. Conclusions

As AGVs have limitations to transport over-limit containers
and dangerous containers, these two special kinds of con-
tainers should only be transported by queued YTs to special
cargo yards. In this context, the advantages of the double-
trolley QCs are fully utilized. By setting the priority pa-
rameters, the integrated model of QCs-AGVs (YTs)-ASCs
scheduling is established under the premise of balancing the
operating speed of each container ship at the berth. *e
model maximizes the efficiency of the automated terminal
and solves the problem of fairness in operation of multiple
container ships under various loading and unloading op-
erations. PFA is designed to solve the problem, which is
proved by numerical experiments with better efficiency and
fairness. *e integrated scheduling model helps to improve
the efficiency of the automated terminals. In this paper, the
choice of the task order of YT/AGV loading and unloading
operation is studied. Future research will focus on sched-
uling at automated container terminals considering ASC-
QC loading and unloading task sequence.
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Tunnel excavation tends to be affected by karst cavities in karst areas. Some cavities that are at low risk of causing safety issues
without treatment tend to be ignored in the design and construction of tunnels to reduce costs. It is necessary to gain a better
understanding of the effect of such a cavity on the seepage around a tunnel, the deformation of the surrounding rock, and the
stress of the tunnel lining. In this paper, a two-dimensional rock-tunnel hydromechanical model with a karst cave was established
with FLAC3D finite difference software to simulate the tunnel excavation with the consideration of seepage. Numerical sim-
ulations were performed to analyze the deformation of the surrounding rock, the seepage field of the surrounding rock, and the
stress of the tunnel lining, and the results were compared for scenarios when the karst cave is at different locations relative to the
tunnel. +ese results can provide a reference for the design and construction of tunnel engineering in rock with karst caves.

1. Introduction

With the development of the mileage and scope of tunnels,
tunnels are inevitably constructed in some complicated
geological areas. An increasing number of tunnels pass
through karst areas, in which microscale cavities readily
develop along the fault planes and joints in limestone due to
weathering and chemical corrosion. +e unpredictable oc-
currence of cavities presents challenges to tunnel con-
struction [1, 2]. +e existence of karst cavities around a
tunnel certainly affects the design of the tunnel and the safety
of the construction of the tunnel [3–8].

Recently, the problems associated with the excavation
and support of tunnels in karst ground have attracted in-
creasing attentions. Scholars have explored which are the
main influencing factors for tunnel excavation in karst areas,
and the safe distance between tunnels and karst caves has
been studied. Huang et al. [9] proposed an evaluation model
of karst cave development conditions, construction condi-
tions, and control measures, performed a statistical analysis,
and concluded that the groundwater level, support structure,
and surrounding rock quality were the main factors

influencing the stability of tunnels in karst areas. Wang et al.
[10] established a prediction model for the safe thickness of
the roof of karst caves and found that the span of karst caves
influenced the cave stability more significantly than the
filling degree of karst caves and that the height-to-span ratio
of karst caves had little relation to the safe thickness of the
cave roof. Huang et al. [11] analyzed the influence of the
distance between the roof and tunnel and the diameter,
width, and filling degree of a karst cave on the deformation
of subway tunnel segments after excavation, considering the
fluid-solid coupling effect. Chen and Sha [12] studied the
stress-strain characteristics of the surrounding rock and
supporting structure of a tunnel with a superlarge karst cave
at different distances through field tests and numerical
simulations. Zhao et al. [13] studied the stability of a rock
pillar on a concealed karst cave in front of a tunnel and
calculated the safe thickness of the rock pillar to prevent
water inrush. Shan et al. [14] analyzed the safe thickness
between a tunnel and a nearby hidden cave and the factors
influencing the rock-breaking mechanism and conducted
numerical simulations and multiple regression analyses to
study the safe distance between the tunnel and the karst cave.
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Wang et a. [15] studied the influence of surrounding rock
parameters on the collapse surface of a karst rock mass
under a tunnel and proposed a formula for the minimum
safe thickness to prevent rock pillar collapse. +ese studies
show that some cavities with well-developed hydraulic
conduits located at the key position need to be treated;
without treatment, they may introduce a high risk to tunnel
construction safety, possibly leading to water inrush, mud
inrush, and even collapse [16–20]. Nevertheless, some
cavities with a low risk of causing safety issues tend to be
ignored in the design and construction of tunnels to reduce
costs. +us, it is necessary to gain a better understanding of
the effect of the cavity on the seepage around the tunnel, the
deformation of the surrounding rock, and the stress of the
tunnel lining.

In this paper, the deformation of the surrounding rock,
the seepage field of the surrounding rock, and the stress of
the tunnel lining are analyzed by means of numerical
simulations of several scenarios in which the karst cave is at
different locations relative to the tunnel [21], and the results
are compared.+e results can provide some reference for the
design and construction of tunnel engineering in water-rich
areas with karst caves.

2. Establishment of the Coupled
Hydromechanical Simulation

2.1. Establishment of the Finite Difference Numerical Model.
Based on a tunnel project in Yunnan Province, China, a
typical section is selected to simulate the stability of the
surrounding rock and the change in the seepage field during
tunnel excavation.+e depth of the tunnel is 60m.+ewidth
and the height of the tunnel are 12m and 8.5m, respectively.
+e rock range considered in the numerical model is about 4
times the diameter of the tunnel. +e top boundary is the
ground surface, and the bottom boundary is 36m below the
tunnel. +e model is 100m wide and 110m high. +e lateral
boundaries of the model are set horizontal displacement
constraints, and the bottom boundary is set a fixed dis-
placement constraint. In order to simplify the hydrologic
condition, the initial saturation of the model is set as 1.0.+e
initial stress is calculated according to gravity stress of rock
mass. +e pore water pressure on the top boundary of the
model is set as 0, and the other boundaries are impermeable
boundaries. +e permeable boundary is set on the inner side
of the tunnel during excavation, where the water pressure is
initially set as 0. +e karst cave is taken as the shape of an
ellipse. +e long axis of the karst cave is 5m, and the short
axis is 3m. +e model meshing details and geometry of rock
domain and tunnel lining are displayed in Figure 1. +e
model meshing is according to mesh convergence study. In
the zone near to tunnel lining, higher mesh density has been
provided for attaining desired accuracy. +e mesh size is
increased away from the tunnel in order to make the model
computationally efficient.

+e Mohr–Coulomb elastic-plastic model is adopted for
the surrounding rock, and an elastic model is adopted for the
support. According to the Chinese code for the design of
highway tunnels [22], the material parameters of the

surrounding rock and supporting structure in the numerical
simulation are shown in Table 1 [23, 24]. +e primary
support of this section is made of C25 shotcrete with a
thickness of 0.3m. +e secondary support is a C25 mono-
lithic concrete structure with a thickness of 0.7m.

2.2. Determination of the Working Conditions. In order to
study the influences of different distances and positions of a
karst cave on tunnel excavation, six working conditions are
established, as shown in Figure 2. For working conditions 1,
2, and 3, the karst caves are located on the left side of the
tunnel, and the caves are 2m, 4m, and 6m away from the left
side of the tunnel, respectively. For working conditions 4
and 5, the caves are located above and below the tunnel,
respectively. Under working condition 6, the center of the
karst cave is 45° counterclockwise from the central axis of the
tunnel. In the latter 3 cases, the karst caves are 2m away from
the tunnel boundary.

3. Comparison and Results Analysis

3.1. Influence of Distance of Cave to the Tunnel

3.1.1. Stress Field of the Surrounding Rock. +e state of stress
balance in the rock is disturbed due to the tunnel excavation.
+e redistribution of the stress in the surrounding rock has
changed the permeability of the rock, accompanied by the
varying pore water pressure in the surrounding rock. +e
variation in pore water pressure can also affect the distri-
bution of the stress field in the surrounding rock. Actually,
the pore water pressure and rock stress are interdependent.
+e stress field and seepage field finally have reached a
relative equilibrium state under the condition of fluid-solid
coupling. Figure 3 shows the horizontal and vertical stress
contour plots of the tunnel and surrounding rock in the
absence of a karst cave. Figures 4 and 5 show the horizontal
stress contour plot and the vertical stress contour plot, re-
spectively, for working conditions 1, 2, and 3.

Figure 1: Numerical model for tunnel excavation simulation.
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It can be seen from Figure 4 that the horizontal com-
pressive stresses of the surrounding rock on both sides of the
tunnel have changed compared with those of the working
condition without a karst cave. Due to the existence of the
cavern, the excavation stress release on the left and right side
of the tunnel is asymmetric. When the cave is close to the
tunnel in working condition 1, the excavation stress release
area reaches the cave resulting in that the compressive stress
decreases about 16% between the cave and the tunnel.

Figure 5 shows the vertical compressive stress of the
surrounding rock in working conditions 1 to 3. +e vertical
compressive stress at the hance of the tunnel on the side with
cave increases significantly in working conditions 1 and 2; in
particular working condition 1 has increased from 2.4MPa
to 4.6MPa. At the same time, the compressive stress of the
surrounding rock directly above and below the tunnel also
increases by 13% and 10% in working condition 1. Similarly,
the vertical stress distribution of surrounding rock in
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Figure 2: +e cave location in 6 different working conditions. (a) Working condition 1. (b) Working condition 2. (c) Working condition 3.
(d) Working condition 4. (e) Working condition 5. (f ) Working condition 6.
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Figure 3: Stress contour plots without a karst cave. (a) Horizontal stress contour plot. (b) Vertical stress contour plot.

Table 1: Material parameters of the numerical model.

Elastic modulus (GPa) Poisson’s ratio Friction angle (°) Volumetric weight
(kN·m−3)

Cohesion
(MPa)

Permeability coefficient
(cm·s−1)

Rock 6 0.25 40 26 0.9 4.5×10−4

Tunnel support 30 0.2 — 24 — 1.5×10−8
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working condition 2 and working condition 3 is similar to
that in working condition 1, but the increment decreases
obviously. It can be seen that a cave near to the tunnel leads
to an increase in the compressive stress of the surrounding
rock at the cave side of the tunnel.

3.1.2. Seepage Field. Key points of the tunnel lining are
selected to monitor the seepage field. Point A locates at the
vault, point B locates at the left hance, point C locates at
the right hance, point D locates at the left arch foot, point
E locates at the right arch foot, and point F locates at the
center of the bottom, as shown in Figure 6. +e pore
pressure variations of these points with time in the
working conditions 1 to 3 compared with those of the
working condition without a karst cave are shown in
Figure 7. +e solid lines in Figure 7 represent the result of
the working condition without a karst cave, while the
dotted lines represent the results of the working condi-
tions 1, 2, and 3.

It can be seen from Figure 7 that, compared with the
working condition with no karst cave, the pore water
pressure at points B and D changes considerably in working
conditions with a karst cave. When the pore water pressures
are stable, the pore pressures at points A, C, E, and F under
working conditions 1 to 3 are close to those without a karst

cave, while the pore pressures at points B and D decrease
significantly. During the early stage of excavation, compared
with the working condition without a karst cave, the pore
pressures at points B and D drop significantly. +e pore
pressure at points C and E increases slightly in working
condition 1 but basically does change in working condition 2
and working condition 3.

Figure 8 shows the flow vector distribution. When there
is a karst cave, the seepage paths of surrounding rock near
the cave are greatly affected, accompanied by the increase in
flow vector at the arch foot of the opposite side of the cave.
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Figure 4: Horizontal stress contour plots. (a) Working condition 1. (b) Working condition 2. (c) Working condition 3.
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Figure 5: Vertical stress contour plots. (a) Working condition 1. (b) Working condition 2. (c) Working condition 3.
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3.1.3. Deformation of the Surrounding Rock. To observe the
deformation of the surrounding rock around the tunnel, the
vertical displacement of points A and F and the horizontal
displacement of points B, C, D, and E are recorded.

Figure 9 shows the development of the vertical dis-
placement of points A and F without karst caves (the solid
line) and under working conditions 1 to 3 (the dotted lines).
+e settlement of point A (vault) increases by 26% in
working conditions 1 to 3 compared with that without a
karst cave. +e uplift at the bottom increases slightly, but the
effect is not significant.

Figure 10 shows the development of the horizontal
displacement of points B to E without karst caves (the
solid line) and under working conditions 1 to 3. When
there is a karst cave on the left side of the tunnel, the

horizontal displacements at point B exhibit the difference,
which is the point nearest to the cave. For working
condition 1, at the initial stage of excavation, the dis-
placement of point B increases significantly. Finally, the
displacement of point B increases by 45% compared with
condition without cave. For working condition 2, the
displacement of point B increases by 20%. For working
condition 3, the increase is not obvious. It can be seen that
the point B closest to the cave has an increase in horizontal
displacement when the distance of cave to the tunnel is no
more than 4 m.

On the one hand, the existence of the cavern itself
weakens the stiffness of the surrounding rock of the tunnel,
and the stability is significantly reduced. On the other hand,
due to the existence of karst caves, the seepage path on the
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Figure 7: Pore water pressure variation with time of key points. (a)Working condition 1. (b)Working condition 2. (c)Working condition 3.
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side close to the karst cave is blocked after the tunnel is
excavated, and the karst cave acts as a shield. +erefore, the
pore pressure at the corresponding position is significantly
smaller than the pore pressure on the symmetry side. +e
overlying load remains unchanged, and the reduction of
pore pressure causes the skeleton stress of the surrounding
rock to increase correspondingly, which reduces the volu-
metric strain of the surrounding rock. +erefore, the dis-
placement of the surrounding rock near the tunnel on the
side of the karst cave increases.

3.1.4. Stress of the Tunnel Lining. Figure 11 shows the 1st and
3rd principal stresses of the tunnel lining under working
conditions 1 to 3, respectively, compared with the results
from the working condition without a karst cave. It can be
seen that the compressive stress at the vault increases while
the tensile stress at the arch bottom decreases for 3 con-
ditions due to the cave. +e compressive stress at spandrel,
hance, and arch foot also increases at different degree for 3
conditions due to the cave. However, there are no definite

rules for the variation in stress with the increase in the
distance of cave to the tunnel. Compared with the stress
distribution for the working condition without a karst cave,
the principal stress distribution of the tunnel lining under
working conditions 1 to 3 exhibits a nonuniform
distribution.

3.2. Influence of Karst Cave Location

3.2.1. Stress Field of the Surrounding Rock. In working
conditions 4, 5, and 6, the karst caves are located at different
locations of the tunnel. Horizontal and vertical stress con-
tour plots for working conditions 4 to 6 are shown in
Figures 12 and 13.

It can be seen that when the relative position of the karst
cave to the tunnel changed, the stress field of the sur-
rounding rock has changed. +e compressive stress near the
cave decreased when the cave is directly above or directly
below the tunnel in working conditions 4 and 5. +e stress
distribution at the upper left side of the tunnel is greatly
influenced in working condition 6. For working condition 6,
the horizontal stress between the cave and the tunnel in-
creases by about 25% due to the existence of the cave. Also, a
nonuniform stress distribution is found around the tunnel
when the cave is not located on the axis of symmetry of the
tunnel in working condition 6.

3.2.2. Seepage Field. +e pore pressure variations of these
points with time in the working conditions 4 to 6 compared
with those of the working condition without a karst cave are
shown in Figure 14.+e solid lines in Figure 14 represent the
result of the working condition without a karst cave, while
the dotted lines represent the results of the working con-
ditions 4, 5, and 6.

Figure 14(a) shows that when the karst cave is directly
above the tunnel, the pore pressure at point A decreases
significantly compared with that without a karst cave; the
pore pressure at points B and C decreases slightly, while the
pore pressures at points D, E, and F basically remain un-
changed. Figure 14(b) shows that when the karst cave is
located directly under the tunnel, the pore pressure at point
F decreases significantly compared with that without a karst
cave; the pore pressures at points B, C, D, and E decreases
slightly, while the pore pressure at point A increases slightly.

(a) (b)

Figure 8: Flow vector diagram. (a) Without a karst cave. (b) With a karst cave.
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Figure 9: Vertical displacement at points A and F under working
conditions 1 to 3.
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Figure 14(c) shows that when the karst cave is 45° to the left
above the oblique tunnel, the pore pressure at points A and B
decreases significantly compared with those without a karst
cave, while the pore pressure at point D decreases slightly,

and the pore pressure at points C, E, and F basically remains
unchanged. When there is a cave, the seepage flow of the
surrounding rock near the cave causes the pore pressure at
this location to be relatively reduced.
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Figure 11: Stress distribution of the tunnel lining under working conditions 1 to 3. (a) Working condition 1. (b) Working condition 2.
(c) Working condition 3.

1.3000E+05
Zone XX Stress

0.0000E+00
-2.6000E+05
-5.2000E+05
-7.8000E+05
-1.0400E+06
-1.3000E+06
-1.5600E+06
-1.8200E+06
-2.0800E+06
-2.3400E+06
-2.6000E+06
-2.8600E+06
-3.1200E+06
-3.3000E+06

x

z

(a)

1.3000E+05
Zone XX Stress

0.0000E+00
-2.6000E+05
-5.2000E+05
-7.8000E+05
-1.0400E+06
-1.3000E+06
-1.5600E+06
-1.8200E+06
-2.0800E+06
-2.3400E+06
-2.6000E+06
-2.8600E+06
-3.1200E+06
-3.3000E+06

x

z

(b)

1.3000E+05
Zone XX Stress

0.0000E+00
-2.6000E+05
-5.2000E+05
-7.8000E+05
-1.0400E+06
-1.3000E+06
-1.5600E+06
-1.8200E+06
-2.0800E+06
-2.3400E+06
-2.6000E+06
-2.8600E+06
-3.1200E+06
-3.3000E+06

x

z

(c)

Figure 12: Horizontal stress contour plots. (a) Working condition 4. (b) Working condition 5. (c) Working condition 6.
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Figure 13: Vertical stress contour plots. (a) Working condition 4. (b) Working condition 5. (c) Working condition 6.
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3.2.3. Deformation of the Surrounding Rock. Figure 15
shows the development of the vertical displacement of
points A and F without karst caves (the solid line) and under
working conditions 4 to 6 (the dotted lines). Compared with
the curve without a karst cave, when the karst cave locates
above the tunnel, the settlement at point A increases and the
uplift at point F decreases.When the karst cave locates below
the tunnel, the settlement at point A decreases and the uplift
at point F increases. When the karst cave locates in the upper
left of the tunnel in condition 6, the uplift at point F increases
more than that in condition 4.

Figure 16 shows the development of the horizontal
displacement of points B to E without karst caves (the solid

line) and under working conditions 4 to 6. When the karst
cave is located above or below the tunnel, it has little effect on
the horizontal displacement at the monitoring points.
Compared to the condition without a karst cave, under
working condition 6, the horizontal displacement of points
B, C, and E decreases, while the horizontal displacement of
point D increases.

3.2.4. Stress of the Tunnel Lining. Figure 17 shows the 1st
and 3rd principal stresses of the tunnel lining under working
conditions 4 to 6, respectively, compared with the results
from the working condition without a karst cave.
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Figure 14: Comparison charts of the pore water pressure changes. (a) Working condition 4. (b) Working condition 5. (c) Working
condition 6.
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It can be seen from Figure 17 that when the cave
locates above the tunnel, the compressive stress at the
vault increases by 23%. When the cave was located below
the tunnel, the compressive stress at the arch foot

decreases significantly by 57%. When the cave locates
upper left of the tunnel, the compressive stress at the vault
and the left hance increases significantly by 19% and 43%,
respectively.
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Figure 15: Vertical displacement at points A and F.
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Figure 16: Horizontal displacement at the monitoring points B to E. (a) Condition 4. (b) Condition 5 and condition 6.
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Figure 17: Tunnel lining stresses under working conditions 4 to 6. (a) Working condition 4. (b) Working condition 5. (c) Working
condition 6.
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4. Conclusion

A two-dimensional rock-tunnel hydromechanical model
with a karst cave was established with FLAC3D finite
difference software to simulate the tunnel excavation with
the consideration of seepage. Numerical simulations were
performed to analyze the deformation of the surrounding
rock, the seepage field of the surrounding rock, and the
stress of the tunnel lining, and the results were compared
for scenarios when the karst cave is at different locations
relative to the tunnel. +e following conclusions can be
obtained:

(1) Due to the existence of karst caves, the seepage path
on the side close to the karst cave is blocked after the
tunnel is excavated, and the karst cave acts as a
shield. A cave located at the side of the tunnel results
in the significant decrease of the pore pressures near
the cave when the distance of the cave to tunnel is
less than 2 m. When there is a karst cave, the seepage
paths of surrounding rock near the cave were greatly
affected, accompanied by the increase in flow vector
at the arch foot of the opposite side of the cave.When
a cave is at different locations of the tunnel, the
seepage flow causes the pore pressure near the cave
to be reduced.

(2) A cave located at the side of the tunnel also causes the
increase in settlement at the vault and outward ex-
pansion at the hance near the cave. When the karst
cave was located above the tunnel the settlement at
the vault increased and the uplift at the bottom
decreased, otherwise the opposite. When the karst
cave is located in the upper left of the tunnel, the
uplift at the bottom of the tunnel increased
considerably.

(3) A cave located at the upper area of tunnel results in
the increase of the tunnel compressive stress near the
cave, while a cave located at the lower area of tunnel
results in the decrease of the tunnel compressive
stress near the cave.

(4) When constructing tunnels in karst areas, the
relative position and distance between the karst
cave and the tunnel to be built should be ascer-
tained in advance. For the case where the distance
between the karst cave and the tunnel is very close,
the reinforcement measures on the karst side of the
tunnel must be strengthened to prevent large
uneven deformation of the tunnel. At the same
time, except for the case where the karst cave is
located at the bottom of the tunnel, the vault in
other working conditions is a weak point, and
reinforcement measures for the vault should be
strengthened.

Data Availability

Some or all data, models, or codes that support the findings
of this study are available from the corresponding author
upon reasonable request.

Conflicts of Interest

+e authors declare that they have no conflicts of interest or
personal relationships that could have appeared to influence
the work reported in this study.

Acknowledgments

+e authors would like to acknowledge financial support
from the Natural Science Foundation of Shanghai
(19ZR1418700).

References

[1] Y. Lu, Q. Liu, and F. E. Zhang, “Environmental characteristics
of karst in China and their effect on engineering,” Carbonates
and Evaporites, vol. 28, no. 1-2, pp. 251–258, 2013.

[2] F. Gutiérrez, M. Parise, J. de Waele, and H. Jourde, “A review
on natural and human-induced geohazards and impacts in
karst,” Earth-Science Reviews, vol. 138, pp. 61–88, 2014.

[3] S. Alija, F. J. Torrijo, and M. Quinta-Ferreira, “Geological
engineering problems associated with tunnel construction in
karst rock masses: the case of gavarres tunnel (Spain),” En-
gineering Geology, vol. 157, pp. 103–111, 2013.

[4] K. I. Song, G. C. Cho, and S. B. Chang, “Identification, re-
mediation, and analysis of karst sinkholes in the longest
railroad tunnel in South Korea,” Engineering Geology,
vol. 135-136, pp. 92–105, 2012.

[5] H. Wang, E. Binder, H. Mang, Y. Yuan, and B. Pichler,
“Multiscale structural analysis inspired by exceptional load
cases concerning the immersed tunnel of the Hong Kong-
Zhuhai-Macao bridge,” Underground Space, vol. 3, no. 4,
pp. 252–267, 2018.

[6] H. Wang, H. Mang, Y. Yuan, and B. L. A. Pichler, “Multiscale
thermoelastic analysis of the thermal expansion coefficient
and of microscopic thermal stresses of mature concrete,”
Materials, vol. 12, no. 17, p. 2689, 2019.

[7] H. W. Chen and C. Sha, “Stability analysis of surrounding
rock and treatment structures in superlarge karst cave of
naqiu tunnel,”Advances in Civil Engineering, vol. 2018, Article
ID 4842308, 14 pages, 2018.

[8] Y. X. Lv, Y. J. Jiang, W. Hu, M. Cao, and Y. Mao, “A review of
the effects of tunnel excavation on the hydrology, ecology, and
environment in karst areas: current status, challenges, and
perspectives,” Journal of Hydrology, vol. 586, no. 1–15, 2020.

[9] X. Huang, S. Li, Z. Xu, M. Guo, and Y. Chen, “Assessment of a
concealed karst cave’s influence on karst tunnel stability: a
case study of the huaguoshan tunnel, China,” Sustainability,
vol. 10, no. 7, pp. 1–26, 2018.

[10] W.Wang, S. Gao, L. Liu,W.Wen, P. Li, and J. Chen, “Analysis
on the safe distance between shield tunnel through sand
stratum and underlying karst cave,” Geosystem Engineering,
vol. 22, no. 2, pp. 81–90, 2019.

[11] F. Huang, L. Zhao, T. Ling, and X. Yang, “Rock mass collapse
mechanism of concealed karst cave beneath deep tunnel,”
International Journal of Rock Mechanics and Mining Sciences,
vol. 91, pp. 133–138, 2017.

[12] H. Chen and C. Sha, “Stability analysis of surrounding rock
and treatment structures in superlarge karst cave of naqiu
tunnel,” Advances in Civil Engineering, vol. 2018, Article ID
4842308, 14 pages, 2018.

[13] Y. Zhao, Q. Peng, W. Wan, W. Wang, B. Chen, and B. Chen,
“Fluid-solid coupling analysis of rock pillar stability for
concealed karst cave ahead of a roadway based on catastrophic

12 Mathematical Problems in Engineering



theory,” International Journal of Mining Science and Tech-
nology, vol. 24, no. 6, pp. 737–745, 2014.

[14] R. L. Shan, X. N. Zhang, andM. Lu, “Numerical application of
safe thickness between a tunnel and surrounding concealed
caves,” Geotechnical and Geological Engineering, vol. 36, no. 1,
pp. 95–104, 2018.

[15] W. Wang, S. Gao, Y. Min, L. Liu, and J. Chen, “+ree-di-
mensional fluid-solid coupling numerical simulation of effects
of underlying karst cave on shield tunnel through sand
stratum,” Geotechnical and Geological Engineering, vol. 37,
no. 6, pp. 4825–4836, 2019.

[16] M. J. Day, “Karstic problems in the construction of mil-
waukee’s deep tunnels,” Environmental Geology, vol. 45, no. 6,
pp. 859–863, 2004.

[17] V. M. Koutepov, O. K. Mironov, and V. V. Tolmachev,
“Assessment of suffosion-related hazards in karst areas using
GIS technology,” Environmental Geology, vol. 54, no. 5,
pp. 957–962, 2008.

[18] Q. L. Cui, H. N. Wu, S. L. Shen, Y. S. Xu, and G. L. Ye,
“Chinese karst geology and measures to prevent geohazards
during shield tunnelling in karst region with caves,” Natural
Hazards, vol. 77, no. 1, pp. 129–152, 2015.

[19] Q. Ai, Y. Yuan, S. Mahadevan, and X. Jiang, “Maintenance
strategies optimisation of metro tunnels in soft soil,” Structure
and Infrastructure Engineering, vol. 13, no. 8, pp. 1093–1103,
2017.

[20] Q. Ai, Y. Yuan, S. L. Shen, H. Wang, and X. Huang, “In-
vestigation on inspection scheduling for the maintenance of
tunnel with different degradation modes,” Tunnelling and
Underground Space Technology, vol. 106, Article ID 103589,
2020.

[21] Z. H. Xu, J. Wu, S. C. Li, B. Zhang, and X. Huang, “Semi-
analytical solution to determine minimum safety thickness of
rock resisting water inrush from filling-type karst caves,”
International Journal of Geomechanics, vol. 18, no. 2, Article
ID 04017152, 2018.

[22] China Merchants Chongqing Transportation Research and
Design Institute Co. LTD, Specifications for Design of Highway
Tunnels, Ministry of Communications of the People Republic
of China, Beijing, China, 2014.

[23] Y. F. Zhou, Study on Seepage-Stress-Damage/Crack Coupling
8eory and Method for Hydraulic Tunnel, Wuhan University,
Wuhan, China, 2016.

[24] Z. B. Yu, Principles of Groundwater Hydrology, Science Press,
Beijing, China, 2008.

Mathematical Problems in Engineering 13



Research Article
Requirements for the Optimal Design for the Metasystematic
Sustainability of Digital Double-Form Systems

GauravDhiman ,1GaganpreetKaur ,2MohdAnulHaq ,3 andMohammadShabaz 2,4

1Government Bikram College of Commerce, Patiala, Punjab, India
2Department of Computer Science Engineering, Chandigarh University, Mohali, Punjab, India
3Department of Computer Science, College of Computer Science and Information Science, Majmaah University,
Al Majmaah 11952, Saudi Arabia
4Arab Minch University, Arba Minch, Ethiopia

Correspondence should be addressed to Mohammad Shabaz; mohammad.shabaz@amu.edu.et

Received 21 October 2021; Revised 14 November 2021; Accepted 18 November 2021; Published 30 November 2021

Academic Editor: Debiao Meng

Copyright © 2021 Gaurav Dhiman et al. )is is an open access article distributed under the Creative Commons Attribution
License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is
properly cited.

)e United Nations defined tenable progress as a development that responds to the demands of the current without adjusting the
capacity of further generations to fulfil their own requirements; this is a fundamental idea in this article. )is study recognizes three
aspects, financial, social, and environmental sustainability, although its emphasis is on the latter. An electronic copy is sometimes
characterized a physical thing, a real counterpart, and the data, which indicates the presence of a connector and block for effective and
efficient data transmission. )is article offers a systematic literature review on the sustainability of designed technology-based
systems. )is article also introduces the major requirements which can be helpful in designing optimal design for sustainability of a
digital double-form system.Many articles onDThave also been chosen since they referenced the studied SLRs andwere deemed to be
significant for the objectives of this study. Selected and analysed for papers revealed so many flaws and challenges: the boons of are
not clear; DTs throughout the result the wheel of life of the DTs is not adequately surveyed; DTs can contribute to cost reduction or to
support decision-making is unclear; Internet practice should be improved and better integrated Moreover, it has not been feasible
from our study to locate a publication which solely discusses DTs in relation with situational sustainability.

1. Introducing the Report

An electronic copy (DT) is frequently characterized as an
electronic, real body with a physical counterpart and data
links including connectors and blocks, which make efficient
and efficient transmission of the data possible. It is an
electronic representation of a more complicated physical
system and despite the various explanations of DT, and it is
the original one, and we accept it [1]. )e pioneers of this
idea are Grieves and Vickers of NASA and presented on
product cycle management and recognised. )ey mention
features such as (i) the practical output, (ii) an online
representation, and (iii) bidirectional data interfaces be-
tween practical and real representation. Output design,
modelling, simulation, and optimisation of assets are the
primary objectives of DT development [2, 3].

Today, the use of DTs has not yet been widespread, but
since 2015, scientific research has clearly increased to better
grasp their potential. Common instances of DT use include
machine tools and consumer products. In all instances,
however, a DT must not a big-trust digital replica of a real
data. For example, a DT may also be used to represent
tangible assets such as whole city (urban digital twin),
geographical constructions, and human organs. Other uses
of building DTs have been identified for cybersecurity in-
cidents, ergonomics monitoring virtual study, and agricul-
tural optimisation [4]. Output style also constitutes a key and
connected element of DT and environmental sustainability
since it covers many complicated choices and hybrid-cutting
issues, such as safety or tenability (the preference of matters
or the use of energy). In addition, output style may affect the
planning of a manufacturing line, an additional common use
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of DTs [5, 6]. )is allows mistakes and failures to be an-
ticipated and controlled by means of DT methods utilising
data analysis and machine learning techniques as well as
artificial intelligence (AI). “Our Common Future” (the
United Nations (1987)) defines tenable development as a
development that addresses current demands minus
adjusting the capacity of further procreation to fulfil needs.
)is framework is extremely helpful since the idea of the
rounded Economics Circular Economy (CE) described as an
economic model to reduce limited resource use and is be-
coming increasingly significant and is strongly linked with
the supply chain concept [7, 8]. In 2011, Industry 4.0 has
been introduced to a synonym of intelligent manufacturing/
manufacturing that corresponds to make statements, like
electronic-union making, a dynamic making organisation,
CE, and the management of a large volume of DT infor-
mation [9, 10].

)e idea of tenable product design, as described by craft
of styling buildings, cities, and other artefacts to fulfil the
sustainable development goals is closely related to output
design optimisation and CE. Output design is not only art
but also a choice as to what materials to employ, so that a
product is helpful to society. A DT has a closely linked
sustainable product design, as described in this study, but
our emphasis will be its IT features and advantages [11, 12].

)is article offers a metaphorical writings survey (i.e., an
SLR on SLRs) on DT-based systems sustainability needs. In
this sense, the criteria of sustainability are defined as con-
ditions which permit sustainable development. Marten et al.
attempted to use general knowledge to help with the criteria
specified automatically, a list of overview and IT details for
every aspect of sustainability (environmentally, technologi-
cally, socially, economically, and individually) and their
impact. Furthermore, a new design and ideas have been
developed like the impacts between requirements, either
negate, impartial, or definite [13, 14]. )is new attitude is
utilised to build a system that respects the proper balance
between various aspects in order to get tenability, the con-
trolled natural language, that systematically and rigorously
helps specify requirements and tests such as the IT Lingo
Request-and-Status Link (RSL) and it plays an important part
in explaining sustainable software needs as, for example, it
helps challenges, vulnerabilities, and objectives/solutions
[15, 16]. )ese tools are part of the model-based engineering
spectrum, utilising textual and conceptual requirements to
enhance the effectiveness, effectiveness, and effectiveness of
the study and style and their usefulness [17, 18].

)is research work introduces an optimal design for the
metasystematic sustainability of digital double-form system.
)e major benefits of using this system are that it will
provide more security than previously used systems. Also,
the SLR technique developed introduces three stages, which
further enhance the sustainability of the system.

In short, this article is a meta-SRL ()e Saturday Review
of Literature) plus an effort at adding fresh credit to the
discussion on environmental sustainability. Sustainable
development nowadays means responsible resource use, and

since DTs may enable the operations to be optimised, this
can be a tool to that end. In testing new product, and de-
signers may use to digitally test the new application without
using raw resources and modelling the use of ecologically
compatible materials; saving working times and only then if
the simulation is useful [19, 20].

)e current study summarises notable research publi-
cations on DT-based systems and technology, which uses the
SLR technique as the primary instrument for a meta-analysis
on SLR.)e language that will be used to conduct research in
various databases has been determined. )is article provides
a meta-SLR that allows us to notice and debate the major
classes of needs that must be considered in sustainable DT
development, also highlighting gaps and limitations in re-
search and practise.

)is paper is structured accordingly: Section 2 provides
the following SLR technique; Section 3 gives the meta-SLR
findings; Section 4 presents a critical analysis to suggest
future work routes. Finally, the major findings of Section 5
are presented.

2. Methodology for Research

In developing this study, we examined Kitchenhand et al.’s
approach for program architecture, and then we looked at
the work of Escalon and Aldean, since they provided a
technique that is useful in this work [21, 22]. )e SLR
technique developed includes three major stages: a planning
phase, the execution of this plan and an analysis of the
outcomes.)e starting phase includes projects: (i) extracting
studies from databases, (ii) removing copies from the tests,
(iii) applying criteria for inclusion and exclusion, and (iv)
collecting backward and forward citations, and (v) deter-
mining the end of the chosen article information sets. If fresh
documents have been discovered at task IV, then the re-
searcher reverses to task (ii) and continues the procedure as
often as necessary, from task (ii) to task (iv). Additionally, we
have also incorporated the backward and forward citation
procedures in its selection phase [26], reported by Wolfs
Winkel et al. If there is no research job in the presently
chosen collection, it is deemed tenable; it should be added to
those selected. Because it is a highly popular tool that enables
retrospective and forward survey of citations, it is the pri-
mary tool. )e entire procedure is shown Figure 1, influ-
enced by Escalon and Aldean methodology [23].

In order to make our study more accurate, examined the
trial. )ey specifically indicated and classified the various
kinds of accessible regulated or common vocabulary and the
use of software development criteria, which were essential
since we wanted to concentrate on establishing sustainability
needs [24, 25]. It aims to arrange information consistently in
a structured way that identifies semantical connections and
allows for the easy categorization, query, and retrieval of
information. )e most common controlled vocabularies
(CVs) are ontology, taxonomy, thesaurus, and folksonomy.
Natural language processing and knowledge management
often utilize tools for CV assistance [26].
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2.1. Phase of Planning. )e design phase is the component in
which the SLR is carried out in agreement with the chosen
scheme. )e connection between sustainability needs and
DT systems is addressed, followed by the establishment of
relationships to product design. It outlines the key issues that
drove this study; sections deal with scientific repositories and
search queries as well as the criteria of inclusion and ex-
clusion [27, 28].

2.1.1. Analysis of Study. We have explained survey issue
(RQ1) with three sections (SQ). )ese queries were used to
meet the major study goals:

(1) Which is the state of the art in the field of DT-based
products design sustainability requirements?

(2) Which is the connection between DTs and output
style?

(3) SQ2 : what are the criteria of DTs for environmental
sustainability?

(4) SQ3 : what are outstanding questions and difficulties
in future DT and sustainability research paths?

)e search method takes account of these issues, net-
work explanation accessible in the current literature and the
following reading of the discovered work is also necessary.

2.1.2. Search Process. )e following were the scientific in-
formation bases or repositories which searched for suitable
documents to address the queries of this study. )e infor-
mation bases were chosen since they are widely known to the

scientific class and have also been utilised in previous SLR
studies which we regarded to be IT domain models:

(1) ACM Electronic Library [dl.acm.org]
(2) Taylor and Francis (http://www.tandfonline.com, 4

June 2021 accessed)
(3) Science web (http://www.webofknowledge.com)
(4) ScienceDirect/Scopus (http://www.scopus.com, 4

June 2021)
(5) Exploration of IEEE (i.e., explorer. Search/advanced)
(6) Elsevier (http://www.elsevier.com)
(7) Google Scholar

)ese were the conditions for inclusion: (i) article
written during the last period; (ii) work written in journals
and in conference papers or indexed books; (iii) work
written in English; (iv) SLR papers chosen in the initial
research database. )ey were brief oppositely, these were the
conditions of exclusion: (i) extremely brief (i.e., less than 6
pages) publications and (ii) repeated works united with the
information base under different reference [29, 30].

2.1.3. Requests. In the first week of January 2021, we began
the question “orderly survey of the literature” AND “elec-
tronic copy” (all areas) and then tried out various inquiries,
not only considering the primary goal of this paper but also
the articles we discovered and the potential to deepen our
search. )e initial work was to look for documents about a
DTmeta-SLR, and the second was to find sustainable criteria
[31, 32]. )e survey period was also examined, firstly, the

Plan the Search

Execute the Search

Analyze the Results

Extract
Students from

Database

Eliminate
duplicates

Object Completed

Apply and
exclusion
criteria

Gather
broadband and

forward
occupation

Figure 1: SLR’s overall procedure (in BPMN notation).
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dates of publishing between 1 January 2011 and 31 January
2020, and secondly, the dates of publication between 01/01/
2009 and 31 December 2020. As a result, many other in-
quiries have been utilised:

(1) [All: “systematic evaluation of literature”] AND [All:
“Expectations”] YEAR [All: ’digital twin ∗ ’] AND
(“Document title”: “Digi table twin” • IEEE) : AND
(“All metadata”: ALL Metadata”: ALL Metadata
Review); and (“All Metadata”: ALL Metadata Re-
view”) AND (“ALL Metadata”: DESIGN”). ALL
Metadata (“ALL DOCK Title”: ALL
Metainformation”);

(2) (systematic review of literatures) and Name-ABS-
KEY (systematic review of literature) AND (“on-
tology” and “electronic copy”); SCOPUS (systematic
literary review).

(3) Science Web: [“electronic copy”] AND [All: “sys-
tematic review of literature”] [All: “product design”]
AND TICK: (systematic review of literature “elec-
tronic copy ∗ ”) and TITLE: (systematic reviews of
literature AND “ontology ∗ ”).

We have produced different scientific results in various
databases and thus have had to utilise alternative searches.
)e keyword search for “milieu tenability” was unsuccessful.

2.2. Phase of Execution. )e execution stage is the work in
which both the findings and the execution of the SLR are
described. We have followed the previously stated stages and
criteria and will explain our experience and the valuable
information we were able to collect throughout this pro-
cedure. )e questions were given in the above information
bases, and the output is shown [33, 34]. After we received the
findings from these databases, the following procedures have
been completed. )e first is to remove duplicates; secondly,
if barring criteria apply based on the titles; thirdly, on the
basis of the titles, to pick articles where the criteria of in-
clusion and exclusion does not mention, for left out paper,
examine the name section and reread steps 2 to 4; sixthly,
Google Scholar will check the forward quotations for each
appropriate reference and reread steps 2 to 4 for each
remaining article [35].

A first search (see Table 1’s column on “First search”)
enabled us to find works, and a second search allowed Google
Scholar to identify citations (see Google Scholar columns).
Relevant articlesmay be identified to evaluate the factors of DT
use even if they are not SLRs (see column “non-SLR”). Finally,
it was able to choose 29 articles, (“Selected Papers” column,
including papers), to view abstracts from the papers [36, 37].
Table 2 lists SLR papers, while Table 3 lists non-SLR papers.
)e documents in question are article, T-these and B-Book.
)e SLR articles selected are relatively recent: 2020 (10 doc-
uments); 2019 (2 documents) and 2018 (18 documents).

(1 document) )e same goes to chosen documents: 2020
(12 documents); 2019 (2 papers); 2016 (1 paper); 2013 (2
papers) (1 paper). )is is hardly unexpected since the
technology and problems examined are relatively recent as
shown in Figure 2.

3. Survey of the Literature and Output

)is part contains documents related to (i) determination of
needs for sustainability and (ii) recognition of the con-
nection between DTs and the design of the product. )e two
dimensions permitted to map the responses we consider.
Papers were classified according to the two dimensions,
which in each study were chosen by the dominating work
[38, 39].

3.1. Sustainability andDigital Twins Requirements. )ere are
four articles and 4 non-SLR papers among our chosen
papers, primarily relating to DTs and sustainability. In
addition, the definitions “state of the art” on DT develop-
ment is examined by Pokharel, (S3) including the noted
paper of the utility of DT for cybersecurity using the SRL
approach. In terms of event predictions, the situations in
which are used include oddity detection; distant and
monitoring; practical monitoring; predictive study; docu-
mentation; and communication. Safety is one important
aspect of tenability; if equipment is hazardous, its everyday
use is impossible.

3.2. SLR Application. )e SLR technique is used to evaluate
the connection between CE and I4.0. )ey emphasise hybrid
categories such as rounded I4.0 and digital EC, but continue
to identify the key boons and integration, like technology,
economic act, market growth, supply chain management,
product life-cycle management, employee power, and
business patterns 40, 41, 56.

Esmond, Gladys, and Kleczka (S6) conduct a literature
analysis to assess the sustainability effect of trade. )ey
discover that CE writers often also research tenable produce
chains, but themes, such as tenability, huge information,
smart production, IoT, tenable progress, electronic change,
and trade IoT, are often mentioned [42]. Also, prevalent
ideas include internet-practical systems, sustainable pro-
duction, the smart factory, and digitisation. )e major
conclusion of their study is may be that the good result of
these technologies in terms of sustainability is not guar-
anteed, which means success needs encouraging measures
and particular regulations to maintain the competitiveness
of local players [43, 44].

Rajput and Singh (S7) propose a CE and cleaner Industry
4.0 models. Its approach is based on linear programming
with mixed-integer (MILP) to optimise the allocation of the
machine’s production, for example, to optimise the trade in

Table 1: Survey in information bases.

Data base Survey With Google Scholar SLR Non-SLR
ACM 6.2 15.4 3.1 7.3
Elsevier 19.5 10.2 1.2 2.1
IEEE Explore 13.1 34.6 1.2 4.2
Scopus 12.01 43.4 4.1 1.1
Tailor 4.02 41.2 2.1 2.2
Web Science 7.05 16.02 2.2 0.1
Total 61.01 159.01 13.1 16.1
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power consumption and processing costs [45]. )is model
uses sensors to collect practical-period data in trade em-
phasises the difficulty of the new I4.0 and its related new
technologies, e.g., 3D printing, to optimise production. Since
no generation minus energy (meaning at trade level elec-
tricity, nonuseable sources of energy are still the most im-
portant contributor to power production), the next three
papers examine the general need of “energy responsibly.”
Spear et al. [43] (NS4) provide a methodology for quanti-
fication of the advantages of smart manufacturing tech-
nology in terms of energy and productivity [46].

)e example of this framework and the use of intelligent
production technology are also explained. )e framework

utilises CCE (energy conservation cost) as a supplementary
metric to evaluate the viability of a series of intelligent
manufacturing actions.)e emphasis is on the measurement
and analysis of energy productivity and a strategic analytical
frame has been created to predict cost-effective energy and
productivity gains utilising smart production [47, 48].

Saad, Fadel and Mohammed (NS3) are studying the
efficient and effective application of DTs in cyber-physical
energy systems. With distributed energy resources (DERs),
communications and controlling complexity, it is essential
to provide an effective platform capable of digesting all
incoming data and ensuring a dependable power system
operation. Two different DT-types have been developed to

Table 2: Chosen SLR papers.

Serial no Reference Name Year Topic
1 [1] Electronic copy characterization: a Comprehensive art survey. 2019 DTs definition
2 [2] Digital twin review on ideas, technology, and trade programs. 2019 DTs definition
3 [3] Cyber security prediction electronic copy: multivocal study 2020 DTs cyber security
4 [4] Cyber-physical systems reference framework for digital twins 2020 DTs cyber practical systems

5 [10] Evaluation of connections between rounded financial and
trade 4.0: a Comprehensive study of art 2020 DTs, CE, 14.05

6 [33] Sustainability influence of trade 4.0 - review of library
literature 2019 DTs 14.05

7 [34] Industry 4.0 rounded financial copy and cleaner
manufacturing 2020 DTs, CE 14.0

8 [35] Digital twin systems: Cosmology and contextual framework 2019 DTs outlook
9 [36] A study of the active trade implementation art 2019 DTs,14.05

10 [37] Digital twins: Smart City’s current challenges and future
technological recommendations 2018 DTs smart city

11 [38] Electronic copy process of steel sawing 2020 DTs. Example
12 [39] A systemic art study on ontology software in auto application 2019 DTs ontology

13 [40] )e double electronic trade context-a study and systems
review 2019 DTs

Table 3: Chosen non-slr papers.

Id References Title years Kind Subject

NS1 [8] Improving experimental act and output boons via the use of intelligent brewing
technology 2019 J 14.0

NS2 [41] An assessment of the potential trade to speed the transition to a rounded finance 2020 T 14.0, CE
NS3 [42] Energy cyber-physical system IoT-based digital twin: style and practice 2018 c DTs, energy

NS4 [43] A quantifying power and outlook boons framework for intelligent production
technology 2019 C 14.0, power

NS5 [44] Creating electronic copy’ data resources 2019 j DTs, data
NS6 [45] On IoT intensive electronic copy application system engineering 2018 j DTs, IOT

NS7 [46] Electronic copy-depends upon health application style-a new medical/medical software
development approach 2019 j DTs eHealth

NS8 [47] Digital twins taxonomy 2019 C DTs
NS9 [48] Define structure needs for electronic copy 2020 T DTs needs

NS1O [49] Development of a structure for digital scoping of twins in the procedure trade 2020 J DT’s
structure

NS11 [50] An agenda new da gran industries: Uma analyse da industries [4], con base elm
documents e matters de divulgence do projector alma industrial platform +4.0 2020 T 14.0

NS12 [51] )e modernization of the archives in order to provide support to transforaminal
electronic 2020 C Organization

NS13 [52] To the operationalisation of the methodology of socio-technical engineering 2019 J Outlook
NS14 [53] Ontology applications in requirements engineering: a Comprehensive literature review 2019 J Outlook
NS15 [54] Fusing practical and electronic copy in the practise of rounded economics: 2016 C DTs, CE
NS16 [55] Specification study of application needs using natural words procedure method. 2013 J Needs
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construct this support technology: one for huge bandwidth
applications and one for less bandwidth applications which
need centralised surveillance decision-making [49, 50].

3.3. Electronic Copy and the Style of Products. )e following
documents are essential for a platform between DTs and
product design. )ese articles present and evaluate issues
which should be considered in actual situations while de-
veloping or constructing DTs: attempt to define the notion of
DT using an SLR. )e writers recognise that a range of
definitions are used across business and the universities [51].

)ey identified thirteen features to explain the definition,
namely practical/dual, virtual/dual, physical environment,
virtual environment, state, metrology, twinning, twinning
speed, virtual-to-virtual connection/twinning, practical
process, and a whole structure and operating process of the
DT [52, 53]. Literature overview of the DT based on ideas,
technology and industrial applications is provided by Liu
et al. (S2).)ey assess the present situation of the art, explain
the idea of the DT, and examine several important DT
enabling technologies. Furthermore, they describe 15 trade
software’s with their distinct life cycles, important insights
and further work suggestions. Kosovska, Jigidas, and Engels
(S4) are developing a DTs Reference Framework in internet-
practical systems (CPSs). )e writes describe CPS (char-
acters per second) system representations that combine
physical devices and processes via the Internet with com-
putational entities that enable omnipresent research for data
and duties. )e framework creates a connection between the
CPS architecture of 5 levels and the DT framework in order
to address outstanding issues and difficulties about style and
implement CPSs. Barth et al. (S8) systematises the DTs and
creates a philosophical and ontological framework. In ad-
dition, the authors attempt to address three questions from
the research: (i) what are the parameters for classifying and
structuring DT in study literature? (ii) In these dimensions,
what are the basic distinctions or specifications? And, (iii)
how do the various requirements connect to one other?
Bohemia and Rub (S9) explain to grasp the realities of the
installation of a smart plant utilising and SLR.)ey highlight

a research gap associated with the choice to manufacture or
purchase DTs and other key components of the smart
factory. )is is important since the smart factory is expected
to lead to value creation, but this creation relies on how the
facility is built, whether the project is done internally or
utilising an external provider. Dave et al. (S10) explore the
potential new reality of intelligent cities, where the latter’s
roles are highlighted by ideas like Big Data, Robotics, and
DTs. )e primary applications for DTs are smart cities,
manufacturing, and healthcare. An example of how DT is
used is its use in traffic management systems, employing
traffic cameras that just record, but their recordings may be
used to build traffic management models that help decrease
traffic congestion and give more information to export and
update the road network in real time. )e authors suggest
that demonstration sites are needed to evaluate real-life data
in the new technologies and a need for broad expert panels in
a variety of areas such as urban planning, IT, transportation,
and environmental regulations. )e DT example for the
stone-sawing process is Pollini and Corrido (S11).)e writer
explains the DT but have reservations about the accuracy
and efficiency of the apparatus. Reference [39] (S12) are
using an SLR for studying potential usage of cosmology in
automated programming. Ontologies that are usually
regarded as technical or an artefact in one or more life cycle
stages of software may be utilised to assist accomplish this.
)e objective of discovering greater levels of abstraction and
methods to utilise application to improve its productivity
and quality within the software engineering field. Jarod et al.
(S3) are systematically studying the DT idea in the industry.
Since 2015, the authors recognise a substantial increase in
the quantity of scientific research (industry-related publi-
cations with the title “Digital Twin”). Studies demonstrate a
range of DTapplications from goods and processes to whole
production systems [54, 55]. Explicit descriptions are
somewhat contradictory, and related concepts like “Avatar
product” and “Digital Shadow” have also been discovered.
)eir study broadened the theory and laid the groundwork
further, better DT modelling and Mayrhofer (NS5) are
working on data resources to generate DTs [56]. For
companies transitioning from the production of products to
the provision of services, DTs are regarded one of the es-
sential technologies. )e primary premise is that most of the
new data or resources created while the start of phase of a
product life cycle is not utilised in the middle of life (MOL).
)e new framework provides a better knowledge of how to
utilise BOL data resources in MOL stages and enables the
development of ontology of product data which facilitates
DT generation and maintenance. NS6 is examining the
engineering of IoT-intensive DT software systems carefully.
)e authors believe that the actual DT is a product equipped
with several sensors or computer systems, which generates,
consumes, and transfers data for diverse reasons. Because of
this fact, DTs are often regarded as IoT-intensive systems.
Lutze (NS7) is investigating eHealth’s software design as a
novel way to healthcare/medical product development. )e
DT idea of the writer makes on (i) personal digital twin as a
patient’s wife, (ii) a digital twin group that models the
software’s intended user group, and (iii) an electronic copy
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Figure 2: Existing work on digital twin.
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system for the product itself. Agile development methods are
believed to provide greater assistance in contrast to the
classical software development based on the V-model,
several aspects of DTs are identified: data connection,
motive, conceptual components, interface, synchronisation,
data input, and time generation. Jay (NS9) outlines the needs
of infrastructure to create DTs. )e author also expects that
simulation is a fundamental system feature after 2015 with
seamless support throughout its whole wheel of life, sup-
porting the experiments and the service via a direct con-
nection to operating data. Peron and Ham study
manufacturing processes, and in that, setting they create a
paradigm for DT scoping. Due to the uniqueness of the idea
and the wide spectrum of technology it builds on, the digital
scope processes.

For process businesses, dual projects may be intimi-
dating. It attributes the new “Platform Industries 4.0″ ini-
tiative to its consequences. After a short description of its
technology, (i) how existing legacy systems can be decen-
tralised to deliver a technology solution which responds to a
new user need electronic class and (ii)build a system ar-
chitecture which displays the features of electronic change.
Senses et al. (NS13) utilise SLR to find qualitative online
engineering research. )ese writers’ primary objective is to
operationalize the socio-technical ontology approach.

Dermal [53] (NS14) utilises SLR to detect RE ontological
applications (requirements architecture). )e important
survey of this study are (i) empirical evidence of the benefits of
using ontology in RE activities is available, particularly to
reduce ambiguity and incompleteness; (ii) the procedure
usually is only partially dealt with, for example, only taking
functional requirements into consideration; (iii) ontologies
support large-scale RE modelling styles; Tools for supporting
various types of RE ontology-driven approaches have been
used/developed; (v) half the studies have followed recom-
mendations on ontology-driven languages; (vi) large diversity
of RE ontologies have been noticed; nevertheless; (vii) many
promising research opportunities have been noticed. Other
writers also provide important contribution for this debate.
Rocca et al. (NS15) are trying to use VR, DT, and CE bas-
ketwork techniques and provide a scenario for laboratory
applications: virtually test waste from the disassembler plant
setup (WEEE) by utilising a sec of specialised simulation
instruments. )e authors highlight the significance of their
work, owing to a growing consumer knowledge of climate
change impacts, high demand instability in many industries,
and the rapid simulation and digitisation of production
processes. Fasano [55] (NS16) is proposing a software
specification analysis utilising processing methods in the
natural language. )e author attempts to enhance the
manufacturing process of the software product.

4. The Debate

)e DT research is new, particularly after 2015, and the
explanation of DT is ambiguous. However, irrespective of
the ever-increasing complexity of their applications of DTs,
such as industrial optimisation, and the sustainability of the
product design process are agreed on. Furthermore, the

absence of research with technical data may be difficult to
use. A deeper examination of potential environmental
sustainability advantages and product designmay contribute
to a visible grasp of the reality. Analysis of the literature
available enables us to detect many elements of DT rela-
tionships, output style, and sustainability and, therefore, to
reply to the real research question, we address the following
subquestions (Qi):

(1) SQ1: how does DTs relate to product design? As for
SQ1, from the chosen articles, we check that two
connections with product design are mostly estab-
lished: I DTs are digital goods fed with real-time data
that play a vital role in understanding actual be-
haviours and adjustments required and (ii) DT
testing are cheaper and simpler than creating latest
practical copies.

(2) SQ2: what are the criteria of DT for environmental
sustainability? About SQ2, the major environmental
classes of sustainability criteria are based on the
chosen literature: I (the management of energy use)
the use of environmentally knownmatters.When CE
is examined at I4.0, there is an obvious requirement a
balance of and difficulty power consumption against
the outcomes of the new application of technology.
Perhaps the testing of DT and the creation of less
complicated goods are the primary study issue.

(3) SQ3: what are the difficulties and risks in future DTs
and sustainability research paths? As regards SQ3, the
complexity reduction in building and installing DTs is
just one route for future study in the first place and as
previously stated. When the choice to deploy DTs at
manufacturing level is considered the effect of com-
plexity and energy consumption is crucial.)is has an
overall effect in terms of safety, environment, and
financial sustainability on sustainability. )e meta-
SLR described enabled us to identify many out-
standing research problems and difficulties. First,
techniques and processes are required to develop and
execute DTs. )is should be taken into consideration
because there are many application domains with
their peculiarities. Although there are comprehensive
explanations of DTs how to realise them is unclear,
particularly if no prior experience is available. Sec-
ondly, SL R&D studies show gaps like: I the boons
have not been discovered; (ii) DT is not adequately
investigated life cycle or the DT life cycle (iii) It is
unclear to contribute to cost reduction or improve-
ments in service or supporting decision-making; (iv)
technical implementation must be improved and
detailed under IoT; (v) the loyalty standard is not
assessed in terms of the number of parameters, their
accuracy and levels of IoT As previously stated, DTs
are a new technology, partly explaining these gaps or
varied potential pathways to study.

At the same time, the DT idea is being explicitly defined,
such as the classification of current levels such as “Platform
trade 4.0,” describing a standardised DT in the I4.0 [47]. If
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DTs are identified in various ways and situations, how can
themost significant break in the study of sustainability in DT
use be identified? We start with the premise that DT is made
up of three elements: I a physical product, (ii) a virtual
product and (iii) links and data that flow between them.
)en, we presume that its primary contribution to sus-
tainability may be identified at the technical implementation
and at a certain degree of accuracy. RQ1: what is the state of
the art in the field of DT-based products design sustain-
ability requirements??

Finally, we must deal with our initial research question
RQ1. Despite the current limitations, the literature high-
lights certain sustainability criteria of DT-based product
design systems: I loyalty; (ii) power management; (iii)
complexity control; (iv) environmental and cost-effective
material identification; and (v) simple replication of new
product designs. Various researches examine different
sustainability criteria and no comprehensive methodology is
available to comprehend how DTs may promote environ-
mental sustainability. For instance, a completely stringent
fidelity requires extra period and further energy expenditure,
and this output may produce a compromise that results in
fleeting loyalty.)is fluid fidelity implies that environmental
costs remain external to output since assessment of these
costs would likewise involve additional labour and expenses.
Easy premanufacturing of new product designs may lead to a
lower cost of the manufacturing level.

5. Findings

In the study, significant research paper on DT-based systems
and technologymay be identified utilising the SLR technique
as the primary instrument for a meta-analysis on SLR. )e
selection of language used for research in various databases
has been given consideration. Based on this study, the RQ1
and the SQ1, SQ2, and SQ3 subquestions may be answered.
Five major issues must be addressed in developing a tenable:

(i) Loyalty; (ii) power control; (iii) complexity control;
(iv) environmental and economically efficient material
identification; and (v) simple replication of new product
designs. Furthermore, research topics relating to DTs may be
identified: (i) investigate their idea and description
1, 4, 35, 36, 40, 47; (ii) presenting instances 38, 56; and (iii)
using SLR to analyse existing research and suggest future
pathways for research [2, 10, 33, 37]. SLR research is also
available. )e study enables us to identify two major gaps in
two potential directions of research. )e first break is the
lack of a comprehensive article that explains precisely what a
DT is, with a rich and complete example that underlines the
features of the hardware and the links between the practical
and electronic dimensions may be constructed, developed,
and maintained. )is fact may be explained by the trade
reluctance to divulge sensitive information that the school
fulfils. Second, articles were found with tenability in soft-
ware’s and, moreover, recognise research that differentiate
between various kinds of sustainability Environmental
sustainability included. Moreover, we find documents where
the link with the use of DTs is explicitly established in the
context of Industry 4.0. However, a study could not be found

that addresses the environmental sustainability SLR of DTs
alone. Is this simply a matter of language, with CE equivalent
to environmental tenability? We think the result is negative
because CE, on the plant level, is still a laboratory idea, and
the complexity implicit in its implementation may be of the
utmost importance. In other words, in order to assess this
hypothesis, the issue of whether CE is ecologically sus-
tainable when management and technically difficult is so
remarkable, a future investigation route may be a scenario in
which a nil environmental impact product is designed.

)is article offers a (SLR) on the sustainability DT-based
systems. Many articles on DT have also been chosen since
they referenced the studied SLRs and were deemed to be
significant for the objectives of this study. Selected and
analysed for papers revealed so many flaws and challenges:
the boons of are not clear; DTs throughout the result the
wheel of life of the DTs is not adequately surveyed; DTs can
contribute to cost reduction or to support decision-making
is unclear; Internet practice should be improved and better
integratedMoreover, it is not been feasible from our study to
locate a publication which solely discusses DTs in relation
with situational sustainability.

In summary, this article provides the meta-SLR that
allows us to notice and debate the major classes of needs to
be considered in sustainable DT development, but that also
highlight gaps and limits in research and practise. )is study
can be useful in designing a frame for developing sustainable
systems that can be more reliable and feasible in future in
understanding SLR better. )e future scope with regard to
the present study is to relate the summarized findings with
the recent developments capable to cater the needs of future
requirements in the field of optimal design for the meta-
systematic sustainability of digital double-form systems.
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Limited by traditional construction project management ideas and systems, the implementation of the PMC model in China still
has serious problems such as opposition and frequent conflicts. How to reveal the causes of organizational conflicts and explore
the key mechanism of the implementation of the PMCmodel from the system perspective are urgent problems to be solved. Based
on the idea of engineering system view, this paper abstracts the PMC project participants with self-organizing characteristics of the
organizational management system, in which the internal structure is closely related, and defines the connotation of synergy and
synergistic evolution of the PMC project organizational management system. Using the Cucker–Smale model to describe the
group movement, the hierarchical system and the acceleration efficiency function of the project legal person’s free will are
constructed, and the structure, movement, and development law of the system itself are emphasized to simulate the ordered
evolution trend of PMC project organizational management system and reveal the intrinsic causes of conflicts in PMC project and
the key mechanisms of the PMC model application. ,e results show that first, the intensity of information communication
between PMC subjects has a significant positive contribution to the orderliness of the organizational management system; second,
too much acceleration of the project legal person’s free will causes group chaos in the system, while too little slows down the group
stabilization time, which has a negative impact on cost and schedule; third, the more the organizational structure of PMC
contractors tends to the whole-process integrated control, the more it can drive the group to gather in an orderly manner and form
a synergistic control mode combining self-organization and other organizations; and fourth, the implementation of the PMC
model should focus on eliminating the traditional institutional and conceptual barriers, forming a project management model
with integrated control of the whole process of the PMC project contractor and effective macro supervision of the project legal
person. ,e research results of this paper revealed the intrinsic causes of conflicts in PMC projects and the key mechanisms of
PMC model application; it can help solve the confrontational situation of PMC project participants, promote the development of
the PMC model, and give full play to the investment benefits.

1. Introduction

China’s construction industry is a pillar industry of the
national economy and has driven a large number of related
industries, making important contributions to economic

and social development, urban and rural construction, and
improvement of people’s livelihood. About 3,424.7 billion
yuan of investment in fixed assets for transportation and 770
billion yuan of investment in water conservancy were
completed in 2020, and the large-scale, modern
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infrastructure, industrial, and civil building construction
have demonstrated the advanced and reliable nature of
China’s engineering technology, technical standards, and
work methods. ,e “One Belt and One Road” initiative has
been proposed for more than seven years and has won wide
recognition from the international community. By the end
of January 2021, China has signed 205 cooperation docu-
ments with 140 countries and 31 international organizations
for the co-construction of “One Belt and One Road.” China’s
construction industry has made remarkable achievements in
the field of international engineering construction, but there
is still a big gap compared with the construction industry of
advanced industrialized countries; the construction labor
productivity is only about two-thirds of that of developed
countries; the construction industry is still big but not
strong; the organization of engineering construction is
backward; the level of architectural design needs to be
improved; there are more market violations; the core
competitiveness of enterprises is not strong; and other
problems are more prominent. Under the influence of
Chinese traditional thinking and traditional system, the
organization and management of construction projects are
still limited to the scope of project contracting business and
split organization model [1]. In the traditional management
model, the participants who are responsible for decision-
making, construction, and operation services [2] provide
services on behalf of the interests of the project legal person
in the corresponding phase. Medium and large construction
projects span civil, electrical, planning, environmental, and
other functional departments to work together, and the
connection between the participants is extensive and close
and affects each other. As the project progresses, the rela-
tionship between participants changes dynamically, result-
ing in greater complexity of project organization and
management. In addition, the different expertise and ex-
perience of each participant also increase the complexity of
project coordination, which is more likely to cause problems
such as confrontation and conflict among project partici-
pants. ,e high-quality development of the construction
industry urgently needs to establish real good cooperation
between all participants and improve the efficiency of or-
ganizational implementation [3]. Obviously, the traditional
project management system, management style, and phi-
losophy in China cannot meet to the needs of modern
medium and large-scale project management.

Engineering practice cases showed that the PMC model
(project management contracting model) has the advantages
of design optimization, integrated management, risk re-
distribution, and cost-saving compared with traditional DB
and DBBmodels [4]. PMCmodel is an organizational model
to meet the market demand and implement the whole
process of engineering consulting in the project decision-
making and construction implementation stages [5], mainly
to provide high-quality intellectual and technical services for
construction activities. PMCmodel refers to the engineering
project management enterprise (PMC contractor), in ac-
cordance with the contract, preparing a feasibility study,
feasibility analysis, and project planning for the owner at the
decision-making stage; providing bidding agent, design

management, procurement management, construction
management, and commissioning (completion and accep-
tance) services for the owner at the implementation stage;
and carrying out quality, safety, progress, cost, contract, and
information management and control of the project on
behalf of the owner.,e PMC contractor shall generally bear
certain management risks and economic responsibilities in
accordance with the contract. Its essence is to provide high-
quality whole-process intellectual and technical services for
the project legal person. PMC project refers to the con-
struction project that adopts the PMC model for the whole
process integrated and professional organization and
management. In February 2017, theMinistry of Housing and
Construction issued document 19, the first time mentioned
“whole process engineering consulting” concept, and in
2019, the National Development and Reform Commission
and the Ministry of Housing and Urban-Rural Development
jointly issued “Guidance on Promoting the Development of
Full-Process Engineering Consulting Services” (Develop-
ment and Reform Investment Regulations (2019) No. 515),
which pointed out the urgent need to innovate the orga-
nization and implementation of consulting services and
vigorously develop full-process engineering consulting
service model oriented by market demand and meeting the
diversified needs of commissioners. A series of construction
project management-related regulations and practical ap-
plications have accumulated rich experience in promoting
professional management of large-scale engineering project
management [6]. PMC model is widely used in large-scale
international project construction, for example, the South
China Sea ethylene project undertaken by SINOPEC En-
gineering and Construction Corporation, the Bangladeshi
Chittagong-Dhaka refined oil Pipeline Project undertaken
by Langfang CNPC Langwei Engineering Project Manage-
ment, the China-Myanmar Oil and Gas Pipeline Project
undertaken by CNPC Pipeline Engineering Co., and so on
[7]. ,e PMC model has become one of the important
project management models in oil, transportation, water
conservancy, and other industries [8].

,e current research on the PMC model focuses on the
theoretical definition and scope of the PMC model, risk
study of the PMCmodel [9], schedule and cost control study
[10], application practice study, and comparison study with
other models [11]. Both domestic and foreign scholars have
focused on the operational aspects of the PMC model,
discussing how the PMC contractor conducts planning,
design, and management scope of the PMC contractor, the
risk of lump-sum contracts under unclear conditions, and
institutional barriers to the promotion of the model. ,e
research results of the PMC model have provided reference
ideas for the professional management of construction
projects [12], as an extension of the owner; the PMC con-
tractor manages the whole process of project construction to
achieve safe, high quality, low cost, and on-schedule com-
pletion of the project in accordance with the predetermined
objectives and to optimize the technical and economic in-
dicators over the life of the project. In the traditional project
management model, the decision-making, implementation,
and operation phases are independent, and the professional
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engineers who undertake the tasks of different phases
provide consulting services for the owner in the corre-
sponding phases, and the antagonism between the owner
and the contractor is deep-rooted. Field research on PMC
projects is implemented in China, due to the lack of sys-
tematic operation norms and references, and the influence of
traditional construction project management ideas and
systems; conflicts between PMC contractor and owner,
supervisor, designer, and constructors are frequent in the
project implementation Owners and PMC contractors do
not trust each other; supervisor and designer and PMC
contractor constrain each other in the implementation; and
constructors do not recognize PMC contractor’s manage-
ment. ,e PMC contractor is in an awkward position, and it
is difficult to coordinate the relationship between all parties,
and the confrontation and contradiction between the parties
is intensifying as the project progresses. ,is is extremely
mismatched with the current development demand of the
construction industry; it is difficult to meet the needs of a
high-quality development strategy [13]. It is urgent to in-
troduce the system thought to explore the overall and in-
tegrated way of organization and coordination [14]. In view
of this, the paper abstracts the PMC participants into an
organizational management system with self-organizational
characteristics from the perspective of system theory, using
the Cucker–Smale groupmovement model, emphasizing the
structure, movement, and development law of the system
itself, highlighting the integrity and dynamics of the system
operation, simulating the PMC participants of exchanging
information and interacting with each other within the
system, and identifying the underlying causes of organiza-
tional conflict among PMC project participants in the
Chinese context, to facilitate in-depth study of the man-
agement mechanism of PMC projects. ,e paper explores
the evolutionary mechanism and evolutionary dynamics of
synergy formation in PMC project organizational man-
agement systems so that the PMC model can get rid of
management dilemmas such as antagonistic participants,
frequent conflicts, and low organizational efficiency; realize
efficient collaboration among the participants, in order to
promote the development of the PMC model in the field of
Chinese construction project; and provide theoretical ref-
erences for the revolution of the project management model.

2. Literature Review

,e existing collaborative studies of construction projects
were mainly based on the relationship between the partic-
ipants to construct the relationship network [15]. Dogan
et al. used SNA to construct an e-mail communication
network between the participants of a large airport con-
struction project and calculated closeness centrality to
evaluate project coordination performance [16]. Zhao et al.
constructed an organizational network between participants
based on e-mail log data from a $20 million AEC project to
identify inconsistencies between organizational and col-
laborative networks, with the aim of analyzing the patterns
of collaboration achieved by the project [17]. Conflict within
the organization is one of the main factors affecting project

synergy due to the diversity of interests and goals among
project participants [18]. Conflict in the project construction
process is dominated by interorganizational conflict, which
refers to the interactive process in which actors show dif-
ferent interests, views, and preferences [19]. With the de-
velopment of the economy, the increasing scale and
technical complexity of engineering projects, the emergence
of various new transaction models and project management
models, the organizational conflicts of construction projects
have increased dramatically. In addition to multi-cultural,
multi-disciplinary, and different objectives that lead to or-
ganizational conflicts, the technical capacity or coordination
ability, experience, and economic capacity of the profes-
sional team also lead to organizational conflicts [20]. In
owner management, untimely owner decisions, excessive
supervision, poor coordination, lack of management ability,
failure to provide information or sites in a timely manner,
and failure to follow procedures for handling unreasonable
contractor claims can lead to conflicts [21]. ,is requires the
project manager to have the ability to coordinate conflicts
between the participants and make the project organization
synergistic [22]. Most conflicts originate early in the project
lifecycle, and it is important to take measures to mitigate
them early on [23]. Jin et al. proposed conflict resolution
strategies for the planning, construction, and handover
phases by building a dynamic social network model among
project participants [18]. Wang et al. discussed the causes
and solutions of conflict in the construction project through
multiple case studies and proposed the following six reso-
lution strategies: (1) prevention, (2) compromising, (3)
mediation, (4) resolving, (5) avoidance, and (6) smoothing
[24]. Postevaluation of conflict management is also an
important part, assessing the quality of conflict management
in five dimensions: satisfactory resolution outcome, com-
prehensive resolution process, conflict prevention, percep-
tion of fairness, and postconflict effects [25]. ,e
construction field has conducted relatively in-depth research
from both the analysis of the root factors of conflict and
conflict management strategies, with a focus on the study of
the conflict between owners and contractors.

Construction projects are open organizational systems
involving many important stakeholders, while medium and
large construction projects have more complex social, cul-
tural, and legal contexts so more complex conflict factors
within the organization [26]. Most of the existing studies on
conflict management are based on the local perspective of
some participants or in phases, the studies on project or-
ganization issues and organizational behavior are still
scattered, and there is a lack of systematic studies on conflict
management in medium- and large-scale projects [27].
Systems theory stems from the investigation of natural
phenomena; in 1978, Qian et al. published the article
“Technology of Organizational Management-Systems En-
gineering,” which opened a new era of systems engineering
research in China [28]. In this article, a system is defined as
an organic whole with specific functions, which consists of
several components that interact and depend on each other,
and any engineering project is a social system with con-
tinuous dynamic evolution composed of subsystems that
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interact and work together. Yin et al. from the perspective of
engineering ontology and engineering system view proposed
to look at engineering from the perspective of human
survival and development, not only recognize various ele-
ments of engineering composition but also see engineering
as a system, and recognize, analyze and grasp engineering
from the system viewpoint [29]. ,e study of construction
project organizational behavior requires a broader system-
atic perspective. As temporary organizations, construction
project organizations can be viewed as complex adaptive
organizations, where the behaviors of participants at all
levels interact and change dynamically [30]. Principled
negotiation and joint cooperative action among participants
within the project organizational system can play an im-
portant role in mediating conflicts, and interorganizational
trust has direct and indirect positive impacts on improving
cost performance [31].

Based on the engineering system theory, the project
organizational management system is a group composed of
many independent participants who depend on each other
[32], which belongs to an open organizational system, and
the relationship between the participants constitutes the
organizational structure. In this paper, the definition of
synergistic project organizational management system is as
follows: under the disturbance of the external environment,
the internal participants of the system have a stable con-
nection, forming an orderly structure of internal and ex-
ternal energy, material and information exchange, and
continuously maintaining the dynamic stability of the sys-
tem structure. Definition of PMC project organizational
management system synergy evolution is an organizational
process in which the interactions between project partici-
pants move toward orderly and dynamic stability, forming a
life-like group that combines self-organization and other
organizations, in which the participants under the leadership
of the commander adapt to other participants in the system
by changing their rules, with the ability of self-development,
self-improvement, and spontaneous synergy so that the
overall system exhibits dynamic synergy. ,e research re-
sults help PMC projects mitigate organizational conflicts
and synergize the strengths of all parties involved, provide
theoretical references for innovative project management
models and the implementation of specialized PMC models,
open up paths for achieving integrated and specialized
management of the whole process in the field of con-
struction, and significantly improve management effec-
tiveness and construction management levels.

3. Methodology

It is observed that self-driven particles such as flocks of birds,
fish, and sheep have self-organized group behavior and can
transition from disorder to orderly motion using local in-
formation and simple rules. Group behavior is characterized
by certain macroscopically ordered behaviors of individuals
in a group through interactions, with “order” usually re-
ferring to the same movement patterns [33]. In 1995, Vicsek
et al. proposed the first numerical model to describe animal
group behavior, and Jadbabaie et al. proved the correctness

of the above numerical model from the mathematical point
of view [34, 35]. Based on the above research, Cucker and
Smale studied the formation mechanism of orderliness and
proposed the Cucker–Smale model to describe interactions
between particles [36, 37]. ,e Cucker–Smale model ana-
lyzes the formation mechanism of group coherence by
describing the position and velocity of individuals and in-
terindividual interactions during group motion and estab-
lishing a mathematical model; the authors also demonstrate
the validity of the model by using the formation of a
common language in primitive societies and the emergence
of the vowel system as examples.

Each individual in the Cucker–Smale model adjusts its
velocity by summing the weighted average of the difference
between its own velocity and that of other individuals. Given
k particles in d−dimensional Euclidean space,
(xi, vi)denotes the position and velocity of the i-th particle
(i � 1, 2, · · · , k), and the velocity and position updates of
these k particles obey following the system of the below
equation:

xi(t + Δt) � xi(t) + Δtvi(t),

vi(t + Δt) � vi(t) + Δt 􏽘
k

j�1
aij(x(t)) vj(t) − vi(t)􏼐 􏼑,

(1)

where xi(t) and vi(t) ∈∈R3 denote the position and velocity
of individual i at time t, respectively, and Δtis the time step.

aij(x(t)) quantifies the strength of interactions between
individuals, and the strength of interactions between indi-
viduals is a smooth decreasing function of relative distance,
as shown in equation (2). As can be seen from aij(x(t)), the
model is a symmetric interaction model, that is, the infor-
mation transfer is bidirectional, and the interactions be-
tween subjects diminish as the relative distance increases,
but the interactions are always strong or weak.

aij(x(t)) �
H

σ2 + xi(t) − xj(t)
�����

�����
2

􏼒 􏼓
β,

(2)

where H> 0, α> 0, and β≥ 0are the system parameters and β
is the decay rate.

Definition 1.1. ,e solution (x, v) of system (1) with as-
ymptotic group effect means that

(1) Relative velocity tends to be 0, that is,
limt⟶+∞ � |vi − vj| � 0, 1≤ i, j≤ k

(2) Relative displacement aggregation, that is,
sup0≤t<∞|xi(t) − xj(t)|< +∞, 1≤ i, j≤ k

Shen proved the correctness of the Cucker–Smale model
using induction and obtained convergence results similar to
the original model [38]. Cucker and Dong further explored
the Cucker–Smale model with a hierarchical structure using
a subsystem induction approach and using a flock of birds
perched on a branch and suddenly disturbed by a predator as
an empirical case [39]. Subsequent researchers have pro-
posed various improvements to the Cucker–Smale model to
suit different application scenarios and have also validated
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the validity of the model from different perspectives. Cucker
et al. and Dong et al. studied improved models affected by
noise and time delay, giving threshold conditions for the
occurrence of group behavior [40–42]. Cucker andMarkou I
et al. improved the model for collision avoidance by adding
repulsive forces [43–45]. Cucker and Dong studied the
Cucker–Smale model with the introduction of hierarchy and
topologically acting neighborhoods, giving conditions for
the occurrence of cluster clustering [46, 47].

Cluster dynamics models were originally used to
simulate the group motion of animal groups in nature,
and in recent years, such models have also been mostly
used to study the control mechanisms of the asymptotic
behavior in multi-intelligent body systems [48]. Examples
including aircraft formations [49], robotic mass move-
ments, and engineering science research [50] provide
basic coordination and consistency algorithms for mobile
autonomous individual systems. ,e famous Chinese
economist Cheng pointed out that the most essential
characteristic of a complex system is that its components
have some degree of intelligence, that is, the ability to
understand their environment, anticipate its changes, and
act on predetermined goals, which is intrinsically re-
sponsible for biological evolution, technological innova-
tion, economic development, and social progress [51]. ,e
current research on the coordination of construction
project participants is mostly based on SNA. SNA portrays
the intersubject relationship through the network struc-
ture model and conducts a static quantitative evaluation
of the density, centrality, and other indicators, but the
organizational network structure changes dynamically as
the project advances, and the static evaluation of SNA can
hardly reflect the dynamic nature. ,e PMC project or-
ganizational management system is composed of several
participants, who have independent interest goals and act
according to the predetermined goals. As the project
progresses, the interaction between the participants will
prompt them to continuously receive information [52],
summarize the experience, adjust action rules, improve
their own adaptability, and make the system evolution
more and more complex. In summary, this research in-
troduces the Cucker–Smale cluster dynamics model,
considers the characteristics of PMC project organiza-
tional structure, constructs the effectiveness function of
the interaction between participants in the PMC project
organizational management system, simulates the evo-
lution process of the interaction of participants, identifies
the causes of conflicts in PMC project organizational
management systems, and explores the mechanisms and
paths to achieve synergy and consistency. ,e research
framework is shown in Figure 1.

4. Collaborative Evolutionary Model of PMC
Project Organizational Management System

Referring to the research results of the Cucker–Smale model,
a hierarchical PMC project organizational management
subsystem with k+ 1 project participants is considered, as
shown in Figure 2, containing the project legal person, the

PMC contractor, the design unit, the supervision unit, and
the subcontractors. Project legal person refers to the highest
authority group or organization that has civil rights and civil
capacity, enjoys civil rights, undertakes civil obligations
independently according to law, and is engaged in project
management for the purpose of construction projects, and
the project legal person is in a central position during the
implementation stage of construction projects and is re-
sponsible for the whole process of project implementation.
,erefore, in the project organizational management sys-
tem, the project legal person is the general leader of the
group and has the acceleration of free will. In the process of
project implementation, the acceleration of free will reflects
the willingness of the project legal person to lead and drive
the group. ,e model sets the project legal person corpo-
ration code to 0 and the PMC contractor code to 1.

In Figure 2, if the adjacency matrix A � (aij) satisfies:

(1) aij ≠ 0, then it means j< i

(2) Define ζ(i) � j: aij ≠ 0􏽮 􏽯 as the set of leaders of
behavioral agent i, for any i> 0, ζ(i)≠∅

,e rules of movement for the 2nd, 3rd up to the k-th
behavioral agent are shown in the system of the following
equation:

xi(t + 1) � xi(t) + Δtvi(t),

vi(t + 1) � vi(t) + 􏽘
j∈ς(i)

aij(t) vj(t) − vi(t)􏼐 􏼑, (3)

where i � 2, . . . , k; xi(t), vi(t) ∈ R3 denote the position
and velocity of behavioral agent i at time t, respectively; and
Δtis the time step. ,e velocity update rule of the behavioral
agent is to adjust its own acceleration by receiving the ve-
locity difference information with individuals in the leader
set to achieve velocity matching.

aij is a function of the intensity of the interaction between
the participants, as in the set of equations (4), which is the
weight function of the individual in adjusting its own speed,
indicating the strength of the information received by the
individual to change its speed; it also reflects the efficiency of
information delivery and communication. Unlike the original
Cucker–Smale model, aij(t) is a one-way asymmetric de-
creasing function where behavioral agent i is influenced only
by the individuals within its leadership setζ(i).

aij(t) �
1

1 + xi(t) − xj(t)
�����

�����
2

􏼒 􏼓
β,

(4)

where β≥ 0 is a system parameter indicating the decay
rate.

Each participant updates their position and speed
according to the difference in action with other individuals
within the leadership set, and the action update rule for the
total leadership project corporation 0 is as in the following
equation:

x0(t + 1) � x0(t) + Δtv0(t),

v0(t + 1) � v0(t) + Δtf(t).
(5)
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,e action update rule of PMC contractor 1 is shown in
the system of the following equations:

x1(t + 1) � x1(t) + Δtv1(t),

v1(t + 1) � v1(t) + 􏽘
j∈ς(1)

a1j(t) vj(t) − v1(t)􏼐 􏼑, (6)

where f(t) is the free will acceleration of the project legal
person, considering the actual change of the project legal
person’s mentality; the project legal person is more anxious
to achieve the goal when the project is first started; and the
anxious mentality of the project legal person decreases as the
project progresses and project goals are gradually achieved.
,erefore, it is assumed that the free will acceleration of the
project legal person is a decaying process, reflecting the
degree of control and intervention they have over the
project. ,e greater the acceleration of free will, the greater
the tendency toward a command leadership style, that is, the
greater the control of the project owner over the execution of
the project and the demand for immediate compliance by
the other participants. ,e decaying process of the free will
acceleration satisfies the following process:

‖f(t)‖ � Ο (1 + t)
− δ

􏼐 􏼑, δ > k, (7)

Ο((1 + t)− δ) is an infinitesimal function of the same order
as(1 + t)− δ, that is, there exists a nonzero constant such that
limt⟶∞Ο((1 + t)− δ)/(1 + t)−δ � c.

Unlike the EPC model [53], the PMC contractor, as an
extension of the project legal person in project management, is
designed tomake up for the lack ofmanagement capacity of the
project legal person, fully reflecting the interests of the project
legal person, whose profit comes from the management fee,
and can eliminate the shortcomings of the project legal person’s
inexperience and inappropriate management in the coordi-
nation of management. ,erefore, PMC contractor is more
influenced by the free will acceleration of the project legal
person than the same level of participants, and the intensity of
the free will acceleration of the project legal person on PMC
contractor is set twice as much as that of the same level of
agents after interviews and research with PMC project man-
agers and experts in the field of project management.

Groups have group effect, that is, they form synergies
and satisfy the following conditions:

(1) ,e relative speed of all participants is consistent,
limt⟶∞|vi − vj| � 0, 0≤ i, j≤ k

(2) All participants are bounded by their relative posi-
tions of aggregation,sup0≤t<+∞|xi(t) − xj(t)|< +∞,

0≤ i, j≤ k

5. Case Study

5.1. Project Brief. PMC project of Guangxi Baise reservoir
irrigation area was selected for simulation analysis (here-
inafter referred to as M Project). M Project reservoir irri-
gation district project is located in the valley of the Right
River in Baise City, involving a total of 12 towns in Baise
City, which is one of the “172” major water conservation and
water supply water conservancy projects determined by the
State Council; the project is a large (2) type II irrigation
district in general, with an investment of 414.471 million
yuan and total construction period of 48months.,e project
consists of two parts: reservoir diversion project and right
river water lifting project, with irrigation and water supply as
the main tasks, irrigating an area of 592,000 mu; the water
transmission mains are divided into five pipes, including the
main pipe, south main pipe, north main pipe, Lin Feng main
pipe, and Baoqun main pipe.

,e M Project involves many participants, a wide geo-
graphical distribution, an organizational management sys-
tem across a variety of technical specialties, and cultural
differences; it is difficult for the traditional project organi-
zation fragmented management approach to meet the
project construction, project contracting using the PMC
model. ,is is the first time that the PMC model is adopted
for a large water conservancy irrigation project in China and
the first water conservancy project in Guangxi Zhuang
Autonomous Region to adopt the PMC model. ,e orga-
nizational structure of the organizational management
system is shown in Figure 3, where the project legal person is
contracted in parallel for supervision, design, tunnel con-
struction, and PMC contracting. ,e PMC contractor
manages the whole process of construction preparation:
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Definition Model Simulation

Status Survey Literature 
Analysis

Research Scope 
Limitation

Definition of 
Key Concepts

Cucker-Smale
Model

Hierarchy
Function

Free Will Acceleration 
Function

PMC Project Organizational
Management System Evolution Model

Case Data 
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Case 
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Analysis of 
Simulation Results

Stage
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Figure 1: Research framework and process.
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procurement of project materials and equipment, con-
struction of main works, temporary works, soil and water
conservation works, environmental protection works, ac-
ceptance of project completion, monitoring (all safety, en-
vironmental and soil and water conservation monitoring),
project insurance, commissioning, and project handover in
accordance with the scale, function, and technical standards
defined in the approved Preliminary Design Report of M
Project. During the construction period, the contractor
controls and manages the project schedule, quality, safety,
cost, contracts, information, and files and prepares the
completion information. contractor is also responsible for
coordinating supervision and design, playing the role of
“control, guidance, coordination, and service.” As shown in
Figure 4, the PMC contractor is fully responsible for the
construction management and implementation of the main
project and bears the corresponding management risks and
economic responsibilities according to the contract.

,e conflicts between the participants in the imple-
mentation of this project are mainly manifested in the
following aspects: (1) conflicts between PMC contractor and
project legal person. ,e project legal person belongs to the
command leadership style and has less experience in large-
scale project management, the comprehensive strength of
the PMC contractor is much higher than the project legal
person, which leads to the project legal person’s concern of
not being able to control the moral risk of the PMC con-
tractor. So the project legal person does not trust the PMC
contractor and has greater actual control over the project,
regularly bypassing the PMC contractor to organize the
work of other participating entities and carry out engi-
neering inspection independently, which makes the PMC
contractor’s position awkward. (2) Conflicts between the
PMC contractor and the design and supervision parties.
According to the contract, the PMC contractor is respon-
sible for coordinating and managing the supervision side
and the design side, but in the actual implementation of the
organizational structure (Figure 3), the supervision and
design are awarded by the project legal person in parallel, the
supervision side is responsible for supervising andmanaging
the PMC contractor, and it is difficult for the PMC con-
tractor to coordinate the work of the supervision side and

the design side, so the positioning and management scope
between the three is blurred. (3) Conflicts between PMC
contractor and construction parties. Because the project
legal person does not support the work of the PMC con-
tractor so that the PMC contractor is in an awkward position
between the project legal person and other construction
sides, resulting in the construction sides do not recognize the
management of the PMC contractor and autonomy and do
not listen to its views, resulting in poor management of
subcontracting teams; the project has more quality problems
and rework.

5.2. Case Simulation Analysis. Based on Figures 3 and 4, the
management level diagram of the participants in the M
project organizational management system is summarized
as shown in Figure 5. PMC contractor is entrusted by the
project legal person to undertake the project construction
management; implement the whole process management of
project quality, project schedule, capital management, and
production safety; and accept the supervision of higher
authorities and project authorities. ,e project legal person
is the supervision and inspection layer; the general project
management contractor is the management layer; the design
and supervision unit are the control layer; the construction
unit and suppliers are the construction guarantee layer; and
the participants are numbered.

,e initial conditions of the simulation are set as follows:
the number of participants is 23; the initial velocity of each
individual is in the range of 0–10m/s; the simulation du-
ration is 100; the time step is 0.1; β � 0.4; and in order to
avoid the effect of random initial distribution on the results,
each simulation is repeated 100 times with random values to
take the average value.

In the hierarchical diagram of individual interactions in
the M Project organizational management system, each
behavioral agent is influenced by the higher level of lead-
ership, and the subcontractors and suppliers at the con-
struction assurance level all influence each other considering
the characteristics of the process crossover in engineering
construction. ,e velocity and position trajectory evolution
of the participants is shown in Figure 6, and the simulation

Project Legal
Person 0

Supervision
Unit

PMC
Contractor 1

Design Unit

Construction
Subcontractors

Procurement
Contractors

Figure 2: Hierarchy diagram of PMC project organizational management system.
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results show that there is a lack of synergy between the
participants, and they cannot reach a consistent state. ,e
position curve is more divergent; the speed matching curve
in the process of movement appears obvious fluctuations;
and the oscillation amplitude is larger because at the be-
ginning of the group movement, the individuals are influ-
enced by each other to decelerate first, making the speed gap
increase, and then decrease due to the role of speed
matching, and the development tends to be stable, but it
cannot reach the group effect, that is, it is difficult for the
participants of the project organizational management
system to cooperate. ,e simulation results are consistent
with the actual project implementation status.

,e individual position trajectory curve in Figure 7
shows that the group is severely divided within the group,
the organizational goals of each agent are severely divergent,
and the personnel of different professions and organizations
cannot coalesce in one organization to work together. In-
dividuals only focus on their own interests, ignoring the
sustainable development needs of the project, resulting in a
discrete organizational management system, and the in-
consistency of organizational goals will cause agents to form
a situation of mutual constraints, low efficiency, and con-
suming a lot of costs, time, and energy to deal with work
interface conflicts [54]. ,e individual velocity trajectory
curve in Figure 6 cannot converge; there are complex
connections within the organizational management system;
and the velocity update of the agents depends on

information interaction to a great extent. Most parts of the
M Project are managed by manual engineering information,
and information communication is mostly based on paper
media, lacking effective information exchange rules and
information integration platforms [55]. ,ere are infor-
mation silos and information fault, which leads to incon-
sistent individual behavior [56], such as the lack of in-depth
understanding of the requirements of the project legal
person and the failure to accurately grasp the imple-
mentation plan, which increases the conflicts within the
organizational management system, resulting in the project
participants pursued by each subject differ greatly. Gradually
reducing the decay rate β (β � 0.3; 0.2; 0.1) of the mutual
influence strength function aij between agents and
strengthening the strength of communication between in-
dividuals helps the group converge, but the result still cannot
reach synergy, as shown in Figure 6.

,e overall leader project legal person 0 has free will
accelerationf(t). In M Project, the project organization is
complex, and the investment scale is large. ,e project legal
person still wants to strengthen its own management and
control power over the project under the PMCmodel due to
the traditional construction ideology, so bypassing the PMC
contractor to undertake many complicated and detailed
management work and responsibilities, it did not reduce its
ownmanagement pressure by adopting PMCmodel. But the
project legal person does not have the management ability
and experience that is compatible with this project; the free
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will affects the construction process too much, which makes
themanagement interface blurred and increases the conflicts
of the organizational management system [57]. And the
project legal person belongs to the command leadership; free
will acceleration is larger; coordination of problem-solving is
more difficult. Adjusting the size of r in the free will ac-
celeration of the project legal person, the simulation results
are shown in Figure 8, and δ increases in (a), (b), and (c) in
order. It can be seen that the larger the value of f(t) taken,
that is, the larger the free will acceleration of the total leader,
the weaker the attraction between individuals within the
group, and the more chaotic the group order of the orga-
nizational management subsystem, the more obvious the
phenomenon of subgrouping appears in Figure 8(a), and it is
more difficult to realize the group effect.

,e existing organizational structure of the M Project is
fragmented, and the PMC contractor is contracted to coor-
dinate the supervision and design and take the overall re-
sponsibility, but in the actual organizational structure, the
supervision and design are awarded by the project legal
person in parallel, direct management of supervision and
design by the project legal person.,e PMC contractor has no
management authority over the designer and the supervisor,
so the designer and the supervisor restrict the professional
management of the PMC contractor, which causes many
obstacles to the design optimization of the PMC contractor
and the control of construction sides. In addition, the project
legal person has greater control over the project imple-
mentation, and the traditional engineering construction
management model of the project under the PMC model is
still serious; there are problems of fragmentation and dis-
connection between all-round management subjects, and the
project implementation cannot get rid of the defects of the
traditional management model of fragmentation. To adjust
the hierarchical structure of the M Project organizational
management system, incorporate supervision, design party,
and tunnel construction into PMCmanagement, as shown in

Figure 8, we increase the PMC contractor’s control over
project management and give full play to its management
advantages to fully manage the project construction; the
project legal person mainly assumes the responsibility of
macro supervision. ,e simulation results shown in Figure 9
can make the group synergy consistent.

,e initial conditions remain unchanged, and the simula-
tion results of the hierarchical structure of Figure 10 are shown
in Figures 9(a) and 9(b), where the group velocity tends to be
consistent and the individual position curves are consistently
bounded, forming a group effect, that is, reaching synergy
within the system, but the curve oscillation is still large. De-
creasing the decay rate r and strengthening the strength of the
interaction between the agents, the amplitude of the oscillation
is significantly reduced, and the time for the group to converge
is shortened, as shown in Figures 9(c) and 9(d). Continuing to
reduce the free will acceleration of the project legal person, as
the free will acceleration tends to be 0, the oscillation gradually
decreases, and the group velocity curve smoothly tends to be
synergistic.,e smaller the fluctuation amplitude of the velocity
trajectory curve is, the more easily the velocity among indi-
viduals within the group achieves consistent, the more smooth
the position trajectory change is, and the position trajectory
change becomes consistent with a boundary, as shown in
Figures 9(e) and 9(f). However, compared to Figures 9(c) and
9(d), the continuous reduction of the project legal person’s free
will acceleration in Figure 9(c) helps the group converge more
gently toward synergy, but beyond a certain small range, it
makes the group stabilization time slow down, and the group
stabilization time in the project process has an important impact
on the cost and schedule of the project [58].

6. Discussion

Participants adjust their own speed according to the speed
difference information received from other individuals, re-
duce the decay rate of the interaction weight function between
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Figure 4: Project management model.
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individuals in the organizational management system, and
strengthen the interconnection, that is, increasing the effi-
ciency of effective communication and information sharing
between individuals and making the group tend to evolve in
the direction of synergy. Regarding project construction from
survey, design, construction, completion, and acceptance to
operation, as the project progress information accumulates
and is passed to the next stage, the participants involve many
professions and departments, consuming a long time cycle
and spanning a wide geographical area. Due to the limitations
of the traditional information management and communi-
cation methods, the information transmission process may
result in distortion, delay, and failure, which seriously reduces
the level of group decision-making. ,erefore, it is crucial for
the project to achieve information sharing and effective
communication in all phases of construction, and the key lies
in the development and use of modern information tech-
nologies and resources such as building information model
(BIM), big data, internet of things, and so on to build a whole

life cycle information management system and improve the
level of information management and application [59]. It
provides a guarantee for participants to make full use of
information communication and sharing so as to accurately
grasp the construction process; scientifically formulate plans;
fundamentally solve the information fault between the stages
of project planning, design, construction, and maintenance
management; and realize the exchange, sharing and man-
agement of project information throughout the life cycle.

,e simulation results affirm the importance of project
legal person control behavior in the PMC project organi-
zational management system. When the acceleration of
project legal person free will is high, the degree of disorder
within the group increases significantly, and the fragmen-
tation phenomenon occurs; while when the acceleration of
project legal person free will is reduced, the orderliness
within the group increases. But too little acceleration of the
project legal person’s free will causes prolonged group
stabilization time, which negatively affects project cost and
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Figure 6: Velocity evolution curve: (a) β � 0.3, (b) β � 0.2, and (c) β � 0.1.
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schedule. Organizational behavior theory defines leadership
as the ability to influence a group to achieve a vision or goal,
in order to achieve the goal most effectively; organizations
need strong leadership and effective management [60]. ,e
traditional project construction mostly adopts the control
model of “project legal person + supervision,” in the face of
large and complex projects; the project legal person mostly
lacks professional knowledge and construction experience;
and the supervision unit mainly provides consulting services
for the project legal person, but in fact, the supervision unit
in the current market does not have the ability to control and
manage the whole project, and it is difficult to provide
holistic and systematic advice to the project legal person.,e

PMC contractor is large engineering management consul-
ting enterprise with strong strength and rich engineering
construction experience and professional staff, which can
provide high-quality project management services for the
project legal person in this project. ,erefore, the project
legal person should change the traditional concept, give up
the specialized control work beyond the capacity, focus on
strategic and macroscopic planning and control for the
purpose of project goal achievement and sustainable de-
velopment, and support PMC contractors in their work,
which not only can enhance the control power of project
progress but also can give full play to the management
advantages of PMC contractor to organize and coordinate
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Figure 8: Velocity trajectory (δ increases in turn).
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the specialized technical and construction forces in the
market to cooperate with each other.

In summary, the main reasons for conflicts in the
implementation of PMC projects in the Chinese context are
the following three: (1) the lack of an intelligent information
management platform, resulting in inefficient information
communication; (2) the project legal person has too much
control and tends to have a commanding leadership style,
which hinders the development of the PMC contractor’s
management advantages; (3) the PMC project management
system is too decentralized, resulting in inaccurate posi-
tioning and confusion in the scope of work of the project
legal person, PMC contractor, designer and supervisor, and
other major participants. In order to achieve synergy, the
PMC project organizational management systemmust focus
on breaking the institutional and conceptual barriers,
strengthen the application of intelligent information tech-
nology, and construct a project management model with
integrated control of the whole process by PMC contractors
and effective macro supervision by the project legal person.
With the gradual improvement of the construction level of
fixed asset investment projects in China, when the project
legal person does not have the ability to manage the project,
the demand for comprehensive, cross-stage, and integrated
consulting services is increasing in order to better achieve
the investment purpose, and the contradiction between the
real demand and the project management supply model
caused by the current system is prominent.,emanagement
concept and method of the PMC model emphasizes inte-
grated management, using systematic thinking to guide and
manage practical activities, focusing on integrated man-
agement of the whole process, optimizing both design ob-
jectives and overall project benefits.

,e simulation results show that to achieve synergy in
the PMC model, first, to increase the PMC contractor’s
control over the project, the design side and supervision side

into the PMC contractor’s management scope so that it
becomes the overall coordinator of the project, in order to
facilitate the PMC contractor to carry out design optimi-
zation and control of each construction party, and second,
the project legal person should reject the traditional project
management concept, break the prejudice and distrust of
PMC contractors, reduce the control of the project, and give
full play to the professional and integrated management
advantages of PMC contractors, while the project legal
person is mainly responsible for efficient macro supervision
and guiding the system to evolve in the direction favorable to
the project objectives.

7. Conclusion

In order to overcome the management dilemma of antag-
onistic and conflict-ridden relationships between the par-
ticipants within the organizational management system
during the implementation of PMC projects in China, based
on the idea of cluster dynamics, this paper used the
Cucker–Smale mathematical model, introduced a hierarchy
function in the model, and made the movement rules of the
total leader have a free-will acceleration.

,e results show that: (1) the role of mutual exchange of
motor information among PMC project participants sig-
nificantly influences the consistency of group motion and
the matching of intragroup individual speed. When the
weight of the role of mutual exchange of movement in-
formation between individuals increases, it contributes to
the convergence of group movement while significantly
contributing to the matching of intragroup individual speed.
(2) ,e free will acceleration of the legal person can have an
impact on the degree of intragroup disorder. Too large free
will acceleration of the overall leader project legal person
may increase the degree of intragroup disorder, which in
turn leads to a larger speed matching difference and the
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Figure 10: M Project management model after adjustment.
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emergence of subgroup aggregation, while too small may
increase the group stability time, which has a negative
impact on cost and schedule. (3) ,e implementation of
PMC model needs to break the barriers of Chinese tradi-
tional project management concept and system; the project
legal person should give up the management power beyond
the capacity, include supervision and design into the
management scope of PMC contractor, increase the actual
control of PMC contractor to the project, and build the
management system of integrated management of PMC
contractor and macro supervision of project legal person,
which can make the group move at the same speed and keep
the cohesion; the organizational management system realize
the orderly synergy; and the system forms a combined self-
organized and other-organized control model.

In terms of the limitations of this study, first, the impact
of the external environment on the project organizational
management system is not considered, and second, the
depth and scope of project management by the project legal
person is not analyzed in detail. ,is kind of problem is
worth further studying, and the subsequent study will in-
troduce the effectiveness functions such as individual’s
perception ability of external environment and environ-
mental noise impact, study the mechanism of the free will
acceleration of project legal person on the system synergy in
PMC model, and define its management depth and man-
agement scope quantitatively.
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Structural reliability analysis is usually realized based on a multivariate performance function that depicts failure mechanisms of a
structural system. -e intensively computational cost of the brutal-force Monte-Carlo simulation motivates proposing a
Gegenbauer polynomial-based surrogate model for effective structural reliability analysis in this paper. By utilizing the orthogonal
matching pursuit algorithm to detect significant explanatory variables at first, a small number of samples are used to determine a
reliable approximation result of the structural performance function. Several numerical examples in the literature are presented to
demonstrate potential applications of the Gegenbauer polynomial-based sparse surrogate model. Accurate results have justified
the effectiveness of the proposed approach in dealing with various structural reliability problems.

1. Introduction

Structural reliability analysis needs to recursively run a
performance function g(X) for an accurate estimation result
of the structural failure probability. Herein, the vector X �

[X1, . . . , Xd]T comprises all input random variables, and
each pair of Xi and Xj are assumed as independent for the
sake of simplicity. Or else, statistical transformations in the
literature are required to obtain equivalently independent
random variables [1–3]. Note that the performance function
is highly possible to be implicitly expressed and computa-
tionally expensive, which makes the corresponding struc-
tural reliability analysis be not an easy but highly demanding
task in reality.

Analytical derivation for stochastic characteristics of the
multivariate performance function is only feasible in rare
cases. -e Monte Carlo simulation (MCS) and its variants
allow one to alleviate the difficulty to some extent [4–6].
However, a simulation-based approach might become te-
dious due to high computational efforts [7]. Approximation
methods, for example, the first-order reliability method
(FORM) were widely investigated [8]. -is paper primarily
focuses on the utility of the Gegenbauer polynomials for a

sparse surrogate model to mimic the true but computa-
tionally demanding performance function in structural re-
liability analysis. To achieve this, the orthogonal matching
pursuit (OMP) in the signal processing domain is intro-
duced to determine the principle explanatory polynomials
for a sparse model, and the chaotic Gegenbauer polynomials
are Directional MCS00 introduced in this paper to realize
the sparse regression, rather than ordinary polynomials
1, x, x2, . . .􏼈 􏼉 in conventional response surface methods
(RSMs).

In reality, the RSM has received considerable attention
over the past decades [9–11]. A general procedure to build
the surrogate model usually comprises two aspects: (1) to
locate feasible combinations of explanatory variables and
their coefficients for the optimized mean response and (2) to
estimate the model response in the vicinity of the optimized
location for better understanding the of the “local” effect of
factors [12]. Once a group of explanatory variables are
available, the least-square regression and the error back-
prorogation mechanism are combined to determine un-
known parameters [13–16].

Consider that all explanatory variables need to be fully
assessed in the conventional regression analysis. -e total
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number of model terms will be exponentially increased with
the dimensionality of input variables. -e curse of dimen-
sionality makes the conventional RSM be usually applicable
to low-dimensional problems. Instead, the sparse regression
analysis aims to use a fairly small number of regressors to
overcome the disadvantage. Combined with the Galerkin
projection [17] or the stochastic collocation method [18] to
calculate the coefficients, the determined surrogate models
have been widely used for uncertainty quantification of
various structural systems [19–21].

-e paper proposes to build a sparse surrogate model for
structural reliability analysis via the Gegenbauer polyno-
mials. -e univariate Gegenbauer polynomials G

(β)

k (x) (as
k � 0, 1, . . .) are specified by the weight function w(x) �

(1 − x2)β− 1/2 and are constituted as a complete basis to
represent an arbitrary function defined on ∀x ∈ [− 1, 1] [22].
Given various realizations of the polynomial parameter β,
G

(β)

k (x) define a group of polynomials for the model ap-
proximation. For instance, β � 1/2 defines the Legendre
polynomial, whereas β � 0 and β � 1 are related to the first
and the second kinds of the Chebyshev polynomials.
Flexility motivates to utilize the Gegenbauer polynomials to
develop surrogate models for the structural reliability
analysis in this paper.

Following the theorem of the generalized Furious ex-
pansion, a real-valued function can be exactly represented
via a complete basis set. Results from the variance-based
global sensitivity analysis have vividly demonstrated uti-
lizing a small number of principle terms for an accurate
estimation of the true model. -is motivates developing a
sparse approximation of the multivariate performance
function. Once the multivariate basis set based on the
Gegenbauer chaos polynomials is constituted, the method of
the orthogonal matching pursuit is further introduced to
select primary functions to maintain the high sparsity of the
surrogate model. Similar algorithms include the basis pur-
suit [23] and the matching pursuit methods [24], or the
method via the numerical approach of the orthogonal
matching pursuit (OMP) [25].

-e OMP algorithm has been widely recognized to select
principle regressors that are correlated with residual errors
of an engineering model. Relying on the orthogonal pro-
jection of residual errors to the linear space spanned by
orthogonal polynomials, the OMP algorithm can iteratively
minimize the global model error sparsely [26]. Due to its
advantages in terms of simple implementation and fast
convergence, the OMP has been successively used for data
compression, signal recovery, image recognition, and so on.
Besides, advanced algorithms such as the stagewise or-
thogonal matching pursuit (StOMP) and the regularized
orthogonal matching pursuit (ROMP) were developed in
[27, 28]. -e paper introduces the Gegenbauer polynomials
to constitute the basis functions, and a variety of stopping
criteria are further investigated for a robust OMP-based
sparse regression model in structural reliability analysis. -e
approach is nonintrusive, which implies the corresponding
structural reliability analysis is only based on a small number
of deterministic model evaluations, rather than requiring

high order responses, for example, the gradients in the first-
order reliability method (FORM) [29].

An objective of the paper is to utilize the multivariate
Gegenbauer polynomials as the basis function for an ef-
fective surrogate model for the structural reliability analysis.
-e high-dimensional Gegenbauer polynomials are first
presented to define the multivariate chaos terms. Combined
with a variety of stopping criteria to realize the sparse re-
gression, an effective surrogate model that mimics the true
but computationally demanding performance function is
determined for the structural reliability analysis.

-e rest of the manuscript is organized as follows:
Section 2 briefly summarizes the mathematic properties of
the Gegenbauer polynomials, and the multivariate basis
functions are further formulated by the chaotic multipli-
cation of univariate functions. Section 3 presents several
stopping criteria for a robust sparse regression result. Nu-
merical examples in Section 4 are presented to demonstrate
potential applications of the proposed sparse regression
model, and conclusions are summarized in Section 5.

2. The multivariate Gegenbauer Polynomials

A reliable sparse regression result for a structural perfor-
mance function depends largely on the multivariate basis
functions to span the approximation space. -e paper
presents utilizing the chaotic multivariate Gegenbauer
polynomials. -erefore, the section starts to introduce
mathematical characteristics of the univariate Gegenbauer
polynomials, and multivariate basis functions are further
derived via the chaotic multiplication of one-dimensional
polynomials.

2.1. !e Gegenbauer Polynomial. -e Gegenbauer polyno-
mials have been widely treated as a group of basis functions
for the numerical approximation in engineering realities
[30]. In mathematics, G

(β)

k (x) (k � 0, 1, . . .) are defined as
pairwise orthogonal polynomials for x ∈ [− 1, 1]. -ey are
particular solutions of the Gegenbauer differential equation
[31]:

1 − x
2

􏼐 􏼑y″ − (2β + 1)xy′ + k(k + 2β)y � 0, (1)

which can be further degenerated as the Legendre and
Chebyshev differential equation, and the Legendre and the
Chebyshev polynomials are two special cases of the
Gegenbauer polynomials as shown in numerical
simulations.

Besides, the Gegenbauer polynomial G
(β)

k (x) can be
expressed via the generating function as well [32]:

1

1 − 2xt + t
2

􏼐 􏼑
β � 􏽘
∞

k�0
G

(β)

k (x)t
k
, (2)

and the recurrence relation of the orthogonal polynomials is
given as
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G
(β)
0 (x) � 1,

G
(β)
1 (x) � 2βx,

kG
(β)

k (x) � 2x(k + β − 1)G
(β)

k− 1(x) − (k + 2β − 2)G
(β)

k− 2(x) (k≥ 2).

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(3)

Mathematically, the orthogonality ofG
(β)

k (x) is governed
by

􏽚
x
w(x)G

(β)

k (x)G
(β)

l (x)dx � Ck(β)δkl. (4)

Herein, w(x) � (1 − x2)β− 1/2 denotes the weight function
x ∈ [− 1, 1], and δmn represents the Kronecker delta symbol.
-is is further used to define the normalization constant
Ck(β):

Ck(β) �
π21− 2βΓ(k + 2β)

k!(k + β)[Γ(β)]
2 (k � 0, 1, . . .), (5)

in which the symbol Γ(·) denotes the Gamma function.
Given the parameter β � 1/2, 1.0, 2.0, and 3.0, the first six

realizations of the Gegenbauer polynomial (i.e. k � 0, . . . , 5)
are presented in Figure 1. -e Legendre and the Chebyshev
polynomials are two special cases of the Gegenbauer poly-
nomial, which will be utilized to build multivariate basis
functions for a sparse approximation result of the perfor-
mance function g(X) in structural reliability analysis.

2.2. !e multivariate Gegenbauer polynomial. Structural
reliability analysis is always evaluated based on a multi-
variate performance function g(X), and the multivariate
Gegenbauer polynomials will be derived for a numerical
approximation of the performance function.

Define an index vector θ � [θ1, . . . , θd]T with each in-
tegral θk ∈ [0, p]. -en, the degree of a d-variate chaotic
Gegenbauer polynomial ϕθ(x) can be measured by the
length of the index vector, that is, |θ| � 􏽐

d
k�1 θk. Specifically,

the total number (N) of chaotic terms in the polynomial set
ϕθ(x)􏼈 􏼉 is determined by parameters d and the polynomial
order p as

N �

d + p

p

⎛⎝ ⎞⎠ �
(d + p)!

d!p!
, (6)

and the vector-indexed multivariate Gegenbauer polyno-
mials are defined via the chaotic multiplication of the
univariate functions:

ϕi(x), i � 0, . . . , N − 1􏼈 􏼉 :� ∪
|θ|≤p

􏽙

d

k�1
G

(β)

θk
xk( 􏼁, (7)

wherein G
(β)

θk
(xk) represents the θkth-order univariate

polynomial presented in Section 2.1.
Figure 2 presents the bivariate Gegenbauer polynomials

with parameters β � 1/2 and the polynomial degree p � 4.
For other high-dimensional cases, one can refer to the
tensor-product formulation in equation (7). Note that each
two pair of multivariate Gegenbauer polynomials are or-
thogonally defined, given that

〈ϕi(x), ϕj(x)〉 � 􏽚
x
W(x)ϕi(x)ϕj(x)dx � C0δij (i, j � 0, . . . , N − 1), (8)

wherein W(x) represents a d-dimensional weighting
function W(x) � 􏽑

d
k�1 (1 − x2

k)β− 1/2 as x ∈ [− 1, 1]d whereas
C0 denotes a normalization constant.

To illustrate the orthogonal characteristic, the original
index vector of an arbitrary two orders of the chaotic

polynomials are recovered as θ(i) � [θ(i)
1 , θ(i)

2 , . . . , θ(i)
d ]T and

θ(j) � [θ(j)
1 , θ(j)

2 , . . . , θ(j)

d ]T, respectively. Following this no-
tation, the inner product in equation (8) is realized as

〈ϕi(x), ϕj(x)〉 � 􏽚
Ω

W(x)ϕθ(i) (x)ϕθ(j) (x)dx

� 􏽙
d

k�1
􏽚

xk

w xk( 􏼁G
(β)

θ(i)

k

xk( 􏼁G
(β)

θ(j)

k

xk( 􏼁dxk � 􏽙
d

k�1
Cθ(i)

k

(β)δθ(i)

k
θ(j)

k

.

(9)

Note that ∀θ(i)
k ≠ θ

(j)

k and ϕi(x)≠ϕj(x) as k � 1, . . . , d

and i, j � 0, . . . , N − 1.
Define the normalized univariate Gegenbauer

polynomial:

􏽢G
(β)

θk
(x) �

1
������
Cθk

(β)
􏽱 · G

(β)

θk
(x) for each integer θk ∈ [0, p]( 􏼁.

(10)
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Substituting 􏽢G
(β)

θk
(x) to equation (8), one can obtain the

normalized multivariate set 􏽢ϕ0(x), . . . , 􏽢ϕN− 1(x)􏽮 􏽯, whose
elements have the property of
〈􏽢ϕi(x), 􏽢ϕj(x)〉 � δij (i, j � 0, . . . , N − 1), (11)

and its second-norm can be defined as
􏽢ϕi(x)

����
����2 � 1 (i � 0, . . . , N − 1). (12)

Note that the normalized multivariate Gegenbauer
polynomials 􏽢ϕi(x) (for i � 0, . . . , N − 1) will be used as the
basis functions in subsequent sparse approximations, and

the normalized polynomial will be denoted as ϕi(x) for the
sake of simplicity.

Besides the normalization issue, a linear transformation
of the parameter x is required to match the definition do-
main of input random variables:

zi �
aU − aL

2
xi +

aL + aU

2
asxi ∈ [− 1, 1] and i � 1, . . . , d( 􏼁,

(13)

and parameters aL and aU are empirically defined as
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Figure 1: -e first six orders of the Gegenbauer polynomial with various realizations of the parameter β � 1/2, 1.0, 2.0, and 3.0. (a) β � 1/2:
the Legendre polynomial. (b) β� 1: the Chebyshev polynomial. (c) β� 2.0. (d) β� 3.0.
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aL � F
− 1 μi − kσi( 􏼁,

aU � F
− 1 μi − kσi( 􏼁,

⎧⎨

⎩ (14)

wherein F− 1(·) represents the inverse cumulative distribu-
tion function (iCDF) of the random variable Xi associated
with the mean μi and the standard deviation σi.

-e parameter k is expected to connect with the trun-
cated probability in equation (14). If Xi is a Gaussian var-
iable, the truncated probability Pr[Xi ≤ aL] + Pr[Xi ≥ aU]

will be less than 0.3% and 0.01%, respectively, as k � 3 and 4.
-erefore, the linear transformation in equation (13) with
the parameter k � 4 will be utilized in numerical examples to
tackle nonuniformly distributed and skewed random
variables.

3. The Gegenbauer Polynomial-Based Sparse
Surrogate Model

Structural reliability simulations are always realized based
on a multivariate performance function and its surrogate
model. Once the surrogate model is numerically available,
the subsequent reliability analysis can be alternatively re-
alized by the brutal Monte Carlo simulation. Note that the
total number of functional evaluations is limited to the
development of the surrogate model 􏽢g(·), rather than all
random samples. As a comparison, the original random
simulation based on g(X) will require NMCS ≥ 100/PF

samples [33]. -e large number of model repetitions implies
a huge amount of computational cost. -erefore, the paper
proposes utilizing the chaotic Gegenbauer polynomials to
build the surrogate model at first, and the total number of
mechanistic model reevaluations will be only limited to the
number of numerical operations to develop the surrogate
model, rather than directly carrying out the physical model-
based random simulations.

Conventional response surface models usually contain
hundreds or even thousands of polynomial terms for a
robust estimation result.-e global sensitivity analysis result
has shown that a relatively small number of component

functions is capable of accurately approximating a complex
performance function g(·); that is, a sparse approximation is
available for the structural reliability analysis. Based on the
consideration, the section presents utilizing the chaotic
Gegenbauer polynomial-based sparse model to mimic the
true performance function. -e principle polynomials
among all potential explanatory elements are detected based
on a small number of model simulation results. To begin
with, a standard procedure for the surrogate model devel-
oped based on the statistical regression method is briefly
summarized as follows.

3.1. !e Regression-Based Surrogate Model. To begin with,
the set ζ � x(1), . . . , x(n)􏼈 􏼉 consists of n realizations of input
random vector X generated based on a low-discrepancy
sequence, for example, the Sobol’, the Helton, or the
Hammersley algorithm, whereas the corresponding reali-
zations of the chaotic Gegenbauer polynomial set ϕi(x)􏼈 􏼉

N− 1
i�0

are expressed in a matrix form as

ξ �

ϕ0 x(1)( 􏼁 ϕ1 x(1)( 􏼁 · · · ϕN− 1 x(1)( 􏼁

ϕ0 x(2)( 􏼁 ϕ1 x(2)( 􏼁 · · · ϕN− 1 x(2)( 􏼁

⋮ ⋮ ⋱ ⋮

ϕ0 x(n)( 􏼁 ϕ1 x(n)( 􏼁 · · · ϕN− 1 x(n)( 􏼁

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

n×N

. (15)

Following the theory of multivariate “linear” regression
[34], a response surface model for the performance function
g(·) can be obtained as

􏽢y � 􏽘
N− 1

i�0
biϕi(x) + ε. (16)

Note that the vector b � [b0, b1, . . . , bN− 1]
T consists of

all regression coefficients that are attached to explanatory
variables ϕi(x)􏼈 􏼉

N− 1
i�0 . In addition, the residual error is

expressed as

r � y − ξ􏽢b. (17)
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Figure 2: Bivariate Gegenbauer polynomials defined by parameters β � 1/2 and the polynomial degree p � 4.
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Here, the model response vector y � [g(x(1)), . . . , g(x(n))]T

comprises total n realizations of the mechanistic model by
continuously feeding each element of the training dataset ζ.
And the unknown regression coefficients 􏽢b can be expressed
in terms of the training dataset ξ as

􏽢b � ξTξ􏼐 􏼑
− 1
ξTy. (18)

-erefore, once the training matrix ξ defined in equation
(15) and corresponding structural response samples y are
numerically available, the least-square minimization based
on the 2-norm of the residual error vector r allows deriving
an empirical surrogate model noted in equation (16) for
reliability analysis of the structural system.

3.2. A Sparse Regression Model Based on the OMP Algorithm.
A fundamental problem in structural reliability analysis
signal processing is to develop a reliable sparse surrogate
model for multivariate input uncertainties. -e orthogonal
matching pursuit (OMP) algorithm for the signal processing
is presented with the basis dictionary defined by the chaotic
Gegenbauer polynomials.

Given a realization of the polynomial parameter p, the
full dictionary set can be initialized as ϕ(0) � [ϕ0(x), ϕ1
(x), . . . ,ϕN− 1(x)]T, together with principle components
ψ(0) � ∅. Based totally on n training samples in ζ generated
based on the Halton or the Sobol’ low-discrepancy scheme,
the corresponding model responses y and the polynomial
matrix ξ in equation (15) are prepared for subsequent model
evaluations. Specifically, the residual error is initialized as
r(0) � y, whereas the significant elements in ξ will be
χ(0) � ∅.

For a realization of the iterative counter k≥ 1, one could
implement the OMP-based sparse regression analysis as
follows:

(1) Detect the most principle polynomial ϕi∗(x) ∈ ψ(k− 1)

based on the following criterion:

i
∗

� argmax ξT
i r(k− 1)

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌 (as i � 0, . . . , N − 1), (19)

wherein the symbol ξi � [ϕi (x(1)), ϕi (x02),
. . . ,ϕi(x(n))]T denotes an ith column of the poly-
nomial matrix ξ that is evaluated based on n samples
of the input random vector X. -erefore, the poly-
nomial index parameter for an i∗th significant
polynomial will be updated as ψ(k) � ψ (k − 1) ∪
ϕi∗(x)􏼈 􏼉 and χ(k) � χ(k− 1) ∪ ξi∗􏼈 􏼉, respectively.
Meanwhile, the explanatory dictionary is revised by
excluding the element ϕi∗(x), that is, ϕ(k) � ϕ(k − 1)⊖
ϕi∗(x)􏼈 􏼉 for subsequent iterations.

(2) Update the model result by calculating the coeffi-
cients 􏽢b(k) � [χT

(k)χ(k)]
− 1χT

(k)y, which determines the
model after a kth iteration as

􏽢y(k) � ψT
(k)

􏽢b(k). (20)

Note that the residual error will be r(k) � (I − A)y,
and A � χ(k)[χT

(k)χ(k)]
− 1χT

(k), and the symbol I de-
notes an n × n identity matrix.

(3) Evaluate the sparse regression model in equation
(20) based on stopping criteria listed in Table 1. Or
else, set k � k + 1 and repeat Steps 1–3 till the largest
realization of the iterative counter Nmax � rank(ξ).

It is observed that the OMP algorithm is a stepwise
forward greedy algorithm to select principle components. In
this regard, a main issue for the sparse regression can stop
the greedy selection process at “a right time.” However,
stopping rules of the greedy algorithm are mainly defined by
mathematical characteristics of the residual error. Typical
realizations include the ℓ2 and ℓ∞ measures, that is,
‖r(k)‖2≤ ε1 and ‖ψT

(k)r(k)‖∞≤ ε2, wherein, parameters εi (as
i � 1, 2) denote the predefined error thresholds. In addition,
a relative-error-based measure can also be used:

r(k− 1) − r(k)

����
����∞

r(k)

����
����∞
< ε3, (21)

which is evaluated by two successive residual errors r(k− 1)

and r(k) (as k � 1, 2, . . .) in model iterations. Note that the
ℓ∞-norm used here is much more strict than criteria based
on the ℓ2 norm.

Rather than the hard stopping criteria that are evaluated
directly based on the residual error term r(k), an F-value-
based soft stopping criterion can be further used to exclude
incorrectly identified component functions. -is is because
the multivariate Gegenbauer polynomials might not be
exactly orthogonally defined with each other due to the
truncated simulation domain Ω � ∪ iΩi as shown in
equation (14). It is highly possible that the residual error r(k)

cannot be exactly represented by the remaining polynomial
set after a kth iteration. -is is the motivation to utilize an
F-test-based procedure to exclude spurious basis functions
and maintain the high sparsity of the response surrogate
model.

Recall that the covariance matrix for regression coeffi-
cients 􏽢β(k) is estimated as

Cov 􏽢β(k)􏽨 􏽩 � σ2 χT
(k)χ(k)􏽨 􏽩

− 1
, (22)

wherein σ2 denotes the variance of the error term ϵ, and its
unbiased estimator is

􏽢σ2 �
rT

(k)y
n − M

, (23)

Herein, the integers n and m represent the total number of
training samples and polynomial elements in 􏽢β(k), respec-
tively. -en, an F-statistics for the significant test of re-
gression coefficients are defined as

Fj �
􏽢b
2
j

Cov 􏽢b(k)􏼐 􏼑􏽨 􏽩
jj

for each 􏽢bj ∈ 􏽢b(k) and j � 1, . . . , M􏼐 􏼑,

(24)
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which will be used to detect the most insignificant coefficient
􏽢bj∗ with the minimum F-value:

j
∗

� argmin Fj, j � 1, . . . , M􏽮 􏽯. (25)

Together with the significant level β∗ in numerical ex-
amples, the F-value-based “soft” stopping criterion will be
numerically implemented depending on the following cases:

Case 1: Fj∗ <Fβ∗(1, n − M) and i∗ � j∗. -is implies
that the null hypothesis H0:

􏽢βi∗ � 0􏽮 􏽯 cannot be
rejected based on the F test for the 􏽢βi∗ th regression
coefficient, and the surrogate model
􏽢y(k− 1) � ϕ(k− 1)

􏽢β(k− 1) is the sparse regression result for
the performance function g(·).
Case 2: Fj∗ <Fβ∗(1, n − M) but i∗ ≠ j∗. One needs to
update the significant polynomial set ϕ(k) by excluding
the spurious principle component ϕj∗(x) and recal-
culate regression coefficients 􏽢β(k) for afterward sig-
nificant tests.

Otherwise, go to Step 3 till the counting variable k

reaches its upper bound Nmax � rank(ξ).
In summary, all considered hard and soft stopping

criteria are listed in Table 1. In numerical simulations, a total
of eight cases about realizations of parameters εi and α∗ will

be considered, that is, ε1 � 0.1, 0.05 (Cases 1 and 2), ε2 �

0.1, 0.05 (Cases 3 and 4), ε3 � 0.1, 0.05 (Cases 5 and 6), and
α∗ � 0.05, 0.01 (Cases 7 and 8) given a realization of εi and
α∗. Together with several examples in the literature, potential
applications of the Gegenbauer polynomial-based surrogate
model for structural reliability analysis will be demonstrated
below.

4. Numerical Assessments of the Gegenbauer
Polynomial-Based Surrogate Model

-is section examines the performance of the chaotic
Gegenbauer polynomial-based sparse regression method for
structural reliability analysis based on several examples in
the literature. In this regard, an accuracy measure of the
surrogate model is defined as

regression error �
􏽐

NTest
i�1 g x(i)

􏼐 􏼑 − 􏽢g x(i)
􏼐 􏼑􏽨 􏽩

2

􏽐
NTest
i�1 g x(i)

􏼐 􏼑 − y􏽨 􏽩
2 , (26)

wherein the mean value of the model response is estimated
as y � 1/NTest 􏽐

NTest
i�1 g(x(i)) based on NTest realizations of

the input random vector X. In addition, a model sparsity
indicator is defined as

ratio of sparsity �
the number of detected significant terms(M)

total number of elements in ϕ0(x), . . . ,ϕN− 1(x)􏼈 􏼉
× 100%, (27)

and a small value of the ratio of the sparsity (RoS) (e.g.,
≤20%) is expected in engineering realities to reduce the total
number of training samples for structural reliability analysis.

4.1. !e Ishigami function. -e mathematical example in-
vestigates the numerical performance of the chaotic
Gegenbauer polynomial in sparse regressions analysis by
considering the Ishigami function:

g(X) � sin X1( 􏼁 + a sin X2( 􏼁􏼂 􏼃
2

+ b sin X1( 􏼁X
4
3. (28)

All input variables Xi are i.i.d. uniform random variables
within the interval [− π, π], and constants a and b are as-
sumed as 7.0 and 0.1, respectively, in the literature. Note that
the full model consists of 286 terms for the highest poly-
nomial order p � 10.

Since the analytical result of the Ishigami function is
available, a numerical experiment is carried out to examine
the effect of various stopping criteria for uncertainty analysis
of the Ishigami function. With 200 random realizations of
the input vector X, the proposed algorithm is followed to
determine dominant basis functions and the corresponding
sparse regression model.

Figure 3 presents simulation results of the regression error
(Re) and the ratio of sparsity (RoS) for various realizations of the
polynomial parameter β ∈ [− 0.8, 0.8] for X1 and X2, whereas
investigated stopping criteria in Table 1 will be investigated.-is
allows one to determine a better stopping criterion for small
realizations of the structural performance function. Results have
justified that the polynomial parameter β can determine di-
vergent surrogate models in terms of the approximation error
and the sparsity ratio. Specifically, realizations β � − 0.6 and
− 0.69 determine theminimal error and the sparsity ratio results
for the uniform random variables, respectively. Besides, an
increase in the absolute value of |β| will generally increase the
global errors and the sparsity ratio. In this regard, the Che-
byshev polynomial determined by the parameter β � 0 will be
further examined for various structural reliability problems.

Specifically, the effect of the parameter β on the
numerical accuracy of the surrogate model is further
investigated by considering β varying from − 0.2 to 0.2
with an incremental Step 0.05. Results in Figure 4 show
that there are no significant differences among prediction
error results, which are less than 3 × 10− 6 for all reali-
zations cases, yet the cases β � − 0.05 and β � 0 can de-
termine relatively smaller sparsity, that is, ≤6.7%.

Table 1: Stopping criteria used in numerical simulations.

Hard rules Soft rule

‖r(k)‖2≤ ε1 ‖ψT
(k)r(k)‖∞≤ ε2 ‖r(k− 1) − r(k)‖∞/‖r(k)‖∞≤ ε3 Fj∗ <Fα∗

Mathematical Problems in Engineering 7



-erefore, the case β � 0 will be used to check various
stopping criteria in Table 1 as follows.

-e polynomial parameter is further fixed as β � 0,
numerical results of the regression error and the sparsity
ratio are estimated for various stopping criteria in Figure 5.
It is observed that the global regression error and sparse ratio
are much higher than the average result for the hard stop
criterion ‖ψT

(k)r(k)‖‖∞ with the threshold parameter
ε2 � 0.05 (Case 4) and the F-value-based soft rule with the
parameter α∗ � 0.05 (Case 7). Specifically, the largest re-
gression error and the sparse ratio results are observed for

Case 2, that is, ‖r(k)‖2≤ 0.05. In general, the optimum result
is determined by the hard rule ‖ψT

(k)r(k)‖‖∞≤ 0.1 (Case 4)
and the soft criterion Fα∗ � 0.05 (Case 7) for the Ishigami
example. -e criteria will be further examined by a high-
dimensional uncertain model as follows.

4.2.!eHigh-Dimensional Function. To further examine the
performance of the proposed Gegenbauer polynomial-based
regression method for uncertainty analysis of high-dimen-
sional models, the example considers the multivariate
function:
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Figure 3:-e isoline for the median values of the regression error (Re) and the sparsity ratio as β1, β2 ∈ [− 0.8, 0.8]). (a)-e regression error.
(b) -e sparsity ratio.
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g(X) � 3 −
5
d

􏽘

d

k�1
kXk +

1
d

􏽘

d

k�1
kX

3
k + ln

1
3d

􏽘

d

k�1
k X

2
k + X

4
k􏼐 􏼑⎡⎣ ⎤⎦.

(29)

Herein, Xi are uniform i.i.d. variables within the region
[1, 2], and various realizations of the dimensionality pa-
rameter d are considered.

To examine the performance of the proposed sparse
regression approach for a problem with various dimensions
of the input random vector X, the dimensionality parameter
d is generally assumed as 10 and 20. Combining the poly-
nomial parameter β � 0 and various stopping criteria,
Figures 6 and 7 summarize simulation results for the global
regression error and the sparsity ratio associated with the
dimensionality parameters d � 10 and 20.

Results have shown that the stop criterion
‖ψT

(k)r(k)‖‖∞≤ 0.1 (Case 4) and the F statistic-based criteria
in Cases 7 and 8 are able to determine relatively small results
of the regression error and the sparsity ratio. Specifically, the
criterion (Case 2), that is, ‖r(k)‖2≤ 0.05, cannot determine
the surrogate model as accurate as other rules if d � 20.
Consider a better balance of the global error and the sparsity
ratio achieved by the hard criteria ‖ψT

(k)r(k)‖‖∞≤ 0.1 and the
soft rule Fj∗ <Fα∗ ; they will be used to build the surrogate
model for structural reliability analysis in the following
simulations.

To further examine the utility of various polynomials in
the model approximation, the Chebyshev polynomial of the

first kind, that is, the polynomial parameter β � − 1/2, is
further used to build a surrogate model of the high-di-
mensional function. Results in Figure 8 have shown that the
proposed regression method is rather effective for the high-
dimensional problem, for example, the dimensionality pa-
rameter d≥ 15. -e corresponding sparsity ratio is less than
10%, and the regression errors are in the magnitude of 10− 5.
-e high accuracy ensures the numerical effectiveness of the
surrogate model for structural reliability simulations.

Figure 9 finally presents numerical results for the re-
sponse probability density function of the high-dimensional
function. With 500 Sobol’ sequences to build the sparse
model at first, the brutal-force MCS is fully realized based on
the surrogate model 􏽢g(X). -e close agreement of simu-
lation results between the surrogate and the true models has
confirmed the high accuracy of the proposed approach.

4.3. Reliability Analysis of a Steel Frame Structure. -e ex-
ample further demonstrates potential applications of the
proposed Gegenbauer polynomial-based sparse regression
method for reliability analysis of a two-bay six-story steel
frame. As depicted in Figure 10, random variables of the
frame structure include the modulus of elasticity E, the
moment of inertia I, and structural external loads
Pi(i � 1, . . . , 6). -e probabilistic characteristics of input
random variables are summarized in Table 2, whereas the
performance function is defined as the structural maximal
interstorey drift over the limit u0 � 11 cm:

g(X) � u0 − Dmax(X)

� u0 − max dA(X) − dD(X)
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌, dB(X) − dE(X)
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌, dC(X) − dF(X)
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏽮 􏽯.
(30)

Herein, Dmax denotes the maximal interstorey drift, whereas
d(·) represents the nodal lateral displacements that are ex-
plicitly evaluated based on a finite element (FE) model of the
steel frame structure.

To determine the failure probability of the steel frame
structure, the Gegenbauer polynomial with the parameter
β � 0 is used to develop a sparse surrogate model with the
polynomial order p � 3 and the sample size n � 500. Note
that a similar result based on the parameter β � 1/2 is de-
termined, yet omitted here for the sake of brevity.

Figure 11(a) depicts numerical results for the empirical
PDF of the structural maximum roof drift, and 500 samples
are sufficient to determine a surrogate model to mimic the
true performance function. -e POE result pictured in
Figure 11(b) provides the estimation of the structural failure
probability as 1.44 × 10− 2, which is fairly close to the
benchmark result 1.49 × 10− 2 in [35].

To further evaluate the robustness of the proposed ap-
proach, 100 repetitions of the sparse regression analysis have
been implemented, and the corresponding results for the
structural failure probability are summarized in Figure 12.
Since each round of the sparse regression analysis only
requires 500 nonintrusive model runs. It has exhibited the

high efficiency of the proposed approach for the structural
reliability analysis, whereas the small standard deviation
result (3.74 × 10− 4) confirms the robustness of the proposed
method as well.

4.4. Reliability Analysis of a Bar Structure with Spatially
Varying Stochastic Material Properties. -is section illus-
trates an application of the proposed approach by consid-
ering a bar structure with spatially varying Young’s modulus.
As depicted in Figure 13, a bar structure with unit length and
cross-sectional area (i.e., L � 1 and A � 1) is subjecting
axially distributed load P(x) � x. Specifically, the modulus
of elasticity E is model via a homogeneous Gaussian random
field:

Cov x, x′( 􏼁 � σ2E exp −
x − x′

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

δ
􏼠 􏼡withx, x′ ∈ [0, L], (31)

which is the exponential covariance function and symbols x

and x′ represent any two positions along the bar. -e pa-
rameters σE � 0.1 unit and δ denote the standard deviation
and correlation length of the Gaussian random field,
respectively.
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Figure 7: Results for the regression error and the sparsity ratio for the case d � 20. (a) -e regression error. (b) -e sparsity ratio.
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Figure 5: Results for the regression errors and the sparse ratio. (a) -e regression error. (b) -e ratio of the sparsity.
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Figure 6: Results for the regression error and the sparsity ratio for the case d � 10. (a) -e regression error. (b) -e sparsity ratio.
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Figure 9: Results for response probability density functions (PDFs) of sparse Gegenbauer polynomial model with parameter β � 0.
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Figure 12: Statistical characteristics of the structural failure probability obtained based on 100 repetitions of the sparse regression method.

Table 2: Random variables of the steel frame structure.

Symbol Variable Unit Mean value COV Distribution
X1 Eb N/m2 2 × 1010 0.10 Log-normal
X2 Ib m4 1 × 10− 3 0.10 Log-normal
X3 Ec N/m2 2 × 1010 0.10 Log-normal
X4 Ic m4 1.5 × 10− 3 0.10 Log-normal
X5 P1 N 2.5 × 104 0.25 Normal
X6 P2 N 2.8 × 104 0.25 Normal
X7 P3 N 2.9 × 104 0.25 Normal
X8 P4 N 3.0 × 104 0.25 Normal
X9 P5 N 3.1 × 104 0.25 Normal
X10 P6 N 3.2 × 104 0.25 Normal
-e subscripts b and c represent beam and column, respectively. COV: the coefficient of variation.
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Following the theory of the Karhunen–Loève expansion,
the material random field is numerically parameterized
based on its first-d eigenpairs {λi, ϕi(x)} (i � 1, . . . , d) [36]:

E(x) ≈ μE(x) + 􏽘
d

i�1

��
λi

􏽰
ϕi(x)Xi, (32)

wherein Xi denote independent standard Gaussian random
variables, whereas the mean value of the random field is
constantly assumed as μE(x) � 1.0.

Failure events for reliability analysis of the bar structure
are defined by the maximum axial displacement Dmax(X)

over a threshold value of 0.40:

failure events � 0.40 − Dmax(X) ≤ 0􏼈 􏼉. (33)

Here, random vector X � [X1, . . . , Xd]T comprises all
Gaussian random variables in equation (32) for numerical
discretization of the random field.

With various realizations of the correlation length pa-
rameter, that is, δ � 0.1, 1.0, 10, and 100, numerical reali-
zations of the elasticity random field are presented in
Figure 14. Note that ten random variables will be enough to
represent more than 95% of the original variability. -is
implies that the random vector X consists of ten standard
Gaussian random variables. In addition, a large value of the
correlation length parameter (e.g., δ � 100) increases the

statistical dependency between positions of the random
modulus elasticity E(x). -is allows one to examine the
numerical performance of the proposed approach in dealing
with dependent input uncertainties.

To implement, the sparse regression method with the
polynomial order p � 3 and 500 Sobol’ sequences is
employed to develop a surrogate model for the structural
maximal axial displacement Dmax(X). Results for PDFs of
Dmax(X) are presented in Figure 15 for various realizations
of the correlation length parameter δ. It is observed that the
response variability is directly related to the parameter δ in
the random field model, and the case δ � 100 determines the
largest variation of the structural response quantity.

Based on the structural performance function defined in
equation (33), Table 3 summarizes the structural failure
probability for various realizations of the correlation length
parameter δ. -e close agreement between the estimation
and benchmark results has verified the high accuracy and
numerical efficiency of the sparse regression method.

Figure 16 further summarizes simulation results for the
sparsity ratio and the global regression error of the surrogate
model. -e sparsity ratio result is dramatically decreased
with an increase of the correlation parameter δ. A larger
value of the parameter δ implies numerical realizations of
the Young’s Modulus at two different locations are strongly
correlated. -e statistical dependency will increase the

L
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Figure 13: A bar structure under distributed axial load.
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structural failure probability as presented in Figure 16(b).
Note that a small variation result for the structural failure
probability further verifies the robustness of the proposed

Gegenbauer polynomial-based regression method for reli-
ability analysis of a structural model with dependent input
uncertainties.
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Figure 16: Results for the robustness analysis of the Gegenbauer polynomial-based surrogate model with parameter β � 0. (a) -e sparsity
ratio. (b) Structural failure probability.
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Figure 15: Results for the response distribution of the maximum axial displacement of the bar structure with various correlation length
parameters. (a) -e sparse surrogate model with the parameter β� 0. (b) -e sparse surrogate model with the parameter β� 1/2.

Table 3: Structural failure probability for various values of the correlation length parameter (b).

-e correlation length parameter
b � 0.1 b � 1.0 b � 10 b � 100

MCS 3.20 × 10− 4 3.09 × 10− 2 4.63 × 10− 2 4.81 × 10− 2

Sparse model: β � 0 2.60 × 10− 4 3.10 × 10− 2 4.66 × 10− 2 4.85 × 10− 2

Sparse model: β � 0.5 2.60 × 10− 4 3.11 × 10− 2 4.66 × 10− 2 4.84 × 10− 2
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5. Conclusion

Structural reliability analysis is typically evaluated based on a
multivariate performance function that defines small failure
probabilities. It is significant to develop a surrogate model to
mimic the true performance function as the brutal-force
MCS based on the realistic model might be computationally
intensive. -is paper presents utilizing the Gegenbauer
polynomials to constitute the explanatory dictionary,
whereas principle component functions are adaptively se-
lected via the OMP-based sparse regression algorithm. Due
to the regression bias introduced by utilizing random
samples, an excluding procedure to detect spuriously
component functions is proposed based on the F statistics.
Simulation results have shown that the Gegenbauer poly-
nomial-based regression method can determine reliable
estimation results for the investigated performance function.
Small regression errors and the high sparsity of the surrogate
model have demonstrated potential applications of the
adaptive sparse regression algorithm for structural reliability
analysis.

Data Availability

-e simulation data within this submission are available
based on the request.

Conflicts of Interest

-e authors declare that they have no conflicts of interest.

References

[1] M. Rosenblatt, “Remarks on a multivariate transformation,”
!e Annals of Mathematical Statistics, vol. 23, no. 3,
pp. 470–472, 1952.

[2] P.-L. Liu and A. Der Kiureghian, “Multivariate distribution
models with prescribed marginals and covariances,” Proba-
bilistic Engineering Mechanics, vol. 1, no. 2, pp. 105–112, 1986.

[3] S. Wang, “Reliability model of mechanical components with
dependent failure modes,” Mathematical Problems in Engi-
neering, vol. 2013, Article ID 828407, 6 pages, 2013.

[4] R. E. Melchers, “Importance sampling in structural systems,”
Structural Safety, vol. 6, no. 1, pp. 3–10, 1989.

[5] J. Nie and B. R. Ellingwood, “Directional methods for
structural reliability analysis,” Structural Safety, vol. 22, no. 3,
pp. 233–249, 2000.

[6] D. Meng, Y. Li, S.-P. Zhu, G. Lv, J. Correia, and A. de Jesus,
“An enhanced reliability index method and its application in
reliability-based collaborative design and optimization,”
Mathematical Problems in Engineering, vol. 2019, Article ID
4536906, 10 pages, 2019.
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&e deformation shape andmechanical property of flex-gear greatly affect themeshing accuracy and service life of harmonic drive,
and the stress wave generator plays a decisive role in the deformation shape and mechanical properties of the flexible gear. &e
investigation on deformation of the flex-gear around the major axis is developed with comparative analysis with three kinds of
traditional and commonly used wave generators. Based on the influence of the deformation around the major axis on meshing
accuracy and service life, the eccentric arc camwave generator improved by transition curve for controlling the deformation shape
and reducing the deformation stress is developed. Considering the achievable flexibility of spiral with smooth curvature change
rate, the contour of the compound curve cam wave generator with arc and spiral is proposed. &e deformation of the flex-gear
under the influence of this compound curve cam and the standard elliptic cam is further comparative analyzed. &e conclusion
shows that this compound curve cam can indeed reduce the deformation stress in the meshing area by increasing the meshing
width, and correct deformation shape can also be gained by shape control on the whole circumference of the flex-gear’s
neutral layer.

1. Introduction

In harmonic drive, the flex-gear is in the severe condition of
infinite alternating asymmetric cyclic stress, and the con-
tinuous deformation which affects the meshing quality and
service life mainly depends on the deformation caused by the
stress wave generator. Rather than the conventional single
curve, the cam stress wave generator designed with the
compound curve can effectively improve the mechanical
deformation in the meshing area of the flexible gear. In the
compound curve design, the types of curves, the parameters
of curves, and even the curvature change rate of curves
would all affect the mechanical property of the flex-gear
[1, 2], so curve design and optimization [3–6] of the
compound curve cam wave generator for lower deformation
and high meshing quality is a main research domain in
harmonic drive.

In order to improve the meshing performance and ex-
tend the service life of harmonic gear transmission, scholars

have made a lot of efforts in this regard. Yague [7] analyzed
the von Mises stress generated by four different wave
generators on the flex-gear. Gravagno [8] analyzed the ki-
nematic errors caused by different wave generator profiles
and derived the parametric equation between flex-gear and
fixed circular spline. Bhabani [9] used the finite element
method and experiments to compare the strain and stress of
the flex-gear acted by the traditional and split cam generator.
Li [10] conducted static and transient dynamic analysis of
flex-gear under the action of typical contours. Routh [11]
obtained the hydrodynamic lubrication equation of the
interface between the flex-gear and wave generator by
solving the generalized Reynolds equation. Vladis [12]
discussed the angular displacement between the meshing
area and the wave generator and established system equa-
tions among flex-gear, circular spline, and wave generators
based on contact deformation. Fan [13] obtained the de-
formation relationship based on the plate and shell theory
and further derived the neutral layer deformation equation.
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Han [14] studied the stress and related vibration charac-
teristics of the flex-gear with the numerical analysis tool. Hu
[15] analyzed the influence of some geometric structural
parameters such as the aspect ratio of the cup, the wall
thickness, the round corner radius, and the width of the
tooth ring on internal stress of the flex-gear. Yang [16]
studied the influence of the flex-gear geometric parameters
on the stress value and distribution for the short cup flex-
gear. Ostapski [17, 18] proposed a method to solve the elastic
deformation problem of the thin-walled shell structure with
complex shape in the geometrically nonlinear shell theory.
Sahoo [19] proposed a method to calculate contact tooth
load and flex-gear stress by estimating the contact load of a
large number of teeth pairs. Yang [20] proposed an accurate
solution for the conjugate tooth profile of the cam wave
generator harmonic drive. Xing [21] found that the radial
displacement of the minor axis area of the flex-gear is less
than the theoretical value, and there is a large film stress in
the neutral layer of the flex-gear. Xin [22] simplified the gear
tooth profile shape to triangle and trapezoid and compared
the effect of the simplified tooth shape on the flex-gear.
Zhang [23] analyzed the effect of radial deformation on the
meshing performance of harmonic drive and obtained the
stress distribution of the flex-gear deformed with the cam
wave generator through finite element analysis. Dong [24]
studied the deformation of the flex-gear and analyzed the
mathematical model of the flex-gear.

In this study, main factors influencing the deformation
shape and mechanical properties of the flex-gear are in-
vestigated such as the type of the stress wave generator, the
curve’s saturation level in the working area, and curvature
change rate of the wave generator. &e design principle of
the wave generator for lower deformation and goodmeshing
quality is developed. In the compound curve cam wave
generator, spiral curve combined with arc is further pro-
posed with correct parameters, and theoretical design, nu-
merical comparative analysis, and finite element analysis on
this compound curve cam wave generator have been carried
out.

2. Conventional Cam Stress Wave
Generator with Single Curve

Among various wave generator types, cam type canmake the
meshing of the flexible gear and the rigid wheel reach the
ideal state with stable operation, high precision, and high
efficiency. More importantly, the stress distribution of the
flexible gear acted by the cam wave generator could be
improved, and the bearing capacity would be higher than
other wave generators. Nowadays, cam wave generators
mainly include double eccentric arc cam, cosine cam, and
standard ellipse. For the convenience of research, the con-
tour equation of cam wave generators is unified as

x � x(t),

y � y(t),
􏼨 (1)

where x and y are the coordinate points of cam wave
generator’s profile, and t indicates the angular variable.

(1) When standard ellipse is chosen for the cam wave
generator, the parametric equation is given as
follows:

x � a cos(t),

y � b sin(t).
􏼨 (2)

Here, a is the semimajor axis of the standard ellipse,
and b is the semiminor axis of the standard ellipse.

(2) When cosine curve is chosen for the cam wave
generator, the parametric equation is given as
follows:

x � 0.5db + ω0 cos(2t)( 􏼁sin(t),

y � 0.5db + ω0 cos(2t)( 􏼁cos(t).
􏼨 (3)

Here, db is the basic circle diameter of the cosine
curve camwave generator, and ω0 is the amplitude of
the cosine curve.

(3) When double eccentric arc is chosen for the cam
wave generator, the parameter equation is

x � r cos(t); y � r sin(t) + e,

π
2

− β< t<
π
2

+ β an d
3π
2

− β< t<
3π
2

+ β􏼒 􏼓,

x � r cos(β),

β −
π
2
≤ t≤

π
2

− β an d
π
2

+ β≤ t≤
3π
2

− β􏼒 􏼓,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(4)

here, r is the radius of the eccentric arc, and β is half of the
arc angle.

Based on the size of the flexible gear in models 17–80
(Table 1), the basic parameters of the three cam wave
generators are calculated as given in Table 2. &e radial
deformation and stress of the flex-gear acted by these three
different wave generators are developed in FEM, as shown in
Figures 1–3.

From Figure 1, the equivalent stress of the flex-gear
around the major axis with the double eccentric arc wave
generator is much less than with the other two cam wave
generators. But from Figure 2, the radial deformation at the
major axis is 0.310mm with the double eccentric arc wave
generator, 0.288mm with the cosine curve cam wave gen-
erator, and 0.291mm with the standard ellipse cam wave
generator. &e radial deformation at the major axis with the
double eccentric arc wave generator is a lot different from
the value given in theory, which is bigger and less accurate
than with the standard ellipse or cosine curve cam wave
generator. Taken together, although the double eccentric arc
wave generator can effectively reduce the equivalent stress of
the flex-gear around the major axis, the radial deformation
of the flex-gear around the major axis is used to ensure the
meshing quality deviates from the theoretical setting value.
&is is mainly due to the perimeter of the double eccentric
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arc wave generator is shorter than that of equidistant curve
of the flex-gear neutrosphere, which would lead to lose
control of the flex-gear’s deformation shape around the
minor axis, so the deformation at the major axis will deviate
from the control shape set by the wave generator and the
radial deformation would inevitably increase.

In addition, there is also a stress plateau phenomenon in
the stress curve of the flex-gear. From Figure 1, the stress
curve of the flex-gear shows a stress plateau about 50° around
the semimajor axis, and then, the deformation stress reduces
rapidly to another stress plateau with a much lower stress
value around the semiminor axis. &e value and the width of
the stress plateau area around the major axis with cosine
curve type is a litter bigger than with the conventional ellipse
cam. It is worth noting that although the radial deformation
of the flex-gear around the major axis with the double-arc
wave generator is large, the value of the stress plateau is
smaller and the width is bigger than with the other two cam
wave generators. &e analysis of the stress curve shows the
following: (1) the value of the stress plateau around themajor
axis is mainly determined by the maximum deformation
given in theory and the contour’s shape of the cam; (2) the
width of the stress plateau around the major axis is mainly
affected by the contour’s shape of the cam, which strongly
affected the number of meshing teeth; and (3) the velocity of
stress reduction between the two stress plateaus depends on
the curvature change rate of the cam’s contour.

In summary, designing a compound curve cam wave
generator with shape control of full perimeter can realize
high meshing accuracy, and an appropriate shape around
the major axis can reduce the deformation stress and in-
crease the number of meshing teeth to improve the service
life.

3. Design Method of Combined Cam
Wave Generator

&ere are two points in designing a good combined cam
wave generator: one is to choose an appropriate curve for the
deformation shape around the major axis and the other is to
fit the transition curve between the appropriate curves with
continuous curvature for shape control of full perimeter.

3.1. Transition Curve. Transition curve refers to the curve
with the continuous curvature set between straight line and
circular curve, circular curve and circular curve in plane with
the same turning direction. As shown in Figure 3, there are
many types of transition curves, such as cyclotron, cubic
parabola, seventh quartic, half wave sine, one wave sine,
double helix, andmulticenter complex curve. In road design,
when the curve radius on the main line is relatively small,
transition curve should be added between the circular curve
and the straight line to realize the gradual transition of the
curvature and reduce impact at the mutation point of the
traffic. It can make the lateral force of the vehicle gradually
change, which is conducive to the safety and stability of
driving, and can meet the visual and psychological re-
quirements of the driver. &e commonly used transition
curve of highway and ramp is spiral, also known as radial
spiral, as shown in Figure 4. &e curve is not only beautiful
but also consistent with the trajectory of the driver turning
the steering wheel from a circular curve to a straight line or
from a straight line to a circular curve.

&e essential characteristic of spiral is given as follows:

dk

dl
� ±

1
A

2, (5)

where dk/dl means that the curvature k changes with the arc
length l, and ± indicates that the curvature increases or
decreases with the arc length.A is the parameter of the spiral,
which is the geometric mean of the radius R of the arc
segment and the total length of the spiral Ls. &e larger A is,
the slower the curvature changes and the slower the curve
turns. And in reverse, the smaller A is, the faster the cur-
vature changes and the faster the curve turns.

In equation (5), A cannot represent the increase or
decrease of curvature. &us, a is introduced, the relationship
between a and A can be expressed as |a|A2 � 1. Equation (5)
can be rewritten as follows:

dk

dl
� a, (6)

where a is the rate of curvature changing, and it can be
positive or negative.

Table 1: &e parameters of the flex-gear.

Parameters Symbols Values
Diameter of the neutral layer (mm) Dm 41.98
Wall thickness (mm) h 0.26
Width of tooth ring (mm) bt 8
Width of cup (mm) b 23.5
&ickness of cup bottom (mm) hw 3
Outer diameter of cup bottom (mm) Do 80

Table 2: Basic parameters.

Wave generator type Parameters based on flexible gear in models 17–80
Standard ellipse cam a� 15.418mm b� 14.88mm
Cosine cam rb � 15.15mm ω0 � 0.268mm
Double eccentric arc cam r� 14.48mm e� 0.938mm β �30°
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In our cam design, considering the disadvantages of the
flex-gear’s deformation stress with the double-arc wave
generator, a compound curve with two arcs and two spiral
curves is developed for the contour design of a good
combined cam wave generator. &us, the spiral is smooth
and its curvature changes proportionally with the length of
the curve, which can maintain the advantages of the double
eccentric arc cam wave generator with lower equivalent
stress and bigger width of the stress plateau around the
major axis and can even more improve the accuracy of the
flex-gear’s deformed shape.

3.2. ContourDesign of CombinedCamWaveGenerator Based
on Spiral. Because the contour of the combined cam wave
generator is axisymmetric, only 1/4 of the contour needs to
be designed. In order to explain the combination of spiral
and arc in the contour of the compound curve cam wave
generator, the coordinate systems are setup as shown in
Figure 5. &e global coordinate system oxy is fixed at the
original point of the spiral, the x axis is tangent to the spiral
at the original point, and the y axis satisfies the right-hand
rule.&e local coordinate system o1x1y1 is fixed at the center
of the arc, and the local coordinate system is parallel to the
global coordinate system.

General solutions of spiral’s differential equation can be
expressed as

x + iy � x0 + iy0 + cos T0 + i sin T0( 􏼁

L − L0( 􏼁 􏽘

+∞

n�0
􏽘

n

r�0

i
n

(a/2) L − L0( 􏼁
2

􏽨 􏽩
r

k0 L − L0( 􏼁􏼂 􏼃
n− r

r!(n − r)!(n + r + 1)

⎧⎨

⎩

⎫⎬

⎭,

(7)

where x and y indicate the coordinate point of spiral,
x0 andy0 indicate the coordinate point of the spiral seg-
ment’s starting point, T0 is the forward direction of the spiral

segment’s starting point. L is the arc length of the spiral
segment’s ending point, L0 is the arc length of the spiral
segment’s starting point, and k0 is the curvature of the
selected spiral segment’s starting point.

Because the starting point of the spiral segment is at the
coordinate origin of the global coordinate system oxy and
the direction of the starting point is tangent to axis ox, so
x0 � 0, y0 � 0, andT0 � 0. &e differential equation of
spiral is simplified as

x + y � l∗ 􏽘

∞

n�0
􏽘

n

r�0

(a/2∗ l)
r ∗ k0 ∗ l( 􏼁

n− r

r!(n − r)!(n + r + 1)
, l ∈ [0, ls],

(8)

where l is the arc length of the spiral segment from the origin
point to any point, and ls is the full length of the spiral
segment.

In order to control the deformation shape on the whole
circumference, the circumference of the compound curve
should be equal to that of the neutral layer of the flex-gear.
So, the length of the spiral segment can be deduced as

ls � rm ∗
π
2

− r0 ∗ β, (9)

where rm is the radius of the flex-gear’s neutral layer, r0 is the
radius of arc segment around the major axis, and β is the
semienvelop angle of the arc segment.

Because the curvature at the end of the spiral segment is
the same as that of the arc segment, the curvature change
rate of the spiral segment is

a �
ks − k0

ls
, (10)

where ks is the curvature at the end of the spiral segment and
ks � 1/r0, k0 is the curvature at the start of the spiral and
k0 � 1/rr, and rr is the curvature radius of the spiral seg-
ment’s starting point.
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Figure 1: Equivalent stress of the flex-gear with three cam wave generators.
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&e coordinates of the end point of the spiral segment in
the compound curve camwave generator can be described as

xz � xe + r0 ∗ cos(β),

yz � ye − r0 ∗ sin(β),
􏼨 (11)

where (xe, ye) is the origin of the local coordinate system
o1x1y1 and is also the center of the arc segment.

After solving simultaneous equations (8), (9), (10), and
(11), the equations of the spiral segment and the arc seg-
ments of the flex-gear’s center line layer after deformation
can be obtained. &e equation of the arc segment after
deformation can be expressed as

xr � r0 ∗ cos(t) + xe,

yr � yz + r0 ∗ sin(β) + r0 ∗ sin(t).
,􏼨 t ∈ [−β, β].

(12)

&en, the contour curve of the compound curve cam can
be obtained by using the equidistant curve, and the equation
can be expressed as
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(13)

where (xwr, ywr) indicates the coordinate point of the arc
segment in the compound curve cam, (xws, yws) indicates
the coordinate point of the spiral segment, and h indicates
the equidistant distance.

4. Finite Element Analysis andDiscussion of the
Case Study

In this compound curve cam wave generator, the radius of
the arc segment and the eccentric distance are used as
variables for optimization of the deformation shape around
the major axis (Table 3), and the radial deformation and the
equivalent stress of the flex-gear acted by the compound
curve cam with different parameters are developed in FEM,
as shown in Figures 6 and 7.

From Figure 6, under the influence of this compound
curve cam with arc and spiral, radial deformation of the flex-
gear at the major axis varied from 0.291mm to 0.292mm
with the value of the eccentric distance e varied from
0.95mm to 0.7mm. Compared with under the influence of
double eccentric arc cam, the radial deformation of the flex-
gear is controlled to a more accurate value from 0.310mm to
0.291mm or 0.292mm, which is also less than 0.5% different
from with the conventional ellipse cam. &is shows that the
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compound curve cam with arc and spiral can effectively
realize accurate deformation shape around the major axis by
controlling the deformation shape of the flex-gear on the
whole circumference.

From Figure 7, compared with acted by the conventional
ellipse cam, the equivalent stress of the flex-gear around the
major axis under the influence of the compound curve cam
in different parameters showed reduction ranging from
about 170MPa to 200MPa. Moreover, the equivalent stress
of the flex-gear around the major axis decreases with the

increase of the arc segment’s radius. However, if the radius of
the arc segment is too large, the stress concentration near the
connection point will be caused and the width of the stress
plateau will be shortened. &is is mainly because that in-
creasing the radius of arc can make more teeth in meshing to
gain a wider stress platform and share the load, but too large
radius will lead to interference, so an appropriate radius is
needed in contour design of the compound curve type. In
other words, the meshing quality of the flex-gear can be easy.
After parameters optimization, the equivalent stress of the
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Figure 5: Coordinate system of the compound curve.

Table 3: &e parameters of the wave generator.

Symbols Values
Radius of the arc segment (mm) r0 20.558–20.308
Eccentric distance (mm) E 0.7–0.95
&e wrap angle (°) β 30°
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Figure 6: Radial deformation with different parameters.
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flex-gear around the major axis acted by the compound
curve cam wave generator with e � 0.84, r � 20.418 can be
reduced 9.92% from 214.08MPa to 192.84MPa, the range of
stress variation is also reduced 18.91% from 132.317MPa to
107.295MPa, and the width of the stress plateau around the
major axis is increased about from 29.89° to 48.58°.

5. Conclusion

In this study, the main factors affecting the accuracy and
stress of the flex-gear are analyzed and discussed, including
the type of stress wave generator, the type of the cam
contour, and its parameters. On this basis, in order to obtain
higher meshing accuracy and lower deformation stress, a
compound curve cam wave generator is proposed with arc
and spiral. &e design method of this compound curve
contour is established, numerical analysis is also carried out
for its influence on the deformation of flex-gear, and pa-
rameter optimization is further carried out. &e results show
the following.

(1) &e flex-gear can gain more accurate deformation
shape under the action of the cam wave generator by
shape control on the whole circumference, which is
beneficial for the meshing accurate of the harmonic
drive. &e value and the width of deformation stress
plateau around the major axis of flex-gear depend on
the theoretical deformation value and the contour’s
corresponding curve of the wave generator.

(2) &e compound curve cam with appropriate design
not only can achieve better mechanical property
around the meshing area but also can gain accurate
deformation shape of the flex-gear. &e double ec-
centric arc wave generator can indeed reduce the
deformation stress in the meshing area, but the

control of the flex-gear’s deformation shape is poor.
&erefore, it is an effective method to improve the
double eccentric arc wave generator with a com-
pound curve.

(3) Based on the achievable flexibility of spiral with the
smooth curvature change rate, a method of com-
pound curve cam with spiral and arc is carried out.
Compared with acted by the conditional ellipse cam,
first of all, the deformation shape of the flex-gear
around the major axis acted by the compound curve
wave generator with e� 0.84, r� 20.418 is controlled
very well. Second, the equivalent stress around major
axis reduces 9.92%, the width of the stress platform
around the major axis increases about from 29.89° to
48.58°, and the range of stress variation also reduces
18.91%.

Data Availability

&e data that support the findings of this study are available
from the corresponding author upon request.
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