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Variational mode decomposition is an adaptive nonrecursive signal decomposition and time-frequency distribution estimation
method. +e improper selection of the decomposition number will cause under decomposition or over decomposition, and the
improper selection of the penalty factor will affect the bandwidth of modal components, so it is very necessary to look for the
optimal parameter combination of the decomposition number and the penalty factor of variational mode decomposition. Hence,
differential evolution algorithm is used to look for the optimization combination of the decomposition number and the penalty
factor of variational mode decomposition because differential evolution algorithm has a good ability at global searching. +e
method is called adaptive variational mode decomposition technique with differential evolution algorithm. Application analysis
and discussion of the adaptive variational mode decomposition technique with differential evolution algorithm are employed by
combining with the experiment. +e conclusions of the experiment are that the decomposition performance of the adaptive
variational mode decomposition technique with differential evolution algorithm is better than that of variational
mode decomposition.

1. Introduction

Variational mode decomposition is an adaptive non-
recursive signal decomposition and time-frequency distri-
bution estimation method [1]. It can decompose the input
signal into several intrinsic mode functions with bandwidth
constraints and make each group of intrinsic mode function
focus near different central frequencies, which has good
noise robustness [2]. In recent years, variational mode de-
composition has been applied to prediction field [3, 4]. +e
improper selection of the decomposition number will cause
under decomposition or over decomposition, and the im-
proper selection of the penalty factor will affect the band-
width of modal components; that is, the improper parameter
combination of variational mode decomposition will in-
fluence the decomposition performance and the using effects
in prediction field of variational mode decomposition.
Hence, it is very necessary to look for the optimal parameter

combination of the decomposition number and the penalty
factor of variational mode decomposition.

Differential evolution algorithm is a population-based
evolutionary optimization algorithm, which are motivated
by the social behavior of animals [5–7]. Differential evo-
lution algorithm is an efficient global optimization algorithm
with simple structure, superior performance, and strong
robustness, which can achieve a global optimal solution
[8, 9]. Hence, differential evolution algorithm is used to look
for the optimization combination of the decomposition
number and the penalty factor of variational mode de-
composition, which can obtain the variational mode de-
composition model with superior performance. +e method
is called adaptive variational mode decomposition technique
with differential evolution algorithm. As the prediction for
birth population is helpful for decision-making of related
department, China’s birth data are used to testify the de-
composition performance of the adaptive variational mode
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decomposition technique with differential evolution algo-
rithm, and the decomposition performance of the adaptive
variational mode decomposition technique with differential
evolution algorithm is judged by the prediction results for
China’s birth population.

2. Adaptive Variational Mode Decomposition
Technique with Differential
Evolution Algorithm

Variational mode decomposition is an adaptive non-
recursive signal decomposition and time-frequency distri-
bution estimation method. It can decompose the input
signal into several intrinsic mode functions with bandwidth
constraints and make each group of intrinsic mode function
focus near different central frequencies, which has good
noise robustness. +e basic idea of variational mode de-
composition technique is to transform the signal decom-
position process into a constraint variational problem [10].

In the variational mode decomposition technique, the
constrained optimization problem can be described by the
squared L2 norm form:

min
uk,ωk( )

􏽘

K

k�1
zt σ(t) +

j

πt
􏼒 􏼓∗ uk(t)􏼔 􏼕e

−jωkt

�������

�������

2

2

⎧⎨

⎩

⎫⎬

⎭

s.t. 􏽘
K

k�1
uk(t) � s(t),

(1)

where K is the decomposition number, σ(t) is the Dirac
distribution, s(t) is a signal with a set of time series data,
uk(t) is an intrinsic mode function of s(t), ωk is the center
frequency of uk(t), zt is the gradient operator, and ∗ is the
convolution operator.

By introducing the penalty factor and Lagrangian
multiplier, the constrained optimization problem can be
converted into the mathematical formulation of an un-
constrained optimization problem obtained with the in-
duction of the augmented Lagrangian:

L uk,ωk,r( ) � α􏽘
K

k�1
zt σ(t) +

j

πt
􏼒 􏼓∗ uk(t)􏼔 􏼕e

− jωkt

�������

�������
2
2 + s(t) − 􏽘

K

k�1
uk(t)

���������

���������

2

2

+〈r(t), s(t) − 􏽘
K

k�1
uk(t)〉, (2)

where α is the penalty factor and r(t) is the Lagrangian
multiplier.

+e multiplication operator alternating direction
method is used to search the optimal solution of the above
variational problem; the updated formulas of uk, ωk, and r

are shown below:

U
n+1
k (ω) �

S(ω) − 􏽐i≠kUi(ω) + 0.5R(ω)

1 + 2α ω − ωk( 􏼁
2 ,

ωn+1
k �

􏽒
∞
0 ω Uk(ω)

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2 dω

􏽒
∞
0 Uk(ω)

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2 dω

,

R
n+1

(ω) � R
n
(ω) + ε S(ω) − 􏽘

K

k�1
U

n+1
k (ω)⎛⎝ ⎞⎠,

(3)

where S(ω) is the Fourier transform signal of s(t), R(ω) is
the Fourier transform signal of r(t), Uk(ω) is the Fourier
transform signal of uk(t), n is the iterative times, and ε is the
noise tolerance coefficient.

Decomposition number K and penalty factor α are two
important parameters to determine whether variational mode
decomposition can achieve good results. +e improper se-
lection of K will cause under decomposition or over de-
composition, and the improper selection of α will affect the
bandwidth of modal components, so it is very necessary to
look for the optimal parameter combination of K and α.

Differential evolution algorithm is a population-based
evolutionary optimization algorithm, which are motivated
by the social behavior of animals. Differential evolution
algorithm is an efficient global optimization algorithm with
simple structure, superior performance, and strong ro-
bustness, which can achieve a global optimal solution.
Hence, differential evolution algorithm is used to look for
the optimization combination of the parameters K and α of
variational mode decomposition. Differential evolution al-
gorithm includes three operations: mutation operation,
crossover operation, and selection operation [11, 12]. In
mutation operation, the mutation vector is generated by the
mutation operator. Generate the recombinant population by
the crossover operation. In selection operation, the better
individual is selected to produce the next offspring according
to the selection operator. +e process of obtaining the op-
timization combination of the parameters K and α of var-
iational mode decomposition by differential evolution
algorithm is as follows:

Step 1: as there are two parameters to be optimized, an
initial population Xi � (xi,1, xi,2)|i � 1, 2, . . . , N􏽮 􏽯 is
randomly generated in a given space according to
equation (4), and the individual is composed of the
parameters K and α of variational mode
decomposition:

Xi � X
low
i + rand · X

up
i − X

low
i􏼐 􏼑, (4)
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where Xlow
i is the ith individual’s lower bound, X

up
i is

the ith individual’s upper bound, and rand is the
random value with uniform distribution from 0 to 1.
Step 2: average envelope entropy, shown in equation
(5), is used as the objective function and computes the
values of the objective function of the individuals:

G(K,α) �
1
K

􏽘

K

k�1
− 􏽐

M

m�1

ck(m)

􏽐
M
m�1 ck(m)

􏼠 􏼡log2
ck(m)

􏽐
M
m�1 ck(m)

􏼠 􏼡􏼢 􏼣,

(5)

where ck(m) is the kth intrinsic mode function’s en-
velope entropy and M is the sampling numbers.
+e optimization problem of the combination of the
parameters K and α of variational mode decomposition
is expressed as min G(K,α)􏽮 􏽯.+e smaller the value of the
objective function of the individual is, the better the
combination of the parameters K and α of variational
mode decomposition is.
Step 3: generate the mutated individuals with three
different random individuals according to

yi,j(t + 1) � xz1,j(t) + Fi(t) xz2,j(t) − xz3,j(t)􏽨 􏽩, (6)

where Fi(t) is the ith individual’s scaling factor,
xz1,j(t), xz2,j(t), and xz3,j(t) are three different indi-
viduals, and i≠ z1≠ z2≠ z3.
Step 4: generate the recombinant population by the
crossover operation, if rand is less than or equal to CR
or j is equal to jrand, ui,j(t) � yi,j(t), otherwise,
ui,j(t) � xi,j(t), where CR is the crossover rate and jrand
is the integer randomly chosen from 1 to 2.
Step 5: the individual with smaller value of the objective
function is selected to produce the next offspring
according to the selection operator.
Step 6: repeat the evolutionary cycle until the maximum
number of iterations is reached. Otherwise, go to Step 2.
+en, the optimal combination of the parameters K

and α of variational mode decomposition is obtained.

3. Application Analysis and Discussion of the
Adaptive Variational Mode Decomposition
Technique with Differential
Evolution Algorithm

+e number of births has a great influence on society and
economy of a country; the prediction for birth population is
helpful for decision-making of related department. Hence,
China’s births data are used to testify the decomposition
performance of the adaptive variational mode decomposi-
tion technique with differential evolution algorithm. +e
optimal combination of the parameters K and α is obtained
by differential evolution algorithm, and the adaptive vari-
ational mode decomposition model with differential evo-
lution algorithm is realized to obtain the variational mode
decomposition model with superior performance. China’s
birth data are decomposed to form several intrinsic mode

functions by using the adaptive variational mode decom-
position technique with differential evolution algorithm.

Autoregressive integrated moving average model is used
to predict the several intrinsic mode functions of China’s
birth population; autoregressive integrated moving average
is a simple and practical prediction method, which reduces
the complexity of themodel and is suitable for the prediction
problem of small samples [13–15]. +e intrinsic mode
functions of China’s birth population have an important
influence on the prediction results for China’s birth pop-
ulation, so the decomposition performance of the adaptive
variational mode decomposition technique with differential
evolution algorithm can be judged by the prediction results
for China’s birth population.

+e actual China’s birth population and the prediction
results for China’s birth population with variational mode
decomposition-autoregressive integrated moving average
(VMD-ARIMA) are given in Figure 1, and the actual China’s
birth population and the prediction results for China’s birth
population with adaptive variational mode decomposition
technique with differential evolution algorithm-autore-
gressive integrated moving average (DAVMD-ARIMA) are
given in Figure 2. By the trend analysis of the prediction
results for China’s birth population with DAVMD-ARIMA,
China’s birth population takes on decreasing trend in recent
years, which is in accord with actual situation. +e trend of
the prediction results for China’s birth population with
DAVMD-ARIMA is near to the trend of the actual China’s
birth population than the trend of the prediction results for
China’s birth population with VMD-ARIMA.

According to the relative errors for China’s birth pop-
ulation prediction of VMD-ARIMA and DAVMD-ARIMA
given in Figure 3, the average relative errors for China’s birth
population prediction of VMD-ARIMA and DAVMD-
ARIMA are calculated.+e average relative error for China’s
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Figure 1: +e actual China’s birth population and the prediction
results for China’s birth population with VMD-ARIMA.
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birth population prediction with VMD-ARIMA is 10.52%;
however, the average relative error for China’s birth pop-
ulation prediction with DAVMD-ARIMA is 7.2%; that is,
the average relative error for China’s birth population
prediction with DAVMD is smaller than the average relative
error for China’s birth population prediction with VMD-
ARIMA, so DAVMD-ARIMA is more suitable for China’s
birth population prediction than VMD-ARIMA. Accord-
ingly, the decomposition performance of the adaptive var-
iational mode decomposition technique with differential
evolution algorithm is better than that of variational mode
decomposition.

4. Conclusions

In order to solve the selection problem of the parameter
combination of the decomposition number and the penalty
factor of variational mode decomposition, an adaptive
variational mode decomposition technique with differential
evolution algorithm is proposed to obtain the variational
mode decomposition model with superior performance. As
the prediction for birth population is helpful for decision-
making of related department, the decomposition perfor-
mance of the adaptive variational mode decomposition
technique with differential evolution algorithm is judged by
the prediction results for China’s birth population. +e
results are as follows:

(1) By the trend analysis of the prediction results for
China’s birth population with DAVMD-ARIMA,
China’s birth population takes on decreasing trend in
recent years, which is in accord with actual situation.
+e trend of the prediction results for China’s birth
population with DAVMD-ARIMA is near to the
trend of the actual China’s birth population than the
trend of the prediction results for China’s birth
population with VMD-ARIMA.

(2) +e average relative error for China’s birth pop-
ulation prediction with DAVMD-ARIMA is smaller
than the average relative error for China’s birth
population prediction with VMD-ARIMA.

+e conclusions are as follows:

(1) DAVMD-ARIMA is more suitable for China’s birth
population prediction than VMD-ARIMA

(2) Differential evolution algorithm can find the opti-
mization combination of the decomposition number
and the penalty factor of variational mode decom-
position; then, the decomposition performance of
the adaptive variational mode decomposition tech-
nique with differential evolution algorithm is better
than that of variational mode decomposition
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In this paper, we propose a novel sequence distance measuring algorithm based on optimal transport (OT) and cross-attention
mechanism. Given a source sequence and a target sequence, we first calculate the ground distance between each pair of source and
target terms of the two sequences. (e ground distance is calculated over the subsequences around the two terms. We firstly pay
attention from each the source terms to each target terms with attention weights, so that we have a representative source
subsequence vector regarding each term in the target subsequence. (en, we pay attention from each representative vector of the
term of the target subsequence to the entire source subsequence. In this way, we construct the cross-attention weights and use
them to calculate the pairwise ground distances. With the ground distances, we derive the OTdistance between the two sequences
and train the attention parameters and ground distance metric parameters together. (e training process is conducted with
training triplets of sequences, where each triplet is composed of an anchor sequence, a must-link sequence, and a cannot-link
sequence. (e corresponding hinge loss function of each triplet is minimized, and we develop an iterative algorithm to solve the
optimal transport problem and the attention/ground distance metric parameters in an alternate way. (e experiments over
sequence similarity search benchmark datasets, including text, video, and rice smut protein sequence data, are conducted. (e
experimental results show the algorithm is effective.

1. Introduction

1.1. Background. Sequence data is one of the most popular
data type in real-world applications of machine learning and
data mining [1–6]. For example, in natural language pro-
cessing, a sentence is a sequence of words, and in computer
vision, a video is a sequence of frames, while in bio-
informatics, a protein structure is a sequence of amino acids
in a polypeptide chain. Unlike the flat vector data of most
machine learning problems, sequence data has the following
inherent features:

(1) Sequence data is varying at the number of items. (e
flat feature is usually given at a fixed size, while the
length of the sequences could be different, due to the
sampling process to form the sequence.

(2) Sequence data has a temporal and relational nature.
(e order of the items in the sequence plays an

important role in the understanding of the sequence.
Given two sequences of the same items but with
different orders, their meaning could be completely
different. (is is a critical, different nature different
from the flat vector data, where the items of the
vector are considered to be independent of each
other and their orders are not important for the
learning problem.

Given these two natures of the sequence data, the
common machine learning methods are not necessarily
applicable to the sequence data, such as the classification,
similarity comparison, representation, and regression
models. (e most popular way to handle sequence data is to
map a sequence to a flat vector and then apply the con-
ventional methods. However, this methodology usually
cannot capture the sequential feature of the data; thus, the
results are not satisfying [4, 7–12].Comparing the similarity/
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dissimilarity of a pair of sequences is a fundamental problem
of sequence data analysis and understanding. (e applica-
tions include the similarity search [13–16] and nearest
neighbor-based classification [17, 18]. However, the simi-
larity of the two sequences has an essential difference
compared with the distance/similarity metrics of flat vectors,
such as Euclidean distance, ℓp-norm distances, correlation,
Mahalanobis distance, and all kinds of learned metrics. (e
calculation of the distance between a pair of sequences is
more difficult than that of the flat vectors, due to the complex
nature of the sequences as mentioned above. Two similar
sequences may have different lengths because they are
generated with different sampling rates, and encoding the
temporal patterns and sequential relations of the items of
sequences to distance measures is also difficult. To tackle
these challenges, various solutions are proposed, such as
dynamic time warping (DTW) [19–22] and optimal trans-
port (OT) [23–26]. Most of the methods are based on the
item-to-item ground distances of the item pairs of the two
sequences and matching them accordingly. (e ground
distance is extremely important for these methods, but
ground distance learning does not receive enough attention
from the previous researches. In this paper, we study the
problem of learning effective ground distance between the
items of the two sequences for the purpose of sequence
distance comparison.

1.2. Existing Works. In this section, we reviewed a few
ground distance-based sequence distance learning methods.

(1) Villani [23] proposed to compare the distance be-
tween two sequences by OT. OT treats one sequence
as a set of mass, while the other sequence as a set of
demands. (e effort to move one unit of mass from
the ith item of the source sequence to the jth item of
the target sequence is treated as the ground distance
between the pairs (i, j). (e purpose of OT is to move
all the masses from the source sequence to the target
sequence, with the minimum amount of effort. To
this end, OT minimizes the overall effort of mass
moving with regard to the amounts of mass moved
from the ith source item to the jth target item for all
pairs of (i, j). With the solution of the moved
amounts, the overall effort is the distance between
the sequences of OT.

(2) Su and Hua [4] improved the OTmethod to consider
the positions of items of both source and target
sequences. (e thought behind this method is that
the moved amount of mass from a source item to a
neighboring target item should be larger than the
other items. To this end, the two regularization
objectives are imposed on the learning process of the
moved amounts. (e first one calculates a position
similarity between each pair of source and target
items and impose the corresponding moved amount
to be large if the similarity is large. (e second one
firstly constructs a position distance between the pair
of source and target items, converts it to the

probability of positions being nearby, and finally
minimizes the Kullback–Leibler (KL) divergence
between the probability and moved amount of each
pair.

(3) Su and Wu [7] developed a novel ground distance
metric learning algorithm by firstly combining a
sequence with its label to form a metasequence and
then learn the ground distance to compare the se-
quence to the metasequence. A linear transformation
function is designed to map the sequence to a new
space, where the sequence items are calculated. With
the ground distances of pairs, the OT method is
applied to compare the sequence to the meta se-
quence. (e linear transformation parameters and
the transportation amount jointly in a minimization
problem where a training set of sequences.

(4) Su et al. [5] designed a novel sequence representation
and similarity learning method by using dimen-
sionality reduction to the feature vectors of the items
of sequences. It firstly maps the features of the items
to a low-dimensional space so that the sequence
classes are separated as much as possible. (e class
separability is measured by the sequence statistics,
and different forms of statistics lead to different
dimensional reduction methods. Two statistics are
considered, which are model-based and distance-
based. (e model-based method explores the dy-
namical structure of the sequences, while the dis-
tance-based one explores the similarity of pairs of
sequences.

1.3. Our Contribution. It has been proven that the OT-
based sequence distance comparison is the most powerful
method for the classification and retrieval of sequence
data. (e most critical factor of the OT-based method is
actually the ground distance measure between the items.
Although there are many studies on how to improve the
OT-based sequence distance learning, however, most of
them are focusing on learning the optimal parameters of
OT, with a given ground distance metric. However, the
ground distance is a critical component of the OT, and the
quality of the ground distance directly affects the quality
of OT-based distance methods. In this paper, we proposed
a novel ground distance metric learning method, which
employs the cross-attention mechanism [27–31]. To cal-
culate the ground distance between two items from two
sequences, respectively, we firstly represent each item by
paying attention from itself to the neighbors of the other
item and then paying attention back. (e representation
vector of one item is the linear combination of its
neighbors weighted by the attention scores. (e attention
scores are the normalized similarity between a neigh-
boring item and the target item. To learn the parameters,
we build a unified learning framework to optimize the
attention layers and the OT parameters, which are
transported amounts. Our contributions of this work are
listed as follows:
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(1) We proposed a novel learning framework to learn the
ground distance and OT parameters jointly. In this
framework, the ground distance model is composed
of cross-attention layers, and OT-based sequence
distance is parameterized by the transport amounts.
(e learning framework allows the attention layers
and the transport mounts to regularize the learning of
each other. (is is the first learning framework to
guide the learning of attention layers by OT.

(2) Wemodel the learning framework as a minimization
problem and develop an iterative algorithm to solve
it. In this algorithm, the attention weight parameters
and the transport amounts are updated alternately
until the algorithm converges. In each iterative step,
we consider the optimization of the parameters one
by one, while fixing the other parameters, by solving
the suboptimization problems.

(3) We conducted extensive experiments over four
benchmark datasets to compare our algorithm
against the other sequence distance comparison al-
gorithms. Experimental results show the advantage
of the attention-based OT algorithm, and we also
show the stable property of the algorithm regarding
the change of the trade-off parameter and the iter-
ation number.

1.4. Paper Organization. We organize the following parts of
this paper as follows: in Section 2, we introduce the proposed
algorithm of sequence distance comparison, in Section 3, we
conduct experiments to compare our algorithm against the
other popular sequence distance methods and also study the
properties of the algorithm, and in Section 4, we give the
conclusion of this paper and some future works of attention-
based sequence distance learning.

2. Proposed Method

2.1. Problem Modeling. Suppose we have two sequences of
items, denoted as X� {x1, . . ., xn} and YY� {y1, . . ., yn},
where xi ∈ Rdx is the vector of the ith item of X, and
yj ∈ Rdy is the vector of the jth item of Y. To calculate the
distance between them, we firstly define an attention-based
ground distance metric and then measure the optimal
transport distance according to the ground metric.

2.1.1. Cross-Attention-Based Ground Distance. To calculate
the ground distance between the ith item of X, xi, and the jth
item of Y, yi, we firstly explore their neighboring items. For
xi, we collect the h items in X before it, xi−h, . . . , xi−1, and h
items after it, xi+1, . . . , xi+h, to form a subsequence around
xi, denoted as Ni as the contextual sequence of xi. Similarly,
we have the h items before and after yj from Y as its con-
textual sequence, Mj:

Ni � xi−h, . . . , xi−1, xi, xi+1, . . . , xi+h􏼈 􏼉,

Mj � yj−g, . . . , yj−1, yj, yj+1, . . . , yj+g􏽮 􏽯.
(1)

In this way, the contextual and temporal information of
each item is effectively encoded in the subsequences Ni and
Mj. To compare the dissimilarity between xi and yj, we
compare the two subsequences by the cross-attention
mechanism.

2.1.2. Attention from Items of Ni to yj. Firstly, to compare the
dissimilarity between the Ni and yj, we calculate the at-
tention from items of Ni to yi. To estimate the attention
weight, we firstly calculate the affinity between xl ∈Ni and
yk ∈Mj:

ωlk � f θ⊤
xl

yk
􏼢 􏼣􏼠 􏼡, ∀l: xl ∈ Ni, k: yk ∈Mi, (2)

where f(·) is a nonlinear activation function, such as hy-
perbolic tangent transformation, and θ ∈ R(dx+dy) is the
parameter of the affinity function. (e attention weights are
obtained by softmax normalization over the items of Ni:

αlk �
exp ωlk( 􏼁

􏽐l′: xl′∈Niexp ωl′k( 􏼁
. (3)

With the attention weights from xl to yk, we calculate a
representative vector of Ni with attention to yk:

z
i
k � 􏽘

l: xl∈Ni

αlkxl ∈ R
dx

, (4)

as the weighted sum of the items xl ∈Ni.

2.1.3. Attention from zi
k of Mj to Ni. We represent the

subsequence Ni by averaging the vectors of the items as

xi �
1

|Ni|
􏽘

l: xl∈Ni

xl ∈ R
dx

. (5)

Again, we would like to pay attention from each zi
k to xi.

Similarly, we first calculate the affinity between them as
follows:

ϖi
k � f ϕ⊤

z
i
k

xi

⎡⎣ ⎤⎦⎛⎝ ⎞⎠, (6)

where ϕ ∈ R2dx is the affinity function parameter. From the
affinities between xi and zi

k|k: yk ∈Mj, we calculate the
attention weights from xi to yk ∈Mjwith a softmax function,

βi
k �

exp ϖi
k􏼐 􏼑

􏽐k′: yk′∈Mjexp ϖ
i
k′􏼐 􏼑

. (7)

2.1.4. Cross-Attention-Based Ground Distance. To compare
the distance between the representative vector zi

k to and yk,
we first perform a linear transformation over zi

k by

W
⊤

z
i
k ∈ R

dy
, (8)

with W ∈ Rdx×dy as parameter. (is transformation is to
map zi

k to the same space as yk. (en, we compare their
distance by the squared Euclidean distance:
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d z
i
k, yk􏼐 􏼑 � W

⊤
z

i
k − yk

����
����
2
F
. (9)

(e final distance between Ni and Mj is the attention-
weighted sum of distances d(zi

k, yk )|k: k ∈Mj. (e at-
tention is calculated in equation (7), and the distance d(Ni,
Mj) is

d(Ni, Mj) � 􏽘
k: yk∈Mj

βi
kd z

i
k, yk􏼐 􏼑.

(10)

2.1.5. Optimal Transport Distance. With the ground dis-
tance, d(Ni, Mj), between each pair of items
(xi, yj)|xl ∈ X, yk ∈ Y of two sequences, we can compute
the transport distance. (e ground distance between xi and
yj is viewed as the effort to move one unit of mass from xi to
yj. We define a variable, ηij, to denote the mount of mass
moved from xi to yj, then the total effort to move the mass
from X to Y is calculated as

􏽘
i,j: xi∈X,yj∈Y

ηij d(Ni, Mj). (11)

Moreover, we define an amount of mass for each item xi
of X to be moved out, ci. (us, the constraint of the amounts
moved out of xi is applied as

􏽘
j: yj∈Y

ηij � ci (12)

We also define an amount of mass to be received by each
item yi of Y, δj, and accordingly

􏽘
i: xi∈X

ηij � δj. (13)

(e optimal transport distance between X and Y is
achieved by solving the moved amounts to minimize the
moving efforts with the above constraints:

d(X, Y) �

min
tij: xi∈X,yj∈Y

􏽘
i,j: xi∈X,yj∈Y

ηij d(Ni, Mj)

s.t. ηij≥ 0, ∀i, j : xi ∈ X, yj ∈ Y,

⎧⎪⎨

⎪⎩

􏽘
j: yj∈Y

ηij � ci, ∀i: xi ∈ X,

􏽘
i: xi∈X

ηij � δj, ∀j: yj ∈ Y.

(14)

We rewrite the optimal transport distance as matrix
form by defining the following matrices and vectors:

T � [ηij] ∈ R
n×m
+ ,

D � [d(Ni, Mj)] ∈ R
n×m
+ ,

c � [c1, . . . , cn]⊤ ∈ R
n
+,

δ � [δ1, . . . , δm]⊤ ∈ R
m
+ .

(15)

We rewrite equation (14) as

d(X, Y) � min T∈⊖tr T
⊤

D( 􏼁,

where⊖ � T|T ∈ R
n×m
+ , T1n � c, T

⊤1m � δ􏼈 􏼉,
(16)

where tr(·) is the trace of a matrix and 1n is a vector of n ones.

2.1.6. Supervised Learning of Attention Parameters and
Ground Distance Metric. In the distance measure of optimal
transport, we need to learn the parameters of the two at-
tention layers, θ and ϕ, and the parameter of the ground
distance W. To learn these parameters, we have a training set
of T triplets of sequences:

T � Xt, Y
+
t , Y

−
t( 􏼁􏼈 􏼉|

T

t�1. (17)

(e tth triplet is composed of an anchor sequence, Xt, a
must-link sequence Y+

t , and a cannot-link sequence Y−
t . (e

must-link sequence is supposed to have a short distance to
anchor sequence, while the cannot-link sequence is sup-
posed to have a long distance to the anchor. In our scenario,
we impose the cannot-link sequence has a longer distance to
the anchor than the must-link one, with a margin of ε:

d Xt, Y
−
t( 􏼁>d Xt, Y

+
t( 􏼁 + ε. (18)

Accordingly, we define the hinge loss function as follows:

L Xt, Y
+
t , Y

−
t ; W, θ, ϕ( 􏼁 � max 0, d Xt, Y

+
t( 􏼁 − d Xt, Y

−
t( 􏼁 + ε( 􏼁

� τt × d Xt, Y
+
t( 􏼁 − d Xt, Y

−
t( 􏼁 + ε( 􏼁,

where τt �
1, if d Xt, Y

+
t( 􏼁 + ε> d Xt, Y

−
t( 􏼁,

0, otherwise.

⎧⎨

⎩

(19)

(e corresponding minimization problem is modeled to
learn the parameters:

min
W,θ,ϕ

1
T

􏽘

T

t�1
L X

t
, Y

+
t , Y

−
t ; W, θ, ϕ􏼐 􏼑 + C ‖W‖

2
F +‖θ‖

2
F +‖ϕ‖

2
F􏼐 􏼑

⎧⎨

⎩

⎫⎬

⎭.

(20)

In the objective, the first term is the average of the hinge
losses over the training triplets. (e second term is the
squared ℓ2-norms of the parameters to reduce the com-
plexity of the model. C is the trade-off parameter.

2.2. ProblemOptimization. To solve the problem of equation
(20), we substitute equations (16) and (19) into equation
(20):

min
W,θ,ϕ

o(W, θ, ϕ) �
1
T

􏽘

T

t�1
τt

⎧⎨

⎩

× min
T +

t ∈⊖
tr T

+⊤
t D

+
t( 􏼁 − min

T−
t ∈⊖

tr T
−⊤
t D

−
t( 􏼁 + ε􏼠 􏼡

+ C(‖W‖2F +‖θ‖2F +‖ϕ‖2F)􏼉,

(21)
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where T+
t and T−

t are the transport amount matrix of the
positive and negative pairs of the tth training triplet, and D+

t

and D−
t are the corresponding ground distance matrix. In

this optimization problem, the optimization of the transport
amounts is coupled with the optimization of the parameters
of the attention layer and the ground distance metric. (e

optimizations of (W, θ, ϕ) and (T+
t , T−

t )|Tt�1 are dependent on
each other, making the problem difficult to be solved di-
rectly. Instead of seeking the close solution of equation (21),
we propose to solve the attention and ground distance
metric parameters and the optimal transport variables
jointly in an unified minimization problem:

min
W,θ,ϕ, T+

t ,T−
t( )| T

t�1

o W, θ, ϕ, (T + t, T − t)|
T
t�1􏼐 􏼑 �

1
T

􏽘

T

t�1
τt × tr T

+⊤
t D + t( 􏼁 − tr T

−⊤
t D

−
t( 􏼁 + ε( 􏼁 + C ‖W‖

2
F +‖θ‖

2
F +‖ϕ‖

2
F􏼐 􏼑

⎧⎨

⎩

⎫⎬

⎭

s.t. T + t ∈ ⊖, T − t ∈ ⊖, t � 1, . . . , T.

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(22)

In this optimization problem, both W, θ, ϕ and
(T+

t , T−
t )|Tt�1 are the variables of a joint objective function.

(e optimization of both variables are conducted simulta-
neously. To solve this problem, we use the alternate opti-
mization method. In an iteration of an iterative algorithm, to
optimize one parameter, we firstly fix the other parameters
and then solve the suboptimization problem with regard to
this parameter. (e optimizations of these parameters are
introduced as follows.

2.2.1. Optimization ofW. By fixing the other parameters and
only considering W, we have the following suboptimization
problem:

min
W

o1(W) �
1
T

􏽘

T

t�1
τt × tr T

+⊤
t D

+
t( 􏼁 − tr T

−⊤
t D

−
t( 􏼁( 􏼁 + C‖W‖

2
F

⎧⎨

⎩

⎫⎬

⎭.

(23)

We substitute equations (9) and (10) into equation (16)
and rewrite the optimal transport distance between two
sequences X and Y as

tr T
⊤

D( 􏼁 � 􏽘
i,j: xi∈X,yj∈Y

ηij d(Ni, Mj)

� 􏽘
i,j: xi∈X,yj∈Y

ηij 􏽘
k: yk∈Mj

βik‖W⊤zik − yk‖
2
F

⎛⎝ ⎞⎠

� 􏽘
i,j: xi∈X,yj∈Y

ηij 􏽘
k: yk∈Mj

βik × tr W
⊤

z
i
kz

i⊤
k W􏼐 􏼑􏼐⎛⎝

− 2tr W
⊤

z
i
ky
⊤
k􏼐 􏼑 + y

⊤
k yk􏼑)

� tr W
⊤

AX,Y,TW􏼐 􏼑

− 2tr W
⊤

BX,Y,T􏼐 􏼑 + cX,Y,T,

(24)

where

AX,Y,T � 􏽘
i,j: xi∈X,yj∈Y

ηij 􏽘
k: yk∈Mj

βik z
i
kz

i⊤
k􏼐 􏼑,

BX,Y,T � 􏽘
i,j: xi∈X,yj∈Y

ηij 􏽘
k: yk∈Mj

βik z
i
ky
⊤
k􏼐 􏼑.

(25)

Substituting equation (24) into equation (23), we rewrite
the objective function as

o1(W) �
1
T

􏽘

T

t�1
τt × tr W

⊤
AXt,Y+

t ,TtW􏼐 􏼑􏼐􏼐

−2tr W
⊤

BXt,Y+
t ,Tt􏼐 􏼑 + cXt,Y+

t ,Tt􏼑 − tr W
⊤

AXt,Y−
t ,TtW􏼐 􏼑􏼐

−2tr W
⊤

BXt,Y−
t ,Tt􏼐 􏼑 + cXt,Y−

t ,Tt􏼑) + C × tr W
⊤

W( 􏼁

� tr W
⊤

EW( 􏼁 − 2tr W
⊤

F( 􏼁 + c,

(26)

where

E �
1
T

􏽘

T

t�1
τt × AXt,Y+

t ,Tt − AXt,Y−
t ,Tt􏼐 􏼑 + C × I,

F �
1
T

􏽘

T

t�1
τt × BXt,Y+

t ,Tt − BXt,Y−
t ,Tt􏼐 􏼑,

c �
1
T

􏽘

T

t�1
τt × cXt,Y+

t ,Tt − cXt,Y−
t ,Tt􏼐 􏼑.

(27)

(e problem of minimizing o1(W) of equation (23) has a
closed-form solution. It is obtained by setting the derivative
of o1(W) with regard to W to zero:

∇Wo1(W) � 2EW − 2F � 0⟹W
∗

� FE − 1. (28)

2.2.2. Optimization of θ. We optimize the attention pa-
rameter of equation (2), θ. Fixing the other parameters and
removing the irrelevant terms from the objective function,
we have the following suboptimization problem for θ:
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min
θ

o2(θ) �
1
T

􏽘
T

t�1
τt × tr T

+⊤
t D

+
t( 􏼁 − tr T

−⊤
t D

−
t( 􏼁( 􏼁 + C‖θ‖

2
F �

1
T

􏽘

T

t�1
τt × 􏽘

i,j: xi∈Xt,yj∈Y+
t

η+
ijt + d(Ni, Mj) − 􏽘

i,j: xi∈Xt,yj∈Y−
t

η−
ijtd(Ni, Mj) + C‖θ‖

2
F

⎧⎪⎨

⎪⎩

⎫⎪⎬

⎪⎭
. (29)

To solve this problem, we use the gradient descent al-
gorithm as

θ← θ − υ∇θo2(θ), (30)

where υ is the descent step and ∇θo2(θ) is the gradient
function. To this end, we calculate the gradient of o2(θ) with
regard to θ by the chain rule:

∇θo2(θ) �
1
T

􏽘

T

t�1
τt × 􏽘

i,j: xi∈Xt,yj∈Y+
t

η+
ijt∇θd(θ; Ni, Mj)⎛⎝

− 􏽘
i,j: xi∈Xt,yj∈Y−

t

η−
ijt∇θd(θ; Ni, Mj)⎞⎠ + 2Cθ,

(31)

where ∇θd(θ; Ni, Mj) is the gradient of ground distance
between Ni and Mj regarding θ. We substitute equation (9)
into equation (10), and meanwhile rewrite the variables are
function of θ, we have

d(θ; Ni, Mj) � 􏽘
k: yk∈Mj

βi
k W⊤zi

k(θ) − yk

����
����
2
F
,

∇θd(θ; Ni, Mj) � 2 􏽘
k: yk∈Mj

βi
kW W⊤z i

k(θ) − yk􏼐 􏼑∇θz
i
k(θ) .

(32)

Moreover, the derivatives of the functions of θ are

∇θz
i
k(θ) � 􏽘

l: xl∈Ni

∇θαlk(θ)xl. (33)

2.2.3. Optimization of ϕ. To optimize ϕ, we have the fol-
lowing suboptimization problem:

min ϕ o3(ϕ) �
1
T

􏽘
T

t�1
τt × tr T

+⊤
t D

+
t( 􏼁 − tr T

−⊤
t D

−
t( 􏼁( 􏼁 + C‖ϕ‖

F
2

⎧⎨

⎩

⎫⎬

⎭.

(34)

Again, we use the gradient descent algorithm to update ϕ
as

ϕ←ϕ − υ∇ϕo3(ϕ), (35)

where ∇ϕo3(ϕ) is the gradient function of o3(ϕ) with regard
to ϕ. According to the chain rule, we have

∇ϕo3(ϕ) �
1
T

􏽘

T

t�1
τt × 􏽘

i,j: xi∈Xt,yj∈Y +
t

η+
ijt∇ϕd(ϕ; Ni, Mj)⎛⎝

− 􏽘
i,j: xi∈Xt,yj∈Y−

t

η−
ijt∇ϕd(ϕ; Ni, Mj)⎞⎠ + 2Cϕ.

(36)

2.2.4. Optimization of (T+
t , T−

t )|Tt�1. To optimize the trans-
port amounts, we have the simplified suboptimization
problem as

min
T +

t ,T −
t( )|

T

t�1

o4 T
+
t , T

−
t( 􏼁|

T

t�1􏼑􏼐 􏼑 �
1
T

􏽘

T

t�1
τt × tr T

+⊤
t D

+
t( 􏼁 − tr (T − t⊤D − t) + ε( 􏼁

⎧⎨

⎩

⎫⎬

⎭

s.t. T + t ∈ ⊖, T − t ∈ ⊖, t � 1, . . . , T.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(37)

According to the objective, the transport amount ma-
trices (T+

t , T−
t )|Tt�1 are in 2T independent objectives, so their

solutions are also independent to each other. (us, we can
decompose the optimization problem to 2T optimal trans-
port problems. For the tth training triplet, we have the
following two minimization problems of optimal transport:

min
T+

t

τt

T
× tr T

+⊤
t D

+
t( 􏼁

s.t. T
−
t ∈ ⊖,

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

min
T−

t

−
τt

T
× tr T

+⊤
t D

−
t( 􏼁

s.t. T
−
t ∈ ⊖.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(38)

Each one of the above problems can be solved as a line
programming problem (LP).

2.3. Iterative Algorithm. With these optimization results, we
design an iterative algorithm to update the parameters. In
this algorithm, the parameters are firstly initialized as
random variables. (en in a while loop, they are updated
sequentially until a maximum iteration number is reached,
or the objective value change is smaller than a given
threshold. (e algorithm is summarized in Algorithm 1.

3. Experiments

We conduct experiments over four benchmark sequence
datasets to verify the performance of the proposed AGD
algorithm.(e experiments are performed from three aspects:
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(1) compare with the other sequence similarity/distance
methods, (2) study the impacts of the trade-off parameter C,
and (3) study the convergence of the iterative algorithm.

3.1. Datasets. In our experiments, we used four benchmark
datasets of sequences:

(1) Spoken Arabic Digits (SAD). (is dataset has 8,800
sequences [32]. Each sequence is a series of speech
frames of a wave of a spoken Arabic digit. (e vector
of each item is the 13-dimensional Mel-frequency
cepstrum coefficients feature vector.(ese sequences
belong to 10 classes, and each class is a digit. Each
class has 880 sequences.(e number of items in each
sequence is from 4 to 93.

(2) NTU RGB+D (NTU). (is dataset has 56,880 se-
quences [33]. Each sequence is a Kinect video, and
each item is a frame of the video. (e sequences
belong to 60 action classes.(e feature vector of each
item is constructed by combining the joint locations
and the skeleton-based frame wide features.

(3) Rice Blast Sequence (RBS). (is dataset has 66,153
protein sequences of rice genome proteins, collected
from the MSU Rice Genome Database [34]. Each
sequence is a sequence of amino acids, and each
amino acid is represented by amino acid embedding.
(e embedding vectors are also learned as a pa-
rameter of the model. (e sequences are tagged by
rice blast disease or not.

(4) Australian Sign Language (ASL) Signs.(is dataset is
composed of 2,565 sequences of sign language signs
[32]. (e sequences are from 95 classes, and each
class has 27 sequences. Each item of a sequence is
presented by a 22-dimensional feature vector.

(e summary of the statistics of the benchmark datasets
is listed in Table 1.

3.2. Experimental Setting

(1) Training. To measure the quality of a distance/
similarity measure of sequence, we perform the
nearest neighbor classification over the sequence
data. Given a dataset of sequences with their class

labels, we first split the entire dataset by a 10-fold
cross-validation protocol. Each fold is used as a test
set, while the other folds are used as training folds.
Within the training set, we use each sequence as an
anchor sequence and randomly pick up another
sequence of the same class as its must-link sequence,
meanwhile pick up a sequence of a different class as
its cannot-link sequence. In this way, we construct
the training set of triplets of sequences. (e model
parameters are trained by the training set and then
tested over the test set.

(2) Testing. With the trained sequence distance metric,
we calculate the distance between each test sequence
and each training sequence. (e class label of the
training sequence with the shortest distance to a test
set is assigned to the test, as the classification result of
the test sequence.

(3) Performance Measure. (e accuracy of the test se-
quences is calculated as the performance. (e accuracy
rate is the percentage of the correctly classified test
sequences over the total number of test sequences.

3.3. Experimental Results

3.3.1. Comparison to Other Methods. We compare the
proposed AGD algorithm against the most popular sequence
distance learning methods, including the optimal transport
(OT) [23], the Order-Reserving Optimal Transport (OPOT)
[4], the Regressive Virtual Sequence Metric Learning
(RVSML) [7], and the Linear Sequence Discriminant
Analysis (LSDA) [5]. (e accuracy is reported in Figure 1.
From this figure, we can observe that in all the benchmark
datasets, the proposed AGD method always has the best
performances. (e differences between AGD and other
methods vary from datasets. For example, in the NTU
dataset, the AGD has much better accuracy than the others,
while in the RBS dataset, it is only slightly better than the
second-best method, LSDA. (e main factor behind this
phenomenon is the power of the attention mechanism,
which embeds each item with its attention to the neigh-
boring items from both the source and target sequences. In
most cases, the LSDA is the second-best method, while the
original OT method is the worst.

Input: training set of sequence triplets,T � (Xt, Y +
t , Y−

t )􏼈 􏼉|
T
t�1, maximum iteration number κ, and objective difference threshold

δ.
Initialization Initializing parameters (W, θ, φ) as random variables, iteration number t� 0.

While t≤ κ or ‖ot − ot−1‖1 ≥ δ:
Repeat

(1) Update t according to equation (19) for each training triplet.
(2) Update W according to equation (28).
(3) Update θ by repeating the updating step in equation (30).
(4) Update φ by repeating the updating step in equation (35).

End repeat
Output: (W, θ, φ).

ALGORITHM 1: Iterative learning algorithm of attention-based ground distance (AGD).
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3.3.2. Sensitivity to Trade-Off Parameter. In the objective
function of our method, there is only one trade-off pa-
rameter, C. It controls the regularization term’s impor-
tance. We perform experiments with varying values of C
and the results are shown in Figure 2. From the curves in
the figure, we can see that the proposed AGD algorithm is
stable to the changes of the trade-off parameter in most
cases. (e only exception is the results of the dataset NTU.
But the change of the accuracy over the change of the value
of C is acceptable. (e overall conclusion is that AGD is not
sensitive to C. (us, the parameter tuning of C is easy for
the users. One more observation is with the value of C
increasing, the accuracy is slightly improving. (is also
verifies that the regularization term is also beneficial to the
model.

3.3.3. Convergence Study. Since our algorithm is an iterative
algorithm, we are also interested in the convergence of the
algorithm. (us, we plot the curve of accuracy versus the
number of iterations. (e curves are given in Figure 3. From
this figure, we can see that with the iteration number in-
creasing, the accuracy keeps improving until converge. (e
number of iterations for the convergence is around 50. (e
convergence of the algorithm is experimentally verified, and
for the size of datasets comparable to our benchmark, the
convergence iteration number is acceptable.

We test the significance of the convergence of the ac-
curacy by the Ratio test, and the r values are reported in
Table 2. According to these r values, all of them are smaller
than 1, meaning all the curves are significantly converged.

3.3.4. Running Time. We also compare the running time of
the proposed method. (e running times over the four
benchmark datasets are shown in Figure 4. From this figure,
we have the following conclusions:

(1) Running time and data size are positively correlated.
(e largest dataset has the longest running time
while the smaller one has shorter running time. (is
is natural since both the training and test processes
scan the data points one by one, and more data
points means more scanning time.

(2) Our algorithm is faster than the LSDA and RCSML
algorithms, while it is slower than the OPOTand OT
algorithms. (is is acceptable given the significant
improvement of the accuracy.
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Figure 3: Convergence curves.

Table 1: Summary of datasets.

Dataset Number of sequences Number of classes
SAD 8,800 10
NTU 56,880 60
RBS 66,153 2
ASL 2,565 95

SAD NTU RBS ASL
Data set
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LSDA
RVSML
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Figure 1: Accuracy of compared methods.
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Figure 2: Sensitivity to the trade-off parameter C.
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4. Conclusion

In this paper, we proposed a novel sequence distance mea-
suring algorithm.(is algorithm is based on OT, but its main
focus is how to learn an effective ground distance measure for
the two sequences. (e ground distance learning falls to the
framework of the cross-attention mechanism, and the at-
tention layer parameters and the OT parameters are learned
jointly. (is design can use the OT to guild the learning of the
attention layers. (us, this framework can provide repre-
sentation of the two sequences, the ground distance, and the
OTsimultaneously to optimize the model.(e learning is also
guided by the supervisor of the must-link and cannot-link
triplets of the sequences. (e parameters are optimized in an
iterative algorithm, and the algorithm is tested over four
sequence datasets. (e experimental results show its advan-
tage over the sequence comparison algorithms.
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(e intrinsic endpoint effect of empirical mode decomposition (EMD) will lead to serious divergence of the intrinsic mode
function (IMF) at the endpoint, which will lead to the distortion of IMF and affect the decomposition accuracy of EMD. In view of
this phenomenon, an EMD endpoint effect suppression method based on boundary local feature scale adaptive matching
extension was proposed. (is method can consider both the change trend of the signal at the endpoint and the change rule of the
signal inside. (e simulation results showed that the proposed method had better suppression effect on the intrinsic endpoint
effect of EMD than the traditional EMD endpoint effect suppression method and achieved high-precision IMF. (e endpoint
effect suppression method of EMD based on boundary local feature scale adaptive matching extension was used to process the
actual blasting seismic signal. (e decomposition results showed that the method can effectively suppress the endpoint effect of
EMD of blasting seismic signal and are helpful to extract the detailed characteristic parameters of blasting seismic signal.

1. Introduction

(e endpoint effect is an unavoidable problem in most
signal-processing methods. Empirical mode decomposition
(EMD) [1] has been widely used as an adaptive algorithm
that decomposes according to the characteristics of the data
itself, so it is extremely important to solve the problem of
endpoint effect of EMD [2–4].

Some methods have been put forward to solve the
problem of endpoint effect of EMD, such as extremum
extension method [5] and polynomial fitting extension
method [6], which focus on the local change trend of signal
endpoint but ignore the global signal feature.(ere are also a
few methods that consider the global signal feature but
ignore the change trend of signal endpoint [7].

In view of the above research status, an EMD endpoint
effect suppression method based on boundary local feature
scale adaptive matching extension is proposed, which can

combine the local change trend of the signal endpoint with
the feature of the original global signal itself. Compared with
the traditional methods, this method has better effect and
higher signal decomposition accuracy after it is processed by
this method. (rough the analysis of the simulation signal
and the actual signal, it is proved that this method can not
only effectively suppress the endpoint effect but also accu-
rately extract signal feature parameters [8–11].

2. The Principle of Endpoint Effect

(e intrinsic mode function (IMF) [12, 13] of the signal
obtained by EMD needs to be screened many times. (e
essence of screening is to calculate the local mean value of
the signal according to the upper envelope determined by all
maximum points of the signal and the lower envelope de-
termined by all minimum points of signal [14, 15]. However,
the endpoint of the signal cannot be at the maximum or
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minimum at the same time, and it is not necessarily the
extreme point. (erefore, the upper and lower envelope may
diverge at the endpoint, which distorts the EMD result
[16, 17].

3. The Principle of Boundary Local Feature
Scale Adaptive Matching Extension EMD
Endpoint Effect Suppression Method

(e boundary local feature scale adaptive matching exten-
sion EMD endpoint effect suppression method consists of
two parts. (e first part is boundary local feature scale
extension (BLFSE), which considering the variation trend of
the signal endpoint amplitude and the internal relationship
between the global time of the signal and the interval re-
lationship between the global time of the signal and the time
interval the endpoint. (e second part is adaptive matching,
finding the time series with the highest matching degree in
the global signal according to the extended local feature
scale.

Taking the “boundary local feature scale” as the refer-
ence, a time series with the highest matching degree with
“boundary local feature scale” will be found in the global
signal, which is the result of the “boundary local feature scale
adaptive matching extension EMD endpoint effect sup-
pressionmethod.” Figure 1 shows the specific operation flow
of the EMD endpoint effect suppression method based on
the boundary local feature scale adaptive matching
extension.

3.1. )e Principle of Boundary Local Feature Scale Extension.
(e change trend of the signal is not only reflected at the
endpoints but also reflected inside the signal [18, 19].
(erefore, there is an inherent connection between the
global time of the signal and the interval time of the end-
points. According to this connection, time parameters
corresponding to a maximum value point and a minimum
value point can be calculated at the left and right endpoint of
the signal. By importing the time parameters into the
polynomial established by the maximum (minimum) value
point of the endpoint, the amplitude parameters corre-
sponding to the maximum (minimum) value point can be
obtained.

3.1.1. )e Time Parameter of the Boundary Local Feature
Scale Extension. Take the left endpoint of the signal as an
example, find the occurrence time of all the maximum points
of the signal, and record them as tmax1, tmax2, . . ., tmaxi
(i� 1,2,3, . . .,M). In the same way, find the occurrence time
of all the minimum points of the signal and record them as
tmin1, tmin2, . . ., tmini (i� 1,2,3, . . ., N). (e maximum and
minimum points which need to be extended are recorded as
tmax0 and tmin0, respectively. (e calculation of tmax0 and
tmin0 are divided into the following four cases.

Case 1: tmax1< tmin1∩tmaxM< tminN, M�N; tmin0 and
tmax0 are solved with equations (1) and (2), respectively:

tmin 0 �
􏽐

N−1
i�1 tmax i+1 − tmin i( 􏼁

N − 1
− tmax 1,

(1)

tmax 0 �
􏽐

N
i�1 tmin i − tmax i( 􏼁

N
+ tmin 0. (2)

Case 2: tmax1< tmin1∩tmaxM> tminN, M�N+ 1; tmax0 is
solved with the same equation (2) and tmin0 is solved
with

tmin 0 �
􏽐

N
i�1 tmax i+1 − tmin i( 􏼁

N
− tmax 1. (3)

Case 3: tmax1> tmin1∩tmaxM> tminN, M�N; tmin0 and
tmax0 are solved with equation (4) and equation (5),
respectively:

tmin 0 �
􏽐

N
i�1 tmax i − tmin i( 􏼁

N
+ tmax 0, (4)

tmax 0 �
􏽐

N−1
i�1 tmin i+1 − tmax i( 􏼁

N − 1
− tmin 1.

(5)

Case 4: tmax1> tmin1∩tmaxM< tminN, M�N− 1; tmax0 is
solved with the same equation (5), and tmin0 is solved
with

tmin 0 �
􏽐

N−1
i�1 tmax i − tmin i( 􏼁

N − 1
+ tmax 0. (6)

3.1.2. )e Amplitude Parameter of the Boundary Local
Feature Scale Extension. Take the left endpoint of the signal
as an example, find all the amplitudes corresponding to the
occurrence time of the maximum value points of the signal,
and record them as xmax1, xmax2, . . ., xmaxi (i� 1,2,3, . . ., M).
In the same way, find all the amplitudes corresponding to the
occurrence time of the minimum value points of the signal
and record them as xmin1, xmin2,. . ., xmini (i� 1,2,3, . . ., N).
According to the amplitude variation trend near the end-
point, a maximum value point and a minimum value point
near the left endpoint are extended.

(e specific steps of the boundary local feature scale
extension are as follows:

Step 1: take maximum points closest to the left end-
point of the signal, i.e., xmax1, xmax2, . . ., xmaxa.(e value
of a is related to the sample size.
Step 2: polynomial fit is xmax1, xmax2, . . ., xmaxa. (en,
(tmax0, xmax0) can be obtained by taking tmax0 obtained
in Section 3.1.1 into the fitting formula in “Step 1.”

Similarly, (tmin0, xmin0) can be obtained.

3.2. )e Principle of Adaptive Matching. (e trend of the
signal is reflected in the endpoint and in the whole signal.
(erefore, it is possible to find a curve within the signal that
has the highest matching degree with the “boundary local
feature scale extension” obtained in Section 3.1.

Specific steps of adaptive matching are as follows:
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Step 1: take a time series that includes 6 extreme points,
which contains the left point continuation results
(tmax0, xmax0) and (tmin0, xmin0) and the two closest
maximum and minimum value points (tmax1, xmax1),
(tmin1, xmin1), (tmax2, xmax2), and (tmin2, xmin2). Record
this time series as l0, which contains k sampling points.
Step 2: divide the original signal into n time series with
the number of sampling points k and record them as l1,
l2, l3, ...li ... ln (i� 0, 1, 2, ..., n).
Step 3: calculate the adaptive matching coefficient
(adaptive matching, ξam) [7] and find out li (i� 0 1 2...n)
with the highest matching degree with l0. (e adaptive
matching coefficient is calculated in equation (7), where
A�max {xmax0, xmax1, xmax2} and B�max {xmin0, xmin1,
xmin2}. Find the minimum value of the adaptive
matching coefficient, ξammin �min {ξam1, ξam2, ξam3,
. . ., ξamn}; the corresponding li is the desired time series,
which has the highest matching degree with l0:

ξam �

�������������

􏽐
k
j�1 l0 − li( 􏼁

2/k
􏽱

A − B
. (7)

Step 4: shifting li satisfying the minimum value of ξam to
the position of l0, then carry out EMD.

In summary, the boundary local feature scale adaptive
matching extension EMD endpoint effect suppression
method can be realized by completing the above four steps.

4. Comparative Study of Multiple EMD
Endpoint Effect Suppression Methods for
Simulated Signals

(e simulation signal is used to conduct a comparative study
of multiple EMD endpoint effect suppression methods, and
the correlation coefficient and standard deviation of error
between the IMF and the original signal are analyzed to
evaluate the EMD endpoint effect suppression.

Simulation signal S(t) is composed of three sinusoidal
signals with frequencies of 10Hz, 30Hz, and 60Hz, that is,
S(t)� x1(t) + x2(t) + x3(t), where x1(t)� sin(2× π ×10× t),
x2(t)� sin(2× π × 30× t), and x3(t)� sin(2× π × 60× t).
Sampling point N� 200, sampling time t is 0, π/100, 2π/100,
3π/100....... 2π, that is, on [0, 2π], the middle point is taken
with an interval of π/100.

EMD is performed on S(t) directly, and the IMF is
obtained as shown in Figure 2(a). It can be found that the
two ends of IMF1, IMF2, and IMF3 have different degrees of
divergence.With the decomposition, the divergence of IMF3
is the most serious and tends to develop into the data. (e
decomposition results obtained by boundary local feature
scale adaptive matching extension EMD endpoint effect
suppression method, extremum extension method, and
polynomial fitting method are shown in Figures 2(b)–2(d),
respectively. (e correlation coefficient (rxy) [14] and
standard deviation of error (Dsde) [20] between IMF com-
ponent and corresponding sinusoidal signal are calculated
one by one. (e equations of correlation coefficient and

Find the amplitudes when all the maximum points of the signal
occur, and record them as xmax1, xmax2,…, xmaxi (i = 1,2,3…M)

Find the amplitudeswhen all the minimum points of the signal
occur, and record them as xmin1, xmin2,…, xmini (i = 1,2,3…N)

The six pairs of maximum point coordinates closest to the left
end point are fitted by polynomial. Substituting tmax0 into the

fitted polynomial, we can calculate xmax0

Find the time when all the maximum points of the signal
occur, and record them as tmax1, tmax2,…, tmaxi (i = 1,2,3…M)

Find the time when all the minimum points of the signal
occur, and record them as tmin1, tmin2,…, tmini (i = 1,2,3…N)

According to case1, case2, case3 and case4,tmax0 and tmin0
are calculated.

time parameter of BLFSE amplitude parameter of BLFSE

Taking a time sequence including (tmax0, xmax0),(tmin0, xmin0),(tmax1, xmax1),(tmin1,
xmin1),(tmax2, xmax2) and (tmin2, xmin2), and recording it as l0, l0 contains k sampling points.

Dividing the original signal into n time series with the number of
sampling points k, denoted as l1 l2 l3...ln

Finding out a li (i = 0 1 2...n) with the highest matching degree
with l0, the li corresponding to the minimum value of ξam is required.

Shifting the li satisfying the minimum value of ξam to the 
position of l0, and carry out EMD.

Adaptive matching

Figure 1: Boundary local feature scale adaptive matching extension EMD endpoint effect suppression method operation flow.
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standard deviation of error are shown in equations (8) and
(9), respectively, where N is the number of sampling points,
x corresponds to x1(t), x2(t), and x3(t), and y corresponds to
IMF1, IMF2, and IMF3.(e calculation results are shown in
Table 1.

rxy �
􏽐

N
i�1 􏽐

3
k�1 x

i
k(t) − x(t)􏼐 􏼑 y

i
k(t) − y(t)􏼐 􏼑

���������������������������������

􏽐
N
i�1 􏽐

3
k�1 xi

k(t) − x(t)􏼐 􏼑
2

yi
k(t) − y(t)􏼐 􏼑

􏽲 2, (8)

Dsde �

�����������������������

􏽐
N
i�1 􏽐

3
k�1 xi

k(t) − yi
k(t)( 􏼁􏽨 􏽩

2

N

􏽳

. (9)

(e following conclusions can be drawn from Figure 2
and Table 1:

(1) (e three IMF components obtained by the
boundary local feature scale adaptive matching ex-
tension EMD endpoint effect suppression method
reflects the three sinusoidal signals contained in S(t)

and has high correlation and small error with the
corresponding sinusoidal signals

(2) (e IMF obtained by the boundary local feature scale
adaptive matching extension EMD endpoint effect
suppression method has the highest accuracy

(3) (e effect of extremum extension method is slightly
better than polynomial fitting method, especially, for
the suppression of low frequency components

By further analysis, the IMF obtained in Figures 2(b)–
2(d) are transformed by Hilbert transform, and the marginal
spectrum-based boundary local feature scale adaptive
matching extension EMD endpoint effect suppression
method, extremum extension method, and polynomial fit-
ting method are obtained, respectively, as shown in
Figures 3(b)–3(d). Figure 3(a) is the marginal spectrum
obtained by direct Hilbert transform of x1(t), x2(t), and x3(t).
In Figure 3, the energy spectral density (ESD) is the ordinate.

It can be seen from Figures 3(b)–3(d) that the marginal
spectral frequencies obtained by the boundary local feature
scale adaptive matching extension EMD endpoint effect
suppression method are 10.15Hz, 30.11Hz, and 60.12Hz,

0
10

-10IM
F1

0.0
-0.6
-1.2IM

F2
S 

(t) 0
2

-2

0 1 2 3 4 5

0.6
1.2

IM
F3

0.0

x2 (t)

x3 (t)

x1 (t)

(a)

0
1

-1IM
F1

0.0
0.4

-0.4IM
F2

0 1 2 3 4 5

0
1

-1IM
F3

x2 (t)

x3 (t)

x1 (t)

(b)

0
1

-1IM
F1

0.4

-0.4IM
F2 0.0

-0.6
-1.2

0 1 2 3 4 5

IM
F3 0.0

x2 (t)

x3 (t)

x1 (t)

(c)

0
1

-1IM
F1

x2 (t)

x3 (t)

x1 (t)

IM
F2 0.0

0.4

-0.4

1

-1
0 1 2 3 4 5

IM
F3 0

(d)

Figure 2: Simulation signal decomposition results.
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respectively; the marginal spectral frequencies obtained by
the extremum extension method are 8.91Hz, 28.15Hz, and
59.03Hz, respectively; the marginal spectral frequencies
obtained by the polynomial fitting method are 7.47Hz,
33.38Hz, and 60.12Hz, respectively. (e marginal spectrum
shows the frequency of simple harmonic wave contained in
IMF by different endpoint effect suppression methods. (e
error between the marginal spectrum obtained by the
boundary local feature scale adaptive matching extension

EMD endpoint effect suppression method and the marginal
spectrum obtained by x1(t), x2(t), and x3(t) direct Hilbert
transform is the smallest, which indicates that the boundary
local feature scale adaptive matching extension EMD end-
point effect suppression method can accurately detect the
characteristic frequency contained in S(t). (e results are
consistent with those in Figure 2 and Table 1, which further
shows that the boundary local feature scale adaptive
matching extension EMD endpoint effect suppression

Table 1: Evaluation index of the endpoint effect suppression method.

Evaluating
indicator Boundary local feature scale adaptive matching extension method Extremum extensionmethod Polynomial fitting method

rxy
IMF1 0.9981 0.8969 0.8084
IMF2 0.9979 0.9384 0.7603
IMF3 0.9926 0.6837 0.6051

Dsde

IMF1 0.0081 0.2095 0.2438
IMF2 0.0078 0.1563 0.2763
IMF3 0.0091 0.3319 0.3919
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Figure 3: Marginal spectrum.
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method can effectively suppress the EMD endpoint effect,
realize the extraction of the original signal detail feature
parameters, and obtain high-precision IMF.

5. Application of Boundary Local Feature Scale
Adaptive Matching Extension EMD Endpoint
Effect Suppression Method of Blasting
Seismic Wave Signal

(e development of engineering blasting has greatly im-
proved work efficiency and brought great convenience to the
country’s infrastructure construction. However, the impact of
its seismic effects and air shock waves on the surrounding
environment has become increasingly prominent. (e main
manifestations are destruction and cracking of existing
buildings, slope instability and collapse, and fear of humans
and animals. Among them, blasting seismic effect is con-
sidered to be the primary hazard of engineering blasting [21].

Especially, in the construction urban blasting engi-
neering, the impact of blasting seismic effects on sur-
rounding buildings is more prominent. Based on the
blasting excavation project of the water intake tank of
Huanghuayuan Bridge in Chongqing, the length of the water
intake tank is 135m, the upper and bottom width is 69m,
and the lower and lower width is 24m.(e layout plan of the
blasting site is shown in Figure 4. It can be seen in Figure 4
that there is a residential building 82 meters away from the
water intake tank. (e residential building is the key
monitoring object of this blasting construction, with 7 floors
above the ground.(e TC-4850 intelligent blasting vibration
instrument is used to monitor the building.(e layout of the
measuring points is shown in Figure 5. Only the layout of the
measuring points of the first floor is shown here, and the
other floors are the same as the first floor.

(e impact of the blasting seismic effect on surrounding
buildings is studied through the EMD method. (e
boundary local feature scale adaptive matching extension

84m

90~100m

N

Pier
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Huanghuayuan bridge 82
m
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two

Blasting area

Residential building
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Figure 4: Blasting construction environment diagram.
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Figure 5: Layout of measuring points of houses.
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method is studied to suppress the EMD endpoint effect of
the blasting seismic wave signal.

In the monitoring results, a typical seismic wave signal is
selected as the research object, as shown in Figure 6. (e
sampling frequency of the signal is 4000 sps. According to
the Nyquist sampling theorem [22], the Nyquist frequency
of the measured blasting seismic wave signal is 2000Hz,
including 4096 sampling points.

(e signal in Figure 6 is decomposed by the boundary
local feature scale adaptive matching extension EMD end-
point effect suppression method. (e decomposition results
are shown in Figure 7(a). It can be found from Figure 7(a)
that there is only slight divergence at the right end of IMF4,

and the endpoint effect suppression of other components is
well controlled. Further analysis is carried out to calculate
the marginal spectrum of each IMF. (e calculation results
are shown in Figure 7(b). It can be found that each IMF
carries a set of specific frequency signals of the blasting
seismic wave signal, which once again shows that the
boundary local feature scale adaptive matching extension
EMD endpoint effect suppression method can realize the
accurate extraction of signal feature parameters. (e total
marginal spectrum of the signal, as shown in Figure 8, is
further obtained. Figure 8 shows that the energy of the
underwater drilling blasting seismic wave is mainly con-
centrated in 0∼50Hz, which is consistent with the
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Figure 6: Seismic wave monitoring signal.
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conclusion drawn by [23]. (e dominant frequency of the
signal is the frequency corresponding to the maximum
energy density [24], so the dominant frequency of this signal
is 14.286Hz. When the frequency of blasting seismic wave is
the same as the natural frequency of the residential building,
the amplitude of the structure will reach the maximum, thus
inducing resonance harm.

(rough the finite element analysis software of YJK, the
three-dimensional model of the residential building is ob-
tained, as shown in Figure 9, and the natural vibration
frequency of the house is calculated. (e natural vibration
frequency of the first eight-order formation of the residential
building is shown in Table 2. It can be found from the

analysis of Table 2 that the second-order formation of the
residential building is 13.806Hz, and the dominant fre-
quency of this blasting is 14.286Hz, which are very close to
each other. (erefore, the seismic wave generated by the
blasting is very likely to cause the resonance of the residential
building.

(erefore, the corresponding control measures must be
taken in the actual construction to ensure the safety of the
residential building. (e conclusion also shows that the
method proposed in this paper is not only helpful to sup-
press the EMD endpoint effect and obtain higher precision
IMF but also can accurately extract the frequency parameters
contained in the blasting seismic wave, which is helpful to
control blasting vibration and provide basis for formulating
scientific antiseismic measures.

6. Conclusions

(1) (e boundary local feature scale adaptive matching
extension method not only considers the local
change trend of the signal at the endpoint but also
retains the unique internal attributes of the signal
through the global search ability of “adaptive
matching,” so as to retain the authenticity of the
original signal to the greatest extent
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Figure 8: (e total marginal spectrum of the signal.

Figure 9: (ree-dimensional model diagram of the residential building.

Table 2: (e natural frequency corresponding to the first eight-
order mode shape (unit: Hz).

Array Natural frequency
1 8.234
2 13.806
3 18.806
4 25.023
5 29.920
6 32.156
7 42.714
8 44.976
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(2) By comparing the decomposition results of simu-
lation signals, it is found that the boundary local
feature scale adaptive matching extension EMD
endpoint effect suppression method can effectively
suppress the EMD endpoint effect and obtain higher
accuracy IMF

(3) (e frequency energy information contained in the
blasting seismic wave can be effectively extracted
from the marginal spectrum of the IMF obtained by
the boundary local feature scale adaptive matching
extension EMD endpoint effect suppression method,
which is helpful to identify the characteristic pa-
rameters of blasting seismic wave signal and control
blasting vibration
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Spinal pathology treatment has become an urgent issue to be solved. How to effectively prevent and treat spinal pathology has
become a research hotspot in the field of surgery. Aiming at the problem of too long volume rendering time caused by the trilinear
interpolation sampling method in the reconstruction and visualization of the vertebra 3D model, an improved ray projection
algorithm is proposed to quickly reconstruct a 3D vertebra model frommedical CTvertebra images.,ismethod first classifies CT
data, assigns corresponding color values and opacity transfer functions to different types of data, and then uses inverse distance-
weighted interpolation (IDWI) sampling to replace the trilinear interpolation sampling method for the voxel where the sampling
point is located to accelerate the interpolation operation. ,e color value and opacity of the sampling points are obtained, and
finally, the attributes of all the sampling points are synthesized and calculated to obtain the final rendering effect, and the
reconstruction of the three-dimensional vertebra model is completed. Experimental results show that the proposed method not
only can obtain higher quality rendered images but also has a certain improvement in rendering speed compared with
traditional algorithms.

1. Introduction

Nowadays, spine-related diseases are a major problem in
modern human society. Modern clinical medicine points out
that spinal pathology has become an urgent problem to be
solved. Pedicle screw placement is a relatively mature
medical method for spinal pathology, and three-dimensional
reconstruction of vertebrae is the premise of preoperative
simulation and quantification. ,e three-dimensional ver-
tebral model obtained by medical image visualization can
provide more realistic anatomical structure for doctors, so as
to help doctors accurately diagnose the disease and design
treatment plan, which has important clinical practical value.

Medical image visualization [1] is the human body in-
formation obtained by digital imaging technology that is
intuitively expressed as three-dimensional effect on the
computer, so as to provide structural information that

cannot be obtained by traditional means. Volume rendering
has become an important method to realize the visualization
of medical images because it can show the fine structure and
small transformation of objects. As a classical method of
volume rendering technology, ray casting algorithm has a
wide range of applications in the field of 3D reconstruction
visualization of medical images, but its rendering speed is
slightly insufficient [2]. At present, the common methods to
improve the rendering speed can be roughly divided into
three types: hardware-based, software-based, and parallel
mode [3]. Among them, the premise of hardware-based and
parallel methods is to carry out on specific computer
hardware, so its portability is greatly reduced. ,e accel-
eration method based on software type does not rely too
much on the development of hardware, but improves from
the angle of algorithm, which has high flexibility. However,
this kind of method has some problems, such as too high
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complexity to achieve ideal acceleration effect and not taking
into account both rendering speed and reconstruction
quality.

In order to speed up volume rendering and improve the
quality of reconstruction, we proposed a ray casting algo-
rithm based on inverse distance-weighted interpolation
sampling to realize the 3D visualization of the vertebral CT
image. Firstly, vertebrae and nonvertebrae are distinguished
in the 3D volume data field, and the mapping from data to
optical features is realized by transfer function. ,en, the
inverse distance-weighted interpolation method is used to
replace the trilinear interpolation in the traditional ray
casting algorithm to speed up the resampling process. Fi-
nally, the final color of each pixel is obtained by synthesizing
the color value and opacity of all the sampling points, and
finally, the three-dimensional reconstruction of the vertebral
image is realized.

2. Related Work

With the development of computer hardware technology,
hardware-based and parallel acceleration methods are first
proposed. Cullip and Neumann first proposed a method to
accelerate volume rendering using 3D texture hardware [4].
Zhang et al. used GPU-based fast ray casting method for
volume rendering in CT 3D reconstruction to shorten the
reconstruction time [5]. Ross et al. proposed a CPU-based
volume rendering algorithm for 3D ultrasound images,
which overcomes the difficulty of low adaptability of GPU-
based algorithm [6]. Ma et al. proposed a parallel grid
generation algorithm on GPU, which increased the average
efficiency by 15 times [7]. Zhou et al. used CUDA to ac-
celerate the implementation of ray casting algorithm, which
was 70% faster than GPU [8]. Sans et al. compared the
performance of OpenGL, OpenCL, and CUDA for different
medical datasets [9].

However, both hardware-based and parallel-based ac-
celeration methods are based on the premise of computer
hardware, so they have some limitations. In contrast, the
acceleration method based on software is more flexible and
convenient, which can be transplanted between different
machines quickly and has wider applicability. Mehaboo-
bathunnisa et al. proposed a method of grouping rays
projected by similar voxels to reduce the computational
complexity of rendering algorithm, but the reconstruction
result is not smooth enough due to artifacts [10]. Hadwiger
et al. proposed the SparseLeapmethod which is a novel space
hopping method and has been proved that it can avoid the
problem of unnecessary space debris [11]. Based on the idea
of spatial jump method, Deakin and Knackstedt used
Chebyshev distance to guide how to effectively skip the blank
area in the ray casting algorithm [12], and then they opti-
mized this method and proposed an effective algorithm to
generate anisotropic Chebyshev distance map for acceler-
ating ray casting, but these two methods have some
shortcomings in the final reconstruction effect [13]. Liu et al.
reduced the amount of computation in the rendering pro-
cess by adjusting the sampling frequency and adopting

different interpolation strategies for the sampling points of
different classification groups [14]. Bi et al. applied inverse
distance-weighted interpolation algorithm tometeorological
data visualization and achieved good rendering effect [15]. In
order to improve the speed of ray casting algorithm, this
paper proposes a ray casting algorithm based on inverse
distance-weighted interpolation sampling, which improves
the speed of volume rendering on the premise of meeting the
quality requirements of 3D reconstruction.

3. Improved Ray Casting Algorithm

3.1. Traditional Ray Casting Algorithm. ,e basic idea of the
traditional ray casting algorithm can be described as follows:
firstly, collecting the sample points of all the voxels in the
three-dimensional data field along the ray direction at equal
intervals and then obtaining the corresponding color values
and opacity values of the sample points, then synthesizing
the color values and opacity values of all the sample points
on the ray to obtain the final color of the pixel, and finally,
calculating each pixel and obtaining the final two-dimen-
sional image. ,e detailed steps are shown in Table 1.

In traditional ray casting algorithm, step 1 is to initialize
the color value C and opacity value α. In step 2, all the voxels
in the 3D volume data field are traversed, and the sample
points are sampled by trilinear interpolation to obtain the
color value and opacity value of the sample points. Finally,
the color values and opacity values of all sampling points on
the ray are combined in step 3 to get the final projection
image.

3.2. Inverse Distance-Weighted Interpolation Method.
Inverse distance-weighted interpolation (IDWI) is a kind of
interpolation method which takes the distance between the
sampling point and adjacent point as weight. Figure 1 shows
the schematic diagram of the IDWI method.

,e IDWI method considers that each adjacent point
will have a certain influence on the sampling point, and the
influence is closely related to the distance. ,e closer the
sampling point is, the greater the weight is given to the
adjacent point, and the weight contribution is inversely
proportional to the distance [16].

Suppose that there are other neighboring points in the
neighborhood of sampling point A(x, y, z), denoted as Ai(xi,
yi, zi), i� 1, 2, . . ., n. Let f(A) be the color and opacity value of
A, then it can be described as follows:

f(A) � 􏽘
n

i�1
λif Ai( 􏼁, (1)

where λi is the weight of the distance from each adjacent
point to the sampling point and can be calculated as follows:

λi �
1/d

􏽐
n
i�1 1/d

, (2)

where di is the Euclidean distance between adjacent points
and sampling points and can be calculated as follows:
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di �

��������������������������

x − xi( 􏼁
2

+ y − yi( 􏼁
2

+ z − zi( 􏼁
2

􏽱

. (3)

Obviously, the sum of all weights is 1, that is,

􏽘

n

i�1
λi � 1. (4)

3.3. Ray Casting Algorithm Based on IDWI Sampling. In
order to improve the efficiency of the TRC, an improved ray
casting algorithm is proposed in this paper. ,e basic idea is
to use inverse distance-weighted interpolation instead of
trilinear interpolation in interpolation sampling. ,e im-
proved ray casting algorithm includes the following three
steps:

(1) Classification of vertebrae and nonvertebrae: in this
step, a three-dimensional volume data field is con-
structed, and a ray is emitted from the position of
each pixel on the screen along the line of sight di-
rection into the data field. According to the different
characteristics of the data, the vertebral CT data are
classified into different types, that is, vertebral and
nonvertebral. In order to show the internal structure
of 3D data field more intuitively, it is necessary to
assign different color values and opacity to different
types of data according to the classification results.

,e setting of color value and opacity needs to design
different transfer functions. ,e function of transfer
function is to complete the mapping from data to
optical features (color, opacity, etc.). Formally, the
transfer function T can be defined as follows:

T: ⟶ c, α{ }, x ∈ Rn, (5)

where c, α{ } is a binary set of color values and
opacity, x is the attribute values of volume data, and
n is the dimension of x and represents the number of
attributes.

(2) Achieving the color and opacity values: after sepa-
rating the region of vertebrae and nonvertebrae, the
sample points of all the voxels in the 3D data field
which are penetrated by light are collected at equal
intervals along the ray direction, and the corre-
sponding color and opacity values of the sample
points are calculated according to the attribute values
of the eight vertices of the voxels where the sample
points are located.,e sampling points are above the
ray incident from the pixel to the 3D data field,
usually in the voxel mesh they pass through, rather
than just at the vertex of the voxel mesh. ,e inverse
distance-weighted interpolation method is used to
obtain the color value and opacity of the sampling
points.

Table 1: Traditional ray casting algorithm (TRC).
Input: 3D volume data field D
Step 1: Initial color value C and opacity per pixel α
Step 2: For each voxel in volume data field D Do
2.1: If current voxel contains sampling points, then
2.2: ,e value C and α of each sampling point are obtained by trilinear interpolation
2.3: End if
2.4: End for
Step 3: Compositely calculating the value of and C for each pixel
Output: Opacity per pixel α, color value C
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Figure 1: Inverse distance-weighted interpolation.
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(3) Synthesizing the color values: in this step, the final
color of the pixels is obtained by compositing the
color values and opacity values of all the sampling
points on the ray. In the process of synthesis, we use
the front-to-back strategy. ,e formulas can be
described as follows:

Cout � Cin + Ci 1 − Cin( 􏼁, (6)

αout � αin + αi 1 − αin( 􏼁, (7)

where Cout and αout are the color values and opacity
values after the cast ray passes through the sample
point, respectively. Cin and αin are the color values
and opacity values before the incident sampling
point i, respectively. Ci and αi are the color values
and opacity values of the current sampling point i,
respectively. After the above iteration, each pixel is
calculated to get the final three-dimensional image.
,e detailed steps are shown in Table 2.

3.4. Stability Analysis. In the process of image rendering
using the classical ray casting algorithm, there are two kinds
of situations in which the projected ray travels in the 3D
volume data field: the ray travels in the empty voxel and the
ray travels in the nonempty voxel. For analyzing the whole
rendering process from the rendering data source, the
calculation of empty voxels has no contribution to the final
3D reconstruction effect presented on the screen. However,
if the same undifferentiated interpolation is applied to the
empty voxels, the rendering time of the ray casting algorithm
will be increased, and the real-time performance of the
algorithm will be affected.,erefore, we use the spatial jump
technique to skip the empty voxels in the direction of the
projection ray and only interpolate the nonempty voxels in
the 3D volume data field. For each empty voxel, first record
the nearest distance from it to the opaque voxel, and then, no
matter what the direction of the ray is, as long as the distance
is a forward step, it will not intersect with the opaque voxel in
this distance range when the ray is casting. Based on this, it
can significantly reduce the redundant steps of ray casting,
improve the efficiency of the algorithm, and has obvious
advantages in computing resources and memory
requirements.

4. Experiments and Analysis

4.1. Experimental Setup. ,e experimental data were ob-
tained from the project cooperation Hospital of Xi’an
Zhenwo 3D Technology Co., Ltd., with a total of 77 samples
and a resolution of 512× 512 DICOM format CT image data
file, and each CT image interval is 2.5mm. Hardware en-
vironment is Intel (R) core (TM) i5-4590 @ 3.30GHz, 8GB,

AMD Radon (TM) r5340x, OS is windows10, and all pro-
grams are implemented in Python +VTK development
environment. In this paper, five vertebrae of lumbar ver-
tebrae are taken as the reconstruction object, and the
DICOM format vertebral CT data is used for experiment.
,e time required by several ray casting algorithms for
volume rendering is compared, and the PSNR and SSMI
values are used as evaluation indexes to compare the re-
construction quality.

4.2. Reconstruction Results and Analysis. In the same ex-
perimental environment, two groups of experiments were
carried out: the first group took all slices of lumbar CT data
as input, compared with the traditional ray casting (TRC),
the ray casting based on bounding box optimization (BRC)
[17], the ray casting with viewpoint (VRC) [18], and our
method (improved ray casting, IRC), the 3D reconstruction
results and execute time are given; in the second group, part
of CT slices in the data set was taken to reconstruct a single
vertebra, and the time-consuming and reconstruction re-
sults of the four volume rendering methods were compared.

Figures 2 and 3 show the comparison of reconstruction
effect of lumbar and single vertebral, respectively. In ad-
dition, Tables 3 and 4 show the comparison of recon-
struction quality indexes to TRC of lumbar and single
vertebra, respectively.

From Figures 2 and 3, we can see that our method IRC
algorithm has no obvious difference in reconstruction
quality compared with the other three algorithms. However,
from the reconstruction quality indicators in Tables 3 and 4,
we can see that the PSNR value of IRC is little different from
the other algorithms, and the SSIM value is very close. ,is
shows that our improved method not only ensures the
quality of 3D reconstruction but also shows the better re-
construction model. Table 5 shows the running time of the
four algorithms in two groups of experiments.

From Table 5, we can see that the running time of TRC,
BRC, and VRC algorithm for single vertebra is 10.739 s,
8.254 s, and 7.851 s, respectively, which is slower than 6.473 s
of our improved ray casting algorithm. Meanwhile, the
running time of IRC for whole lumbar spine is 14.346 s,
which is 9.979 s, 4.516 s, and 2.162 s faster than TRC
(24.325 s), BRC (18.862 s), and VRC (16.508 s), respectively.
,erefore, IRC is better than the other three algorithms in
running speed for CT data files of the same experimental
object. For each interpolation point, the trilinear interpo-
lation method needs 21 times of multiplication and division
and 28 times of addition and subtraction, while the inverse
distance-weighted interpolation method only has 16 times of
multiplication and division and 7 times of addition and
subtraction. Because of the reduction of the amount of
computation, the IRC shortens the running time.
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5. Conclusion

,is paper proposed an improved ray casting algorithm to
solve the problem of too long rendering time of traditional
ray casting algorithm in the process of 3D reconstruction of
vertebral CT image. According to the shortcomings of tri-
linear interpolation method in sampling speed, inverse
distance-weighted interpolation sampling is used instead of

(a) (b) (c) (d)

Figure 2: Comparison of the reconstruction effect of lumbar. (a) TRC. (b) BRC. (c) VRC. (d) IRC.

(a) (b) (c) (d)

Figure 3: Comparison of the reconstruction effect of single vertebra. (a) TRC. (b) BRC. (c) VRC. (d) IRC.

Table 2: Ray casting algorithm based on IDWI sampling (RC-IDWIS).
Input: 3D volume data field D
Step 1: Classification of vertebrae and nonvertebrae
1.1: Along the line of sight, emitting a ray from the position of each pixel on the screen to enter the 3D volume data field D
1.2: According to the different characteristics, the images are classified into vertebral and nonvertebral regions
1.3: Set the color value and opacity through the transfer function by using formula (5)
Step 2: Achieving the color and opacity values
2.1: For each voxel in volume data field D Do
2.2: If current voxel contains sampling points, then
2.3: ,e value C and α of each sampling point are obtained by inverse distance-weighted interpolation sampling
2.4: End if
2.5: End for
Step 3: Synthesizing the color value for each pixel
3.1: For each pixel Do
3.2: Calculate the value of C and α by using formulas (6) and (7)
3.3: End for
Output: Composite 3D image

Table 3: Comparison of quality indicators to TRC of lumbar
reconstruction.

Algorithm contrast PSNR SSIM
BRC and TRC 25.6313 0.9318
VRC and TRC 26.9164 0.9262
IRC and TRC 27.8933 0.9705

Table 4: Comparison of quality indicators of lumbar
reconstruction.

Algorithm contrast PSNR SSIM
BRC and TRC 33.0852 0.9862
VRC and TRC 31.5443 0.9860
IRC and TRC 32.5044 0.9862

Table 5: ,e running time of the four algorithms in the two sets of
experiments.

Experiment subject TRC (s) BRC (s) VRC (s) IRC (s)
Lumbar 24.325 18.862 16.508 14.346
Single vertebra 10.739 8.254 7.851 6.473

Shock and Vibration 5



trilinear interpolation sampling. Compared with the other
existing methods, our method can reduce the reconstruction
time and improve the rendering speed without reducing the
reconstruction quality. How to improve the existing
methods so as to obtain more fine reconstruction effect of
microstructure and further improve the reconstruction
accuracy is the next research direction.
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+is article introduces the newmethod of sensor data privacy protection method for IoT. Asymmetric encryption is used to verify
the identity of the gateway by the sensor. +e IoTgateway node verifies the integrity and source of the data, then creates a block,
and submits the block chain transaction. In order to avoid tracking the source of the data, a ring signature is used to anonymize the
gateway transaction. +e proxy re-encryption method realizes the sharing of encrypted data. On the basis of smart contracts,
attribute-based data access control allows decentralized applications to finely control data access.+rough experiments, the effects
of sensor/gateway verification, transaction signatures, and sensor data encryption on performance are discussed.+e results show
that transaction delays are all controlled within a reasonable range. +e system performance achieved by this method is also
relatively stable.

1. Introduction

Various sensors have penetrated into all aspects of our lives,
and many of them are continuously collecting our infor-
mation [1]. In this context, privacy issues related to the
Internet of +ings, especially consumer Internet of +ings,
have become the focus of attention from all walks of life [2].
As a kind of microcomputer terminal, the Internet of +ings
device exists independently of the computer network but is
closely connected with the Internet [3]. Today, IoT sensors
have penetrated into various industries, from industrial
automation to medical equipment and then to the financial
industry [4]. In short, there will be sensors wherever humans
live [5].

Privacy protection is an important issue in IoT systems
but has different references in different scenarios. For ex-
ample, in the smart grid, the leakage of household energy
consumption data and other information may cause hidden
dangers to the safety of household personnel and property
[6–8]. In smart medical care, the leakage of health data
generated by patients’ wearable devices causes personal
safety and ethical issues.+us, following the above two cases,
the privacy protection issue is considered related to the

interests of the owner of the sensor data.+is kind of privacy
protection is called active privacy protection wherein the
owners of sensor data have the opportunity to take necessary
measures to protect their privacy [9, 10]. However, in public
video surveillance applications, the privacy problem caused
by face recognition is another situation. In this scenario, the
issue of privacy protection is not an issue related to the
interests of the owner of the sensor data (that is, the operator
of the monitoring system) [11]. Whether to protect the
privacy of the monitored person depends on the law and the
level of the operator. Similarly, electronic license plate ap-
plications exist [12]. +is kind of privacy protection is called
passive privacy protection wherein the object whose privacy
is compromised is powerless to solve this problem. For these
two privacy protection problems, the problems to be solved
and the directions to be considered are different. +us,
obvious differences are found in the solutions. For example,
automatic coding method used in public video surveillance
is rare in active privacy protection [13–15].

+is article introduces how to solve the privacy pro-
tection about IoT sensor data based on blockchain [16]. +e
ring signature realizes the anonymization of gateway
transactions, prevents data sources from being tracked, and
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solves the anonymization problem of blockchain-based IoT
users [17]. +rough asymmetric encryption, the sensor
verifies the identity of the gateway and encrypts the sensor
data [18]. +e gateway can create a block and submit a
blockchain transaction after verifying the integrity and
source of the data. Finally, combined with data access
control and data encryption sharing, decentralized appli-
cations perform fine-grained control over data access.

2. Method Architecture

+e method architecture is shown in Figure 1. +e system
consists of sensors, gateways, blockchain, and various
decentralized applications. First of all, the sensor and the
gateway need to perform bilateral authentication, which can
not only prevent the sensor from accessing the fake gateway,
but the gateway also filters out offensive sensor data. After
the identity verification is passed, Hash-based message
authentication code is used to verify the source and integrity
of the data collected by the sensor. +e sensor uploads the
data to the gateway. In order to protect the privacy of the
sensor data, the gateway will first encrypt the data with a
public key, use a ring signature to verify the anonymity of the
transaction, and finally submit it to the blockchain. Based on
smart contracts, an attribute-based control method is
adopted. +e encrypted data on the blockchain are
decrypted and used by decentralized applications by proxy
re-encryption.

2.1. Sensor-Gateway Authentication. To avoid the leakage of
private data caused by the sensor’s access to the wrong
gateway, this study adopts the Elliptic Curve Diffie–Hellman
(ECDH) protocol combined with an asymmetric encryption
method to realise the sensor’s authentication of the gate-
way’s identity and negotiate a shared key in the process.

ECDH is a variant of the Diffie–Hellman (DH) protocol
that uses elliptic curve cryptography. +e difference between
the two is that ECDH is based on the elliptic curve discrete
logarithm problem, whereas the DH protocol is based on the
discrete logarithm problem. Similar to the DH protocol, the
two parties in ECDH communication use their elliptic curve
key pairs to negotiate a shared key on an insecure channel.
+is key can be used for the symmetric encryption of
subsequent communications between the two parties. +e
negotiation process is shown in Figure 2.

+e sensor and the gateway share a set of elliptic curve
domain parameters (p, a, b, G, n, h). +e sensor generates a
random number da,g, (dg ∈ [2, n − 1]), then the sensor sends
Qs to the gateway, and the gateway sends Qg to the sensor.
Finally, both parties obtain the same shared key (i.e.,
K � Ks � Kg).

+e ECDH-based IoT device authentication to the
gateway and the key negotiation process is shown in
Figure 3.

(i) +e sensor side generates a random number ds,
encrypts Qs with the public key of the gateway, and
sends it

(ii) +e gateway side generates a random number, dg,
and sends back Qs

����Qg in plaintext
(iii) If the sensor successfully parses out Qs, the gateway

identity is correct

+e above process shows that, when the system is ini-
tialised, an ECC key pair needs to be allocated to the
gateway, and the sensor needs to know the public key that it
needs to access the gateway.

2.2. Sensor Data Encryption. +e gateway creates and sub-
mits a blockchain transaction after verifying the integrity
and source of the sensor data. To protect the privacy of
sensor data when constructing a transaction, this article first
uses the ECC public key to encrypt sensor data.+e principle
of public key encryption is as follows:

(i) +e 32-bit input data m are converted into point M
on the elliptic curve, where f represents the selected
elliptic curve equation:

M � (m, f(m)). (1)

(ii) A random number r ∈ [2, n − 1] is taken, where n
represents the order of the selected elliptic curve
equation.

(iii) +e first part C1 of the encrypted output is calcu-
lated, where G is the Genrator of the elliptic curve:

C1 � r × G. (2)

(iv) +e second part C2 of the encrypted output is
calculated, where K represents the public key used
for encryption:

C2 � M + r × K. (3)

(v) +e encrypted outputs C1 and C2 are obtained.

+e process of decrypting with the ECC private key is as
follows:

(i) M is calculated according to the following formula,
where k is the private key used for decryption:

M − C2 − k × C1. (4)

(ii) +e original informationm is extracted fromM. For
example, M is taken to obtain the x coordinate. +e
above process is only applicable to the encryption
and decryption processing of the input message m
with a length of 32 bytes. +e message m of any
length should be divided if the 32-byte fragments
m1, ..., mn are viewed. +e encryption process is
performed on each fragment at a time, and the
encryption result is obtained.

C � C1, C21, . . . , C2n􏼂 􏼃. (5)

2 Shock and Vibration



When decrypting, C1 is used to process C21, . . . , C2n

sequentially and obtain the result.

2.3. Anonymization of Transaction Sources. To avoid
tracking and identifying the source of the data (gateway), the
Borromean ring signature method is used to anonymize
gateway transactions. Ring signature is a special group
signature method.+e difference is that a ring signature does
not require an additional group manager. With ring sig-
nature, the real signer can be hidden behind a set of public
keys (address), thus realising the transaction anonymity of
the true initiator.

Assuming that the message to be signed ism, the signer’s
private key is Ss, and the selected ring members are
P1, P2, . . . , Pr, the calculation process of the ring signature is
as follows:

(i) +e hash of the message m is calculated as the
symmetric key k as follows:

k � h(m). (6)

(ii) +e signer chooses a random value v ∈ [0, 1].
(iii) +e signer chooses a random value for other

members (i.e., xi ∈ [0, 1], 1≤ i≤ r, i≠ s).
(iv) ys is solved, which makes the following formula

true:

Ck,v y1, y2, . . . , yk( 􏼁 � v,

Ck,v y1, y2, . . . , yk( 􏼁 � Ek yr⊕Ek yr−1⊕Ek . . .⊕Ek y1⊕v( 􏼁( 􏼁( 􏼁( 􏼁.

(7)

(v) Signer trapdoor permutation and inversion are
used:

xs � g
−1
x ys( 􏼁. (8)

(vi) +e ring signature is the output:

P1, P2, . . . , Pr; v; x1, x2, . . . , xr( 􏼁. (9)

+e equation calculated in step 4 can be shown in the
figure below, where Ek is the symmetric encryption function:

v Ek Ek

x1 x2 xr

Ek… z

y1 = g1 (x1) y2 = g2 (x2) yr = gr (xr)

⊕ ⊕ ⊕

(10)

+e verification process of the ring signature is as
follows:

Ek

Ek

EkEk

…
y1 = g1 (x1)

y2 = g2 (x2)

y3 = g3 (x3)

yr = gr (xr)

|
z = v

⊕

⊕

⊕

⊕

(11)

+e equation can be expressed as a ring as follows:

(i) Calculate yi as follows:

yi � gi xi( 􏼁. (12)

(ii) Calculate the encryption key k as follows:

k � h(m). (13)

(iii) Verify the ring equation as follows:

Ck,v y1, y2, . . . , yk( 􏼁 � v. (14)

2.4. Sensor Data Shared. +e encrypted sensor data can be
decrypted and used by the encryptor. +ird-party use must
be considered in many cases. However, directly sharing the
private key of the encryptor is not safe. +us, this article uses
a proxy re-encryption method to realise the sharing of
encrypted data. +e proxy re-encryption process is shown in
Figure 4. In this article, the blockchain node acts as a re-
encryption agent.

Users A and B hold key pairs (sKA, pKA) and
(sKB, pKB), respectively. User A uses his public key pKA to
encrypt the inscription datam to obtain the ciphertext CA on
the chain. When user A needs to share his data with user B,
user A generates a re-encryption key rKA⟶B for user B and
provides it to the blockchain node to re-encrypt the specified
ciphertext to CB. After receiving it, user B uses his private
key. +e key sKB can be decrypted.

(i) b: user B’s private key
(ii) a: user A’s private key
(iii) q: order
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Given that two sets of private keys are required to
generate the re-encryption key and to avoid using B’s private
key, user A needs to generate an additional temporary
private key and provide it to user B after encrypting it with
B’s public key.

To access the data of the specified sensor, decentralized
applications need to request sensor data access permission
from the gateway to which the sensor belongs, that is, to send
the following message to the specified gateway. +e fields of
the message are shown in Table 1.

If the gateway agrees for decentralized applications to
access the specified sensor, the gateway submits an
authorisation transaction to the PAP contract on the chain,
granting the requester the access permission to the specified
sensor. +e transaction parameters are as follows:

(i) Target contract: PAP
(ii) Contract action: grant
(iii) Action parameters:
(iv) Sensor: authorised sensor ID
(v) User: requester ID
(vi) Rk: re-encryption key generated for the requester
(vii) Sk: decryption key generated by the requester,

which is encrypted with the requester’s public key

After the transaction is confirmed on the chain, the pap
contract is triggered to modify the access strategy of the
specified sensor. +e process is shown in Figure 5.

After the above transaction is confirmed, the requesting
party can encrypt and decrypt the specified sensor data to
obtain plaintext data. Decentralized applications request the
latest sensor data by sending the following message to the
blockchain node. +e fields of the message are shown in
Table 2.

After the node receives the above request, it will first
check whether the requester has the permission to access the
requested sensor. If the permission is granted, it will return
the latest data (encrypted form) of the sensor and the key
authorised by the gateway to the requester. +e fields of the
message are shown in Table 3.

+e sequence diagram of the above process is shown in
Figure 6.

2.5. Data Access Control. ABAC can finely control access to
resources and mainly includes four components, namely,
policy enforcement point (PEP), policy decision point
(PDP), policy administration point (PAP), and policy in-
formation point (PIP). +e data access process is shown in
Figure 7.

(i) PEP is responsible for receiving user requests, in-
voking PDP permission evaluation and determining
whether to allow access to specified resources based
on PDP evaluation results

(ii) PDP evaluates the access request based on the rule
base and returns the evaluation result (i.e., denying
or allowing access)

(iii) PAP is the management interface of rules provided
for administrators, such as adding new access
policies and updating designated access policies

(iv) PIP provides out-of-core attribute information for
PDP

3. Experimental Evaluation

3.1. Verification of Encrypted Data Utilisation Process.
+e experimental configuration is as follows:

(i) Synthesis of sensor data: open
(ii) Verification of sensors and gateway devices: open
(iii) Encryption of transactions: open
(iv) Data encryption method: ECC

+e data chaining process in the experiment is described
as follows:

(i) +e sensor verifies the identity of the gateway and
negotiates a shared key

(ii) +e sensor submits data to the IoT gateway
(iii) +e IoT gateway node verifies the integrity and

source of the data and rejects the data if the veri-
fication fails

(iv) +e gateway encrypts sensor data, generates new
transactions, and performs ring signatures

(v) After the blockchain node verifies that the trans-
action is correct, the node will queue the transaction
up in the buffer pool

(vi) Blockchain nodes generate blocks to confirm
transactions

+e access authorisation process in the experiment is as
follows:

(i) +e gateway submits an authorisation transaction to
the blockchain node and grants the data access
rights of 80000# sensor to decentralized
applications.

DApps

Blockchain

Gateways

Sensors

Figure 1: Method architecture.
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(ii) Decentralized applications regularly submit query
requests to blockchain nodes and obtain encrypted
sensor data and the proxy re-encryption group.

(iii) Decentralized applications perform re-encryption
first, decrypts the data, and displays the decrypted
plaintext. +e experimental results are in line with
expectations. +e screenshot is shown in Figure 8.

3.2. 3e Impact of Encryption on Performance. +e program
is implemented in Python language, and the experiment is
mainly carried out in the following aspects: the impact of
transaction signatures on performance and the impact of
sensor data encryption on performance.

+e system has set up 50 sensor nodes, 10 gateways, and
4 blockchain nodes. +e system can set parameters in ad-
vance, set the block generation cycle of the blockchain node
to 5 s, set the sensor report data cycle to 1 s, enable sensor
data integration, configure whether to verify the sensor/
gateway, and configure transaction signatures and sensor
encryption methods.

3.2.1. 3e Impact of Transaction Signatures on Performance.
We use different signature methods to discuss the impact on
system performance. +e parameters are as follows:

(i) Cycle of block generation: 5 s
(ii) Cycle of sensor data submission: 1 s
(iii) Synthesis of sensor data: open
(iv) Verification of sensors and gateway devices: close
(v) Encryption of transactions: close
(vi) Data encryption method: none/ECC/ring

+e transaction delay time statistics of the no-signature
method and the ECC signature method are shown in
Figures 9–12

Figures 9–12 show the influence of ECC signature on
transaction delay time. When no signature is added, all
transactions are confirmed within 5 s of the block generation
period. When the ECC signature is added, the maximum
transaction confirmation time is delayed to more than 7 s.
+at is, given that ECC signature requires a certain pro-
cessing time, the simulation system has been overloaded

Sensor Gateway

Qg = dg · G

Qs = ds · G

Figure 2: Key agreement.

Sensor Gateway

Confirm gateway
identity

ds

dg

Qs||Qg

ENCPK–g (Qs)

Figure 3: IoT device authentication to the gateway and key agreement.

m m

BC node

UserA
rkA→BEncrypt (pkA, m) Decrypt (skB, cB)

Re-encrypt (rkA→B, cA) cBcA

Figure 4: Proxy re-encryption.
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Table 1: +e format of the message sent by decentralized applications.

# Field Type Explanation
1 Type String Message type and value: sensor_rights_request

2 Payload Bytes

+e message payload is as follows:
(i) Requestor: requester ID
(ii) Requestor_pk: requestor public key
(iii) Sensor: target sensor number

Gateway Blockchain DApp

Sensor_rights_request

Transaction cache

Block confirmation transaction
update access control rules

tx (contract = pap, action = grant)

Figure 5: Transaction process.

Table 2: +e format of the request sensor data sent by the decentralized applications.

# Field Type Explanation
1 Type String Message type and value: state_request

2 Payload Bytes

+e message payload is as follows:
(i) Target contract: SCADA
(ii) Contract view: sensor_latest
(a) View parameters:
(b) Requestor: requestor ID
(c) Sensor: requested sensor ID

Table 3: Node returns sensor data.

# Field Type Explanation
1 Type String Message type and value: state_response

2 Payload Bytes

+e message payload is as follows:
(i) Encrypted sensor data
(ii) Data re-encryption key
(iii) Data decryption key (encrypted by the requester’s public key)

Blockchain DApp

State_request

Request ID/resource ID

Access policy check

Encrypted data/re-encrypted key/decrypted data

Figure 6: Access policy check.
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when the block generation period is set to 5 s. When the ring
signature method is used, this overload phenomenon is
more obvious because the ring signature requires more
processing time. Figures 13 and 14 show that the maximum
transaction delay time has exceeded 20 s.

+e block generation period is set to 30s, and the ex-
periment of the ring signature method is re-run. +e results
are shown in Figures 15 and 16

+e transaction delays are kept within the block gen-
eration period, and the system is operating normally.
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Figure 7: Data access control.

Request

Response

Decrypt

Figure 8: System operation result.
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3.2.2. 3e Impact of Sensor Data Encryption on Performance.
Sensor data encryption and nonencryption methods are
used to investigate the impact of this link on performance.
+e experimental parameters are as follows:

(i) Cycle of block generation: 5 s

(ii) Cycle of sensor data submission: 1 s

(iii) Synthesis of sensor data: open
(iv) Verification of sensors and gateway devices: close

(v) Encryption of transactions: close
(vi) Data encryption method: none/ECC/ring

+e experimental results are shown in Figures 17 and 18.
Figures 17 and 18 show that the encryption of sensor

data has little effect on transaction delay. Figure 17 shows the
corresponding transaction delay histogram statistics and
transaction delay cumulative ratio statistics when sensor
data encryption is not enabled. Figure 18 shows the statistics
of the transaction smoking, eating, and releasing graphs and
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Figure 10: Transaction delay histogram (no signature, T� 5 s).
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the cumulative ratio of transaction delays after the sensor
data encryption is turned on. In Figures 17 and 18, the blue
histogram counts the number of transactions that fall in each
delay interval, and the red line graph calculates the pro-
portion of the number of delays corresponding to the
current interval in the total number of transactions, which
we call it the cumulative proportion of delay in this interval
is displayed on the ordinate on the right. From the two

figures, we can see that after the sensor data encryption is
turned on, it will affect the total number of transactions. As
can be seen from Figure 18, the number of transaction delays
in each interval has been reduced. However, after the sensor
data encryption is turned on, the transaction delay time will
not be affected. From the red line chart, we can see that all
transaction delays are still below 5000ms, and the cumu-
lative proportion accounts for almost 100%.

25,000

20,000

15,000

10,000

5000

0 1 11 21 31 41 51 61 71 81 91 10
1

11
1

12
1

13
1

14
1

15
1

16
1

17
1

18
1

19
1

Latency 1
Latency 2

Figure 13: Transaction delay (ring signature, T� 5 s).

120

100

80

60

40

20

0

Fr
eq

ue
nc

y

120.00

100.00

80.00

60.00

40.00

20.00

0.00

1,
00

0

3,
00

0

5,
00

0

7,
00

0

9,
00

0

11
,0

00

13
,0

00

15
,0

00

17
,0

00

19
,0

00

21
,0

00

23
,0

00

25
,0

00
Delay (ms)

Frequency
Total %

(%)

Figure 14: Transaction delay histogram (ring signature, T� 5 s).

35,000

30,000

25,000

20,000

15,000

10,000

5000

0

1
74

9
14

97
22

45
29

93
37

41
44

89
52

37
59

85
67

33
74

81
82

29
89

77
97

25
10

,4
73

11
,2

21
11

,9
69

12
,7

17
13

,4
65

14
,2

13
14

,9
61

15
,7

09

Latency 1
Latency 2

Figure 15: Transaction delay (ring signature, T� 30 s).

Shock and Vibration 9



4. Conclusion

+is article introduces sensor data privacy protection
method for IoT based on blockchain technology. +e ring
signature realizes the anonymization of gateway transac-
tions, prevents data sources from being tracked, and solves
the anonymization problem of blockchain-based IoT users.
+rough asymmetric encryption, the sensor verifies the

identity of the gateway and encrypts the sensor data. +e
gateway can create a block and submit a blockchain
transaction after verifying the integrity and source of the
data. Finally, combined with data access control and data
encryption sharing, decentralized applications can finely
control data access. +rough experiments, the impact of
transaction signatures on performance and the impact of
sensor data encryption on performance are analyzed. +e

600

500

400

300

200

100

0

Fr
eq

ue
nc

y
1 3 5 7 9 11 13 15 17 19 21 23 25 27 29 31

Delay (ms)

1.2

1

0.8

0.6

0.4

0.2

0

Frequency
Total %

Figure 16: Transaction delay histogram (ring signature, T� 30 s).
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results show that transaction delays are all controlled within
a reasonable range.+e system performance achieved by this
method is also relatively stable.
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Aiming at the defects of wavelet transform-based feature extraction and extreme learning machine-based classification, a novel
fault diagnosis method for motor bearing, based on dual tree complex wavelet transform and artificial fish swarm optimization-
kernel extreme learning machine (DTCWT-AFSO-KELM), is proposed in this paper. Firstly, the dual tree complex wavelet
transform instead of the discrete wavelet transform is used to decompose the motor bearing signal; then, the features with large
differentiation of motor-bearing fault are extracted; finally, the states of motor bearing are classified by using artificial fish swarm
optimization-kernel extreme learning machine. In order to better prove the superiority of this method, four kinds of state data of
motor bearing under the conditions of 0HP (horsepower) load, 1HP load, 2HP load, and 3HP load are used to test. +e
experimental results indicate that the diagnosis accuracies of DTCWT-AFSO-KELM are obviously better than those of discrete
wavelet transform and artificial fish swarm optimization-kernel extreme learning machine (DWT-AFSO-KELM) or discrete
wavelet transform and extreme learning machine (DWT-ELM) under different loads.

1. Introduction

Fault diagnosis of motor bearing is very significant to ensure
the normal operation of the motor. At present, fault diagnosis
methods of motor bearing include artificial neural network,
support vector machine, and extreme learning machine. [1–3],
among which extreme learning machine [4–9] has a wide
application in classification and prediction fields due to its
advantages of fast network training speed and good general-
ization performance, and extreme learning machine is a
promising fault diagnosis method of motor bearing. However,
it is necessary to set the number of hidden layer nodes in the
training process of extreme learning machine. +e existence of
multicollinearity in data samples may lead to singularity,
resulting in inconsistent input weights of the hidden layer,
which affects the generalization performance of extreme
learning machine. In this paper, kernel mapping is used to
replace the randommapping of extreme learningmachine, and
the extreme learning machine is denoted as kernel extreme
learning machine (KELM).

+e penalty factor and kernel parameter of the kernel
extreme learning machine need to be optimized due to the
influence of the penalty factor and kernel parameter on the
classification performance of the kernel extreme learning
machine. Because of the shortcomings of ant colony algo-
rithm and bee colony algorithm, artificial fish swarm op-
timization (AFSO) algorithm is used to optimize the
parameters of kernel extreme learning machine to realize the
parameter optimization of kernel extreme learning machine
effectively. AFSO algorithm has the characteristics of fast
search speed, high precision, and avoiding local minimum.
+erefore, the kernel extreme learning machine optimized
by artificial fish swarm optimization algorithm has better
classification performance than ordinary extreme learning
machine.

Feature extraction plays an important role in fault di-
agnosis of motor bearing, and signal decomposition algo-
rithm is the key to accurately extract the running features of
motor bearing. +e dual tree complex wavelet transform
(DTCWT) is a new wavelet transform method with many
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excellent characteristics developed in recent years. It has
the advantages of approximate translation invariance,
antiband aliasing, and complete reconstruction. +ere-
fore, this paper uses dual tree complex wavelet transform
to replace the commonly used discrete wavelet transform
(DWT) [10–12] to decompose the motor bearing signal,
which is helpful to improve the feature differentiation of
different states of motor bearing in fault diagnosis of
motor bearing.

Aiming at the defects of wavelet transform-based feature
extraction and extreme learning machine-based classifica-
tion, a novel fault diagnosis method for motor bearing based
on dual tree complex wavelet transform and artificial fish
swarm optimization-kernel extreme learning machine is
proposed in this paper. Firstly, the dual tree complex wavelet
transform is used to decompose the signal of motor bearing,
and the features of large differentiation of different states of
motor bearing are extracted, and the kernel extreme learning
machine optimized by artificial fish swarm optimization is
used to classify the state of motor bearing.+emotor bearing
data set of Case Western Reserve University is used as the
experimental data. +e common faults of motor bearing
include inner ring fault, outer ring fault, and ball fault. In
order to better prove the superiority of this method, four
kinds of state data of motor bearing under the conditions of
0HP load, 1HP load, 2HP load, and 3HP load are used to
test.

Firstly, the dual tree complex wavelet transform is in-
troduced; secondly, the kernel extreme learning machine
optimized by artificial fish swarm optimization is described;
thirdly, the detailed experimental results and analysis are
described; finally, conclusions are described.

2. Dual Tree Complex Wavelet Transform

Dual tree complex wavelet transform is a new wavelet
transform method developed in recent years with many
excellent characteristics, such as approximate translation
invariance, antialiasing, and complete reconstruction.
DTCWT adopts two parallel DWTs with different low-pass
and high-pass filters. In order to obtain better symmetry, the
filter length of one branch tree is odd and the other branch
tree is even.+ere is a delay of one sampling interval between
two branch tree filters, and the real part tree is missing. +e
sample value can be acquired by the imaginary part tree
without losing the hidden information contained in the
original signal hide information.

+e reconstruction algorithm of dual tree complex
wavelet coefficients is described as [13–15]

di(t) � 2(i− 1)/2
􏽘
m

d
Re
i (k)ϕh 2i

t − m􏼐 􏼑 + 􏽘
n

d
Im
i (k)ϕg 2i

t − n􏼐 􏼑⎡⎣ ⎤⎦,

cj(t) � 2(j− 1)/2
􏽘
m

c
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j (k)φh 2j

t − m􏼐 􏼑 + 􏽘
n

d
Im
i (k)φg 2i

t − n􏼐 􏼑⎡⎣ ⎤⎦,

(1)

where m and n denote the lengths of the real and imaginary
part filters of the dual tree.

+is paper uses the dual tree complex wavelet trans-
form to replace the commonly used discrete wavelet
transform to decompose the motor-bearing signal, which
is helpful to improve the feature differentiation of fault
diagnosis of motor bearing. +e number of subsignals of
the motor-bearing signal is determined according to the
amplitude-frequency contrast algorithm for the purpose
of achieving the separation of signal frequencies
accurately.

3. Kernel Extreme Learning Machine
Optimized by Artificial Fish
Swarm Optimization

3.1. Kernel Extreme Learning Machine. +e classification
function of extreme learning machine is described as

f(x) � h(x)β, (2)

where h(x) is the feature mapping function matrix and β �

[β1, . . . , βL]T is the weight vector connecting the hidden
layer and the output layer.

+e training objective of extreme learning machine is to
calculate the output weight vector β, β � H− 1T, where H �

[h(x1), . . . , h(xN)]T is the hidden layer feature mapping
matrix and the training objective matrix.

For KELM, (I/C) is added to the main diagonal of the
unit diagonal matrix, and the KELM weight matrix is de-
scribed as

β � H
T I

C
+ HH

T
􏼒 􏼓

− 1
T, (3)

where C is the penalty factor and I is the identity matrix.
KELM introduces the kernel function instead of the

characteristic matrix, and the corresponding KELM classi-
fication function is

f(x) �

K x, x1( 􏼁

K x, x2( 􏼁

. . .

K x, xN( 􏼁
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T

I

C
+ Δ􏼒 􏼓

− 1
T

T
, (4)

where Δ � K(xi, xj) is the kernel function, KELM selects the
Gaussian radial basis function, and K(xi, xj) �

exp(−α‖xi − xj‖
2), where α is the kernel parameter.

+e penalty factor C and radial basis function kernel
parameter α of KELM need to be optimized. +e suitable
intelligent optimization algorithm needs to be selected to
optimize the penalty factorC and radial basis function kernel
parameter α of KELM.

3.2. Parameter Optimization of Kernel Extreme Learning
Machine Based on Artificial Fish Swarm Optimization
Algorithm. Artificial fish swarm optimization algorithm
makes up for the shortcomings of ant colony algorithm
and bee colony algorithm [16] and has the
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characteristics of fast search speed, high precision, and
avoiding local minimum. +erefore, the parameters of
kernel extreme learning machine can be effectively
optimized by artificial fish swarm optimization algo-
rithm. +e process of optimizing kernel extreme
learning machine by artificial fish swarm is shown in
Figure 1, and the optimization process of kernel extreme
learning machine by artificial fish swarm optimization is
described as follows:

Step 1: KELM’s penalty factor C and radial basis
function kernel parameter α constitute the indi-
vidual position of the artificial fish, and the pa-
rameters of the fish group are set, including the size
of the fish group m, the maximum number of it-
erations, and the moving step; m artificial fish in-
dividuals are randomly generated as the initial fish
group;
Step 2: individual artificial fish foraging and update
their position according to the following formula:

Yinext � Yp + step ·
Yc − Yi

Yc − Yi

����
����

􏼠 􏼡 + step ·
Ymax − Yi

Yc − Yi

����
����

􏼠 􏼡,

(5)

where Yc is the center position of the whole artificial
fish group, Ymax is the optimal position of the whole
artificial fish group at present, Yp is the position of the
artificial fish after foraging behavior, and Yi is the
current position of the artificial fish.
Step 3: the yield of each individual artificial fish is
calculated and compared with the bulletin board to
update the bulletin board information.
Step 4: follow the fish to choose the food source
according to the probability.
Step 5: update food sources in the field.
Step 6: check the update threshold of the food source. If
the update threshold is reached, the food source will be
abandoned and one of the fish will be turned into a

Set the parameters of fish school and
generate the initial fish school

Individual artificial fish foraging and
update their position

The yield of each individual artificial fish is
calculated and compared with the bulletin board

to update the bulletin board information

Follow the fish to choose the food source
according to the probability

Update food sources in the field

Does the food source reach the
renewal threshold?

The food source will be
abandoned and one of the fish will
be turned into a detective fish to

generate a new food source

Is the maximum number of
iterations reached?

Follow the fish to search the field and update the
food source of the field

No

No

Yes

The optimal solution will be
recorded on the bulletin board

Yes

Figure 1: Parameter optimization of kernel extreme learning machine based on artificial fish swarm optimization algorithm.
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detective fish to generate a new food source; otherwise,
go to step 7.
Step 7: check whether the maximum number of iter-
ations is satisfied. If it is satisfied, the optimal solution
will be recorded on the bulletin board, namely, the
penalty factor C and the radial basis function kernel
parameter α of the optimal KELM are output, and the
algorithm ends; otherwise, calculate the fish yield,
update the bulletin board information, and go to step 3.

4. Experimental Results and Analysis

+e motor bearing data set of Case Western Reserve Uni-
versity is used as the experimental data. +e experimental
device is shown in Figure 2 [17]. Motor-bearing faults are
usually inner ring fault, outer ring fault, and ball fault. In
order to better prove the superiority of this proposed
method, four kinds of state data of motor bearing under
0HP load, 1HP load, 2HP load, and 3HP load are used to
test. Firstly, 280 samples (70 samples expressing normal
state, 70 samples expressing inner ring fault, 70 samples
expressing outer ring fault, and 70 samples expressing ball
fault) of motor bearing under 0HP load were used as the
training samples and another 200 samples (50 samples
expressing normal state, 50 samples expressing inner ring
fault, 50 samples expressing outer ring fault, and 50 samples
expressing ball fault) of motor bearing under 0HP load were
tested. Secondly, 280 samples (70 samples expressing normal
state, 70 samples expressing inner ring fault, 70 samples
expressing outer ring fault, and 70 samples expressing ball
fault) of motor bearing under 1HP load were used as the
training samples and another 200 samples (50 samples
expressing normal state, 50 samples expressing inner ring
fault, 50 samples expressing outer ring fault, and 50 samples
expressing ball fault) of motor bearing under 1HP load were
tested. +irdly, 280 samples (70 samples expressing normal
state, 70 samples expressing inner ring fault, 70 samples
expressing outer ring fault, and 70 samples expressing ball
fault) of motor bearing under 2HP load were used as the
training samples and another 200 samples (50 samples
expressing normal state, 50 samples expressing inner ring
fault, 50 samples expressing outer ring fault, and 50 samples
expressing ball fault) of motor bearing under 2HP load were
tested. Finally, 280 samples (70 samples expressing normal
state, 70 samples expressing inner ring fault, 70 samples
expressing outer ring fault, and 70 samples expressing ball
fault) of motor bearing under 3HP load were used as the

training samples and another 200 samples (50 samples
expressing normal state, 50 samples expressing inner ring
fault, 50 samples expressing outer ring fault, and 50 samples
expressing ball fault) of motor bearing under 3HP load were
tested. +e decomposition signal of motor bearing based on
the dual tree complex wavelet transform is shown in
Figure 3.

Figure 4 shows the diagnosis results of DTCWT-AFSO-
KELM, DWT-AFSO-KELM, and DWT-ELM under differ-
ent load conditions. As shown in Table 1, under 0HP load
condition, the diagnosis accuracy of motor bearing by using
DTCWT-AFSO-KELM is 99.5%, the diagnosis accuracy of

Figure 2: +e experimental device.
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Figure 3: +e decomposition signal of motor bearing based on the
dual tree complex wavelet transform.
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motor bearing by using DWT-AFSO-KELM is 96%, and the
diagnosis accuracy of motor bearing by using DWT-ELM is
94.5%. Under 1HP load condition, the diagnosis accuracy of
motor bearing by using DTCWT-AFSO-KELM is 99%, the
diagnosis accuracy of motor bearing by using DWT-AFSO-
KELM is 94.5%, and the diagnosis accuracy of motor bearing
by using DWT-ELM is 92.5%. Under 2HP load condition,
the diagnosis accuracy of motor bearing by using DTCWT-
AFSO-KELM is 99%, the diagnosis accuracy of motor
bearing by using DWT-AFSO-KELM is 94%, and the di-
agnosis accuracy of motor bearing by using DWT-ELM is
92%. Under 3HP load condition, the diagnosis accuracy of
motor bearing by using DTCWT-AFSO-KELM is 97.5%, the
diagnosis accuracy of motor bearing by using DWT-AFSO-
KELM is 92.5%, and the diagnosis accuracy of motor bearing
by using DWT-ELM is 90.5%. It can be seen that the di-
agnosis results of motor bearing by using DTCWT-AFSO-

KELM are obviously better than those by using DWT-
AFSO-KELM or DWT-ELM.

5. Conclusions

In this paper, a novel fault diagnosis method for motor
bearing based on dual tree complex wavelet transform and
artificial fish swarm optimization-kernel extreme learning
machine is proposed because of the defects of wavelet
transform-based feature extraction and extreme learning
machine-based classification.+e contributions of this paper
are reduced as follows:

(1) +e dual tree complex wavelet transform is used to
replace the commonly used discrete wavelet trans-
form to decompose the motor bearing signal, which
is helpful to improve the feature differentiation of
different states of motor bearing in fault diagnosis of
motor bearing.

(2) +e parameters of kernel extreme learning machine
are optimized by artificial fish swarm optimization
algorithm which has the characteristics of fast search
speed, high precision, and avoiding local minimum,
and the artificial fish swarm optimization-kernel
extreme learning machine is used to classify the state
of motor bearing.+e experimental results show that
the diagnosis accuracies of DTCWT-AFSO-KELM
are obviously better than those of DWT-AFSO-
KELM or DWT-ELM. +e future research and de-
velopment focus on the improvement for artificial
fish swarm optimization algorithm to obtain the
kernel extreme learning machine with more excel-
lent classification performance.
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