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With the rapid development of the modern industry, the
scale of process system of industry becomes more huge, the
system functions are more complex, and the geographical
distribution of system tends to be more distributed. Repre-
sentative systems are chemical industrial network, robotic
systems, smart grids, sensor networks, and so on [1–3]. The
rapid development of industry system inevitably imposes
much difficulty on the control system design. Traditional
control system design theory cannot be applied to these
large-scale systems.The distributed control system integrates
control, computation, communication technology, and so
forth and adapts to the developing trend of industrial control
system. However, insertion of communication networks into
the control systems comes at the price of nonideal signal
transmission: the data sent through the networks experience
time delay or suffer transmission data losses [4]. So far,
research attention has been paid to this area; see [5–9] and
the references therein.

In this issue, some research works on large-scale systems
and the related topics are reported. We are proud to notice
that these limited numbers of research works have shown a
great variety and in a sense give a fairly complete picture of the
state-of-the-art research on large-scale systems. In addition, a
brief tutorial on large-scale systems from the Editorial Board
is also included in this special issue.

(1) Theoretical studies on the large-scale multiagent sys-
tems are reported here. For example, J. Gao et al. discussed

the consensus of multiagent systems, Y. Zhang et al. studied
the two-dimension first-order multiagent systems, R. Wang
et al. discussed the modeling and control of highly flexible
solar-powered UAVs, and M. Huo et al. focus on the fault
reconstruction approach for distributed coordinated space-
craft attitude control system.

(2) Theoretical analysis on the time-delay, packet drop-
outs in the large-scale networked systems are reported. For
example, D.-M. Dai discussed the fault detection for net-
worked systems based on the reduced-order filter, X. Lu et al.
studied the fix-point smoothing for descriptor systems with
multiplicative noise and single delayed observations, W. Yan-
feng et al. considered the fault-tolerant control for networked
control systems with limited information in case of actuator
fault, S. Zhang et al. focus on the stabilization of networked
distributed systems with partial and event-based couplings,
and Z. Hu and Z. Xu give some solution on the distributed
detection over a noisy multiaccess channel.

(3) Other results on the large-scale systems, such as
microgrids, electric vehicle hydroturbine, and neural net-
works, are also discussed. Interested readers are referred to
the detailed papers reported in this issue.

We hope this special issue will be a useful reference
for people working on this area, and more fruitful results
will be obtained in the time ahead based on the published
works.
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Due to the probability of the packet dropout in the networked control systems, a balanced reduced-order fault detection filter is
proposed. In this paper, we first analyze the packet dropout effects in the networked control systems. Then, in order to obtain
a robust fault detector for the packet dropout, we use the balanced structure to construct a reduced-order model for residual
dynamics. Simulation results are provided to testify the proposed method.

1. Introduction

The background of the research is the increasing appli-
cation of the wireless networks as medium in complex
large-scale systems. In networked control systems (NCS),
the control loops are close via communication networks.
Hence, compared with traditional control systems, the NCS
have many advantages, such as fewer system wiring, lower
cost of maintenance, improvement of system flexibility, and
application in the field of aerospace. So it has drawn more
and more consideration in recent years. However, due to the
insertion of the network, there appeared many challenging
problems: the limited brand width of networked channel
maybe cause impossibility of all information transmitted at
the same time; due to the uncertainty, the information may
be delayed or even dropped; the communication method of
the networked system is the digital communication, so there
may exist quantization error.

Since some packets have the probability of dropout in
the channel, the detection of the faults may cause the false
alarm for the NCS. Much work has been done to deal
with this problem. In order to deal with the false alarm of
the fault detection, the structure of standard model-based
residual generator is suggested in [1], and then a residual
evaluation scheme is developed to reduce the false alarm
rate caused by the packet dropout. If the packets dropout is

supposed to be finite, the dynamics of the observer error is
modeled as a switched system. Also, the stability condition
of observer is provided, and observer gain is obtained by
solving LMI optimization problem [2]. Under the stochastic
packet dropout in the network, the NCS are modeled as a
Markovian jump linear system with four operation modes.
Based on this model, the residual generator is developed
and the fault detection is reformatted as a problem of 𝐻-
infinity filter [3]. When the packets dropout is described as
discrete-time Markov jumping linear systems (MJLS), the
stationary MJLS and the nonstationary MJLS are studied for
fault detection problems [4]; then the problem of robust fault
detection filter design and optimization is investigated with
randomdelays in [5]. Under the condition of a short sampling
period, the limited resource, and computational capacity, a
reduced-order fault detection filter algorithm is proposed in
[6]. To deal with the fault detection problems of nonlinear
discrete-time NCS, the discrete observer based on sliding
mode is designed to guarantee the condition of the specified
sliding surface. Focusing on the networked control system
with long time delays and data packet dropout, according to
conditions of data arrival of the controller, the state observers
of the system are designed to detect the faults in [7]. The
fault detection filter is designed so that the overall fault
detection dynamics is exponentially stable in themean square

Hindawi Publishing Corporation
Mathematical Problems in Engineering
Volume 2015, Article ID 673201, 8 pages
http://dx.doi.org/10.1155/2015/673201
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Figure 1: The structure of networked control systems.

with multiple communication delays and stochastic missing
measurements.

𝑁th order linear time-invariant infinite impulse response
system can be realized by infinite number methods, each has
different sensitivity measurement.This propertymotivates us
to seek a high performance realization in the fault detection
for the NCS. Some results show that the characteristics of
the parameterization play an important role in minimizing
the output error [8, 9]. Since the balanced realization,
introduced by [10], has a good noise rejection character-
istic, this property should lead the fault detection systems
exhibiting well robust to the data packet dropout for the
NCS.

For the fault detection system, the big Hankel singular
values are more robust to the data packet dropout compared
with the small ones; that is, the data packet dropout is easier
to disturb the small Hankel singular values than the big
ones. So we can improve the robust performance of the
fault detection by the reduce-order model, that is, removing
the small Hankel singular values. In this paper, in order to
minimize the influence of the data packet dropout on the
fault detection, we first analyze the packet dropout effects
in the NCS. Then, based on the balanced structure, we
construct a reduced-order fault detection filter and obtain the
residual dynamics, which minimizes the ratio of maximum-
to-minimum eigenvalues of the Gramian matrices. It has
low parameter sensitivity to the data packet dropout and
the measurement noise and improves the robust to the
false alarm. At last, the simulation results are provided to
corroborate the analytical theory.

2. Problem Description

Figure 1 gives the structure of the NCS with the packet
dropout. Assume that the dynamics of the subsystem to
be monitored is a linear time-invariant system and can be
described by the discrete model:

𝑥 (𝑘 + 1) = A𝑥 (𝑘) + B [𝑢 (𝑘) + 𝜀 (𝑘)] + E𝑓 (𝑘) ,

𝑦 (𝑘) = C𝑥 (𝑘) + F𝑓 (𝑘) ,

(1)

where𝑥,𝑢, and𝑦denote the system state, control input signal,
and measurable output signal, respectively. A, B, C, E, and F
are known constant matrices with appropriate dimensions. 𝑓
denotes the faults to be detected, and the measurement noise
𝜀 is zero mean white noise for the input signal of the NCS.

The networks are between the sensor and the controller,
and they have the same sample time and are simultaneous.
Since the communication is hold in the network envi-
ronment, we assume that there exists packets loss in the
communication link and the signal where the central catch
is given as follow:

𝑦
𝑎

(𝑘) =

{

{

{

𝑦 (𝑘) + 𝜀 (𝑘) , if 𝛾 (𝑘) = 1,

the last available measurement, if 𝛾 (𝑘) = 0,

(2)

where 𝛾(𝑘) describes the phenomenon of the packet dropout.
𝛾(𝑘) = 1 means that the measurement at time point 𝑘 is
correct, while 𝛾(𝑘) = 0 means that this measurement is lost.
When 𝛾(𝑘) = 0, we use the last available measurement to
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generate the residual signal. The measurement noise 𝜀 is zero
mean white noise for the output signal of the NCS.

3. Fault Detection Filter

In this paper, we assume that the faults supervision stations
and the central controller station are located together. Since
the residual generator catches the input signal directly, in
order to get the deviation, we must obtain the measurement
output through the network. Hence, if there are some pack-
ets dropout which cause the network jam in the channel,
some measurement output signal may be lost between the
sensors and the supervision station. In order to obtain a
robust residual generator and make the fault detection filter
less sensitive to the packets dropout, we can remove the
small Hankel singular values. So we design a reduced-order
residual generator based on the balanced realization, and it is
described as follow:

𝑥 (𝑘 + 1) = Â𝑥 (𝑘) + B̂𝑢 (𝑘) + L (𝑦𝑎 (𝑘) − 𝑦 (𝑘)) ,

𝑟 (𝑘) = W (𝑦
𝑎

(𝑘) − 𝑦 (𝑘)) ,

𝑦 (𝑘) = Ĉ𝑥 (𝑘) ,

(3)

where 𝑥 is the state of the fault detection filter, 𝑦 is the output
signal of the filter, and 𝑟 is the residual signal. Â, B̂, and Ĉ
are the known matrices of the fault detection filter, which are
deduced from the matrices A, B, and C. L andW are vectors
which ensure the stability and dynamics of the residual signal.
The method used to select L andW in this paper is given by
[11].

If we define that

𝜒 (𝑘) = 𝑦
𝑎

(𝑘) − 𝑦 (𝑘) , (4)

in ideal conditions, the result of (4) is 𝜀(𝑘). Thus, we suppose
that the packet is dropout when the square of (4) is more than
2𝛿
2; that is,

𝜒
2

(𝑘) > 2𝛿
2

⇒ 𝛾 (𝑘) = 0,

𝜒
2

(𝑘) ≤ 2𝛿
2

⇒ 𝛾 (𝑘) = 1,

(5)

where 𝛿2 is the variance of the white noise 𝜀. In case of 𝛾(𝑘) =
0, we wish that the observation value is more close to the
actual value, so we set the vector L to be zero; that is,

L = 0, 𝜒
2

(𝑘) ≤ 2𝛿
2

. (6)

We use the threshold selector to evaluate the residual
generator (3). The decision is made based on the following
logic:

𝐽
𝑟
> 𝐽th ⇒ A fault is detected,

𝐽
𝑟
≤ 𝐽th ⇒ No fault,

(7)

where 𝐽th is a threshold, and it is determined by the method
in [1]. The residual evaluation function 𝐽

𝑟
is calculated by

𝐽
𝑟
= (

1

𝐿

𝐿−1

∑

𝑖=0

𝑟 (𝑘 − 𝑖))

1/2

. (8)

4. Parameters of Residual Generator

In this section, based on balanced reduced-order model,
we aim to find the optimal system parameters for the fault
detection filter. Because it can minimize the effects of the
measurement noises 𝜀 and 𝜀. That is to say, we need a robust
fault detection system. We consider that the subsystem is a
discrete SISO system. Thus, based on (1), we have

𝐺 (𝑧) = C (𝑧I − A)−1 B =
𝑞
𝑁
(𝑧)

𝑝
𝑁
(𝑧)

=
𝑏
0
+ 𝑏
1
𝑧
−1

+ ⋅ ⋅ ⋅ + 𝑏
𝑁
𝑧
−𝑁

1 + 𝑎
1
𝑧−1 + ⋅ ⋅ ⋅ 𝑎

𝑁
𝑧−𝑁

,

(9)

where the coefficients 𝑏
0
, 𝑏
1
, . . . , 𝑏

𝑁
and 𝑎
1
, 𝑎
2
, . . . , 𝑎

𝑁
denote

the corresponding system input and output variables. In
order to obtain the balanced reduced-order fault detection
model of the NCS, using the result in [12, 13], we firstly
construct the system (Ã, B̃, C̃) to be

Ã = (

−𝑎
1

⋅ ⋅ ⋅ −𝑎
𝑁−1

−𝑎
𝑁

1 ⋅ ⋅ ⋅ 0 0

.

.

. d
.
.
.

.

.

.

0 ⋅ ⋅ ⋅ 1 0

),

B̃ = (

1

0

.

.

.

0

), C̃ = (

𝑏
1
− 𝑏
0
𝑎
1

𝑏
2
− 𝑏
0
𝑎
2

.

.

.

𝑏
𝑁
− 𝑏
0
𝑎
𝑁

).

(10)

Given the polynomial as

𝑝
𝑁
(𝑧) = 𝑧

𝑁

𝑝
𝑁
(𝑧) = 𝑧

𝑁

+ 𝑎
1
𝑧
𝑁−1

+ ⋅ ⋅ ⋅ + 𝑎
𝑁

(11)

and the shift matrix Z = 𝑅
𝑁×𝑁 as

Z = (

0 1 ⋅ ⋅ ⋅ 0

.

.

.
.
.
. d

.

.

.

0 0 ⋅ ⋅ ⋅ 1

0 0 ⋅ ⋅ ⋅ 0

), (12)

then we can get the Schur-Cohn matrix:

H = 𝑝
𝑁
(Z)𝑇 𝑝

𝑁
(Z) − 𝑝

𝑁
(Z)𝑇 𝑝

𝑁
(Z) . (13)

Define the matrixM = {𝑚
𝑖,𝑗
}
𝑁×𝑁

as

𝑚
𝑖,𝑗

= ∑

𝜏≥1

𝑎
𝑖−𝜏

𝑐
𝑗+𝜏−1

− ∑

𝜏≥1

𝑐
𝑖−𝜏

𝑎
𝑗+𝜏−1

, (14)

where 𝑎
0
= 1, 𝑐
0
= 0, and 𝑐

𝑖
= 𝑏
𝑖
− 𝑏
0
𝑎
𝑖
, (1 ≤ 𝑖 ≤ 𝑁).

Then we define

W
𝑐𝑜
= H−1M = VΛV−1, (15)
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where Λ and V are the eigenvalue and eigenvector matrices
ofW
𝑐𝑜
, respectively. The matrixQ is defined as

Q = VTMV, (16)

in which the diagonal elements are 𝑞
1
, 𝑞
2
, . . . , 𝑞

𝑁
. As a result,

we define the matrix F as

F = diag (𝑞1


−1/2

,
𝑞2



−1/2

, . . . ,
𝑞𝑁



−1/2

) . (17)

From (15) and (17), we can obtain the transformation Tbal
from controllable canonical to a balanced form as [12, 13]

Tbal = VF. (18)

Now, the balanced realization system (Abal,Bbal,Cbal) can
be calculated as follow:

Abal = T−1balÃTbal,

Bbal = T−1balB̃,

Cbal = C̃Tbal.

(19)

The controllability Gramian W
𝑐
and the observability

GramianW
𝑜
of the system (Abal,Bbal,Cbal) are equal to each

other. Consider

W
𝑐
= W
𝑜
= diag (𝜎

1
, 𝜎
2
, . . . , 𝜎

𝑁
) , (20)

where 𝜎
1
> 𝜎
2
> ⋅ ⋅ ⋅ > 𝜎

𝑁−1
> 𝜎
𝑁

> 0. In order to obtain
a balanced reduced-order system, we partition the system
(Abal,Bbal,Cbal) as

𝐺bal ∼
[
[

[

A11
(𝑁−𝑀)×(𝑁−𝑀)

A12
(𝑁−𝑀)×𝑀

B1
(𝑁−𝑀)×1

A21
𝑀×(𝑁−𝑀)

A22
𝑀×𝑀

B2
𝑀×1

C1
1×(𝑁−𝑀)

C2
1×𝑀

0

]
]

]

. (21)

From (21), we obtain the reduced-order model for
the networked control systems (A11

(𝑁−𝑀)×(𝑁−𝑀)
,B1
(𝑁−𝑀)×1

,

C1
1×(𝑁−𝑀)

), which is still a balanced realization. Using this
result in (3), that is, setting the system (Â, B̂, Ĉ) to be
(A11
(𝑁−𝑀)×(𝑁−𝑀)

,B1
(𝑁−𝑀)×1

,C1
1×(𝑁−𝑀)

), the balanced reduced-
order fault detection filter for the NCS is obtained, which
minimizes the ratio of maximum-to-minimum eigenvalues
of the Gramian matrices and has a good packets dropout
rejection.

5. Simulation Results

In this section, we analyze the proposed algorithm in MAT-
LAB.The first case of the NCS is the fourth-order system, and
the matrices are given as

A =

[
[
[
[
[

[

−0.2571 0.2350 0.5290 0.1497

−0.6290 −0.2154 0.0990 −0.2897

0.1059 −0.2623 −0.2553 −0.5475

0.1690 0.5330 0.0760 −0.2820

]
]
]
]
]

]

,

B =

[
[
[
[
[

[

0.1258

0.2175

−0.5990

−0.2430

]
]
]
]
]

]

,

C = [0.1190 −0.2210 0.2307 −0.6274] ,

E =

[
[
[
[
[

[

0.5258

0.6175

−0.59909

−0.6430

]
]
]
]
]

]

, F = 0.3984.

(22)

Since the dropout of the packets is random, we use two-
state Markov jump system to describe the stochastic process
[1]. And the parameter 𝛾(𝑘) ∈ {0, 1} denotes the packet
dropout or not, so the probability of the state transition can
be described as

𝜆
𝑖𝑗
= Prob {𝛾 (𝑘 + 1) = 𝑗 | 𝛾 (𝑘) = 𝑖} ,

1

∑

𝑗=0

𝜆
𝑖𝑗
= 1, ∀𝑖, 𝑗 ∈ {0, 1} , 𝜆

𝑖𝑗
≥ 0.

(23)

And the state transfer matrix of the Markov chain is given as

[𝜆
𝑖𝑗
]
𝑖,𝑗=0,1

= [

0.5 0.5

0.3 0.7
] . (24)

Themeasurement noises 𝜀(𝑘) and 𝜀(𝑘) are the Gaussian white
noise with the variance 0.2. The fault signal is described as

𝑓 (𝑘) =

{

{

{

1 + 0.5 cos (4𝜋𝑘) , for 𝑘 = 2000, 2001, . . . , 5000,

0, else.
(25)
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Figure 2: Residual signal of the initial system given by (22) using
(25).

By using (21), we can get the following system, in which
the system matrices are

Â =
[
[

[

−0.2571 0.5290 0.1497

0.1059 −0.2553 −0.5475

0.1690 0.0760 −0.2820

]
]

]

,

B̂ =
[
[

[

0.1258

−0.5990

−0.2430

]
]

]

,

Ĉ = [0.1190 0.2307 −0.6274] .

(26)

The residual generators of the initial system given by (22)
and the balanced reduced-order system given by (26) are
shown in Figures 2 and 3, respectively. From Figures 2 and 3,
we can conclude that the residual generator of the balanced
reduced-order system gives the accurate fault alarm and has
a good packets dropout and measurement noise rejection.

When the fault signal 𝑓 is given as

𝑓 (𝑘) =

{

{

{

0.5 sin 𝑘, for 𝑘 = 1500, 1501, . . . , 5000,

0, else,
(27)

the measurement noise is

𝜀 (𝑘) = 2𝑒
(−0.0006𝑘)

𝑛 (𝑘) , (28)

where 𝑛(𝑘) and 𝜀(𝑘) are the Gaussian white noise with the
variances 0.01 and 0.2, respectively. Figures 4 and 5 give the
residual signal of the initial system and the balanced reduced-
order system. We find that the balanced reduced-order
residual generator show a good robust to the measurement
noise and the packet dropout, and it also gives the accurate
faults alarm.
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Figure 3: Residual signal of the reduced-order system given by (26)
using (25).
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Figure 4: Residual signal of the initial system given by (22) using
(27).

0 1000 2000 3000 4000 5000
Times (s)

0

0.5

1

1.5

Re
sid

ua
l v

al
ue

−0.5

−1

−1.5

Figure 5: Residual signal of the reduced-order system given by (26)
using (27).
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The second case system is the fifth-order system, and the
matrices of the NCS are given as follows:

A =

[
[
[
[
[
[
[
[

[

−0.6571 0.9250 0.8290 0.0497 0.8535

−0.0290 −0.5154 0.0990 0.0897 0.0636

0.1059 −0.9623 0.2553 −0.3750 0.2456

0.1690 0.2330 0.1760 −0.0820 0.7493

0.0345 −0.5433 0.6046 0.4237 0.3986

]
]
]
]
]
]
]
]

]

,

B =

[
[
[
[
[
[
[
[

[

0.1258

0.2175

−0.1990

−0.2430

0.6673

]
]
]
]
]
]
]
]

]

,

C = [0.1190 −0.2210 0.2307 −0.6274 0.6490] ,

E =

[
[
[
[
[
[
[
[

[

0.8258

0.6175

−0.7990

−0.5430

0.8053

]
]
]
]
]
]
]
]

]

, F = 0.1984.

(29)

Based on (21), we can obtain the fourth-order system as
follows:

Â =

[
[
[
[
[

[

−0.6571 0.9250 0.0497 0.8535

−0.0290 −0.5154 0.0897 0.0636

0.1690 0.2330 −0.0820 0.7493

0.0345 −0.5433 0.4237 0.3986

]
]
]
]
]

]

,

B̂ =

[
[
[
[
[

[

0.1258

0.2175

−0.2430

0.6673

]
]
]
]
]

]

,

Ĉ = [0.1190 −0.2210 −0.6274 0.6490] ,

Ê =

[
[
[
[
[

[

0.8258

0.6175

−0.5430

0.8053

]
]
]
]
]

]

, F̂ = 0.1984.

(30)
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Figure 6: Residual signal of the initial system given by (29) using
(25).

The same as (30), using (21), the third-order system can be
obtained as

Â
2
=
[
[

[

−0.6571 0.9250 0.8535

−0.0290 −0.5154 0.0636

0.0345 −0.5433 0.3986

]
]

]

,

B̂
2
=
[
[

[

0.1258

0.2175

0.6673

]
]

]

,

Ĉ
2
= [0.1190 −0.2210 0.6490] ,

Ê
2
=
[
[

[

0.8258

0.6175

0.8053

]
]

]

, F̂
2
= 0.1984.

(31)

When the measurement noises 𝜀(𝑘) and 𝜀(𝑘) are the
Gaussian white noise with the variance 0.2, the fault signal is
described as (25).The residual signal 𝑟(𝑘) of the initial system
given by (29) is shown in Figure 6, and the residual signal of
the balanced reduced-order system given by (30) and (31) are
shown in Figures 7 and 8, respectively. From Figures 6, 7, and
8, we find that the residual generator of the reduced-order
system given by (30) and (31) shows more accurate alarm
because the small Hankel singular values are removed and the
robust of the systems (30) and (31) are improved. When the
fault signal is described as (27) and the measurement noise is
given as (28). Figures 9, 10, and 11 give the simulation results
of the residual signal. From these three figures, we find that
the residual signal of the initial system confuse with the noise
at interval [1000, 2000], while the balanced reduced-order
systems given by (30) and (31) can easily distinguish the fault
signal since they remove the small Hankel singular values
and have the better measurement noise and packet dropout
rejection.
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Figure 7: Residual signal of the reduced-order system given by (30)
using (25).
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Figure 8: Residual signal of the reduced-order system given by (31)
using (25).
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Figure 9: Residual signal of the initial system given by (29) using
(27).
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Figure 10: Residual signal of the reduced-order system given by (30)
using (27).

0 1000 2000 3000 4000 5000
Times (s)

0

0.5

1

1.5
Re

sid
ua

l v
al

ue

−0.5

−1

−1.5

Figure 11: Residual signal of the reduced-order system given by (31)
using (27).

6. Conclusions

The packets dropout is inevitable in the NCS; we analyze
the effects of this phenomenon for the fault detection
systems. Since the balanced reduced-order model mini-
mizes the ratio of maximum-to-minimum eigenvalues of
the Gramian matrices and has low parameter sensitivity
to the data packet dropout and the measurement noise,
we propose a new structure of the fault detection for the
NCS based on the balanced realization, which lead this
structure to have a good packets dropout and measurement
noise rejection. Simulation results show that the proposed
method has a good performance for the NCS. For future
work, the intelligent design could be further included in
the scheme to deal with the case of system learning. For
future work, the intelligent design [14–16] could be further
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included in the scheme to deal with the case of system
learning.
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To address the drawback of traditional method of investigating dynamic responses of the continuous girder bridge with uniform
cross-section under moving vehicular loads, the orthogonal experimental design method is proposed in this paper. Firstly, some
empirical formulas of natural frequencies are obtained by theoretical derivation and numerical simulation. The effects of different
parameters on dynamic responses of the vehicle-bridge coupled vibration system are discussed using our own program. Finally, the
orthogonal experimental design method is proposed for the dynamic responses analysis.The results show that the effects of factors
on dynamic responses are dependent on both the selected position and the type of the responses. In addition, the interaction effects
between different factors cannot be ignored. To efficiently reduce experimental runs, the conventional orthogonal design is divided
into two phases. It has been proved that the proposed method of the orthogonal experimental design greatly reduces calculation
cost, and it is efficient and rational enough to study multifactor problems. Furthermore, it provides a good way to obtain more
rational empirical formulas of the DLA and other dynamic responses, which may be adopted in the codes of design and evaluation.

1. Introduction

The dynamic response of bridges due to moving vehicular
loads has been a subject of interest to engineers more than
100 years. Owning to the uncertain, transient, and nonlin-
ear characteristics of the vehicle-bridge coupled vibration
system, the phenomenon of dynamic response is one that
requires fairly complexmathematical treatment to adequately
characterize the motion and forces within the structure.
However, for simplicity, it will instead be conceptual treat-
ment using a common format, one that describes dynamic
response as a fraction or multiple of the response that
would be obtained if the same forces or loads were applied
statically. This is, in fact, the same approach that most
design specifications use to calculate the effects of dynamic
live loading. When using such an approach, the amount of

response above the static value is typically called the dynamic
increment and is found by multiplying the static value by
an “impact fraction.” Alternatively, the total response can be
expressed as a multiple of the static value using an impact
factor [1]. In recognition of the complex behavior associated
with the dynamic response from vehicular loading, several
authors have observed that the term “impact” is too limited
and therefore not descriptive of the actual behavior [2–5].
Instead, the current trend is to replace the term “impact
fraction” with “dynamic load allowance,” which represents
the response from all types of vehicular dynamic effects,
not solely impact. In this study, the term “dynamic load
allowance” is adopted.

It has been proved that many different definitions of
dynamic load allowance are adopted by various researchers
and engineers [6, 7]. Based on the design theory of the bridge
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in Chinese current code, the dynamic load allowance in this
paper is defined as follows:

𝜇 (𝑥𝑏) =
𝑦𝑑,max (𝑥𝑏, 𝑥V1)

𝑦𝑠,max (𝑥𝑏, 𝑥V2)
− 1, (1)

where 𝑥𝑏 is the location of the selected section, 𝜇(𝑥𝑏) denotes
the dynamic load allowance of the selected section of the
bridge, and 𝑦𝑑,max(𝑥𝑏, 𝑥V1) and 𝑦𝑠,max(𝑥𝑏, 𝑥V2), respectively,
denote the maximum dynamic response and the maximum
static response of the selected section. Furthermore, 𝑥V1 and
𝑥V2 mean the location of the vehicle when the dynamic
response and the static response reach the maximum value.
It should be noted that 𝑥V1 and 𝑥V2 are not the same in most
of the time.

The dynamic response of a bridge to a crossing vehicle
is a complex problem affected by the dynamic characteristics
of both the bridge and the vehicle and by the bridge surface
conditions [1]. Extensive research and development has been
carried out to understand the vibration of bridges as a
result of natural sources of vibration and to determine
the dynamic allowance as a function of the fundamental
frequency due to its uniqueness [8–11]. So it is important
to find a reliable method to estimate the natural frequency
of bridges. Komatsu et al. evaluated the natural vibration
responses of straight and curved I- or box-girder bridges
using Vlasov’s beam theory [12, 13]. Cantieni conducted
an experimental study to establish a reliable relationship
between the fundamental frequency and maximum span
length of bridges [14]. Meanwhile, Billing presented tables
of natural frequencies for straight, continuous symmetric
multispan uniform beams of two through six spans, for
various span ratios [15]. Additionally, in order to reduce
the significant difference between the estimation of the
natural frequency obtained from the codes and theoretical
methods or numerical simulation, Gao et al. proposed a
numerical improved method for straight bridges [16, 17].
Also, the empirical expressions are established by Mohseni
et al. using regression analysis, to determine the fundamental
frequencies of skew continuous multicell box-girder bridges
[18]. However, some limitations still exist for these methods
to actually be used in practice.

Over the last 60 years, a significant amount of research
has been conducted in the area of bridge dynamics, and
this research has been both analytical and experimental in
scope. Following the collapse of several railway bridges in
Great Britain, the first study of vehicle-bridge interaction
was conducted in 1849 by Willis [19]. A major experimental
investigation of bridge impact loads was initiated in 1958 by
American Association of State Highway Officials (AASHO).
Eighteen simply supported bridges traversed by the two-axle
trucks and the three-axle tractor-trailer combinations were
investigated, each with a span of 15m [20]. Wright and Green
reported on a series of experimental investigations of vehicle-
bridge interaction made on 52 highway bridges in Ontario
from 1956 to 1957 [21]. Csagoly et al. conducted a second
series of tests on bridges (11 bridges) in Ontario in 1969 to
1971 [22]. Page [23] and Leonard [24] reported on a series
of dynamic tests conducted on highway bridges (30 bridges)

by the Transport and Road Research Laboratory (TRRL) in
England. Shepard and Sidwell [25], Shepard and Aves [26],
andWood and Shepard [27] reported on fourteen bridge tests
conducted in New Zealand. In 1980, a third series of dynamic
testing of highway bridges in Ontario was performed. The
tests were conducted on 27 bridges of various configurations
of steel, concrete, and timber construction [5, 28]. Cantieni
presented results from the dynamic load tests of 226 highway
bridges in Switzerland from the mid-1950s to the early 1980s
[14, 29]. As for the numerical simulation, in 1970, Veletsos
developed a numerical method for computing the dynamic
response of highway bridges to moving vehicular loads [30].
Guant et al. investigated analytically the effects on bridge
accelerations of several parameters, including the properties
of the bridge and the vehicle as well as the initial conditions
of the roadway [31]. Inbanathan and Wieland performed an
analytical investigation of the dynamic response of a simply
supported box girder bridge due to vehicle moving across the
span [32]. Coussy et al. presented an analytical study of the
influence of random surface irregularities on the dynamic
response of bridges [33]. Recently, Bakht and Pinjarkar
presented a literature review of bridge dynamics, with a
particular focus on the dynamic testing of highway bridges
[7]. And Paultre et al. presented a comprehensive review
of analytical and experimental findings on bridge dynamics
and the evaluation of the dynamic load allowance [19].
All these studies have proved that many of the parameters
interact with one another, further complicating the issue, and
consequently,many research studies have reported seemingly
conflicting conclusions.

Therefore, themethod of orthogonal experimental design
in batches [34–38] has been proposed in this paper. It can be
used for studying both the main effects and the interaction
effects. Meanwhile, due to the processing in batches, it greatly
reduces the calculation cost.

In this study, the natural frequencies of the simply
supported girder bridge and the continuous girder bridge
with uniform cross-section are firstly investigated based on
the theoretical derivation and the numerical simulation. And
then the effects of different parameters on the dynamic
responses of the vehicle-bridge coupled vibration system
are discussed by our own program VBCVA. Finally, the
orthogonal experimental design method is proposed for
the dynamic responses analysis, including the case without
interaction and the case considering interaction.

2. Natural Frequencies of Multispan
Continuous Girder Bridges

In civil and transportation engineering, dynamic charac-
teristics of structures always consist of natural frequencies,
corresponding vibration modes, and damping ratios. The
natural frequency is one of the most important dynamic
characteristics, due to its key role in determining dynamic
responses of the structure under dynamic loads, such aswind,
earthquake, and moving vehicles. Also, the impact factor or
dynamic load allowance, which is used for considering the
dynamic increments generated by moving vehicular loads, is
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Table 1: Three different types of boundary of single-span bridge.

Boundary Hinged and hinged Fixed and hinged Fixed and fixed

Schematic plot

Boundary description
{

{

{

𝜑𝑛(0) = 0 𝜑


𝑛
(0) = 0

𝜑𝑛(𝐿) = 0 𝜑


𝑛
(𝐿) = 0

{

{

{

𝜑𝑛(0) = 0 𝜑


𝑛
(0) = 0

𝜑𝑛(𝐿) = 0 𝜑


𝑛
(𝐿) = 0

{

{

{

𝜑𝑛(0) = 0 𝜑


𝑛
(0) = 0

𝜑𝑛(𝐿) = 0 𝜑


𝑛
(𝐿) = 0

Note: 𝜑 = 0means the deflection is zero, 𝜑 = 0means the rotation is zero, and 𝜑 = 0means the moment is zero.

Table 2: The results of single-span bridges with different boundary conditions.

Boundary Vibration modes Frequency equation First three frequencies

Hinged and hinged 𝜑𝑛(𝑥) = 𝐴1 sin𝛼𝑛𝑥 sin𝛼𝑛𝐿 = 0

𝛼1 =
𝜋

𝐿

𝛼2 =
2𝜋

𝐿

𝛼
3
=
3𝜋

𝐿

Fixed and hinged

𝜑
𝑛
(𝑥) = 𝐴

1
[sin𝛼

𝑛
𝑥 − sinh𝛼

𝑛
𝑥

+
sinh𝛼𝑛𝐿 − sin𝛼𝑛𝐿
cos𝛼𝑛𝐿 − cosh𝛼𝑛𝐿

(cos𝛼𝑛𝑥 − cosh𝛼𝑛𝑥)]

tan𝛼𝑛𝐿 − tanh𝛼𝑛𝐿 = 0

𝛼1 =
3.927

𝐿

𝛼2 =
7.069

𝐿

𝛼3 =
10.210

𝐿

Fixed and fixed

𝜑𝑛(𝑥) = 𝐴1[sin𝛼𝑛𝑥 − sinh𝛼𝑛𝑥

+
cos𝛼𝑛𝐿 − cosh𝛼𝑛𝐿
sin𝛼𝑛𝐿 + sinh𝛼𝑛𝐿

(cos𝛼𝑛𝑥 − cosh𝛼𝑛𝑥)]

3 − 2 cos𝛼𝑛𝐿 cosh𝛼𝑛𝐿 = 0

𝛼1 =
4.739

𝐿

𝛼2 =
7.853

𝐿

𝛼3 =
10.996

𝐿

given as the function of natural frequencies inmost codes and
specifications for bridge design. In addition, the serviceability
of bridges, especially for pedestrian bridges, is closely related
to the natural frequency. Therefore, the natural frequency is
firstly studied in this paper, and it is the basis of dynamic
responses analysis.

2.1. Simply Supported Girder Bridges. The boundary of the
simply supported girder bridge is assumed as pinned joint
in both ends. However, according to inspections of existing
bridges, we found that the ends could not completely rotate
with the degeneration of rubber bearings. For convenience
of engineers and researchers, three types of boundary are
investigated, which are shown in Table 1.

As for the Euler beam with uniform cross-section, if the
damping is ignored, the vibration governing equation can be
simplified as

𝑚 ̈𝑦 + 𝐸𝐼
𝜕
4
𝑦

𝜕𝑥4
= 𝑝 (𝑥, 𝑡) , (2)

where the 𝑝 denotes the force and𝑚, 𝐸, 𝐼, 𝑦, 𝑥, and 𝑡 denote,
respectively, the mass per unit length, elasticity modulus,
moment of inertia, displacement, location, and time.

Based on the method of separation of variables, the
solution can be listed as follows:

𝜔𝑛 = 𝛼
2

𝑛
√
𝐸𝐼

𝑚
(3)

𝜑𝑛 (𝑥) = 𝐴1 sin𝛼𝑛𝑥 + 𝐴2 cos𝛼𝑛𝑥

+ 𝐴3 sinh𝛼𝑛𝑥 + 𝐴4 cosh𝛼𝑛𝑥,
(4)

where 𝜔𝑛 is the 𝑛th natural frequency (rad/s), 𝜑𝑛 is the 𝑛th
vibrationmode, and 𝛼𝑛 is the constant parameter determined
by both the cross-section and the boundary conditions. In
addition,𝐴1,𝐴2,𝐴3, and𝐴4 are constant parameters, which
are determined by the boundary condition.

Submitting (4) into different types of boundaries in
Table 1, then the results can be seen in Table 2.

It can be seen from Table 2 that the natural frequency
is higher when there are more constraints and the corre-
sponding stiffness is higher. The 𝑛th natural frequency of the
single-span bridge with different boundary conditions can be
summarized as

𝑓𝑛 =
𝜋

2
(
𝑛 + 0.25𝑏

𝐿
)

2

√
𝐸𝐼

𝑚
, (5)
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where 𝑏 is used for denoting different boundary conditions
and 𝐿 is the span length. When the boundary is hinged and
hinged, the parameter 𝑏 = 0. As for the other two conditions,
𝑏 = 1 and 𝑏 = 2 in turn.

For common bridges, themoment of inertia 𝐼 is positively
correlated with the factor ℎ3 (ℎ is the height of the beam), and
the area𝐴 is positively correlated with the hight ℎ. Therefore,
the 𝑛th natural frequency 𝑓𝑛 is negatively related to the
span length 𝐿. And it successfully explains the phenomenon
that most empirical formulas regressed by fielding test for
estimating natural frequencies are negatively correlated with
the span length 𝐿.

2.2. Continuous Girder Bridges with Uniform Spans. As for
2-span, 3-span, and 4-span continuous girder bridges with
uniform cross-section and uniform spans, the natural fre-
quency and corresponding vibration modes are given by Gao
et al. [16]. Based on a similarmethod,more general frequency
equation can be listed as follows:



−2𝐺𝑛 𝐻𝑛 0 ⋅ ⋅ ⋅ 0 0

𝐻𝑛 −2𝐺𝑛 𝐻𝑛 ⋅ ⋅ ⋅ 0 0

0 𝐻𝑛 −2𝐺𝑛 𝐻𝑛 0 0

.

.

.
.
.
. d d d

.

.

.

0 0 0 𝐻𝑛 −2𝐺𝑛 𝐻𝑛

0 0 0 ⋅ ⋅ ⋅ 𝐻𝑛 −2𝐺𝑛



1

2

3

.

.

.

𝑛 − 1

𝑛

= 0, (6)

where

𝐺𝑛 =
cosh𝛼𝑛𝐿
sinh𝛼𝑛𝐿

−
cos𝛼𝑛𝐿
sin𝛼𝑛𝐿

,

𝐻𝑛 =
1

sinh𝛼𝑛𝐿
−

1

sin𝛼𝑛𝐿
.

(7)

For common bridges, the number of spans is not more
than eight. Equation (6) is solved by the general software
MATLAB, and the frequency equations and the natural
frequencies are listed in Tables 3 and 4.

It can be seen fromTable 4 that the first natural frequency
of the multispan continuous girder bridge with uniform
spans is completely the same as that of the corresponding
simply supported girder bridge. Also, for bridges with dif-
ferent spans, the fundamental vibration modes are retained.
However, the number of other vibration modes among
fundamental vibration modes is more for the bridge with
more spans.

In the Chinese code D60-2004 for bridge design, the
impact factor is defined as the function of the natural
frequency. For continuous girder bridges, the impact factor
of the positive moment in mid-span is different from that of
the negativemoment in pier-top section, which is determined
by the curvature of differentmodes. According to the analysis
of vibration modes distribution, for positive moment in mid-
span section, the firstmode is significant for all bridges. How-
ever, for negative moment in pier-top section, the curvature
of the second vertical vibration mode is larger for even-span
bridges, and the curvature of the third vertical vibrationmode
is larger for odd-span bridges (Figure 1).

1st mode

4-span bridge 5-span bridge

2nd mode

3rd mode

Figure 1: Vertical vibration modes distribution for bridges with
different spans.

Table 3: Frequency equations of multispan continuous girder
bridges with uniform spans.

Number of spans Frequency equation
2 𝐺𝑛 = 0

3 4𝐺
2

𝑛
− 𝐻
2

𝑛
= 0

4 𝐺𝑛(4𝐺
2

𝑛
− 2𝐻
2

𝑛
) = 0

5 16𝐺
4

𝑛
− 12𝐺

2

𝑛
𝐻
2

𝑛
+ 𝐻
4

𝑛
= 0

6 𝐺𝑛(16𝐺
4

𝑛
− 16𝐺

2

𝑛
𝐻
2

𝑛
+ 3𝐻
4

𝑛
) = 0

7 64𝐺
6

𝑛
− 80𝐺

4

𝑛
𝐻
2

𝑛
+ 24𝐺

2

𝑛
𝐻
4

𝑛
− 𝐻
6

𝑛
= 0

8 𝐺𝑛(64𝐺
6

𝑛
− 96𝐺

4

𝑛
𝐻
2

𝑛
+ 40𝐺

2

𝑛
𝐻
4

𝑛
− 4𝐻
6

𝑛
) = 0

So the second natural frequency in the even-span bridge
and the third natural frequency in the odd-span bridge are
selected for calculating the impact factor of negative moment
in pier-top section. Tomake it clear, both of them are denoted
as 𝑓2. Based on Table 4, the empirical formula of 𝑓2 can be
given by

𝑓2 =
1

2𝜋
(
𝜆𝜋

𝐿
)

2

√
𝐸𝐼

𝑚
= 𝜆
2 𝜋

2𝐿2
√
𝐸𝐼

𝑚
, (8)

where 𝜆 is the modified factor, and it can be gained by

𝜆 =

{{

{{

{

1.25 𝑠 = 2

1 + 0.08 × 2
2−𝑚

𝑠 = 2𝑚, 2 ≤ 𝑚 ≤ 4

1 + 0.36 × 2
2−𝑚

𝑠 = 2𝑚 − 1, 2 ≤ 𝑚 ≤ 4,

(9)

where 𝑠 is the number of spans.

2.3. Continuous Girder Bridges with Nonuniform Spans. The
multispan continuous girder bridge is usually seen in urban
areas and other areas with special terrain. For urban bridges,
when the road extends under the bridge, the span above the
road will be larger than others. For bridges in special terrain
areas, the piers cannot be constructed at the idealized location
due to the bad terrain occasionally, so the spans should be
nonuniformly arranged.

To our experience of bridge design, the length of side span
is always smaller in the multispan continuous girder bridge
with nonuniform spans. The span ratio 𝑟 is introduced here.
And it has been assumed that only the length of side span is
different from others (Figure 2):

𝑟 =
𝐿 𝑠

𝐿𝑚

, (10)
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Table 4: Natural frequencies of multispan continuous girder bridges with uniform spans.

Number of spans Natural frequencies (Hz)

2 𝑓𝑛 =
1

2𝜋𝐿2
(𝜋
2
, 3.927

2
, 4𝜋
2
, . . .)√

𝐸𝐼

𝑚

3 𝑓𝑛 =
1

2𝜋𝐿2
(𝜋
2
, 3.556

2
, 4.298

2
, 4𝜋
2
, . . .)√

𝐸𝐼

𝑚

4 𝑓𝑛 =
1

2𝜋𝐿2
(𝜋
2
, 3.393

2
, 3.927

2
, 4.463

2
, 4𝜋
2
, . . .)√

𝐸𝐼

𝑚

5 𝑓𝑛 =
1

2𝜋𝐿2
(𝜋
2
, 3.309

2
, 3.700

2
, 4.153

2
, 4.550

2
, 4𝜋
2
, . . .)√

𝐸𝐼

𝑚

6 𝑓𝑛 =
1

2𝜋𝐿2
(𝜋
2
, 3.261

2
, 3.556

2
, 3.927

2
, 4.298

2
, 4.601

2
, 4𝜋
2
, . . .)√

𝐸𝐼

𝑚

7 𝑓𝑛 =
1

2𝜋𝐿2
(𝜋
2
, 3.230

2
, 3.460

2
, 3.764

2
, 4.089

2
, 4.395

2
, 4.634

2
, 4𝜋
2
, . . .)√

𝐸𝐼

𝑚

8 𝑓𝑛 =
1

2𝜋𝐿2
(𝜋
2
, 3.210

2
, 3.393

2
, 3.645

2
, 3.927

2
, 4.208

2
, 4.463

2
, 4.655

2
, 4𝜋
2
, . . .)√

𝐸𝐼

𝑚

Ls Lm

Ls LsLm

Ls Lm Ls

Ls

Lm

Lm LmLs Lm

Figure 2: Schematic plots of multispan continuous girder bridges
with nonuniform spans.

where 𝐿 𝑠 is the length of side span and 𝐿𝑚 is the length of
middle span.

The frequency equation of this type of bridge can be given
by


−𝐺
𝑛𝑠
− 𝐺
𝑛𝑚
𝐻
𝑛𝑚

0 ⋅ ⋅ ⋅ 0 0

𝐻
𝑛𝑚

−2𝐺
𝑛𝑚
𝐻
𝑛𝑚
⋅ ⋅ ⋅ 0 0

0 𝐻
𝑛𝑚
−2𝐺
𝑛𝑚
𝐻
𝑛𝑚
0 0

.

.

.
.
.
. d d d

.

.

.

0 0 0 𝐻
𝑛𝑚
−2𝐺
𝑛𝑚

𝐻
𝑛𝑚

0 0 0 ⋅ ⋅ ⋅ 𝐻
𝑛𝑚
−𝐺
𝑛𝑠
− 𝐺
𝑛𝑚



1

2

3

.

.

.

𝑛 − 1

𝑛

= 0.

(11)

When the number of spans is from 2 to 5, the frequency
equations are listed in Table 5.

The empirical formulas for estimating natural frequencies
of the bridge with nonuniform spans are listed as

𝑓1 =
1

2𝜋
(
𝜂1𝜋

𝐿
)

2

√
𝐸𝐼

𝑚
, (12a)

𝑓2 =
1

2𝜋
(
𝜂2𝜋

𝐿
)

2

√
𝐸𝐼

𝑚
, (12b)

where 𝜂1 and 𝜂2 are modified factors, which can be seen in
Figure 3.

It can be seen from Figure 3(a) that all of modified factors
are not less than 1.0. In otherwords, the first natural frequency
of the multispan continuous girder bridge is larger than
that of the corresponding simply supported girder bridge.

Table 5: Frequency equations of multispan bridges with nonuni-
form spans.

Number of
spans Frequency equation

2 𝐺𝑛𝑠 + 𝐺𝑛𝑚 = 0

3 (𝐺𝑛𝑠 + 𝐺𝑛𝑚)
2
− 𝐻
2

𝑛𝑚
= 0

4 (𝐺
𝑛𝑠
+ 𝐺
𝑛𝑚
)(𝐺
2

𝑛𝑚
+ 𝐺
𝑛𝑠
𝐺
𝑛𝑚
− 𝐻
2

𝑛𝑚
) = 0

5 𝐺
2

𝑛𝑠
(4𝐺
2

𝑛𝑚
− 𝐻
2

𝑛𝑚
) + 𝐺𝑛𝑠𝐺𝑛𝑚(8𝐺

2

𝑛𝑚
− 6𝐻
2

𝑛𝑚
) +

(4𝐺
4

𝑛𝑚
− 5𝐺
2

𝑛𝑚
𝐻
2

𝑛𝑚
+ 𝐻
4

𝑛𝑚
) = 0

Because the side span length is smaller than the middle span
length, the stiffness has been increased by the side span. In
addition, the modified factor 𝜂1 of the bridge with two spans
is completely the same as that of the bridge with four spans.
This is due to the free rotation of the middle support of the
bridge with four spans, and the first vibration mode of four-
span bridge is equal of that of two two-span bridges.

It can be seen from the Figure 3(b) that the modified
factor 𝜂2 of 4-span bridge is almost the same as that of 5-span
bridge. They are largely different from others and should be
noted.

Finally, it has been emphasized that the empirical formu-
las and modified factors proposed in this paper can be used
for estimating natural frequencies of bridges with uniform
cross-section. Also, according to these formulas, the factors
influencing natural frequencies are more clearly seen, which
may give a better guideline for the design and evaluation of
dynamic performance of bridges.

3. Dynamic Responses Analysis by
Traditional Method

Research over the last 40 years has shown that the dynamic
responses of bridges under moving vehicles are influenced
by many parameters, such as the dynamic characteristics
of the vehicle, the dynamic characteristics of the bridge,
and variations in the surface conditions of the bridge and
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Figure 3: Modified factors of natural frequencies for the bridge with nonuniform spans.

approach roadways [1]. However, most of the studies focused
on the dynamic load allowance in midspan of the bridge.
In this part, the dynamic load allowances (DLAs) in the
side span and the middle span are discussed, respectively,
to obtain the differences of DLAs in variance sections. Also,
for comfort analysis, the accelerations of the bridge and the
vehicle are investigated.

Based on the existing research results, thirteen parame-
ters are considered here. According to the traditionalmethod,
every parameter is studied, respectively. In other words, if this
parameter is changing, all of the other parameters are fixed.
Therefore, the fundamental model of bridge-vehicle coupled
system is assumed at first, and then every parameter is varied
from the basis of this model.They are listed in Tables 6, 7, and
8.

According to the numerical simulation, the effect of
different parameters on the dynamic response of the vehicle-
bridge system is investigated by our own program VBCVA
(Vehicle-Bridge Coupled Vibration Analysis). It has to be
noted that the pavement roughness model proposed by
Hwang and Nowak has been adopted in this program [39].

3.1. Effect of Roughness. For actual bridges, the pavement
roughness is an inevitable factor. The effect of roughness on
dynamic responses of the vehicle-bridge system is shown in
Figure 4.

It can be seen from Figure 4 that, with the deterioration
of bridge pavement conditions, the DLA of the bridge, the
acceleration of the bridge, and the acceleration of the bridge
grow in a linear fashion. Moreover, the dynamic response
of the middle span is smaller than that of the side span. In
addition, the growth rate in the middle span is a little smaller
than that of the side span.

A great deal of research shows that the bridge pavement
is one of the most vulnerable components due to its smaller

stiffness [40, 41]. The results obtained from this study show
that the roughness may significantly promote the vibration of
the bridge traversed by moving vehicular loads. This will set
up a vicious circle of increasing vibration, poorer roughness,
and increased stress. Additionally, the larger vibration accel-
eration of the vehicle induced by the poorer roughness will
make the passengers uncomfortable. Therefore, we should
paymore attention to the bridge pavement condition in actual
operation. Prompt repair of the damaged bridge pavement
will reduce the unnecessary cost.

3.2. Effect of Span Length. As for the continuous girder
bridges with uniform cross-section, the common span length
ranges from 20m to 40m. It has to be emphasized that the
cross-sections of bridges with different span length are the
same. The effect of span length on dynamic response of the
vehicle-bridge system is shown in Figure 5.

It can be seen from Figure 5 that as the span length
increases, the DLA of the middle span firstly decreases and
then keeps steady, and the DLA of the side span is on the rise,
which is largely different from the former one. But the change
of the vibration acceleration in the middle span is the same
as that of the vibration acceleration in the side span. Both of
them slightly decrease and then increase. Additionally, the
vibration acceleration of the vehicle rises at first and goes
down later with the increasing of the span length.

For most dynamic responses in Figure 5, there is an
extreme point with the increasing of the span length. It may
be due to the resonance phenomenon between the bridge and
the vehicle.The vibration natural frequency of the bridgewith
25m long span may be more close to that of the vehicle.

3.3. Effect of Span Ratio. From the aspect of mechanical
characteristics due to the static load, the length of side span
is not larger than that of middle span and not smaller than
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Table 6: Parameters of the bridge in the fundamental model.

L (m) W (m) I (m4) A (m2) E (MPa) 𝜌 (kg/m3) 𝜉 X (cm)
40 12 3.54 7.08 34500 2600 0.05 2.0
L: length,W: width, I: moment of inertia, E: modules of elasticity, 𝜌: density, 𝜉: damping ratio, and X: maximum magnitude of the roughness.

Table 7: Parameters of the vehicle in the fundamental model.

Parameters Value
Mass of truck body 31800 kg
Mass of front wheel 400 kg
Mass of middle/rear wheel 600 kg
Pitching moment of inertia 40000 kg⋅m2

Rolling moment of inertia 10000 kg⋅m2

Distance (front axle to center) 4.60m
Distance (middle axle to center) 0.36m
Distance (middle to rear axle) 1.40m
Wheel base 1.80m
Upper stiffness (front axle) 1200 kN⋅m−1

Upper stiffness (middle/rear axle) 2400 kN⋅m−1

Upper damping (front axle) 5 kN⋅s⋅m−1

Upper damping (middle/rear axle) 10 kN⋅s⋅m−1

Lower stiffness (front axle) 2400 kN⋅m−1

Lower stiffness (middle/rear axle) 4800 kN⋅m−1

Lower damping (front axle) 6 kN⋅s⋅m−1

Lower damping (middle/rear axle) 12 kN⋅s⋅m−1

Speed 80 km/h

Table 8: Parameters description and their values.

Index Description Values Note
A Pavement roughness 1 cm, 2 cm, 3 cm, 4 cm, 5 cm Maximum magnitude
B Length of the main span 20m, 25m, 30m, 35m, 40m
C Ratio between side span and middle span 0.5, 0.6, 0.7, 0.8, 0.9, 1.0 Changing the side span
D Number of spans 3, 4, 5, 6, 7
E Weight of the bridge (0.6, 0.8, 1.0, 1.2, 1.4) × 𝜌 Changing the density
F Stiffness of the bridge (0.6, 0.8, 1.0, 1.2, 1.4) × E Changing the modules
G Damping ratio of the bridge (0.6, 0.8, 1.0, 1.2, 1.4) × 𝜉
H Weight of the vehicle (0.6, 0.8, 1.0, 1.2, 1.4) × 𝑀V Including body and tyres
I Upper stiffness of the vehicle (0.6, 0.8, 1.0, 1.2, 1.4) × 𝑘𝑠
J Upper damping of the vehicle (0.6, 0.8, 1.0, 1.2, 1.4) × 𝑐𝑠
K Lower stiffness of the vehicle (0.6, 0.8, 1.0, 1.2, 1.4) × 𝑘𝑡
L Lower damping of the vehicle (0.6, 0.8, 1.0, 1.2, 1.4) × 𝑐𝑡
M Speed of the vehicle 20∼120 km/h (step = 20 km/h)
𝑀V: the whole weight of the vehicle, 𝑘𝑠: upper stiffness, 𝑐𝑠: upper damping, 𝑘𝑡: lower stiffness, and 𝑐𝑡: lower stiffness.The values of all the parameters are obtained
from the fundamental model (Table 7).

half of the length of the middle span. So the span ratio of the
side span and the middle span ranges from 0.5 to 1.0 in this
study. The effect of span ratio on dynamic responses of the
vehicle-bridge system is shown in Figure 6.

It can be seen from Figure 6 that the change of the DLA is
almost the same as that of the acceleration of the bridge. In the
side span, they slightly decrease and then increase and then
keep steady. In the middle span, they firstly go up and then
go down. In addition, the vibration acceleration of the vehicle

body keeps steady at first, and then it goes down.Moreover, it
can be found that all of these dynamic responses reach their
extreme value when the span ratio is 0.9. In China, as for
the fabricated girder bridge, the span ratio is equal to 1.0 in
common. And, as for the cast in place, the span ratio usually
ranges from 0.6 to 0.8.

To determine the span ratio in design of the bridge,
both the static and dynamic characteristics should be paid
attention to.
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Figure 4: Effect of roughness on dynamic responses of the vehicle-bridge system.

3.4. Effect of Spans Number. For middle- and small-span
continuous girder bridges, the number of spans is always
ranging from 3 to 7, owning to the expansion or contraction
according to the change of temperature. The effect of spans
number on dynamic responses of the vehicle-bridge system
is shown in Figure 7.

It can be seen from Figure 7 that the effect of spans
number on the DLA of the bridge is not significant, especially
for the DLA in the side span. However, the vibration acceler-
ation of the bridge decreases with the increasing of the spans
number. Moreover, the change of the vibration acceleration
in the side span is much more similar to that in the middle
span. Additionally, the vibration acceleration of the vehicle
body is little influenced by the spans number of the bridge, as
the fundamental natural frequency stays the same for bridges
with different number of spans.

Based on the conclusion in this study, the dynamic per-
formance is better for the bridge with more spans. However,

the expansion or contraction induced by the change of the
temperature may be larger when there are more spans. As a
result, it has to be synthetically considered in the design.

3.5. Effect of Bridge Weight. The bridge weight is changed
according to amending the density of the material. This
method can make sure that the area and the stiffness of the
cross-section of the bridge are invariable. The effect of bridge
weight on dynamic responses of the vehicle-bridge system is
shown in Figure 8.

It can be seen from Figure 8 that as the bridge weight
increases, the DLA in the side span keeps steady, while the
DLA in the middle span jumpily decreases. However, the
change of the vibration acceleration in the side span and that
in themiddle span are almost the same.They slightly increase
and then decrease. Additionally, the vibration acceleration of
the vehicle body goes up and down, and the range is small.
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Figure 5: Effect of span length on dynamic responses of the vehicle-bridge system.

In natural, itmay be related to the dynamic characteristics
of the bridge.The natural frequency is lower when the bridge
weight is bigger. As for the vehicle-bridge coupled vibration
system, the resonance phenomenon will appear when its
natural frequencies are so approximate.

3.6. Effect of Bridge Stiffness. The bridge stiffness is changed
according to amending the elasticity modules of the material.
Thismethod canmake sure that the area and theweight of the
bridge are invariable.The effect of bridge stiffness on dynamic
responses of the vehicle-bridge system is shown in Figure 9.

It can be seen from Figure 9 that, with the increasing of
the bridge stiffness, the DLA in the side span continues to
rise, while the DLA in the middle span slightly decreases
and then increases. However, the change of the vibration
acceleration in the side span and that in the middle span
are almost the same. They fluctuate and the range is small.

Additionally, the bridge stiffness has little influence on the
vibration acceleration of the vehicle body.

Similarly, the natural frequency is higher when the bridge
stiffness is bigger. Also, as for the vehicle-bridge coupled
vibration system, the resonance phenomenon will appear
when its natural frequencies are so approximate.

3.7. Effect of Bridge Damping. As for the concrete structure,
the damping ratio is assumed to be 0.05. In this study, it floats
up and down at 40 percent. The effect of bridge damping on
dynamic responses of the vehicle-bridge system is shown in
Figure 10.

It can be seen from Figure 10 that the damping ratio has
little influence on the DLA of the bridge. But the vibration
acceleration of the bridge significantly decreases with the
increasing of the damping ratio. Similarly, the vibration
acceleration of the vehicle body continues to go down as the
damping ratio increases.
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Figure 6: Effect of span ratio on dynamic responses of the vehicle-bridge system.

Damping is one of the most important dynamic char-
acteristics of the bridge. Up till now, it cannot be obtained
by calculation. The only way to obtain the damping of the
structure is by measuring in the fielding test. However,
according to the results in this paper, the damping is not so
important for calculating the DLA. But it is closely related to
the vibration acceleration of the bridge and the vehicle, which
may influence the inertia force of the bridge and the riding
comfort. Therefore, the damping should still be noticed.

3.8. Effect of Vehicle Weight. To investigate the effect of the
vehicle weight on dynamic responses of the bridge, the factor
of the vehicle weight is introduced, and the fundamental
weight is assumed to be 35 tons. In this study, the factor ranges
from 0.6 to 1.4 at the step of 0.2. The effect of vehicle weight
on dynamic responses of the vehicle-bridge system is shown
in Figure 11.

It can be seen from Figure 11 that when the factor is
smaller than 1.0, the DLA in the side span slightly decreases
and then increases, while the DLA in the middle span firstly
decreases and then keeps steady. When the factor is bigger
than 1.0, the DLA in the side span decreases with the increas-
ing of the vehicle weight, but the DLA in the middle span
increases with the increasing of the vehicle weight. However,
as the vehicle weight increases, the vibration acceleration in
the side span goes down, while that in the middle span goes
up. In addition, the vibration acceleration of the vehicle body
decreases with the increasing of the vehicle weight.

Obviously, the effect of vehicle weight on dynamic
responses in different positions is not the same. Limiting
the vehicle weight can effectively reduce the static stress of
the bridge, but its influence on the dynamic responses is
not clearly enough. In particular, the change of the vibration
acceleration in different positions of the bridge is completely
the opposite.
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Figure 7: Effect of spans number on dynamic responses of the vehicle-bridge system.

3.9. Effect of Upper Stiffness. To investigate the effect of the
upper stiffness on dynamic responses of the vehicle-bridge
system, the factor of the upper stiffness is introduced. In this
study, the factor ranges from 0.6 to 1.4 at the step of 0.2. The
effect of upper stiffness on dynamic responses of the vehicle-
bridge system is shown in Figure 12.

It can be seen from Figure 12 that the DLA of the bridge
almost goes down with the increasing of the upper stiffness
of the vehicle. However, as the upper stiffness of the vehicle
increases, the vibration acceleration of the bridge goes up.
Moreover, the change of the acceleration in the side span
is faster than that in the middle span. In other words, the
effect of the upper stiffness on the dynamic response of the
side span is much more sensitive. In addition, the vibration
acceleration of the vehicle body continues to go up with the
increasing of the upper stiffness of the vehicle.

As a result, the upper stiffness of the vehicle not only
influences the dynamic responses of the bridge but also

significantly affects the vibration acceleration of the vehicle
body, which is closely related to the comfort of passengers
and the safety of the goods. Therefore, to find the friendly
stiffness of the vehicle is urgent and efficient in the area of
riding comfort analysis.

3.10. Effect of Upper Damping. To investigate the effect of the
upper damping on dynamic responses of the vehicle-bridge
system, the factor of the upper damping is introduced. In this
study, the factor ranges from 0.6 to 1.4 at the step of 0.2. The
effect of upper damping on dynamic responses of the vehicle-
bridge system is shown in Figure 13.

It can be seen from Figure 13 that all of the dynamic
responses of the vehicle-bridge system decease with the
increasing of the upper damping of the vehicle.The change of
theDLA in the side span is faster than that in themiddle span.
However, the change of the vibration acceleration in the side
span is almost the same as that in themiddle span. It has to be
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Figure 8: Effect of bridge weight on dynamic responses of the vehicle-bridge system.

emphasized that the influence of the upper damping on the
vibration acceleration of the vehicle is the most significant.
In other words, the shock absorber system of the vehicle is so
important in its design.

3.11. Effect of Lower Stiffness. To investigate the effect of the
lower stiffness on dynamic responses of the vehicle-bridge
system, the factor of the lower stiffness is introduced. In this
study, the factor ranges from 0.6 to 1.4 at the step of 0.2. The
effect of lower stiffness on dynamic responses of the vehicle-
bridge system is shown in Figure 14.

It can be seen from Figure 14 that as the lower stiffness
of the vehicle increases, the change of the DLA in the side
span and that in the middle span are entirely the opposite.
The former one slightly increases and then decreases, while
the latter one slightly decreases and then increases. However,
the vibration acceleration of the bridge goes up with the
increasing of the lower stiffness. Moreover, the change of

the vibration acceleration in the side span is faster than that
in themiddle span. Additionally, the vibration acceleration of
the vehicle body goes up firstly and then keeps steady.

Comparing Figure 12 with Figure 14, it can be found that
the effect of the upper stiffness is almost the same as the
effect of the lower stiffness. Moreover, the former one is more
significant than the latter one.

3.12. Effect of Lower Damping. To investigate the effect of the
lower damping on dynamic responses of the vehicle-bridge
system, the factor of the lower damping is introduced. In this
study, the factor ranges from 0.6 to 1.4 at the step of 0.2. The
effect of lower damping on dynamic responses of the vehicle-
bridge system is shown in Figure 15.

It can be seen from Figure 15 that as the lower damping
increases, all of dynamic responses of the vehicle-bridge
system are falling. But the changing range of them is small.
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Figure 9: Effect of bridge stiffness on dynamic responses of the vehicle-bridge system.

Also, the dynamic responses in the side span are significantly
larger than those in the middle span, especially for the DLA.

Comparing Figure 13 with Figure 15, it can be found that
the effect of the upper damping is almost the same as the
effect of the lower damping.Moreover, the former one ismore
significant than the latter one.

3.13. Effect of Vehicle Speed. As for the loading truck, the
speed ranges from20 km/h to 120 km/h at the step of 20 km/h.
The effect of vehicle speed on dynamic responses of the
vehicle-bridge system is shown in Figure 16.

It can be seen from Figure 16 that as the speed increases,
both the DLA in the side span and the DLA in the middle
span increase firstly and then decrease. But the critical speeds
of them are not the same, and the former one is bigger
than the latter one. However, the vibration acceleration of
the bridge goes up with the increasing of the vehicle speed.
Similarly, the vibration acceleration of the vehicle body also
increases.

Therefore, it has to be noted that limiting the speed
directly is not a rational way to ensure the safety of the bridge,
which is the common way during the maintenance of the old
or damaged bridge.

Obviously, the effect of every parameter on the dynamic
responses of the vehicle-bridge system can be studied by the
program VBCVA. When one parameter is studied, the other
parameters should be fixed. But, according to this method,
the results may not occasionally be the same as the actual
condition, because the interaction effects among different
parameters are not considered.

4. Numerical Simulations Based on
the Orthogonal Experimental Design

There are two ways for the analysis of factors influencing the
dynamic responses of the vehicle-bridge coupled vibration
system, full factorial designs and fractional factorial designs.
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Figure 10: Effect of bridge damping on dynamic responses of the vehicle-bridge system.

Full factorial designs reveal whether the effect of each factor
depends on the levels of other factors in the experiment.This
is the primary reason for multifactor experiments. One fac-
torial experiment can show “interaction effects” that a series
of experiments each involving a single factor cannot [42].
However, fractional factorial designs permit investigation of
the effects of many factors in fewer runs than a full factorial
design.

Data from fractional factorial designs are interpreted
based on the following two assumptions. The first one is the
sparsity of important effects. Only a few of the many possible
effects are prominent. Even if many effects are nonzero, we
expect a few to stand out as much larger than the rest.
The other one is the simplicity of important effects. Main
effects and/or two-factor interactions are more likely to be
important than high-order interactions. This is also known
as the hierarchical ordering principle.

Therefore, considering the high efficiency, the orthogonal
experimental design, one common type of the fractional
factorial design, is adopted in this study, including the
numerical simulation without interaction and the numerical
simulation with interaction.

4.1. Orthogonal Experimental Design. According to the orth-
ogonal experimental design, two objectives can be attained.
The first objective is to select fewer typical combinations
for the test. And the other objective is to obtain the correct
conclusions by the scientific method based on the limited
combinations. The orthogonal experimental design consists
of the design of test plan and the process of test data.

As for the design of test plan, the main procedures are
listed as follows [43]. Firstly, the objective and the test index
are clearly proposed. Secondly, the factors and their levels are
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Figure 11: Effect of vehicle weight on dynamic responses of the vehicle-bridge system.

determined based on the comprehension in this research field
other than the knowledge of statistics. Thirdly, the rational
orthogonal table is selected, including the table considering
interaction and the table without interaction. Fourthly, the
table header is designed. Finally, the test plan is formed.

As for the process of the test data, two methods are
adopted, including the range analysis and the variance
analysis [44]. The range analysis is much simpler and more
convenient. However, the test error cannot be estimated, and
the reliability of the results cannot be determined. Also, it
cannot be applied in the fields of regression analysis and
regression design. But the variance analysis can remedy the
defects above.

Themethod of range analysis is also called the visual anal-
ysismethod and the𝑅 (the abbreviation of the range)method.
It consists of two procedures, calculation and judgment. The
diagram can be seen in Figure 17.

In Figure 17 the 𝐾𝑗𝑚 is the sum of the test index with the
𝑚th level in the 𝑗th column and 𝑘𝑗𝑚 is the average of the𝐾𝑗𝑚.
In addition, the 𝑅𝑗 is the difference between the maximum
and the minimum value of the 𝑘𝑗𝑚:

𝑅𝑗 = max (𝑘𝑗1, 𝑘𝑗2, . . . , 𝑘𝑗𝑚) −min (𝑘𝑗1, 𝑘𝑗2, . . . , 𝑘𝑗𝑚) .
(13)

The 𝑅𝑗 is represented for the changing amplitude of the
test index with the changing of the levels of the 𝑗th factor.
Therefore, it can be concluded that the influence of the 𝑗th
factor on the test index is much more significant if the value
of 𝑅𝑗 is bigger. Sometimes, for more clarity, the trend plot is
given.

Variance analysis is more rigorous.There are four steps to
realize the variance analysis [45, 46].
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Figure 12: Effect of upper stiffness on dynamic responses of the vehicle-bridge system.

Step 1. As for every factor, calculate the sum of square of
deviations (𝑆𝑗), the degree of freedom (dof, 𝑓𝑗), and the
variance estimation (𝜎𝑗).

Step 2. Estimate the variance of the error (𝜎𝑒).

Step 3. Obtain the test static 𝐹 and compare 𝐹with its critical
value 𝐹𝛼 for given significance level 𝛼.

Step 4. For simplicity, the variance analysis table is listed,
including the process and the results. Consider

𝑆 =

𝑎

∑

𝑖=1

(𝑦𝑖 − 𝑦)
2
=

𝑎

∑

𝑖=1

𝑦
2

𝑖
−
1

𝑎
(

𝑎

∑

𝑖=1

𝑦𝑖)

2

,

𝑆𝑗 =
𝑎

𝑏

𝑏

∑

𝑘=1

(𝑦
𝑗𝑘
− 𝑦)
2

=
𝑎

𝑏

𝑏

∑

𝑘=1

𝑦
2

𝑗𝑘
−
1

𝑎
(

𝑎

∑

𝑖=1

𝑦𝑖)

2

,

𝐹𝑗 =
𝜎𝑗

𝜎𝑒

=
𝑆𝑗/𝑓𝑗

𝑆𝑒/𝑓𝑒

(14)

in which 𝑦𝑖 is the index result of the 𝑖th run and 𝑦𝑗𝑘 is the
index result of the 𝑗th factor with the 𝑘th level. Also, 𝑆𝑒 and𝑓𝑒
denote, respectively, the sum of square of deviations and the
degree of freedomof the error. It has to be noted that the error
has resulted from all of the vacant columns in the orthogonal
array. Also, the accuracy increases with the increasing dof of
the error [47].Therefore, if the significance level of one factor
is larger than 0.25, it can be included as the error.

In this study, the orthogonal table 𝐿27(3
13) is used for

the numerical simulation without interaction, while the
orthogonal table𝐿16(2

15) is used for the numerical simulation
with interaction.
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Figure 13: Effect of upper damping on dynamic responses of the vehicle-bridge system.

4.2. Numerical Simulation without Interaction. There are
thirteen factors possibly affecting dynamic responses of the
vehicle-bridge coupled vibration system. A large number
of studies [8] have proved that the roughness is the most
significant factor.Therefore, the roughness is not arranged in
the orthogonal table. The other twelve factors are arranged
in the orthogonal table, once in a column. And the residual
column is thought as the test error.

The results obtained from the VBCVA are listed in
Table 9.The range analysis of the data can be seen in Table 10
and Figure 18. The variance analysis of the data is shown in
Table 11.

It can be concluded that the influence of factors on
different indices is listed as follows.

(i) For DLA in the side span of the bridge, consider

B > H > C > J > D > E > K > F > I > L > G > M. (15)

(ii) For DLA in the middle span of the bridge, consider

D > C > E > H > I > G > B > K > L > M > J > F. (16)

(iii) For vibration acceleration in the side span of the
bridge, consider

D > B > E > J > M > I > C > F > K > G > L > H. (17)

(iv) For vibration acceleration in the middle span of the
bridge, consider

D > B > C > E > J > M > I > H > G > F > L > K. (18)

(v) For vibration acceleration of the vehicle body, con-
sider

H > I > K > B > C > J > D > L > F > E > G > M. (19)
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Figure 14: Effect of lower stiffness on dynamic responses of the vehicle-bridge system.

It has to be noted that the roughness is assumed as the
significant factor. Obviously, among other factors, the most
important factors affecting the different dynamic responses
are not the same.

4.3. Numerical Simulation with Interaction. As mentioned
earlier, the interaction almost exists in all of physical phe-
nomena. When the interaction is so small, it can be ignored
in application. However, as for research, we do not know
whether the interaction can be ignored or not at first.

Based on the results from the above section, eight most
important factors influencing theDLA are selected, and some
interactions between them are investigated. They are the
pavement roughness (A), the length of the main span (B),
the ratio between the side span and the middle span (C),
the number of spans (D), the weight of the bridge (E), the
weight of the vehicle (H), the upper stiffness of the vehicle
(I), and the upper damping of the vehicle (J). Meanwhile,
due to the calculation cost and the existing orthogonal array,

the number of levels is determined as two for each factor. To
avoid the mixture, the most important factor is arranged at
first. It can be seen in Table 12.

The results obtained from the VBCVA are listed in
Table 13.The range analysis of the data can be seen in Table 14.
The variance analysis of the data is shown in Table 15.

It can be concluded that the influence of factors on
different indices is listed as follows.

(i) For DLA in the side span of the bridge, consider

A > I > B × C > D > J > H > D × C > E > A × D

> B > A × C > A × B > D × B > C.
(20)

(ii) For DLA in the middle span of the bridge, consider

B > A > D > D × B > A × B > H > E > A × D

> J > B × C > I > D × C > C > A × C.
(21)
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Figure 15: Effect of lower damping on dynamic responses of the vehicle-bridge system.

(iii) For vibration acceleration in the side span of the
bridge, consider

B × C > A > D > C > I > J > B > E > A × D

> A × B > D × C > A × C > D × B > H.
(22)

(iv) For vibration acceleration in the middle span of the
bridge, consider

A > B > A × B > B × C > I > H > D > D × B

> A × D > J > E > A × C > D × C > C.
(23)

(v) For vibration acceleration of the vehicle body, con-
sider

A > I > H > B > D × C > D × B > J > A × B

> B × C > A × D > D > A × C > E > C.
(24)

Similarly, for different indices, themost important factors
are not the same. Also, it should be noted that some
interactions are not ignored.

4.4. Comparison with the Current Code. In the current code
of China (General Code for Design of Highway Bridges and
Culverts) [48], the dynamic load allowance (𝜇) is defined as
the function of the natural frequency. It is given by

𝜇 =

{{

{{

{

0.05 𝑓 < 1.5Hz
0.1767 ln𝑓 − 0.0157 1.5Hz ≤ 𝑓 ≤ 14Hz
0.45 𝑓 > 14Hz,

(25)

where 𝑓 is the fundamental natural frequency of the bridge.
Its unit is Hz.
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Figure 16: Effect of vehicle speeds on dynamic responses of the vehicle-bridge system.
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Figure 17: The diagram of the 𝑅method.

TheDLA calculated by the programVBCVA is compared
with the DLA obtained based on the current code in China.
The results are shown in Figure 19.

It can be seen from Figure 19 that the differences between
them are large, especially for the cases of the frequency from

2Hz to 4Hz. It may be related to the natural frequency of the
vehicle. In other words, the dynamic load allowance defined
in the current code may be not rational enough. To better
consider the dynamic effects induced by moving vehicles in
the design phase, some revisionsmay be needed in the future.
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Table 9: Results of numerical simulation without interaction.

Run 𝑓1 (Hz) DLA𝑠 DLA𝑚 𝑎𝑏𝑠 (m/s2) 𝑎𝑏𝑚 (m/s2) 𝑎V (m/s2)
1 14.82 1.431 2.436 0.2499 0.7623 3.4869
2 16.57 1.156 2.574 0.3564 1.1550 2.9201
3 18.16 1.275 2.317 0.2758 0.8258 3.0941
4 8.85 1.302 1.107 0.3288 0.2249 4.1458
5 9.90 1.523 1.775 0.1865 0.1588 4.8916
6 10.84 1.287 1.283 0.2236 0.1858 2.6550
7 5.31 1.772 1.600 0.0899 0.1211 3.9578
8 5.94 1.175 1.045 0.1257 0.1683 3.0282
9 6.50 1.429 1.515 0.1237 0.1288 2.3746
10 4.21 1.218 1.751 0.2646 0.1737 2.7197
11 4.70 1.489 2.152 0.1145 0.1109 3.7590
12 5.15 1.719 1.661 0.1441 0.0963 4.5308
13 4.60 1.326 1.380 0.0784 0.1045 2.1844
14 5.14 1.685 1.699 0.1005 0.1617 4.4917
15 5.63 1.323 1.329 0.1537 0.1436 2.7863
16 4.01 1.434 1.520 0.2780 0.1964 2.5608
17 4.49 1.491 1.815 0.1407 0.1176 3.6745
18 4.91 1.412 1.264 0.1521 0.1462 2.6360
19 2.42 1.293 1.190 0.0866 0.2490 2.5880
20 2.71 1.413 1.649 0.1057 0.2816 2.7028
21 2.96 1.522 2.226 0.0794 0.3196 3.0362
22 2.61 1.979 1.949 0.3605 0.4664 3.6195
23 2.92 1.319 2.116 0.3079 0.4740 2.9401
24 3.20 1.886 2.257 0.1505 0.2254 2.8719
25 2.53 1.818 1.965 0.4168 0.2730 2.1650
26 2.82 1.904 1.214 0.2497 0.2277 2.0962
27 3.09 2.981 2.232 0.5926 0.3882 3.7986

Table 10: Range analysis of numerical simulation without interaction.

Index B C D E F G H I J K L M
DLA𝑠 0.418 0.322 0.256 0.247 0.187 0.070 0.328 0.164 0.281 0.244 0.079 0.049
DLA𝑚 0.248 0.421 0.513 0.369 0.132 0.265 0.309 0.284 0.139 0.187 0.179 0.161
𝑎𝑏𝑠 (m/s2) 0.103 0.055 0.175 0.099 0.052 0.037 0.015 0.063 0.088 0.047 0.031 0.074
𝑎𝑏𝑚 (m/s2) 0.276 0.245 0.299 0.240 0.044 0.046 0.047 0.084 0.093 0.015 0.016 0.090
𝑎V (m/s2) 0.526 0.477 0.401 0.309 0.342 0.141 1.099 0.640 0.457 0.595 0.394 0.083

5. Conclusions

In this study, the natural frequencies of the simply supported
girder bridge and the continuous girder bridge with uniform
cross-section are firstly investigated based on the theoretical
derivation and the numerical simulation. And then the effects
of different parameters on the dynamic responses of the
vehicle-bridge coupled vibration system are discussed by our
own program VBCVA. Finally, the orthogonal experimen-
tal design method is proposed for the dynamic responses

analysis, including the case without interaction and the case
considering interaction. The conclusions obtained in this
study are summarized as follows.

(1) The empirical formulas on natural frequency of the
single-span bridge with different boundary condi-
tions are obtained based on the theoretical derivation.
It can be used for the simply supported girder bridge,
especially for some old bridges, where bearing and
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Table 11: Various analysis of numerical simulation without interaction.

(a) Dynamic load allowance in the side span (DLA𝑠)

Factor 𝑆𝑗 dof Initial Modification
𝜎𝑗 𝐹 𝛼 𝜎𝑗 𝐹 𝛼

B 0.8830 2 0.4415 11.01 0.10 0.4415 9.95 0.01
C 0.4764 2 0.2382 5.94 0.25 0.2382 5.37 0.05
D 0.3311 2 0.1656 4.13 0.25 0.1656 3.73 0.10
E 0.2776 2 0.1388 3.46 0.25 0.1388 3.13 0.10
F 0.1697 2 0.0848 2.12 >0.25 — —
G 0.0237 2 0.0119 0.30 >0.25 — —
H 0.5193 2 0.2596 6.48 0.25 0.2596 5.85 0.05
I 0.1290 2 0.0645 1.61 >0.25 — —
J 0.3551 2 0.1775 4.43 0.25 0.1775 4.00 0.05
K 0.2684 2 0.1342 3.35 0.25 0.1342 3.02 0.10
L 0.0327 2 0.0163 0.41 >0.25 — —
M 0.0121 2 0.0060 0.15 >0.25 — —
Error 0.0802 2 0.0401 0.0444
Sum 3.5581 26

(b) Dynamic load allowance in the middle span (DLA𝑚)

Factor 𝑆𝑗 dof Initial Modification
𝜎𝑗 𝐹 𝛼 𝜎𝑗 𝐹 𝛼

B 0.2762 2 0.1381 4.07 0.25 0.1381 2.36 0.25
C 0.8983 2 0.4492 13.23 0.10 0.4492 7.67 0.01
D 1.2312 2 0.6156 18.13 0.10 0.6156 10.52 0.01
E 0.6344 2 0.3172 9.34 0.10 0.3172 5.42 0.05
F 0.1002 2 0.0501 1.48 >0.25 — —
G 0.3232 2 0.1616 4.76 0.25 0.1616 2.76 0.25
H 0.5709 2 0.2855 8.41 0.25 0.2855 4.88 0.05
I 0.3674 2 0.1837 5.41 0.25 0.1837 3.14 0.10
J 0.0934 2 0.0467 1.38 >0.25 — —
K 0.1627 2 0.0814 2.40 >0.25 — —
L 0.1598 2 0.0799 2.35 >0.25 — —
M 0.1183 2 0.0592 1.74 >0.25 — —
Error 0.0679 2 0.0340 0.0585
Sum 5.0039 26

(c) Vibration acceleration in the side span (𝑎𝑏𝑠)

Factor 𝑆𝑗 dof Initial Modification
𝜎𝑗 𝐹 𝛼 𝜎𝑗 𝐹 𝛼

B 0.0477 2 0.0239 16.99 0.10 0.0239 12.57 0.01
C 0.0135 2 0.0068 4.82 0.25 0.0068 3.57 0.10
D 0.1598 2 0.0799 56.92 0.05 0.0799 42.10 0.01
E 0.0531 2 0.0266 18.92 0.10 0.0266 13.99 0.01
F 0.0121 2 0.0061 4.31 0.25 0.0061 3.19 0.10
G 0.0069 2 0.0034 2.44 >0.25 — —
H 0.0010 2 0.0005 0.37 >0.25 — —
I 0.0181 2 0.0091 6.45 0.25 0.0091 4.77 0.05
J 0.0465 2 0.0232 16.56 0.10 0.0232 12.25 0.01
K 0.0114 2 0.0057 4.05 0.25 0.0057 2.99 0.25
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(c) Continued.

Factor 𝑆𝑗 dof Initial Modification
𝜎𝑗 𝐹 𝛼 𝜎𝑗 𝐹 𝛼

L 0.0045 2 0.0022 1.60 >0.25 — —
M 0.0249 2 0.0125 8.88 0.25 0.0125 6.57 0.05
Error 0.0028 2 0.0014 0.0019
Sum 0.4024 26

(d) Vibration acceleration in the middle span (𝑎𝑏𝑚)

Factor 𝑆𝑗 dof Initial Modification
𝜎𝑗 𝐹 𝛼 𝜎𝑗 𝐹 𝛼

B 0.3544 2 0.1772 30.63 0.05 0.1772 47.46 0.01
C 0.3096 2 0.1548 26.76 0.05 0.1548 41.46 0.01
D 0.5061 2 0.2531 43.74 0.05 0.2531 67.78 0.01
E 0.3331 2 0.1666 28.79 0.05 0.1666 44.61 0.01
F 0.0093 2 0.0046 0.80 >0.25 — —
G 0.0115 2 0.0057 0.99 >0.25 — —
H 0.0102 2 0.0051 0.88 >0.25 — —
I 0.0315 2 0.0158 2.72 >0.25 0.0158 4.22 0.05
J 0.0403 2 0.0202 3.48 0.25 0.0202 5.40 0.05
K 0.0012 2 0.0006 0.10 >0.25 — —
L 0.0011 2 0.0006 0.10 >0.25 — —
M 0.0402 2 0.0201 3.48 0.25 0.0201 5.39 0.05
Error 0.0116 2 0.0058 0.0037
Sum 1.6601 26

(e) Vibration acceleration of the vehicle body (𝑎V)

Factor 𝑆𝑗 dof Initial Modification
𝜎𝑗 𝐹 𝛼 𝜎𝑗 𝐹 𝛼

B 1.3451 2 0.6726 12.43 0.10 0.6726 17.11 0.01
C 1.0364 2 0.5182 9.58 0.10 0.5182 13.18 0.01
D 0.8230 2 0.4115 7.60 0.25 0.4115 10.47 0.05
E 0.4458 2 0.2229 4.12 0.25 0.2229 5.67 0.05
F 0.6294 2 0.3147 5.81 0.25 0.3147 8.01 0.05
G 0.0936 2 0.0468 0.86 >0.25 — —
H 5.4978 2 2.7489 50.79 0.05 2.7489 69.93 0.01
I 1.8752 2 0.9376 17.32 0.10 0.9376 23.85 0.01
J 0.9799 2 0.4899 9.05 0.10 0.4899 12.46 0.01
K 1.5926 2 0.7963 14.71 0.10 0.7963 20.26 0.01
L 0.8165 2 0.4082 7.54 0.25 0.4082 10.38 0.05
M 0.0340 2 0.0170 0.31 >0.25 — —
Error 0.1082 2 0.0541 0.0393
Sum 15.2776 26

boundary conditions are no longer the same as the
design state.

(2) The empirical formulas on the first two natural
frequencies of the continuous girder bridge with
odd span are given by the numerical simulations.
Similarly, the empirical formulas on the first and the
third natural frequencies of the continuous girder

bridge with even span are obtained. They can be
used for calculating the dynamic load allowance in
the mid-span cross-section and the pier-top cross-
section based on the current code of bridge design in
China, respectively. Also, according to these formulas,
the factors influencing natural frequencies are more
clearly seen, which may give a better guideline for
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Table 12: Design of the table header.

Column 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
Factor A D A × D B A × B D × B E C A × C D × C H B × C I J Non

Table 13: Results of numerical simulation with interaction.

Run 𝑓1 (Hz) DLA𝑠 DLA𝑚 𝑎𝑏𝑠 (m/s2) 𝑎𝑏𝑚 (m/s2) 𝑎V (m/s2)
1 7.40 1.212 1.123 0.2164 0.0981 1.6398
2 6.34 1.170 1.163 0.0726 0.0651 1.6830
3 3.73 1.259 1.583 0.0565 0.1310 1.4709
4 3.20 1.192 1.181 0.0802 0.1128 1.2788
5 5.15 1.184 1.149 0.1469 0.0606 1.2814
6 4.95 1.279 1.363 0.0505 0.0857 1.8366
7 3.25 1.195 1.629 0.0770 0.1351 1.6609
8 3.12 1.245 1.783 0.0932 0.1486 1.3401
9 6.61 1.504 1.410 0.3277 0.1753 3.2438
10 5.67 1.355 1.421 0.1105 0.1190 3.2590
11 4.17 1.343 1.426 0.1617 0.2024 2.4870
12 3.57 1.496 2.011 0.2926 0.3618 3.2189
13 5.76 1.638 1.404 0.2203 0.2013 3.4707
14 5.53 1.299 1.488 0.1322 0.1227 2.7466
15 2.90 1.357 3.016 0.1019 0.3588 2.9297
16 2.79 1.685 2.495 0.2080 0.3878 2.8570

Table 14: Range analysis of numerical simulation with interaction.

Index A D A × D B A × B D × B E C A × C D × C H B × C I J
DLA
𝑠

0.242 0.044 0.026 0.016 0.005 0.004 0.027 0.004 0.005 0.030 0.034 0.112 0.130 0.043
DLA𝑚 0.462 0.376 0.157 0.576 0.231 0.305 0.199 0.021 0.019 0.038 0.220 0.067 0.059 0.099
𝑎𝑏𝑠 (m/s2) 0.095 0.036 0.021 0.026 0.019 0.008 0.023 0.034 0.016 0.018 0.008 0.103 0.033 0.026
𝑎𝑏𝑚 (m/s2) 0.136 0.029 0.024 0.114 0.059 0.026 0.012 0.005 0.008 0.008 0.030 0.041 0.040 0.017
𝑎V (m/s2) 1.503 0.020 0.031 0.240 0.067 0.103 0.011 0.004 0.017 0.145 0.241 0.032 0.310 0.088

the design and evaluation of dynamic performance of
bridges.

(3) The dynamic responses in the side span, including the
DLA and the vibration acceleration, are always largely
different from those in the middle span. In addition,
the effects of different factors on different dynamic
responses of the vehicle-bridge system are various.
In other words, the effects of factors on dynamic
responses are dependent on both the selected position
and the type of the responses (DLA or vibration
acceleration).

(4) Based on the traditional method, when one factor is
studied, the others should be fixed. Some significant
factors affecting the dynamic responses of the vehicle-
bridge system are roughly identified and selected.
They are the pavement roughness, the length of the
main span, the ratio between the side span and the
middle span, the number of spans, the weight of the
bridge and the vehicle, and the upper stiffness and
damping of the vehicle.

(5) The orthogonal experimental design is introduced
in this study for the dynamic responses analysis
of the vehicle-bridge coupled vibration system. To
efficiently reduce the experimental runs, the conven-
tional orthogonal design is divided into two phases.
In the first phase, the main effects (single factor) are
analyzed without any interaction effects. Based on
the results from the first phase, the interaction effects
of some of the most important factors are discussed
in the second phase. It has been proved that the
interaction effects cannot be ignored.

In the end, it has to be emphasized that the pro-
posed method of the orthogonal experimental design greatly
reduces calculation cost. And it is efficient and rational
enough to studymultifactor problems.The proposedmethod
is used for not only the analysis of influence factors but also
the analysis of regression. And it can be applied in all types
of bridges, other than just the girder bridge. Furthermore,
it provides a good way to obtain more rational empirical
formulas of the DLA and other dynamic responses, which
may be adopted in the codes of design and evaluation.
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Table 15: Various analysis of numerical simulation with interaction.

(a) Dynamic load allowance in the side span (DLA𝑠)

Factor 𝑆
𝑗 dof Initial Modification

𝜎𝑗 𝐹 𝛼 𝜎𝑗 𝐹 𝛼

A 0.2348 1 0.2348 25.47 0.25 0.2348 24.58 0.01
D 0.0077 1 0.0077 0.83 >0.25 0.0077 0.80 >0.25
A × D 0.0028 1 0.0028 0.30 >0.25 0.0028 0.29 >0.25
B 0.0011 1 0.0011 0.12 >0.25 0.0011 0.11 >0.25
A × B 0.0001 1 0.0001 0.01 >0.25 — —
D × B 0.0001 1 0.0001 0.01 >0.25 — —
E 0.0029 1 0.0029 0.32 >0.25 0.0029 0.31 >0.25
C 0.0001 1 0.0001 0.01 >0.25 — —
A × C 0.0001 1 0.0001 0.01 >0.25 — —
D × C 0.0036 1 0.0036 0.39 >0.25 0.0036 0.37 >0.25
H 0.0045 1 0.0045 0.49 >0.25 0.0045 0.47 >0.25
B × C 0.0506 1 0.0506 5.49 >0.25 0.0506 5.30 0.10
I 0.0675 1 0.0675 7.33 0.25 0.0675 7.07 0.05
J 0.0074 1 0.0074 0.80 >0.25 0.0074 0.78 >0.25
Error 0.0092 1 0.0092 0.0095
Sum 0.3924 15

(b) Dynamic load allowance in the middle span (DLA𝑚)

Factor 𝑆𝑗 dof Initial Modification
𝜎𝑗 𝐹 𝛼 𝜎𝑗 𝐹 𝛼

A 0.8551 1 0.8551 5.63 >0.25 0.8551 4.44 0.10
D 0.5659 1 0.5659 3.72 >0.25 0.5659 2.94 0.15
A × D 0.0991 1 0.0991 0.65 >0.25 0.0991 0.51 >0.25
B 1.3252 1 1.3252 8.72 0.25 1.3252 6.88 0.05
A × B 0.2134 1 0.2134 1.40 >0.25 0.2134 1.11 >0.25
D × B 0.3714 1 0.3714 2.44 >0.25 0.3714 1.93 0.15
E 0.1582 1 0.1582 1.04 >0.25 0.1582 0.82 >0.25
C 0.0017 1 0.0017 0.01 >0.25 — —
A × C 0.0015 1 0.0015 0.01 >0.25 — —
D × C 0.0057 1 0.0057 0.04 >0.25 — —
H 0.1941 1 0.1941 1.28 >0.25 0.1941 1.01 >0.25
B × C 0.0179 1 0.0179 0.12 >0.25 — —
I 0.0138 1 0.0138 0.09 >0.25 — —
J 0.0395 1 0.0395 0.26 >0.25 0.0395 0.21 >0.25
Error 0.1520 1 0.1520 0.1926
Sum 4.0147 15

(c) Vibration acceleration in the side span (𝑎𝑏𝑠)

Factor 𝑆𝑗 dof Initial Modification
𝜎𝑗 𝐹 𝛼 𝜎𝑗 𝐹 𝛼

A 0.0363 1 0.0363 59.14 >0.25 0.0363 0.67 0.10
D 0.0052 1 0.0052 8.46 >0.25 0.0052 0.10 0.15
A × D 0.0018 1 0.0018 3.01 >0.25 0.0018 0.03 >0.25
B 0.0027 1 0.0027 4.32 0.25 0.0027 0.05 0.05
A × B 0.0015 1 0.0015 2.39 >0.25 0.0015 0.03 >0.25
D × B 0.0003 1 0.0003 0.45 >0.25 0.0003 0.01 0.15
E 0.0021 1 0.0021 3.44 >0.25 0.0021 0.04 >0.25
C 0.0045 1 0.0045 7.36 >0.25 — —
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(c) Continued.

Factor 𝑆𝑗 dof Initial Modification
𝜎𝑗 𝐹 𝛼 𝜎𝑗 𝐹 𝛼

A × C 0.0011 1 0.0011 1.77 >0.25 — —
D × C 0.0013 1 0.0013 2.12 >0.25 — —
H 0.0003 1 0.0003 0.42 >0.25 0.0003 0.00 >0.25
B × C 0.0423 1 0.0423 68.95 >0.25 — —
I 0.0043 1 0.0043 7.01 >0.25 — —
J 0.0027 1 0.0027 4.43 >0.25 0.0027 0.05 >0.25
Error 0.0006 1 0.0006 0.0541
Sum 0.1069 15

(d) Vibration acceleration in the middle span (𝑎𝑏𝑚)

Factor 𝑆𝑗 dof Initial Modification
𝜎𝑗 𝐹 𝛼 𝜎𝑗 𝐹 𝛼

A 0.0745 1 0.0745 178.69 0.05 0.0745 27.12 0.01
D 0.0035 1 0.0035 8.29 0.25 0.0035 1.26 >0.25
A × D 0.0022 1 0.0022 5.35 >0.25 0.0022 0.81 >0.25
B 0.0518 1 0.0518 124.28 0.10 0.0518 18.86 0.01
A × B 0.0141 1 0.0141 33.75 0.25 0.0141 5.12 0.10
D × B 0.0027 1 0.0027 6.58 0.25 0.0027 1.00 >0.25
E 0.0006 1 0.0006 1.38 >0.25 — —
C 0.0001 1 0.0001 0.25 >0.25 — —
A × C 0.0003 1 0.0003 0.66 >0.25 — —
D × C 0.0002 1 0.0002 0.59 >0.25 — —
H 0.0037 1 0.0037 8.81 0.25 0.0037 1.34 >0.25
B × C 0.0067 1 0.0067 16.00 0.25 0.0067 2.43 0.25
I 0.0064 1 0.0064 15.36 0.25 0.0064 2.33 0.25
J 0.0011 1 0.0011 2.71 >0.25 — —
Error 0.0004 1 0.0004 0.0027
Sum 0.1683 15

(e) Vibration acceleration of the vehicle body (𝑎V)

Factor 𝑆𝑗 dof Initial Modification
𝜎𝑗 𝐹 𝛼 𝜎𝑗 𝐹 𝛼

A 9.0320 1 9.0320 436.16 0.05 9.0320 323.17 0.01
D 0.0016 1 0.0016 0.08 >0.25 — —
A × D 0.0039 1 0.0039 0.19 >0.25 — —
B 0.2298 1 0.2298 11.10 0.25 0.2298 8.22 0.05
A × B 0.0180 1 0.0180 0.87 >0.25 0.0180 0.65 >0.25
D × B 0.0423 1 0.0423 2.04 >0.25 0.0423 1.51 >0.25
E 0.0005 1 0.0005 0.02 >0.25 — —
C 0.0001 1 0.0001 0.00 >0.25 — —
A × C 0.0011 1 0.0011 0.06 >0.25 — —
D × C 0.0842 1 0.0842 4.06 >0.25 0.0842 3.01 0.25
H 0.2321 1 0.2321 11.21 0.25 0.2321 8.31 0.05
B × C 0.0041 1 0.0041 0.20 >0.25 0.0041 0.15 >0.25
I 0.3842 1 0.3842 18.55 0.25 0.3842 13.75 0.01
J 0.0312 1 0.0312 1.50 >0.25 0.0312 1.11 >0.25
Error 0.0207 1 0.0207 0.0279
Sum 10.0859 15
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(a) Trend plot between factors and the DLA in side span
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(b) Trend plot between factors and the DLA in middle span
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(c) Trend plot between factors and the acceleration in side span
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(d) Trend plot between factors and the acceleration in middle span
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Figure 18: Trend plot between the factors and the tested index.
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Figure 19: Comparison with the current code.
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We analyze the distributed network attack-defense game scenarios, and we find that attackers and defenders have different
information acquisition abilities since the ownership of the target system. Correspondingly, they will have different initiative and
reaction in the game. Based on that, we propose a novel dynamic game method for distributed network attack-defense game. The
method takes advantage of defenders’ information superiority and attackers’ imitation behaviors and induces attackers’ reaction
evolutionary process in the game to gain more defense payoffs. Experiments show that our method can achieve relatively more
average defense payoffs than previous work.

1. Introduction

Modern organizations embed information and communica-
tion technologies (ICT) into their core processes as means
to facilitate the collection, storage, processing, and exchange
of data to increase operational efficiency, improve decision
quality, and reduce costs [1]. In this way, distributed system
is becoming widely used. Despite the significant benefits of
distributed system, the system also places the processing
tasks at the risk due to “distributed vulnerability.” Tradi-
tional approaches to improve security generally consider
only system vulnerabilities and attempt to defend all the
attacks through system upgrading. Nomatter if the assuming
attacks come, the defending resources have to be inputted. In
distributed system, these keeping upgrading approaches will
result in a huge waste of defending resource. Regarding this,
game theory has been applied in network security.

In traditional game theory, equilibrium is achieved
through players’ analysis and reasoning based on common
view about game rules, players’ reason, and payoff matrix.
Generally, the game players are the interactional individuals.
Even as group-player, the members should be consubstantial
with the same rational characteristics, strategies, and payoffs.
However, this strong rational assumption of traditional game

theory is receiving more and more criticism from game
theory experts and economists [2].

In reality, there exist a large number of game problems
between individual-player and group-player. For example, in
distributed network attack-defense game scenarios, system
officers, as defenders of the system, are consubstantial and
can be regarded as individual-player (we use singular form
to indicate individual-player and use plural form to indicate
group-player). The defender has more information about
system, game structure, and payoff matrix. Even if they
temporarily lack knowledge, the defender hasmore resources
to fill in the blank. So the defender is easier to make rational
decision. On the other hand, attackers are regarded as group-
player, because of their different information acquisition
abilities and rational characteristics. In the game process,
attackers will perform in an incomplete rational way and
tend to imitate high payoff strategy behaviors. The process
of imitation can be regarded as evolutionary process. As the
theory of learning stated, the equilibrium is the results of the
long-term process that players with incomplete rationality
seek for optimization [3]. In distributed network attack-
defense game scenarios, game players, especially attackers
as group-player, dynamically adjust their strategies based on
game situation and press on towards dynamic equilibrium.
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In this paper, we propose a dynamic method in dis-
tributed network attack-defense game scenarios.Themethod
takes advantage of defenders’ information superiority and
attackers’ imitation behaviors and induces attackers’ evolu-
tionary process to gain more defense payoffs.

The contribution of this paper is as follows. First, we
describe distributed network attack-defense game as one-
many game, regarding defender as individual-player and
attackers as group-player. This way is more realistic. More-
over we formulate the game group-player’s behaviors as evo-
lutionary process. Based on the above, we propose a dynamic
game method to achieve optimization of defense benefit.

The remainder of this paper is structured as follows. In
Section 2, we discuss related work. In Section 3, we describe
the problem and distributed network attack-defense game
scenarios. In Section 4, we discuss group-players’ behaviors
in the game and model the behaviors into the imitation
evolutionary process. In Section 5, we propose the dynamic
game method with a strategy sequence generation algorithm
and a parameter analysis method. In Section 6, experiments
are performed to verify the proposed method. Finally, in
Section 7, we present our conclusions and make recommen-
dations for future works.

2. Related Work

Game theory is a study of mathematical models of con-
flict and cooperation between intelligent rational decision-
makers [4]. In 1928, von Neumann proved the basic principle
of game theory, which formally declared the birth of game
theory.Due to the superiority of understanding andmodeling
conflict, game theory has recently been used in the field of
computer network security. Reference [5] proposes a model
to reason the friendly and hostile nodes in secure distributed
computation using game theoretic framework. Reference [6]
presents an incentive-basedmethod tomodel the interactions
between a DDoS attacker and the network administrator and
a game-theoretic approach to infer intent, objectives, and
strategies (AIOS). References [7, 8] also focused on DDos
attack and defensemechanisms using game theory. Reference
[9] modeled the interactions between an attacker and the
administrator as a two-player stochastic game and computed
Nash equilibrium using a nonlinear program. However, these
researches all assume that both players in the game are
consubstantial even individuals. Obviously this assumption
cannot cover all the realistic situations. This paper extends
this assumption to one-many game to be more realistic.

In the field of dynamic game, [10, 11] focused on the
same scenarios as this paper. Reference [10] modeled the
interaction of an attacker and the network administrator
as a repeated game and found the Nash equilibrium via
simulation. Reference [11] models the interaction between
the hacker and the defender as a two-player, zero-sum
game and explained how min-max theorem for this game is
formulated. They concluded by suggesting that to solve this
problem linear algorithms would be appropriate. Reference
[12] modeled the mission deployment problem as repeated
game and computed Nash equilibrium using improved PSO.
They all do not consider the attackers’ group behaviors.

This paper precisely takes advantage of the attackers’ group
behaviors and in this way defender can gain more payoffs.
More related works about applying game theory in network
security can be referred to [13].

3. Distributed Network Attack-Defense Game

Given the flexibility that software-based operation provides,
it is unreasonable to expect that attackers will demonstrate
a fixed behavior over time [14]. Instead, on the one hand,
attackers dynamically change their strategy in response to
the dynamics of the configuration of the target system or
defense strategy. On the other hand, relative to the defenders,
attackers vary in degree of information acquisition abilities
and rational characteristics.

We simplify attackers into two categories: senior attacker
and junior attacker. Senior attacker has greater ability to
acquire game information than junior attacker. As a result,
senior attacker can react as soon as game situation changes
and junior attacker generally follows senior attacker’s behav-
ior because of his weaker information acquisition ability.

Different from attackers, defenders, as system officers,
are consubstantial and have more information about system,
game structure, and payoff matrix. Even if they temporarily
lack knowledge, they have more resources to fill in the blank.
So the defenders are easier to gain the whole view of game
situation.

Similar to Stackelberg model [15], there are senior and
junior players in the distributed network attack-defense
game. Moreover, distributed network attack-defense game
is one-many game, as is stated above. Attackers are group-
players, containing aminority of senior players and amajority
of junior players. Defender is individual and senior player.

In distributed network attack-defense game, there are
three game stages classified based on players’ behaviors.

Stage 1. Attackers, as group-players, select different pure
strategies randomly and format the proportion distribution of
various kinds of pure strategies. Generally, the first game stage
will not last too long and it will be terminated by defender’s
behavior.

Stage 2. Defender, as individual-player, behaves based on the
proportion distribution of attack strategies. In our opinion,
defender can gain more payoffs through misleading and
guiding attacker group distribution structure, as in Section 5.

Stage 3. Senior attackers react to the game situation, and
junior attackers follow senior attacker’s behaviors to gain
more payoffs. Junior attackers’ behavioral pattern can be
modeled as imitation dynamics model, as in Section 4.

Then, the game situation will repeat between the second
stage and the third stage infinitely, unless in some special
situation which we will discuss in Section 5.1.

4. Imitation Dynamics Model

As discussed above, attacker group presents imitation
dynamics pattern in distributed network attack-defense
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game. Different from general imitation dynamics model,
minority of senior attackers can lead the imitation actions.
In this section, we model attacker imitation dynamics in
distributed network attack-defense game considering the
effect of senior attackers.

Stage 1. As attackers select pure strategies randomly, propor-
tion distribution of various kinds of pure strategies obeys
uniform distribution. Let attacker’s pure strategy space be
𝑆
𝑎

(𝑆
𝑎

1, . . . , 𝑆
𝑎

𝑛) and let the number of the attackers be
𝑁. The Proportion Vector (PV) of attacker group choosing
strategy 𝑆𝑎𝑖 at time 𝑡 is denoted by 𝑃𝑎𝑖(𝑡). In this stage,
𝑃
𝑎

𝑖(𝑡) is equal to 1/𝑛. 𝑛 is the number of attack strategies.
In the attacker group, the proportion of senior attackers
is denoted by 𝜃. So there are 𝑃𝑎𝑖(𝑡) ⋅ 𝜃 senior attackers
choosing 𝑆𝑎𝑖. Similarly, defender’s pure strategy space is
denoted by 𝑆𝑑 (𝑆𝑑1, . . . , 𝑆𝑑𝑛) and the game situation when
attacker chooses 𝑆𝑎𝑖 and defender chooses 𝑆𝑑𝑗 is denoted by
𝑆
𝑖𝑗
, corresponding to attacker’s payoff 𝑆

𝑖𝑗
⋅ 𝑈
𝑎 and defender’s

payoff 𝑆
𝑖𝑗
⋅ 𝑈
𝑑.

Stage 2. Defender behaves based on the proportion distribu-
tion of attack strategies.There are two cases to be considered:
first defense behavior and follow-up defense behavior. Before
the first time defender behaves, senior attackers randomly
choose attack strategies and the distribution of senior attack-
ers obeys uniform distribution like junior attackers. After the
first time defender behaves, senior attackers always concen-
trate on the best response strategy no matter how defense
strategy changes because of their quick reaction capability
and the distribution of senior attackers obeys concentrated
distribution.

Stage 3. Senior attackers react to the game situation imme-
diately. Let senior attackers react in vector at time 𝑡 be 𝛼(𝑡).
In the first defense behavior case, uniform distribution of
the senior attackers concentrates on the best response attack
strategy, suppose 𝑆𝑎𝑖:

𝛼 (𝑡)

= (−𝑃
𝑎

1 (𝑡) ⋅ 𝜃, . . . , (1 − 𝑃
𝑎

𝑖 (𝑡)) ⋅ 𝜃, . . . , −𝑃
𝑎

𝑛 (𝑡) ⋅ 𝜃) .

(1)

In the follow-up defense behavior case, suppose that
best response attack strategy changes from 𝑆𝑎𝑗 to 𝑆𝑎𝑖. Then
concentrated distribution of senior attackers accordingly
changes from 𝑆𝑎𝑗 to 𝑆𝑎𝑖:

𝛼 (𝑡) = (0, . . . , 𝜃, . . . , −𝜃, . . . , 0) . (2)

Let 𝛽(𝑡) be the PV after senior attackers’ reaction at time
𝑡:

𝑃
𝑎

(𝑡 + 1) = 𝛽 (𝑡) = 𝑃
𝑎

(𝑡) + 𝛼 (𝑡) . (3)

For junior attackers, they imitate senior attacker’s behav-
iors to gain more payoffs in the imitation probability 𝜆.
The distribution of junior attackers concentrates on the best
response strategy gradually. Let imitation vector be 𝛾(𝑡).

Table 1: Game payoff matrix.

Defender
𝑆
𝑑

1 𝑆
𝑑

2 𝑆
𝑑

3

Attacker
𝑆
𝑎

1 4, 1 5, 5 3, 6
𝑆
𝑎

2 2, 2 1, 9 4, 2
𝑆
𝑎

3 5, 3 7, 4 3, 5

Similar to the first defense behavior case, uniform distribu-
tion of the junior attackers concentrates on the best response
attack strategy, suppose 𝑆𝑎𝑖:

𝛾 (𝑡)

= (−𝑃
𝑎

1 (𝑡) ⋅ 𝜆, . . . , (1 − 𝑃
𝑎

𝑖 (𝑡)) ⋅ 𝜆, . . . , −𝑃
𝑎

𝑛 (𝑡) ⋅ 𝜆) .

(4)

In the follow-up defense behavior case, suppose that
best response attack strategy changes from 𝑆𝑎𝑗 to 𝑆𝑎𝑖. Then
concentrated distribution of junior attackers accordingly
changes from 𝑆𝑎𝑗 to 𝑆𝑎𝑖:

𝛾 (𝑡) = (0, . . . , +𝑃
𝑎

𝑗 (𝑡) ⋅ 𝜆, . . . , −𝑃
𝑎

𝑗 (𝑡) ⋅ 𝜆, . . . , 0) . (5)

Correspondingly, the Proportion Vector (PV) of attacker
group is updated as

𝑃
𝑎

(𝑡 + 1) = 𝑃
𝑎

(𝑡) + 𝛾 (𝑡) . (6)

Imitation probability 𝜆 is affected by additional game
information obtained by junior attackers beyond their own
information acquisition ability. In this paper, we assume
that the additional game information is obtained from two
aspects. One is revealing game information initiatively by
defender. The more game information is revealed, the higher
value of 𝜆 can be. So 𝜆 can reach maximum value of 1
if plenty of game information was revealed by defender.
The other aspect is internal communication among attacker
group which is the natural attribute of group and cannot
be controlled by external behaviors. So 𝜆 has a constant
minimum value, suppose 𝜆

0
. As a result, the following is

obtained:

𝜆
0
< 𝜆 < 1. (7)

As mentioned above, defender has a partially ability
to control junior attackers’ imitation rate through reveal-
ing game information purposefully. The game information
revealing strategy will be discussed in Section 5.2.1.

5. Dynamic Game Method

We now present a dynamic game method for achieving the
optimization of defense benefit. The proposed method is a
two-step procedure which involves defense strategy sequence
generation algorithm (SSGA) (Section 5.1) and parameter
analysis method (Section 5.2) used to set parameters in
dynamic game method.

Consider a simple game payoff matrix 𝐿 as in Table 1.
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Input: A game situation 𝑆
𝑖𝑗
and a game payoff matrix𝑀

Output: A suitable ring containing 𝑆
𝑖𝑗
as key inducing point

(1) Initial 𝑅(𝑆𝑃(𝑆𝑑𝑘𝑒𝑦, 𝑆𝑑𝑎𝑠𝑠𝑖𝑠𝑡), 𝑆
𝑘
, 𝑆
𝑎
);

(2) If 𝑆
𝑖𝑗
is Vertex then

(3) return null;
(4) else
(5) 𝑅 ⋅ 𝑆𝑃 ⋅ 𝑆

𝑑

𝑘𝑒𝑦 = 𝑆
𝑑

𝑗;
(6) 𝑅 ⋅ 𝑆

𝑘
= 𝑆
𝑖𝑗
;

(7) 𝑎 ← the line of vertex of row 𝑗;
(8) for (𝑚 = 1;𝑚 <= 𝑛;𝑚++)
(9) if 𝑆

𝑖𝑚
is Vertex && 𝑆

𝑎𝑚
⋅ 𝑈
𝑑

> 𝑆
𝑎
⋅ 𝑈
𝑑

(10) 𝑅 ⋅ 𝑆𝑃 ⋅ 𝑆
𝑑

𝑎𝑠𝑠𝑖𝑠𝑡 = 𝑆
𝑑

𝑚;
(11) 𝑅 ⋅ 𝑆

𝑎
= 𝑆
𝑎𝑚
;

(12) else continue;
(13) end for
(14) end if
(15) return 𝑅;

Algorithm 1: 𝑅𝑖𝑛𝑔 𝐼𝑑𝑒𝑛𝑓𝑦(𝑆
𝑖𝑗
,𝑀).

Obviously, defender wishes to keep game situation in
𝑆
22
= (𝑆
𝑎

2, 𝑆
𝑑

2) within which he can gain global best payoff
of 9. However, this desire seems unrealizable since if defender
chooses strategy 𝑆𝑑2, attackers will choose strategy 𝑆𝑎3 as
response to gain more payoffs. What we propose is a novel
dynamic game method to keep game situation in global best
situation as long as possible in which way defender can gain
more payoffs.

5.1. Strategy Sequence Generation Algorithm. Strategy
sequence generation algorithm (SSGA) produces a strategy
pair which will be chosen in sequence circularly by defender
to keep game situation in global best situation. Two
parameters will be attached to the strategy pair and we will
discuss them in Section 5.2.

We firstly define some notions which are necessary in
SSGA.

Vertex. It is the best response game situation of attackers. In
Table 1, 𝑆

31
= (𝑆
𝑎

3, 𝑆
𝑑

1), 𝑆
32
= (𝑆
𝑎

3, 𝑆
𝑑

2), and 𝑆
23
= (𝑆
𝑎

2, 𝑆
𝑑

3)

are vertices. Obviously, there is one and only one vertex in a
row of game payoff matrix and, in imitation process, attacker
group will gather to the vertex of the row. In this way, we can
redefineNash equilibrium as game situationwhich is both the
vertex and the best response game situation of defender.

Inducing Point. It is game situationwhich is notVertex andhas
Vertex in the same line. Among inducing points, two inducing
points are determined seriously by SSGA: key inducing point
with higher defense payoff which defender wishes to keep as
long as possible, for example, 𝑆

22
= (𝑆
𝑎

2, 𝑆
𝑑

2) in Table 1, and
assist inducing point which is used to adjust the contribution
of attacker group and assist to keep game situation in key
inducing point. We have the following trivial result of the
number of inducing points in a game payoff matrix:

𝑁
2

− ∑

𝑋𝑖>0

[(𝑋𝑖 − 1) ⋅ 𝑁 + 𝑋𝑖] , (8)

where 𝑋𝑖 is the number of vertices in 𝑖th line in game payoff
matrix.

Ring. A triple𝑅𝑖𝑛𝑔((𝑆𝑑𝑘𝑒𝑦, 𝑆𝑑𝑎𝑠𝑠𝑖𝑠𝑡), 𝑆
𝑘
, 𝑆
𝑎
)⋅(𝑆
𝑑

𝑘𝑒𝑦, 𝑆
𝑑

𝑎𝑠𝑠𝑖𝑠𝑡)

is a defense strategy pair which will be chosen in sequence
circularly; 𝑆

𝑘
is inducing point of the ringwhich is in the same

line of vertex of 𝑆𝑑𝑘𝑒𝑦; 𝑆
𝑎
is inducing point which is in the

same line of vertex of 𝑆𝑑𝑎𝑠𝑠𝑖𝑠𝑡. The defense payoffs of 𝑆
𝑘
, 𝑆
𝑎

decide which one is key inducing point andwhich is the order
of strategy pair. In Table 1, ((𝑆𝑑2, 𝑆𝑑3), 𝑆

22
, 𝑆
33
) is a ring of the

responding payoff matrix.
The number of rings in a game payoff matrix can be

computed as

∁
2

𝑁
−

𝑁

∑

𝑖

∁
2

𝑋𝑖
. (9)

It is easy to prove that, unless all the vertices concentrate
upon one same line, there must exist at least one ring. A ring
identification algorithm is as in Algorithm 1.

In lines 9–11, we select higher defense payoff inducing
point and corresponding vertex as the ring result in accor-
dance with original intention.

Based on ring identification algorithm, a global ring
selecting algorithm is as in Algorithm 2 to work out a global
best ring.

The global ring selecting algorithm works out a ring 𝑅
which is used in the following method discussion. However,
let us consider a special case in which the game has Nash
equilibrium with corresponding defense payoff larger than
key inducing point’s defense payoff. In this case, it is easy
to make the conclusion that Nash equilibrium is the better
choice. So in this paper, we do not consider this case.

5.2. Parameter Analysis Method. Based on the above discus-
sion, a dynamic game scheme isDGS (Ring, 𝐿𝑒𝑎𝑘𝑎𝑔𝑒 𝑓𝑎𝑐𝑡𝑜𝑟,
and Duration), meaning that how long the time to hold each
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Input: A game payoff matrix𝑀
Output: A global best ring
(1) Initial 𝐿 ← the sequence of inducing point in descending order of 𝑆

𝑖𝑗
⋅ 𝑈
𝑑

(2) Initial ∗𝑝 = 𝐿;
(3)While 𝑝 != null
(4) If 𝑅𝑖𝑛𝑔 𝐼𝑑𝑒𝑛𝑓𝑦(𝑝,𝑀) != null
(5) return 𝑅𝑖𝑛𝑔 𝐼𝑑𝑒𝑛𝑓𝑦(𝑝,𝑀);
(6) else
(7) 𝑝 = 𝑝.𝑛𝑒𝑥𝑡;
(8) end if
(9) end while
(10) return null

Algorithm 2: 𝐺 𝑟𝑖𝑛𝑔 𝑠𝑒𝑙𝑒𝑐𝑡(𝑀).

strategy in strategy Ring is with which degree of information
leakage. Since we have discussed Ring in the last section, in
this section, we discuss the parameters in the dynamic game
scheme, mainly Duration and 𝐿𝑒𝑎𝑘𝑎𝑔𝑒 𝑓𝑎𝑐𝑡𝑜𝑟.

5.2.1. Leakage Factor. The parameter 𝐿𝑒𝑎𝑘𝑎𝑔𝑒 𝑓𝑎𝑐𝑡𝑜𝑟 indi-
cates to what degree defender should reveal information in
each strategy duration to induce the behavior of attacker
group. As definition of Ring in Section 5.1, there are two
strategies in a Ring, corresponding to two inducing points.
Therefore, the parameter 𝐿𝑒𝑎𝑘𝑎𝑔𝑒 𝑓𝑎𝑐𝑡𝑜𝑟 should also have
two subparameters.

𝐿𝑒𝑎𝑘𝑎𝑔𝑒 𝐹𝑎𝑐𝑡𝑜𝑟. A two-tuple 𝐿𝑒𝑎𝑘𝑎𝑔𝑒 𝑓𝑎𝑐𝑡𝑜𝑟 (𝐿
𝑘
, 𝐿
𝑎
) is a

pair of percentage figures corresponding to each strategy
in Ring and also key inducing point and assisting inducing
point. Note that the percentage figures are independent of
each other, since they are used during different strategy
durations. 𝐿𝑒𝑎𝑘𝑎𝑔𝑒 𝑓𝑎𝑐𝑡𝑜𝑟 equaling 0 means that defender
does not reveal game information intentionally; oppositely,
𝐿𝑒𝑎𝑘𝑎𝑔𝑒 𝑓𝑎𝑐𝑡𝑜𝑟 equaling 1 means that defender reveals
plenty of game information; others mean that defender
reveals game information partially.

As mentioned above, imitation probability 𝜆 is affected
by revealed game information. The more game information
is revealed, the higher value of 𝜆 will be, meaning higher
imitation speed of junior attackers. Obviously, we can simply
suppose that there is positive correlation between 𝜆 and
𝐿𝑒𝑎𝑘𝑎𝑔𝑒 𝑓𝑎𝑐𝑡𝑜𝑟. Since the functional relationship 𝜆 =

𝑓(𝐿𝑒𝑎𝑘𝑎𝑔𝑒 𝑓𝑎𝑐𝑡𝑜𝑟) is not the focus of this paper, we just have
the following assumptions:

𝑓 (𝐿) = 𝜆
0
, if 𝐿 = 0

𝑓 (𝐿1) ≥ 𝑓 (𝐿2) , if 𝐿1 ≥ 𝐿2

𝑓 (𝐿) = 1, if 𝐿 = 1.

(10)

There are two cases to be considered: duration of 𝑆𝑑𝑘𝑒𝑦
and duration of 𝑆𝑑𝑎𝑠𝑠𝑖𝑠𝑡.

In duration of 𝑆𝑑𝑘𝑒𝑦, the concentrated distribution of
junior attackers changes game situation from key inducing
point 𝑆

𝑘
to theVertex of the same row. Based on our purpose,

we wish to keep game situation in key inducing point as
long as possible. As the result, defender should decrease
𝐿𝑒𝑎𝑘𝑎𝑔𝑒 𝑓𝑎𝑐𝑡𝑜𝑟 to 0 by revealing no game information inten-
tionally, corresponding to minimum imitation probability of
𝜆
0
and the lowest imitation speed of junior attackers.
In duration of 𝑆𝑑𝑎𝑠𝑠𝑖𝑠𝑡, the concentrated distribution of

junior attackers changes game situation from assist inducing
point 𝑆

𝑎
to theVertex of the same row. Based on our purpose,

assist inducing point is used to adjust the contribution of
attacker group and assist in keeping game situation in key
inducing point. So we wish the concentrated distribution of
junior attackers ready rapidly to be induced to key inducing
point. As a result, defender should increase 𝐿𝑒𝑎𝑘𝑎𝑔𝑒 𝑓𝑎𝑐𝑡𝑜𝑟
to 1 by revealing plenty of game information, corresponding
to maximum imitation probability of 1 and the highest
imitation speed of junior attackers.

5.2.2. Duration. The parameter Duration indicates how long
the time to hold each strategy in strategy Ring is. Similar to
𝐿𝑒𝑎𝑘𝑎𝑔𝑒 𝑓𝑎𝑐𝑡𝑜𝑟, the parameter Duration should also have
two subparameters.

Duration.A two-tupleDuration (𝐷
𝑘
, 𝐷
𝑎
) is a pair of durations

corresponding to each strategy in Ring and also key inducing
point and assisting inducing point.

Before analyzing the parameter of Duration, a computa-
tional method of the average payoff of game players should
be given. Let 𝐸(𝑡) be average payoff of players at time 𝑡. 𝐸(𝑡)
can be deduced through payoff variation. Suppose the best
response attack strategy changes from 𝑆𝑎𝑗 to 𝑆𝑎𝑖:

𝐸 (𝑡) = 𝐸 (𝑡 − 1) + (𝑈𝑖 − 𝑈𝑗) ⋅ 𝑃
𝑎

𝑗 (𝑡 − 1) ⋅ 𝜆, (11)

where the second part indicates the payoff increment by
junior attackers imitation behavior which means there is
the proportion 𝑃𝑎𝑗(𝑡 − 1) ⋅ 𝜆 of attackers changing strategy
from 𝑆𝑎𝑗 to 𝑆𝑎𝑖, the corresponding payoff increment. The
Proportion Vector (PV) strategy 𝑆𝑎𝑗 varies as

𝑃
𝑎

𝑗 (𝑡) = 𝑃
𝑎

𝑗 (𝑡 − 1) ⋅ 𝜆. (12)
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Let 𝐸(𝑡0) = 𝑒0 be the initial payoff. The average payoff of
players at time 𝑡 is as follows:

𝐸 (𝑡) = 𝑒0 +

(𝑈𝑖 − 𝑈𝑗) ⋅ 𝑃𝑗 (𝑡0) ⋅ 𝜆 ⋅ (1 − (1 − 𝜆)
𝑡

)

1 − (1 − 𝜆)

= 𝑒0 + (𝑈𝑖 − 𝑈𝑗) ⋅ 𝑃𝑗 (𝑡0)

− (𝑈𝑖 − 𝑈𝑗) ⋅ 𝑃𝑗 (𝑡0) ⋅ (1 − 𝜆)
𝑇

.

(13)

Then the sum of player payoff in the duration of 𝑇 can be
deduced as

𝑆𝑜𝐸 (𝑇) = 𝑒0 ⋅ 𝑇 + (𝑈𝑖 − 𝑈𝑗) ⋅ 𝑃
𝑎

𝑗 (𝑡0) ⋅ 𝑇

−

(𝑈𝑖 − 𝑈𝑗) ⋅ 𝑃
𝑎

𝑗 (𝑡0) ⋅ (1 − 𝜆) ⋅ (1 − (1 − 𝜆)
𝑇

)

1 − (1 − 𝜆)
.

(14)

Suppose that there is a dynamic game scheme
𝐷𝐺𝑆(((𝑆

𝑑

𝑘𝑒𝑦, 𝑆
𝑑

𝑎𝑠𝑠𝑖𝑠𝑡), 𝑆
𝑘
, 𝑆
𝑎
), (𝐿
𝑘
, 𝐿
𝑎
), (𝐷
𝑘
, 𝐷
𝑎
)) and let the

cost of changing defense strategy be𝐶. In duration of 𝑆𝑑𝑎𝑠𝑠𝑖𝑠𝑡,
defender lets 𝐿𝑒𝑎𝑘𝑎𝑔𝑒 𝑓𝑎𝑐𝑡𝑜𝑟 change to 1 by revealing plenty
of game information, corresponding to maximum imitation
probability of 1 discussed above which means attackers
converge instantaneously. So we suppose that 𝐷

𝑎
is 0 and

that defender gains no payoffs in duration of 𝑆𝑑𝑎𝑠𝑠𝑖𝑠𝑡. Then
the average of defender payoff in the duration of a Ring can
be

𝐴𝑜𝑅 =
(𝑆𝑜𝐸 (𝐷

𝑘
) − 2 ∗ 𝐶)

𝐷
𝑘

. (15)

We can achieve the highest 𝐴𝑜𝑅 by controlling the only
variable𝐷

𝑘
through solving the equation of 𝑑(𝐴𝑜𝑅)/𝑑(𝐷

𝑘
) =

0.

6. Experimental Results

6.1. Numerical Example. In this section, we provide a numer-
ical test to illustrate the implementation of the proposed
method. In the example, we suppose that the game payoff
matrix, the imitation probability, and the cost of changing
defense strategy are determined since these are not the focus
of this paper. Let 𝜆

0
be 0.1 and the game payoff matrix as

Table 1.
Using SSGA, we figure out a pair of defense strat-

egies and a dynamic game scheme (((𝑆𝑑2, 𝑆𝑑3), 𝑆
22
, 𝑆
33
),

(𝐿
𝑘
, 𝐿
𝑎
), (𝐷
𝑘
, 𝐷
𝑎
)). As mentioned above, we want to keep

game situation in 𝑆
22
as long as possible. So let 𝐿

𝑘
= 0, 𝐿

𝑎
=

1 and correspondingly 𝜆 = 𝜆
0
and 𝜆 = 1. As a result,

the dynamic game scheme should be (((𝑆𝑑2, 𝑆𝑑3), 𝑆
22
, 𝑆
33
),

(0, 1), (𝐷
𝑘
, 0)). The influence of𝐷

𝑘
on 𝐴𝑜𝑅 is as in Figure 1.

The result of the equation 𝑑(𝐴𝑜𝑅)/𝑑(𝐷
𝑘
) = 0 is 𝐷

𝑘
≈

4.734. When 𝐷
𝑘
< 4.734, defender changes strategies

frequently by which lots of costs 𝐶 = 2 are introduced. So
we can see in Figure 1 that, with the increase of 𝐷

𝑘
, 𝐴𝑜𝑅

grows rapidly.When𝐷
𝑘
> 4.734, the cost of changing defense

strategy is not main impact factor on 𝐴𝑜𝑅 anymore because
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Figure 1: The influence of𝐷
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Figure 2: The comparison of average payoffs.

of low frequency of defense strategy replacement. In this case,
attackers change their convergence from 𝑆

22
to 𝑆
32
gradually

in the process where defender’s payoff decreases. That means
that longer duration results in low 𝐴𝑜𝑅, as seen in the figure.

6.2. Effectiveness. In this section, we verify the effective-
ness of proposed method. Reference [12] proposed a game
strategy optimization approach solving mission deployment
problem. A Nash way to choose game strategy is figured
out using particle swarm optimization (PSO). Although
reference [12] had different assumption and problems with
this paper, the method itself is comparable. We compare the
average defender payoffs achieved by two methods, shown in
Figure 2.

We can see in Figure 2 that the graphic of dynamic
method shows the vibration waveform and amplitude
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decreases. In every vibration cycle, average payoffs increase
firstly with a declining slope. This is because of the fact
that the dynamic regulation of attacker group leads to the
decreasing growth rate of defender payoff. Then average
payoff decreases rapidly caused by the cost of changing
strategies. In Nash way, the average payoff fluctuates seriously
in the earlier stage because the average payoff is still unstable
as average values [12]. Then, after about 30 times, the average
payoff is tending towards stability, about 4.5. It is clear that
the dynamic method can achieve obviously higher average
payoff. The Nash way seeks for an optimization approach
by safeguarding a Nash equilibrium game situation. This
is driven by minimizing the possible losses. On the other
hand, in this paper, our dynamic method applies a different
thinking by seeking for the global best payoff in the game. So
our method can greatly improve the payoffs.

7. Conclusions

In this paper, we model distributed network attack-defense
game as one-many game and formulate the game group-
player’s imitation behaviors as evolutionary process. Tak-
ing advantage of defenders’ information superiority and
attackers’ imitation behaviors, we propose a dynamic game
method to help defender gainmore payoffs through inducing
attackers’ evolutionary process. The experiments prove the
effectiveness of the proposed method. In our future research,
we will apply the proposed method in other areas to verify
the effectiveness, such as state estimation, dynamics control,
resources allocation, or information management [16–18].

On the other hand, this paper is based on the assumption
that players in the game are seeking for the increasing
of their own payoffs and do not care about opponents’.
However, in the reality, there are different types of attack. For
example, there exists such casewhere attackers are seeking for
destroying opponent’s system. In this kind of attack, attackers
concentrate more on the decreasing of opponent’s payoffs
than the increasing of their own payoffs. So the attack type
will affect defense mode. Our future work will be driven
towards these problems.
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Considering the drawbacks of traditional wavelet neural network, such as low convergence speed and high sensitivity to initial
parameters, an ant colony optimization- (ACO-) initialized wavelet neural network is proposed in this paper for vibration fault
diagnosis of a hydroturbine generating unit. In this method, parameters of the wavelet neural network are initialized by the
ACO algorithm, and then the wavelet neural network is trained by the gradient descent algorithm. Amplitudes of the frequency
components of the hydroturbine generating unit vibration signals are used as feature vectors for wavelet neural network training to
realize mapping relationship from vibration features to fault types. A real vibration fault diagnosis case result of a hydroturbine
generating unit shows that the proposed method has faster convergence speed and stronger generalization ability than the
traditional wavelet neural network and ACO wavelet neural network. Thus it can provide an effective solution for online vibration
fault diagnosis of a hydroturbine generating unit.

1. Introduction

Nowadays, hydroturbine generating units are becoming
larger, more complicated, and more integrated, which not
only makes regulation and operation of the hydroturbine
generating unit complicated but also increases the probability
of occurrence of faults. Therefore, it is of great significance to
research effective fault diagnosis methods that give early alert
before faults happen or avoid deterioration of existing faults
resulting in great economic losses.

About 80% of the hydroturbine generating unit faults
reveal characteristics in vibration signals [1]. Vibration
signals of a hydroturbine generating unit, a complicated
and nonlinear system, are generally influenced by multiple
hydraulic, mechanical, and electrical/electronic factors [2].
These factors may interact with each other, which makes
it difficult to construct by theoretical analysis a one-to-one
relationship between the vibration feature and the cause of the
fault. All these factors lead to the difficulty of fault diagnosis
for a hydroturbine generating unit.

Taking the characteristics of hydroturbine generating
unit vibration signals into consideration, nonlinear diagnosis
models are often utilized to realize effective mapping from
vibration feature sets to fault sets [3–6]. Neural network
[7] has perfect self-organization, adaptive learning, and
remembrance abilities. It can realize complicated relationship
mapping in nonlinear systems and has become a dominant
method in the area of hydroturbine generating unit fault
diagnosis. Feedforward neural network trained by back prop-
agationmethod is one of themostwidely usedmethods [3–5].
However, such a neural network has drawbacks, for example,
slow convergence speed and inclination to be trapped in local
minima [8]. Wavelet neural network, a kind of feedforward
network proposed in 1992 [9] on the basis of wavelet anal-
ysis theory by substituting excitation function for wavelet
function, has developed fast [10–12]. However, even though
by combining time-frequency localization ability of wavelet
analysis and self-learning ability of neural network a wavelet
neural network has strong approximation, fault tolerance,
and classification abilities, it cannot avoid drawbacks of
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slow convergence speed and high sensitivity to initialization
parameters [13]. Therefore, optimizing parameters of wavelet
neural networks by heuristic optimization algorithms is
becoming an important research topic [14–16].

Ant colony optimization (ACO) algorithm is one kind of
the heuristic optimization algorithms. It has perfect global
optimization characteristics, strong robust ability, and great
distributed computing system. ACO wavelet neural network,
which uses ACO to learn parameters of wavelet neural
network, preserves the advantages of ACO and does not
have the drawbacks of sensitivity to initializing parameters.
However, its training speed is still slow according to the
information in the literature. Therefore, an ACO-initialized
wavelet neural network is proposed in this paper and used
in the vibration fault diagnosis of a hydroturbine generating
unit. This method employs ACO to train the parameters of a
wavelet network and the obtained parameters are taken as the
initialization parameters. Vibration frequency features of a
hydroturbine generating unit are taken as the inputs and fault
types are taken as the outputs of the wavelet neural network.
A fault diagnosis model of the hydroturbine generating
unit based on ACO-initialized wavelet neural network is
constructed. Fault diagnosis results show that, comparedwith
the traditional wavelet neural network and ACO wavelet
neural network, not only can the method proposed in this
paper increase the speed of convergence but it also has strong
generalization ability.

2. Vibration Types and Characteristics of
Hydroturbine Generating Units

According to disturbing force types of vibration signals,
vibration types can be divided into hydraulic vibration,
mechanical vibration, and electrical vibration [2].

2.1. Hydraulic Vibration. Hydraulic vibration is caused by
water flow and machinery. There are many factors which
lead to this kind of vibration such as hydraulic imbalance,
draft tube pressure pulsation, nonuniformity in the path of
circulating water flow, nonuniform gap of runner wearing
ring, Karman vortex street, clearance jet, cavity erosion, and
wrong in cam relationship. The characteristic of this type
of vibration is that vibration frequency is different for each
vibration source.

2.2. Mechanical Vibration. Mechanical vibration is aroused
by improper installation of the unit, drawbacks of the unit
structure, or damage in the component of the running
unit. There are many factors which lead to this kind of
vibration such as imbalance of the rotating part of the unit,
misalignment of the axis, defects in the bearing, rotor-to-
stator rub, and looseness of the connection.The characteristic
of this kind of vibration is that vibration frequency is the
rotation frequency or a multiple of the rotation frequency.

2.3. Electrical Vibration. Electrical vibration is caused by
nonuniformity of magnetic flux density, unbalance of elec-
tromagnetic pull, and stator core looseness. There are many

factors which lead to this kind of vibration such as the
rotor pole coil turn-to-turn short circuit, nonuniform air gap
between rotor and stator, wrong polarity order of the core, out
of round of rotor inside or stator outside, and unbalance of
current among three phases.The characteristic of this kind of
vibration is that vibration frequency is the rotation frequency
or the frequency of the polar in the hydropower generator.

It can be seen from the above that vibration signals
are the synthesis of results aroused by hydraulic vibration,
mechanical vibration, and electrical vibration. It has highly
nonlinear characteristic. Hydroturbine generating unit fault
diagnosis based on neural network method is used to extract
features of these vibration signals and neural network is used
to map these features to corresponding fault type in order to
realize the fault diagnosis for hydroturbine generating unit.

3. Wavelet Neural Network

Wavelet neural network is a kind of neural network that
is constructed based on wavelet analysis theory. As wavelet
analysis theory ensures the 𝐿2(𝑅) approximation ability,
wavelet function can substitute for excitation function of the
neural network to form a new kind of feedforward neural
network model.

3.1. Structure of Wavelet Neural Network. Structure of a
wavelet neural network is shown in Figure 1, where 𝑀, 𝑛,
and 𝑁 are number of input layer nodes, hidden layer nodes,
and output layer nodes, respectively. x (𝑥

𝑘
, 𝑘 = 1, 2, . . . ,𝑀),

o (𝑜
𝑗
, 𝑗 = 1, 2, . . . , 𝑛), and y (𝑦

𝑖
, 𝑖 = 1, 2, . . . , 𝑁) are vectors

of input layer, hidden layer, and output layer, respectively.
𝑊
𝑗𝑘

(𝑗 = 1, 2, . . . , 𝑛; 𝑘 = 1, 2, . . . ,𝑀) is weight parameter
between input layer and hidden layer. 𝑉

𝑖𝑗
(𝑖 = 1, 2, . . . , 𝑁;

𝑗 = 1, 2, . . . , 𝑛) is weight parameter between hidden layer
and output layer. b (𝑏

𝑗
, 𝑗 = 1, 2, . . . , 𝑛) and a (𝑎

𝑗
, 𝑗 =

1, 2, . . . , 𝑛) are translation parameters and scaling parameters,
respectively. ℎ is wavelet function.

Suppose that net
𝑗
= ∑
𝑀

𝑘=1
𝑊
𝑗𝑘
𝑥
𝑘
; then the model of

wavelet network can be expressed as

𝑦
𝑖
=

𝑛

∑

𝑗=1

𝑉
𝑖𝑗
ℎ(

net
𝑗
− 𝑏
𝑗

𝑎
𝑗

) . (1)

3.2. Training Method of Wavelet Neural Network. Suppose
that the error function of a wavelet neural network is

𝐸 =
1

2

𝐿

∑

𝑙=1

𝑁

∑

𝑖=1

(𝑑
𝑙

𝑖
− 𝑦
𝑙

𝑖
)
2

. (2)

Here, 𝐿 is the number of training samples and d (𝑑
𝑖
, 𝑖 =

1, 2, . . . , 𝑁) is the object output vector.



Mathematical Problems in Engineering 3

x1

x2

xM

Wjk

Wjk

...

...
...

Vij

Vij

∑

∑

∑

y1

y2

yN

h(net1 − b1

a1
)

h(net2 − b2

a2
)

h(netn − bn

an
)

Figure 1: Structure of wavelet neural network.

Generally, the training method of a wavelet neural net-
work is the gradient descent method, for which the equations
for parameters adjustment are shown in

𝑉
new
𝑖𝑗

= 𝑉
old
𝑖𝑗
− 𝜂

𝜕𝐸

𝜕𝑉
𝑖𝑗

𝑊
new
𝑗𝑘

= 𝑊
old
𝑗𝑘
− 𝜂

𝜕𝐸

𝜕𝑊
𝑗𝑘

𝑎
new
𝑗

= 𝑎
old
𝑗
− 𝜂

𝜕𝐸

𝜕𝑎
𝑗

𝑏
new
𝑗

= 𝑏
old
𝑗
− 𝜂
𝜕𝐸

𝜕𝑏
𝑗

.

(3)

Here, 𝜂 is learning factor. Gradient of parameters are
shown in

𝜕𝐸

𝜕𝑉
𝑖𝑗

= −

𝐿

∑

𝑙=1

(𝑑
𝑙

𝑖
− 𝑦
𝑙

𝑖
) ℎ(

net𝑙
𝑗
− 𝑏
𝑗

𝑎
𝑗

)

𝜕𝐸

𝜕𝑊
𝑗𝑘

= −

𝐿

∑

𝑙=1

𝑁

∑

𝑖=1

(𝑑
𝑙

𝑖
− 𝑦
𝑙

𝑖
)𝑉
𝑖𝑗
ℎ

(

net𝑙
𝑗
− 𝑏
𝑗

𝑎
𝑗

)
1

𝑎
𝑗

𝑥
𝑙

𝑘

𝜕𝐸

𝜕𝑎
𝑗

=

𝑙

∑

𝐿=1

𝑁

∑

𝑖=1

(𝑑
𝑙

𝑖
− 𝑦
𝑙

𝑖
)𝑉
𝑖𝑗
ℎ

(

net𝑙
𝑗
− 𝑏
𝑗

𝑎
𝑗

)

(net𝑙
𝑗
− 𝑏
𝑗
)

𝑎
2

𝑗

𝜕𝐸

𝜕𝑏
𝑗

=

𝐿

∑

𝑙=1

𝑁

∑

𝑖=1

(𝑑
𝑙

𝑖
− 𝑦
𝑙

𝑖
)𝑉
𝑖𝑗
ℎ

(

net𝑙
𝑗
− 𝑏
𝑗

𝑎
𝑗

)
1

𝑎
𝑗

.

(4)

4. ACO-Initialized Wavelet Neural Network

4.1. Theory of ACO-InitializedWavelet Neural Network. ACO
algorithm [15] is a kind of heuristic global optimization
algorithm which takes ant seeking food theory as its basic

theory and seeks the optimization in the solution space of
an objective function. Pheromone is the intermediary by
which ants communicate with each other. When an ant seeks
food, it will secrete pheromone to mark trace and determine
forward direction according to the amount of pheromone on
the trace which has direct ratio relationship with the number
of ants which have passed this trace. At the beginning, ants
will choose trace randomly. Because the number of ants in a
shorter trace is larger than in a longer one, more pheromone
will be left in the shorter trace and hence the probability of the
shorter trace being chosen will be larger. This is the positive
feedback mechanism. As the iteration times increases, the
whole ant colony will eventually restrain itself to a shorter
trace which represents the optimized solution.

The specific theory of ACO-initialized wavelet neural
network is that the parameters waiting to be initialized are
treated as the nodes in the seeking traces, and then all of
the ants need to choose the nodes to reach the food source.
During the food seeking process, error function of thewavelet
neural network is taken as the evaluation function to adjust
the amount of pheromone and guide the direction of the ants.

4.2. Procedure of ACO-Initialization of the Wavelet Neural
Network. Theprocedure of ACO-initialization of the wavelet
neural network is similar to the procedure of ACO wavelet
neural network [15].The difference is that the formermethod
employs ACO algorithm to train the neural network and
then the parameters after the initial training are taken as
the initialization parameters of the wavelet neural network.
The initial training time is not very large and does not
need to reach certain error precision. The error precision of
the wavelet network is determined by the further training
process. In the latter method, ACO algorithm is used to train
thewavelet neural network until the error precision or certain
training time is reached.

Suppose there are𝑚 parameters waiting to be initialized,
which include weight parameters, scaling parameters, and
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Figure 2: Flowchart of ACO-initialized wavelet network.

translation parameters. Then, these parameters are lined up
and form a vector, P (𝑃

𝑖
, 𝑖 = 1, 2, . . . , 𝑚), in which𝐾 random

numbers corresponding to each of the elements are chosen
to form𝑚 sets 𝐼

𝑃𝑖
(𝑖 = 1, 2, . . . , 𝑚). Suppose the total number

of ants is 𝑆. Each ant takes off from 𝐼
𝑃𝑖
first. Then it chooses

elements from each of the sets independently and randomly
according to the law of probability transfer.The ant will reach
the food source when all of the sets are chosen. After that,
the pheromone of each set will be adjusted. This process is
repeated until the error precision or certain training time is
reached.

Flowchart of the ACO-initialized wavelet neural network
is shown as in Figure 2. The specific procedure is as follows.

(1) Relevant parameters initialization: set pheromone of
each element in set 𝐼

𝑃𝑖
as 𝜏
𝑗
(𝐼
𝑃𝑖
)(0) = 𝐶 (𝑗 = 1, 2, . . . , 𝐾).

(2) Determine whether the stop condition (the error
precision or certain training time) is reached or not. If
so, output the optimization solution and stop the iteration;
otherwise turn to the third step.

(3) The 𝑗th element is chosen from set 𝐼
𝑃𝑖

according to
the law of probability transfer shown as follows for ant 𝑠 (𝑠 =
1, 2, . . . , 𝑆):

Prob (𝜏𝑠
𝑗
(𝐼
𝑃𝑖
)) =

𝜏
𝑗
(𝐼
𝑃𝑖
)

∑
𝐾

𝑢=1
𝜏
𝑢
(𝐼
𝑃𝑖
)

. (5)

(4) After the 𝑠th ant finished all of the nodes in the chosen
process, the chosen parameters will be input into the wavelet
neural network and the error calculated. Then calculate

the amount of pheromone corresponding to the 𝑠th ant and
the 𝑗th nodes:

Δ𝜏
𝑠

𝑗
(𝐼
𝑃𝑖
) =

{{{

{{{

{

𝑄

𝐸𝑠
The 𝑠th ant chooses the 𝑗th elements
in set 𝐼

𝑃𝑖
during this circulation

0 otherwise,
(6)

where 𝑄 is a constant which is used to adjust the pheromone
adjustment speed and 𝐸𝑠 is the error calculated by inputting
the parameters into wavelet neural network after the 𝑠th ant
finished all of the nodes traversal.

(5) After all of the ants finished choosing once, adjust all
of the elements in set 𝐼

𝑃𝑖
according to the following equation,

record the optimized value, and turn to step (2):

𝜏
𝑗
(𝐼
𝑃𝑖
) (𝑡 + 𝑚) = 𝜌𝜏

𝑗
(𝐼
𝑃𝑖
) (𝑡) + Δ𝜏

𝑗
(𝐼
𝑃𝑖
) . (7)

Here, 𝜌 (0 < 𝜌 < 1) represents the durability of
pheromone and 1 − 𝜌 represents the disappearing degree
between 𝑡 and 𝑡 + 𝑚.

5. Hydroturbine Generating Fault
Diagnosis Example

5.1. Selection of Fault Features. Vibration signals of a hydro-
turbine generating unit are the synthesized reflection of
hydraulic, mechanical, and electric vibration factors and so
on. The method, which takes amplitude of vibration signals
frequency components as feature vector and employs neural
network to realize the mapping from vibration feature set to
fault set, is a common method for hydroturbine generating
unit fault diagnosis. In this paper, the amplitudes of vibration
signals frequency components 0.4 ∼ 0.5𝑓, 1𝑓, 2𝑓, 3𝑓,
and > 3𝑓 are chosen to form the feature vector, and
3 fault conditions (vortex with eccentric, unbalance and
misalignment) and normal condition of hydroturbine gener-
ating unit are taken as fault types waiting to be recognized.
Here, the letter “𝑓” represents the fundamental frequency
of hydroturbine generating unit. ACO-initialized wavelet
neural network is employed to diagnose vibration fault of
the hydroturbine generating unit.Three-layermodel, namely,
input layer, hidden layer, and output layer, is selected to
form the structure of the wavelet neural network. To make
the structure simpler and the result of the neural network
more intuitive, multi-input and single-output structure is
employed. According to the characteristics of the training
samples, the number of input nodes is chosen as 5 which is
equal to the number of feature parameters; the number of
output nodes is 1.The number of hidden layer nodes is chosen
as 8 according to experience. Define the objective values 1, 2,
3, and 4 as the values corresponding to vortex with eccentric,
unbalance,misalignment, and normalmachinery conditions,
respectively. Choose 2 groups of feature samples for each of
the 4 conditions as training samples and 1 group of feature
samples for each of the 4 conditions as testing samples. The
normalized training and testing feature samples are shown in
Tables 1 and 2, respectively [5, 8].
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Table 1: Training samples.

Fault types (0.4–0.5)𝑓 1𝑓 2𝑓 3𝑓 >3𝑓 Object values
Vortex with eccentric 0.88 0.22 0.02 0.04 0.06 1
Vortex with eccentric 0.85 0.25 0.06 0.02 0.01 1
Unbalance 0.04 0.98 0.10 0.02 0.02 2
Unbalance 0.03 0.96 0.12 0.04 0.03 2
Misalignment 0.02 0.41 0.43 0.34 0.15 3
Misalignment 0.02 0.45 0.42 0.28 0.29 3
Normal 0.01 0.02 0.01 0.05 0.04 4
Normal 0.10 0.03 0.02 0.03 0.04 4

Table 2: Testing samples.

Fault types (0.4–0.5)𝑓 1𝑓 2𝑓 3𝑓 >3𝑓 Object values
Vortex with eccentric 0.82 0.28 0.05 0.04 0.03 1
Unbalance 0.02 0.91 0.08 0.01 0.02 2
Misalignment 0.01 0.48 0.48 0.36 0.20 3
Normal 0.10 0.03 0.02 0.03 0.04 4

Table 3: Diagnosis results of three methods.

Fault types Wavelet neural network ACO wavelet neural network ACO-initialized wavelet neural
network Object values

Vortex with eccentric 1.1073 1.0925 1.0955 1
Unbalance 1.8307 2.1806 2.0564 2
Misalignment 2.7499 2.8566 2.9255 3
Normal 3.9745 3.9700 3.9723 4

5.2. Model Parameters Selection and Diagnosis Results. In this
example, the number of iterations is set as 10, the number
of ants in an ant colony is set as 10, 𝑄 is set as 1, 𝜌 is set as
0.6, and the random number 𝑁 is set as 20. Wavelet basis
function is set as commonly used Morlet wavelet function
ℎ(𝑡) = cos(1.75𝑡) exp(−(1/2)𝑡2), learning factor 𝜂 is set as
0.05, and the objective error 𝐸 is set as 0.01.

In order to prove the effectiveness of the ACO-initialized
wavelet neural network, ACO wavelet neural network and
traditional wavelet neural network are chosen as compar-
ison methods in the same computer and with the same
parameters. Figures 3 and 4 show the training line of the
traditional wavelet neural network and the ACO-initialized
wavelet neural network, respectively. It can be seen from these
figures that the traditional neural network needs 958 training
times to reach the objective error, while the ACO-initialized
wavelet neural network needs only 63 training times to reach
the objective error.

Using the testing samples in Table 2 to test the obtained
ACO-initialized wavelet neural network, the ACO wavelet
neural network, and the traditional wavelet neural network,
Table 3 shows the test results.

Table 4 demonstrates the diagnosis error and training
time of the three kinds of networks. Here, the training time
of the ACO-initialized wavelet neural network is the sum
of 10 times ACO initializing training time (0.4531 s) and

Table 4: Error and training time of three methods.

Diagnosing
methods

Wavelet neural
network

ACO wavelet
neural network

ACO-initialized
wavelet neural

network
Diagnosing
error 0.0517 0.0313 0.0093

Training
time/s 2.3438 9.3281 0.6094

wavelet neural network training time (0.1563 s). The unit of
the numbers in Table 4 is second.

5.3. Analysis of the Diagnosis Results. According to Tables
3 and 4 and Figures 3 and 4, analysis of the results can be
obtained as follows.

(1) All three kinds of neural networks can recognize fault
types of the hydroturbine generating unit.

(2) Compared with the traditional neural network, ACO
wavelet neural network has higher generalization
ability, but it needs more computer time to finish the
training process.

(3) The training time of the ACO-initialized wavelet
neural network is 0.6094 s, and its diagnosing error
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Figure 4: Training curve of ACO-initialized wavelet network.

is 0.0093. Compared with the other two types of
neural networks, the proposed network not only has
higher generalization ability but also increases the
convergence speed.Thus, theACO-initializedwavelet
neural network ismore suited to online vibration fault
diagnosis for hydroturbine generating unit.

6. Conclusions

Wavelet neural network is sensitive to initial parameters. In
other words, when the parameters are initialized improperly,
the convergence speed of the neural network will become
slower and its generalization ability will become worse. This
constrains its application in the hydroturbine generating unit
fault diagnosis. In this paper, the advantages of both ACO
algorithm and wavelet neural network are combined and
the parameters optimized by the ACO algorithm are used
as the initialized parameters of the wavelet neural network.
The wavelet neural network is trained further and the trained
wavelet neural network is applied to vibration fault diagnosis
of a hydroturbine generating unit. The method proposed in

this paper can determine the initial parameters of the wavelet
neural network and also has the time-frequency location
property of wavelet neural network and global optimization
ability of the ACO algorithm. By using the extracted features
of amplitude of frequency components of hydroturbine gen-
erating unit vibration signals, the traditional wavelet neural
network, the ACO wavelet neural network, and the ACO-
initialized wavelet neural network are compared with each
other. The results show that the ACO-initialized wavelet
neural network has stronger generalization ability and faster
convergence speed and thus is more suitable to diagnose the
vibration faults of a hydroturbine generating unit online.
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The problem of passivity analysis for discrete-time stochastic neural networks with time-varying delays is investigated in this paper.
New delay-dependent passivity conditions are obtained in terms of linear matrix inequalities. Less conservative conditions are
obtained by using integral inequalities to aid in the achievement of criteria ensuring the positiveness of the Lyapunov-Krasovskii
functional. At last, numerical examples are given to show the effectiveness of the proposed method.

1. Introduction

Neural networks have been greatly applied in many areas in
the past few decades, such as static processing, pattern recog-
nition, and combinatorial optimization [1–3]. In practice,
time-delays are frequently encountered in neural networks.
As the finite signal propagation time and the finite speed of
information processing, the existence of the delays may cause
oscillation, instability, and divergence in neural networks.
Moreover, stochastic perturbations and parameter uncertain-
ties are two main resources which could reduce the perfor-
mances of delayed neural networks. Due to the importance in
both theory and practice, the problem of stability for stochas-
tic delayed neural networks with parameter uncertainties is
one of hot issues.Therefore, there have been lots of important
and interesting results in this field [3–17].

It should be noticed that most neural networks are
focused on continuous-time case [3, 7–12]. However,
discrete-time systems play crucial roles in today’s information
society. Particulary, when implementing the delayed
continuous-time neural networks for computer simulation, it
needs to formulate discrete-time system.Thus, it is necessary
to research the dynamics of discrete-time neural networks. In
recent years, a lot of important results have been published in

the literatures [13–17]. Kwon et al. [14] discussed the stability
criteria for the discrete-time system with time varying
delays. Wang et al. [16] researched the exponential stability
of discrete-time neural networks with distributed delays by
means of Lyapunov-Krasovskill functional theory and linear
matrix inequalities technology. In [17], the authors are con-
cerned with the robust state estimation for discrete neural
networks with successive packet dropouts, linear fractional
uncertainties, and mixed time-delays.

On the other hand, passivity is a significant concept that
represents input-output feature of dynamic systems, which
can offer a powerful tool for analyzing mechanical systems,
nonlinear systems, and electrical circuits [18]. The passivity
theorywas firstly presented in the circuit analysis [19].During
the past several decades, the passivity theory has found
successful applications in various areas such as complexity,
signal processing, stability, chaos control, and fuzzy control.
Thus, the problem of passivity for time-delay neural networks
has received much attention and lots of effective approaches
have been proposed in this research area [20–27].The authors
[21, 22] discussed the problem of passivity for neural net-
works with time-delays. Recently, Lee et al. [23] further stud-
ied the problem of dissipative analysis for neural networks
with times-delays by using reciprocally convex approach and
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linear matrix inequality technology. Very recently, in [24],
the problem of passivity criterion of discrete-time stochastic
bidirectional associative memory neural networks with time-
varying delays has been developed. In [25], some delay-
dependent sufficient passivity conditions have been obtained
for stochastic discrete-time neural networks with time-
varying delays in terms of linear matrix inequalities technol-
ogy and free-weighting matrices approach. A less conserva-
tive passivity criterion for discrete-time stochastic neural net-
workswith time-varying delays was derived in [26]. However,
there is still a room for decreasing the conservatism.

Motivated by the above discussion, the problem of pas-
sivity for discrete-time stochastic neural networks with time-
varying delays is studied. The major contribution of this
paper lies in that, first of all, different from the traditional
way, a new inequality is introduced to deal with terms
∑
𝑘−1

𝑖=𝑘−𝜏
𝑚

𝜂𝑇(𝑖)𝑇1𝜂(𝑖) and∑
𝑘−𝜏
𝑚
−1

𝑖=𝑘−𝜏
𝑀

𝜂𝑇(𝑖)𝑇1𝜂(𝑖). This method can
effectively reduce the conservatism. Secondly, we do not need
all the symmetric matrices in the Lyapunov functional to be
positive definite and take advantage of the relationships of
𝜏(𝑘) − 𝜏𝑚 and 𝜏𝑀 − 𝜏(𝑘). New passivity conditions are pre-
sented in terms of matrix inequalities. Finally, numerical
examples are given to indicate the effectiveness of the pro-
posed method.

Notations. Throughout this paper, the superscripts “−1” and
“𝑇” stand for the inverse and transpose of a matrix, respec-
tively; 𝑃 > 0 (𝑃 ⩾ 0, 𝑃 < 0, 𝑃 ⩽ 0) means that the matrix
𝑃 is symmetric positive definite (positive semidefinite, neg-
ative definite, and negative semidefinite); 𝐸{⋅} stands for the
mathematical expectation operator with respect to the given
probability measure; ‖ ⋅‖ refers to the Euclidean vector norm;
(Ω,F,P) denotes a complete probability space with a filtra-
tion containing all 𝑝-null sets and is right conditions;𝑁[𝑎, 𝑏]
denotes the discrete interval given𝑁[𝑎, 𝑏] = {𝑎, 𝑎 + 1, . . . , 𝑏 −
1, 𝑏}; 𝑅𝑛 denotes 𝑛-dimensional Euclidean space; 𝑅𝑚×𝑛 is the
set of 𝑚 × 𝑛 real matrices; ∗ denotes the symmetric block in
symmetric matrix; 𝜆max(𝑄) and 𝜆min(𝑄) denote, respectively,
the maximal and minimal eigenvalue of matrix 𝑄.

2. Problem Statement and Preliminaries

Consider the following DSNN with time-varying delays:

𝑥 (𝑘 + 1) = 𝐴𝑥 (𝑘) + 𝐵1𝑔 (𝑥 (𝑘)) + 𝐵2𝑔 (𝑥 (𝑘 − 𝜏 (𝑘)))

+ 𝑢 (𝑘) + 𝛿 (𝑥 (𝑘) , 𝑥 (𝑘 − 𝜏 (𝑘))) 𝜔 (𝑘) ,

𝑦 (𝑘) = 𝑔 (𝑥 (𝑘)) ,

𝑥 (𝑗) = 𝜓 (𝑗) , 𝑗 = −𝜏𝑀, −𝜏𝑀 + 1, . . . , 0,

(1)

where 𝑥(𝑘) = [𝑥1(𝑘), 𝑥2(𝑘), . . . , 𝑥𝑛(𝑘)]
𝑇 ∈ 𝑅𝑛 is the neuron

state vector of the system; 𝑦(𝑘) is the output of the neural
networks; 𝑢(𝑘) = [𝑢1(𝑘), 𝑢2(𝑘), . . . , 𝑢𝑛(𝑘)]

𝑇 is the input
vector; 𝜓(𝑗) is the initial condition; 𝐴 = diag(𝑎1, 𝑎2, . . . , 𝑎𝑛)
is the state feedback coefficient matrix; 𝐵1 and 𝐵2 are the
connection weight matrices and the delayed connection

weight matrices, respectively; 𝑔(𝑥(𝑘)) = [𝑔1(𝑥1(𝑘)),

𝑔2(𝑥2(𝑘)), . . . , 𝑔𝑛(𝑥𝑛(𝑘))]
𝑇 ∈ 𝑅𝑛 represents the neuron acti-

vation functions; 𝜏(𝑘) denotes the known time-varying delay
and satisfies 0 < 𝜏𝑚 ≤ 𝜏(𝑘) ≤ 𝜏𝑀; 𝛿 is diffusion coefficient
vector and 𝜔(𝑘) is a scalar Brownian motion defined on the
probability space (Ω,F,P) with

𝐸 {𝜔 (𝑘)} = 0,

𝐸 {𝜔 (𝑘) 𝜔 (𝑘)} = 1,

𝐸 {𝜔 (𝑖) 𝜔 (𝑗)} = 0, (𝑖 ̸= 𝑗) .

(2)

Assumption 1. The neuron activation function 𝑔(⋅) satisfies

𝑙−
𝑠
⩽
𝑔𝑠 (𝑎) − 𝑔𝑠 (𝑏)

𝑎 − 𝑏
⩽ 𝑙+
𝑠
, 𝑔𝑠 (0) = 0, 𝑠 = 1, 2, . . . , 𝑛, (3)

for all 𝑎, 𝑏 ∈ 𝑅, 𝑎 ̸= 𝑏, where 𝑙−
𝑠
and 𝑙+
𝑠
are known real con-

stants.

Remark 2. In Assumption 1, 𝑙−
𝑠
and 𝑙+
𝑠
can be positive, nega-

tive, or zero. Moreover, when 𝑙−
𝑠
= 0, then 𝑙+

𝑠
> 0.

Assumption 3. 𝛿(𝑥(𝑘), 𝑥(𝑘−𝜏(𝑘))) is the continuous function
satisfying

𝛿𝑇 (𝑥 (𝑘) , 𝑥 (𝑘 − 𝜏 (𝑘))) 𝛿 (𝑥 (𝑘) , 𝑥 (𝑘 − 𝜏 (𝑘)))

≤ 𝜌1𝑥
𝑇
(𝑘) 𝑥 (𝑘) + 𝜌2𝑥

𝑇
(𝑘 − 𝜏 (𝑘)) 𝑥 (𝑘 − 𝜏 (𝑘)) ,

(4)

where 𝜌1, 𝜌2 are known constant scalars.

The following lemmas and definitionwill be used in proof
of main results.

Lemma 4. For integers 𝜏(𝑘) and vector function 𝑥(𝑘 + ⋅) :
𝑁[−𝜏𝑀, −𝜏𝑚] → 𝑅𝑛, 𝜂(𝑘) = 𝑥(𝑘 + 1) − 𝑥(𝑘), for any positive
semidefinite matrix

𝑋 = [

[

𝑋11 𝑋12 𝑋13
𝑋𝑇
12

𝑋22 𝑋23
𝑋𝑇
13

𝑋𝑇
23

𝑋33

]

]

≥ 0, (5)

the following inequality holds:

−
𝑘−1

∑
𝑖=𝑘−𝜏(𝑘)

𝜂𝑇 (𝑖) 𝑋33𝜂 (𝑖)

≤
𝑘−1

∑
𝑖=𝑘−𝜏(𝑘)

[𝑥𝑇 (𝑘) 𝑥𝑇 (𝑘 − 𝜏 (𝑘)) 𝜂𝑇 (𝑖)]

⋅ [

[

𝑋11 𝑋12 𝑋13
𝑋𝑇
12

𝑋22 𝑋23
𝑋𝑇
13

𝑋𝑇
23

0

]

]

[

[

𝑥 (𝑘)
𝑥 (𝑘 − 𝜏 (𝑘))

𝜂 (𝑖)

]

]

.

(6)
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Proof. In fact, we have

0 ≤
𝑘−1

∑
𝑖=𝑘−𝜏(𝑘)

[𝑥𝑇 (𝑘) 𝑥𝑇 (𝑘 − 𝜏 (𝑘)) 𝜂𝑇 (𝑖)]

⋅ [

[

𝑋11 𝑋12 𝑋13
𝑋𝑇
12

𝑋22 𝑋23
𝑋𝑇
13

𝑋𝑇
23

𝑋33

]

]

[

[

𝑥 (𝑘)
𝑥 (𝑘 − 𝜏 (𝑘))

𝜂 (𝑖)

]

]

=
𝑘−1

∑
𝑖=𝑘−𝜏(𝑘)

(𝜂𝑇 (𝑖) 𝑋33𝜂 (𝑖)

+ [𝑥𝑇 (𝑘) 𝑥𝑇 (𝑘 − 𝜏 (𝑘)) 𝜂𝑇 (𝑖)]

⋅ [

[

𝑋11 𝑋12 𝑋13
𝑋𝑇
12

𝑋22 𝑋23
𝑋𝑇
13

𝑋𝑇
23

0

]

]

[

[

𝑥 (𝑘)
𝑥 (𝑘 − 𝜏 (𝑘))

𝜂 (𝑖)

]

]

) .

(7)

Thus, one can easily obtain

−
𝑘−1

∑
𝑖=𝑘−𝜏(𝑘)

𝜂𝑇 (𝑖) 𝑋33𝜂 (𝑖)

≤
𝑘−1

∑
𝑖=𝑘−𝜏(𝑘)

[𝑥𝑇 (𝑘) 𝑥𝑇 (𝑘 − 𝜏 (𝑘)) 𝜂𝑇 (𝑖)]

⋅ [

[

𝑋11 𝑋12 𝑋13
𝑋𝑇
12

𝑋22 𝑋23
𝑋𝑇
13

𝑋𝑇
23

0

]

]

[

[

𝑥 (𝑘)
𝑥 (𝑘 − 𝜏 (𝑘))

𝜂 (𝑖)

]

]

.

(8)

The proof is completed.

Remark 5. The new inequality was proposed in [5, 6] for
continuous-time systems; it is worth noting that we firstly
extend this method to study discrete-time neural networks in
this paper.

Lemma 6 (see [4, 13]). Let 𝑀 ∈ 𝑅𝑛×𝑛 be a positive-definite
matrix,𝑋𝑖 ∈ 𝑅𝑛; then

− (𝑚 − 𝑛)
𝑘−𝑛−1

∑
𝑖=𝑘−𝑚

𝑋𝑇
𝑖
𝑀𝑋𝑖

⩽ −(
𝑘−𝑛−1

∑
𝑖=𝑘−𝑚

𝑋𝑖)

𝑇

𝑀(
𝑘−𝑛−1

∑
𝑖=𝑘−𝑚

𝑋𝑖) .

(9)

Lemma 7 (see [24]). Let 𝐴 = 𝐴𝑇, 𝐷, 𝐸 be real matrices
with appropriate dimensions, with matrix 𝐹(𝑘) satisfying
𝐹𝑇(𝑘)𝐹(𝑘) ≤ 𝐼; there exists a scalar 𝜀 > 0 such that

𝐴 + 𝐷𝐹 (𝑡) 𝐸 + 𝐸
𝑇𝐹𝑇 (𝑡) 𝐷

𝑇 ≤ 𝐴 + 𝜀𝐷𝐷𝑇 + 𝜀−1𝐸𝑇𝐸. (10)

Lemma 8 (see [3]). For any constant matrices Ω, Υ1, Υ2 with
appropriate dimensions, and a function 𝜏(𝑘) satisfying 𝜏𝑚 ≤
𝜏(𝑘) ≤ 𝜏𝑀, then

Ω + (𝜏 (𝑘) − 𝜏𝑚) Υ1 + (𝜏𝑀 − 𝜏 (𝑘)) Υ2 < 0, (11)

if and only if

Ω + (𝜏𝑀 − 𝜏𝑚) Υ1 < 0,

Ω + (𝜏𝑀 − 𝜏𝑚) Υ2 < 0.
(12)

Definition 9 (see [25]). The system (1) is said to be passive if
there exists a scalar 𝛾 > 0 satisfying

2
𝑘
0

∑
𝑖=0

𝐸 {𝑦𝑇 (𝑖) 𝑢 (𝑖)} ≥ −𝛾
𝑘
0

∑
𝑖=0

𝐸 {𝑢𝑇 (𝑖) 𝑢 (𝑖)} , (13)

for all 𝑘0 ∈ 𝑁 and for all solution of (1) with 𝜓(0) = 0.

3. Main Results

In this section, the passivity of discrete-time stochastic neural
networks with time-varying delays will be investigated by use
of the new integral inequality and Lyapunov method. In the
paper, some of symmetric matrices in Lyapunov-Krasovskii
functional are not necessarily required to be positive definite.

Denote

𝐿1 = diag {𝑙−
1
𝑙+
1
, . . . , 𝑙−
𝑛
𝑙+
𝑛
} ,

𝐿2 = diag{
𝑙−
1
+ 𝑙+
1

2
, . . . ,

𝑙−
𝑛
+ 𝑙+
𝑛

2
} ,

𝜏𝑀𝑚 = 𝜏𝑀 − 𝜏𝑚,

𝜂 (𝑘) = 𝑥 (𝑘 + 1) − 𝑥 (𝑘) .

(14)

Main results are given in the following theorems.

Theorem 10. Under Assumptions 1 and 3, the discrete-time
stochastic neural network (1) is passive, if there exist matrices𝑃,
𝑅1,𝑅2,𝑄 = [

𝑄
11
𝑄
12

∗ 𝑄
22

] > 0,𝑇1 > 0,𝑇2 > 0,𝑋 = [
𝑋
11
𝑋
12
𝑋
13

∗ 𝑋
22
𝑋
23

∗ ∗ 𝑋
33

] ≥

0, 𝑌 = [
𝑌
11
𝑌
12
𝑌
13

∗ 𝑌
22
𝑌
23

∗ ∗ 𝑌
33

] ≥ 0, 𝑍 = [
𝑍
11
𝑍
12
𝑍
13

∗ 𝑍
22
𝑍
23

∗ ∗ 𝑍
33

] ≥ 0, the positive
diagonal matrices 𝑆𝑘 = diag{𝑠1𝑘, 𝑠2𝑘, . . . , 𝑠𝑛𝑘} (𝑘 = 1, 2), and
scalars 𝜆 > 0, 𝛾 > 0, such that the following matrix inequalities
hold:

[

[

𝑇1 +
𝜏𝑚
𝜏𝑀

𝑃 −𝑇1

∗ 𝑇1 + 𝜏𝑚𝑅1

]

]

> 0,

[
𝑇2 + 𝑃 −𝑇2
∗ 𝑇2 + 𝜏𝑀𝑅2

] > 0,

(15)

𝑇1 − 𝑋33 ≥ 0,

𝑇2 − 𝑌33 ≥ 0,

𝑇2 − 𝑍33 ≥ 0,

Θ ≤ 𝜆𝐼,

(16)

Ω + Υ1 < 0,

Ω + Υ2 < 0,
(17)
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where

Θ = 𝑃 + 𝜏𝑚𝑇1 + 𝜏𝑀𝑚𝑇2,

Ω =
[
[

[

Ω11 ⋅ ⋅ ⋅ Ω17

∗ d
...

∗ ∗ Ω77

]
]

]

,

Υ1 =
[
[

[

𝑑11 ⋅ ⋅ ⋅ 𝑑17

∗ d
...

∗ ∗ 𝑑77

]
]

]

,

Υ2 =
[
[

[

𝑒11 ⋅ ⋅ ⋅ 𝑒17

∗ d
...

∗ ∗ 𝑒77

]
]

]

,

Ω11 = (𝜏𝑀𝑚 + 1)𝑄11 + 𝑅1 + 𝜏𝑚𝑋11 + 𝑋13 + 𝑋
𝑇

13

+ 𝜏𝑚 (𝐴 − 𝐼) 𝑇1 (𝐴 − 𝐼) + 𝜏𝑀𝑚 (𝐴 − 𝐼) 𝑇2 (𝐴 − 𝐼)

+ 𝜌1𝜆𝐼 + 𝐴𝑃𝐴 − 𝑃 − 𝑆1𝐿1,

Ω12 = 𝜏𝑚𝑋12 − 𝑋13 + 𝑋
𝑇

23
,

Ω15 = (𝜏𝑀𝑚 + 1)𝑄12 + 𝐿2𝑆1 + 𝜏𝑚 (𝐴 − 𝐼) 𝑇1𝐵1

+ 𝜏𝑀𝑚 (𝐴 − 𝐼) 𝑇2𝐵1 + 𝐴
𝑇𝑃𝐵1,

Ω16 = 𝜏𝑚 (𝐴 − 𝐼) 𝑇1𝐵1 + 𝜏𝑀𝑚 (𝐴 − 𝐼) 𝑇2𝐵1 + 𝐴𝑃𝐵1,

Ω17 = 𝜏𝑚 (𝐴 − 𝐼) 𝑇1 + 𝜏𝑀𝑚 (𝐴 − 𝐼) 𝑇2 + 𝐴𝑃,

Ω22 = −𝑅1 + 𝑅2 + 𝜏𝑚𝑋22 − 𝑋23 − 𝑋
𝑇

23
+ 𝑌13 + 𝑌

𝑇

13
,

Ω23 = −𝑌13 + 𝑌
𝑇

23
,

Ω33 = −𝑄11 − 𝑆2𝐿1 + 𝜌2𝜆𝐼 − 𝑌23 − 𝑌
𝑇

23
+ 𝑍13 + 𝑍

𝑇

13
,

Ω34 = −𝑍13 + 𝑍
𝑇

23
,

Ω36 = −𝑄12 + 𝐿2𝑆2,

Ω44 = −𝑅2 − 𝑍23 − 𝑍
𝑇

23
,

Ω55 = 𝐵
𝑇

1
𝑃𝐵1 + 𝜏𝑚𝐵

𝑇

1
𝑇1𝐵1 + 𝜏𝑀𝑚𝐵

𝑇

1
𝑇2𝐵1

+ (𝜏𝑀𝑚 + 1)𝑄22 − 𝑆1,

Ω56 = 𝐵
𝑇

1
𝑃𝐵2 + 𝜏𝑚𝐵

𝑇

1
𝑇1𝐵2 + 𝜏𝑀𝑚𝐵

𝑇

1
𝑇2𝐵2,

Ω57 = 𝐵
𝑇

1
𝑃 + 𝜏𝑚𝐵

𝑇

1
𝑇1 + 𝜏𝑀𝑚𝐵

𝑇

1
𝑇2 − 𝐼,

Ω66 = 𝐵
𝑇

2
𝑃𝐵2 + 𝜏𝑚𝐵

𝑇

2
𝑇1𝐵2 + 𝜏𝑀𝑚𝐵

𝑇

2
𝑇2𝐵2

− 𝑄22 − 𝑆2,

Ω67 = 𝐵
𝑇

2
𝑃 + 𝜏𝑚𝐵

𝑇

2
𝑇1 + 𝜏𝑀𝑚𝐵

𝑇

2
𝑇2,

Ω77 = 𝑃 + 𝜏𝑚𝑇1 + 𝜏𝑀𝑚𝑇2 − 𝛾𝐼,

𝑑22 = 𝑌11,

𝑑23 = 𝑌12,

𝑑33 = 𝑌22,

𝑒33 = 𝑍11,

𝑒34 = 𝑌12,

𝑑44 = 𝑍22, elsewhere,

Ω𝑖𝑗 = 0,

𝑑𝑖𝑗 = 0,

𝑒𝑖𝑗 = 0,

𝑖, 𝑗 = 1, 2, . . . , 8.

(18)

Proof. Define a new augmented of Lyapunov-Krasovskii
functional as follows:

𝑉 (𝑘) = 𝑉1 (𝑘) + 𝑉2 (𝑘) + 𝑉3 (𝑘) + 𝑉4 (𝑘) , (19)

where

𝑉1 (𝑘) = 𝑥
𝑇
(𝑘) 𝑃𝑥 (𝑘) ,

𝑉2 (𝑘) =
𝑘−1

∑
𝑖=𝑘−𝜏

𝑚

𝑥𝑇 (𝑖) 𝑅1𝑥 (𝑖) +
𝑘−𝜏
𝑚
−1

∑
𝑖=𝑘−𝜏

𝑀

𝑥𝑇 (𝑖) 𝑅2𝑥 (𝑖) ,

𝑉3 (𝑘) =
𝑘−1

∑
𝑖=𝑘−𝜏(𝑘)

[
𝑥 (𝑖)

𝑔 (𝑥 (𝑖))
]
𝑇

[
𝑄11 𝑄12
∗ 𝑄22

] [
𝑥 (𝑖)

𝑔 (𝑥 (𝑖))
]

+
−𝜏
𝑚
−1

∑
𝑗=−𝜏
𝑀

𝑘−1

∑
𝑖=𝑘+𝑗

[
𝑥 (𝑖)

𝑔 (𝑥 (𝑖))
]
𝑇

[
𝑄11 𝑄12
∗ 𝑄22

] [
𝑥 (𝑖)

𝑔 (𝑥 (𝑖))
] ,

𝑉4 (𝑘) =
−1

∑
𝑗=−𝜏
𝑚

𝑘−1

∑
𝑖=𝑘+𝑗

𝜂𝑇 (𝑖) 𝑇1𝜂 (𝑖)

+
−𝜏
𝑚
−1

∑
𝑗=−𝜏
𝑀

𝑘−1

∑
𝑖=𝑘+𝑗

𝜂𝑇 (𝑖) 𝑇2𝜂 (𝑖) .

(20)

Firstly, we show that the Lyapunov-Krasovskii functional
𝑉(𝑘) is positive definite. By using Lemma 6, one can obtain

−1

∑
𝑗=−𝜏
𝑚

𝑘−1

∑
𝑖=𝑘+𝑗

𝜂𝑇 (𝑖) 𝑇1𝜂 (𝑖)

≥
−1

∑
𝑗=−𝜏
𝑚

−1

𝑗
(
𝑘−1

∑
𝑖=𝑘+𝑗

𝜂 (𝑖))

𝑇

𝑇1(
𝑘−1

∑
𝑖=𝑘+𝑗

𝜂 (𝑖))

=
−1

∑
𝑗=−𝜏
𝑚

−1

𝑗
[

𝑥 (𝑘)
𝑥 (𝑘 + 𝑗)

]
𝑇

[
𝑇1 −𝑇1
∗ 𝑇1

] [
𝑥 (𝑘)

𝑥 (𝑘 + 𝑗)
]

≥
1

𝜏𝑚

𝑘−1

∑
𝑖=𝑘−𝜏

𝑚

[
𝑥 (𝑘)
𝑥 (𝑖)

]
𝑇

[
𝑇1 −𝑇1
∗ 𝑇1

] [
𝑥 (𝑘)
𝑥 (𝑖)

] ,
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−𝜏
𝑚
−1

∑
𝑗=−𝜏
𝑀

𝑘−1

∑
𝑖=𝑘+𝑗

𝜂𝑇 (𝑖) 𝑇2𝜂 (𝑖)

≥
−𝜏
𝑚
−1

∑
𝑗=−𝜏
𝑀

−1

𝑗
(
𝑘−1

∑
𝑖=𝑘+𝑗

𝜂 (𝑖))

𝑇

𝑍2(
𝑘−1

∑
𝑖=𝑘+𝑗

𝜂 (𝑖))

=
−𝜏
𝑚
−1

∑
𝑗=−𝜏
𝑀

−1

𝑗
[

𝑥 (𝑘)
𝑥 (𝑘 + 𝑗)

]
𝑇

[
𝑇1 −𝑇1
∗ 𝑇1

] [
𝑥 (𝑘)

𝑥 (𝑘 + 𝑗)
]

≥
1

𝜏𝑀

𝑘−𝜏
𝑚
−1

∑
𝑖=𝑘−𝜏

𝑀

[
𝑥 (𝑘)
𝑥 (𝑖)

]
𝑇

[
𝑇2 −𝑇2
∗ 𝑇2

] [
𝑥 (𝑘)
𝑥 (𝑖)

] ,

(21)

𝑥𝑇 (𝑘) 𝑃𝑥 (𝑘)

=
𝑘−1

∑
𝑖=𝑘−𝜏

𝑚

1

𝜏𝑀
𝑥𝑇 (𝑘) 𝑃𝑥 (𝑘)

+
𝑘−𝜏
𝑚
−1

∑
𝑖=𝑘−𝜏

𝑀

1

𝜏𝑀
𝑥𝑇 (𝑘) 𝑃𝑥 (𝑘) .

(22)

Then, it follows from (19)–(21) that

𝑉 (𝑘) ≥
𝑘−1

∑
𝑖=𝑘−𝜏

𝑚

1

𝜏𝑀
𝑥𝑇 (𝑘) 𝑃𝑥 (𝑘) +

𝑘−𝜏
𝑚
−1

∑
𝑖=𝑘−𝜏

𝑀

1

𝜏𝑀
𝑥𝑇 (𝑘) 𝑃𝑥 (𝑘)

+
𝑘−1

∑
𝑖=𝑘−𝜏

𝑚

𝑥𝑇 (𝑖) 𝑅1𝑥 (𝑖) +
𝑘−𝜏
𝑚
−1

∑
𝑖=𝑘−𝜏

𝑀

𝑥𝑇 (𝑖) 𝑅2𝑥 (𝑖)

+
1

𝜏𝑚

𝑘−1

∑
𝑖=𝑘−𝜏

𝑚

[
𝑥 (𝑘)
𝑥 (𝑖)

]
𝑇

[
𝑇1 −𝑇1
∗ 𝑇1

] [
𝑥 (𝑘)
𝑥 (𝑖)

]

+
1

𝜏𝑀

𝑘−𝜏
𝑚
−1

∑
𝑖=𝑘−𝜏

𝑀

[
𝑥 (𝑘)
𝑥 (𝑖)

]
𝑇

[
𝑇2 −𝑇2
∗ 𝑇2

] [
𝑥 (𝑘)
𝑥 (𝑖)

]

≥
1

𝜏𝑚

𝑘−1

∑
𝑖=𝑘−𝜏

𝑚

[
𝑥 (𝑘)
𝑥 (𝑖)

]
𝑇

[

[

𝑇1 +
𝜏𝑚
𝜏𝑀

𝑃 −𝑇1

−𝑇1 𝑇1 + 𝜏𝑚𝑅1

]

]

[
𝑥 (𝑘)
𝑥 (𝑖)

]

+
1

𝜏𝑀

𝑘−𝜏
𝑚
−1

∑
𝑖=𝑘−𝜏

𝑀

[
𝑥 (𝑘)
𝑥 (𝑖)

]
𝑇

[
𝑇2 + 𝑃 −𝑇2
−𝑇2 𝑇2 + 𝜏𝑚𝑅2

] [
𝑥 (𝑘)
𝑥 (𝑖)

] .

(23)

From condition (15), there exists a scalar 𝛿1 > 0, for any
𝑥(𝑘) ̸= 0, such that

𝑉 (𝑘) ≥ 𝛿1 ‖𝑥 (𝑘)‖
2 > 0. (24)

Now, taking the forward difference of 𝑉(𝑘) along the trajec-
tories of system (1), it yields that

𝐸 {Δ𝑉1 (𝑘)}

= 𝐸 {(𝜂 (𝑘) + 𝑥 (𝑘))
𝑇
𝑃 (𝜂 (𝑘) + 𝑥 (𝑘)) − 𝑥

𝑇
(𝑘) 𝑃𝑥 (𝑘)}

= 𝐸 {𝜂𝑇 (𝑘) 𝑃𝜂 (𝑘) + 2𝑥
𝑇
(𝑘) 𝑃𝜂 (𝑘)} ,

𝐸 {Δ𝑉2 (𝑘)}

= 𝐸 {𝑥𝑇 (𝑘) 𝑅1𝑥 (𝑘) − 𝑥
𝑇 (𝑘 − 𝜏𝑚) (𝑅1 − 𝑅2) 𝑥 (𝑘 − 𝜏𝑚)

− 𝑥𝑇 (𝑘 − 𝜏𝑀) 𝑅2𝑥 (𝑘 − 𝜏𝑀)} ,

𝐸 {Δ𝑉3 (𝑘)}

≤ 𝐸{(𝜏𝑀𝑚 + 1) [
𝑥 (𝑘)

𝑔 (𝑥 (𝑘))
]
𝑇

[
𝑄11 𝑄12
∗ 𝑄22

] [
𝑥 (𝑘)

𝑔 (𝑥 (𝑘))
]

− [
𝑥 (𝑘 − 𝜏 (𝑘))

𝑔 (𝑥 (𝑘 − 𝜏 (𝑘)))
]
𝑇

[
𝑄11 𝑄12
∗ 𝑄22

]

⋅ [
𝑥 (𝑘 − 𝜏 (𝑘))

𝑔 (𝑥 (𝑘 − 𝜏 (𝑘)))
]}

= 𝐸 {(𝜏𝑀𝑚 + 1) 𝑥
𝑇
(𝑘) 𝑄11𝑥 (𝑘) + 2𝑥

𝑇
(𝑘) 𝑄12𝑔 (𝑥 (𝑘))

+ 𝑔𝑇 (𝑥 (𝑘)) 𝑄22𝑔 (𝑥 (𝑘))

− 𝑥𝑇 (𝑘 − 𝜏 (𝑘)) 𝑄11𝑥 (𝑘 − 𝜏 (𝑘))

− 2𝑥𝑇 (𝑘 − 𝜏 (𝑘)) 𝑄12𝑔 (𝑥 (𝑘 − 𝜏 (𝑘)))

−𝑔𝑇 (𝑥 (𝑘 − 𝜏 (𝑘))) 𝑄22𝑔 (𝑥 (𝑘 − 𝜏 (𝑘)))} ,

𝐸 {Δ𝑉4 (𝑘)}

= 𝐸
{
{
{

𝜂𝑇 (𝑘) (𝜏𝑚𝑇1 + 𝜏𝑀𝑚𝑇2) 𝜂 (𝑘) −
𝑘−1

∑
𝑖=𝑘−𝜏

𝑚

𝜂𝑇 (𝑖) 𝑇1𝜂 (𝑖)

−
𝑘−𝜏
𝑚
−1

∑
𝑖=𝑘−𝜏(𝑘)

𝜂𝑇 (𝑖) 𝑇2𝜂 (𝑖) −
𝑘−𝜏(𝑘)−1

∑
𝑖=𝑘−𝜏

𝑀

𝜂𝑇 (𝑖) 𝑇2𝜂 (𝑖)
}
}
}

,

𝐸
{
{
{

−
𝑘−1

∑
𝑖=𝑘−𝜏

𝑚

𝜂𝑇 (𝑖) 𝑇1𝜂 (𝑖) −
𝑘−𝜏
𝑚
−1

∑
𝑖=𝑘−𝜏(𝑘)

𝜂𝑇 (𝑖) 𝑇2𝜂 (𝑖)

−
𝑘−𝜏(𝑘)−1

∑
𝑖=𝑘−𝜏

𝑀

𝜂𝑇 (𝑖) 𝑇2𝜂 (𝑖)
}
}
}

= 𝐸
{
{
{

−
𝑘−1

∑
𝑖=𝑘−𝜏

𝑚

𝜂𝑇 (𝑖) (𝑇1 − 𝑋33) 𝜂 (𝑖)

−
𝑘−𝜏
𝑚
−1

∑
𝑖=𝑘−𝜏(𝑘)

𝜂𝑇 (𝑖) (𝑇2 − 𝑌33) 𝜂 (𝑖)
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−
𝑘−𝜏(𝑘)−1

∑
𝑖=𝑘−𝜏

𝑀

𝜂𝑇 (𝑖) (𝑇2 − 𝑍33) 𝜂 (𝑖) −
𝑘−1

∑
𝑖=𝑘−𝜏

𝑚

𝜂𝑇 (𝑖) 𝑋33𝜂 (𝑖)

−
𝑘−𝜏
𝑚
−1

∑
𝑖=𝑘−𝜏(𝑘)

𝜂𝑇 (𝑖) 𝑌33𝜂 (𝑖) −
𝑘−𝜏(𝑘)−1

∑
𝑖=𝑘−𝜏

𝑀

𝜂𝑇 (𝑖) 𝑍33𝜂 (𝑖)
}
}
}

.

(25)

Form the new inequality of Lemma 4, one can get

−
𝑘−1

∑
𝑖=𝑘−𝜏

𝑚

𝜂𝑇 (𝑖) 𝑋33𝜂 (𝑖)

≤
𝑘−1

∑
𝑖=𝑘−𝜏

𝑚

[𝑥𝑇 (𝑘) 𝑥𝑇 (𝑘 − 𝜏𝑚) 𝜂𝑇 (𝑖)]

⋅ [

[

𝑋11 𝑋12 𝑋13
𝑋𝑇
12

𝑋22 𝑋23
𝑋𝑇
13

𝑋𝑇
23

0

]

]

[

[

𝑥 (𝑘)
𝑥 (𝑘 − 𝜏𝑚)

𝜂 (𝑖)

]

]

= 𝑥𝑇 (𝑘) (𝜏𝑚𝑋11 + 𝑋
𝑇

13
+ 𝑋13) 𝑥 (𝑘)

+ 𝑥𝑇 (𝑘) (𝜏𝑚𝑋12 − 𝑋13 + 𝑋
𝑇

23
) 𝑥 (𝑘 − 𝜏𝑚)

+ 𝑥𝑇 (𝑘 − 𝜏𝑚) (𝜏𝑚𝑋
𝑇

12
− 𝑋𝑇
13
+ 𝑋23) 𝑥 (𝑘)

+ 𝑥𝑇 (𝑘 − 𝜏𝑚) (𝜏𝑚𝑋22 − 𝑋
𝑇

23
− 𝑋23) 𝑥 (𝑘 − 𝜏𝑚) ,

−
𝑘−𝜏
𝑚
−1

∑
𝑖=𝑘−𝜏(𝑘)

𝜂𝑇 (𝑖) 𝑌33𝜂 (𝑖)

≤
𝑘−𝜏
𝑚
−1

∑
𝑖=𝑘−𝜏(𝑘)

[𝑥𝑇 (𝑘 − 𝜏𝑚) 𝑥𝑇 (𝑘 − 𝜏 (𝑘)) 𝜂𝑇 (𝑖)]

⋅ [

[

𝑋11 𝑋12 𝑋13
𝑋𝑇
12

𝑋22 𝑋23
𝑋𝑇
13

𝑋𝑇
23

0

]

]

[

[

𝑥 (𝑘 − 𝜏𝑚)
𝑥 (𝑘 − 𝜏 (𝑘))

𝜂 (𝑖)

]

]

= 𝑥𝑇 (𝑘 − 𝜏𝑚) ((𝜏 (𝑘) − 𝜏𝑚) 𝑌11 + 𝑌
𝑇

13
+ 𝑌13) 𝑥 (𝑘 − 𝜏𝑚)

+ 𝑥𝑇 (𝑘 − 𝜏𝑚) ((𝜏 (𝑘) − 𝜏𝑚) 𝑌12 − 𝑌13 + 𝑌
𝑇

23
) 𝑥 (𝑘 − 𝜏 (𝑘))

+ 𝑥𝑇 (𝑘 − 𝜏 (𝑘)) ((𝜏 (𝑘) − 𝜏𝑚) 𝑌
𝑇

12
− 𝑌𝑇
13
+ 𝑌23) 𝑥 (𝑘 − 𝜏𝑚)

+ 𝑥𝑇 (𝑘 − 𝜏 (𝑘)) ((𝜏 (𝑘) − 𝜏𝑚) 𝑌22 − 𝑌
𝑇

23
− 𝑌23) 𝑥 (𝑘 − 𝜏 (𝑘)) ,

−
𝑘−𝜏(𝑘)−1

∑
𝑖=𝑘−𝜏

𝑀

𝜂𝑇 (𝑖) 𝑍33𝜂 (𝑖)

≤
𝑘−𝜏(𝑘)−1

∑
𝑖=𝑘−𝜏

𝑀

[𝑥𝑇 (𝑘 − 𝜏 (𝑘)) 𝑥𝑇 (𝑘 − 𝜏𝑀) 𝜂𝑇 (𝑖)]

⋅ [

[

𝑋11 𝑋12 𝑋13
𝑋𝑇
12

𝑋22 𝑋23
𝑋𝑇
13

𝑋𝑇
23

0

]

]

[

[

𝑥 (𝑘 − 𝜏 (𝑘))
𝑥 (𝑘 − 𝜏𝑀)

𝜂 (𝑖)

]

]

= 𝑥𝑇 (𝑘 − 𝜏 (𝑘)) ((𝜏𝑀 − 𝜏 (𝑘)) 𝑍11 + 𝑍
𝑇

13
+ 𝑍13) 𝑥 (𝑘 − 𝜏 (𝑘))

+ 𝑥𝑇 (𝑘 − 𝜏 (𝑘)) ((𝜏𝑀 − 𝜏 (𝑘)) 𝑍12 − 𝑍13 + 𝑍
𝑇

23
) 𝑥 (𝑘 − 𝜏𝑀)

+ 𝑥𝑇 (𝑘 − 𝜏𝑀) ((𝜏𝑀 − 𝜏 (𝑘)) 𝑍
𝑇

12
− 𝑍𝑇
13
+ 𝑍23) 𝑥 (𝑘 − 𝜏 (𝑘))

+ 𝑥𝑇 (𝑘 − 𝜏𝑀) ((𝜏𝑀 − 𝜏 (𝑘)) 𝑍22 − 𝑍
𝑇

23
− 𝑍23) 𝑥 (𝑘 − 𝜏𝑀) .

(26)

It is easy to get

𝐸 {𝜂𝑇 (𝑘)Θ𝜂 (𝑘)}

= 𝐸 {[(𝐴 − 𝐼) 𝑥 (𝑘) + 𝐵1𝑔 (𝑥 (𝑘)) + 𝐵2𝑔 (𝑥 (𝑘 − 𝜏 (𝑘)))

+ 𝑢 (𝑘) + 𝛿 (𝑥 (𝑘) , 𝑥 (𝑘 − 𝜏 (𝑘))) 𝜔 (𝑘)]
𝑇

⋅ Θ [(𝐴 − 𝐼) 𝑥 (𝑘) + 𝐵1𝑔 (𝑥 (𝑘))

+ 𝐵2𝑔 (𝑥 (𝑘 − 𝜏 (𝑘)))

+ 𝑢 (𝑘) + 𝛿 (𝑥 (𝑘) , 𝑥 (𝑘 − 𝜏 (𝑘))) 𝜔 (𝑘)]} .

(27)

From Assumption 3 and inequality (16), we have

𝛿 (𝑥 (𝑘) , 𝑥 (𝑘 − 𝜏 (𝑘))) Θ𝛿 (𝑥 (𝑘) , 𝑥 (𝑘 − 𝜏 (𝑘)))

≤ 𝜆 [𝜌1𝑥
𝑇
(𝑘) 𝑥 (𝑘) + 𝜌2𝑥

𝑇
(𝑘 − 𝜏 (𝑘)) 𝑥 (𝑘 − 𝜏 (𝑘))] .

(28)

From Assumption 1, it follows that

(𝑔𝑖 (𝑥𝑖 (𝑘)) − 𝑙
+

𝑖
𝑥𝑖 (𝑘)) (𝑔𝑖 (𝑥𝑖 (𝑘)) − 𝑙

−

𝑖
𝑥𝑖 (𝑘)) ≤ 0,

(𝑔𝑖 (𝑥𝑖 (𝑘 − 𝜏 (𝑘))) − 𝑙
+

𝑖
𝑥𝑖 (𝑘 − 𝜏 (𝑘)))

⋅ (𝑔𝑖 (𝑥𝑖 (𝑘 − 𝜏 (𝑘))) − 𝑙
−

𝑖
𝑥𝑖 (𝑘 − 𝜏 (𝑘))) ≤ 0.

(29)

Thus, for the diagonal matrices 𝑆𝑘 = diag{𝑠1𝑘, 𝑠2𝑘, . . . , 𝑠𝑛𝑘}
(𝑘 = 1, 2), one can receive the following inequalities:

− [
𝑥 (𝑘)

𝑔 (𝑥 (𝑘))
]
𝑇

[
𝑆1𝐿1 −𝑆1𝐿2
∗ 𝑆1

] [
𝑥 (𝑘)

𝑔 (𝑥 (𝑘))
] ≥ 0,

− [
𝑥 (𝑘 − 𝜏 (𝑘))

𝑔 (𝑥 (𝑘 − 𝜏 (𝑘)))
]
𝑇

⋅ [
𝑆2𝐿1 −𝑆2𝐿2
∗ 𝑆2

] [
𝑥 (𝑘 − 𝜏 (𝑘))

𝑔 (𝑥 (𝑘 − 𝜏 (𝑘)))
] ≥ 0.

(30)
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Combining (25)–(30), it yields

𝐸 {Δ𝑉 (𝑘) − 2𝑦
𝑇
(𝑘) 𝑢 (𝑘) − 𝛾𝑢

𝑇
(𝑘) 𝑢 (𝑘)}

≤ 𝐸
{
{
{

𝛼𝑇 (𝑘) (Ω + (𝜏 (𝑘) − 𝜏𝑚) Υ1 + (𝜏𝑀 − 𝜏 (𝑘)) Υ2) 𝛼 (𝑘)

−
𝑘−1

∑
𝑖=𝑘−𝜏

𝑚

𝜂𝑇 (𝑖) (𝑇1 − 𝑋33) 𝜂 (𝑖)

−
𝑘−𝜏
𝑚
−1

∑
𝑖=𝑘−𝜏(𝑘)

𝜂𝑇 (𝑖) (𝑇2 − 𝑌33) 𝜂 (𝑖)

−
𝑘−𝜏(𝑘)−1

∑
𝑖=𝑘−𝜏

𝑀

𝜂𝑇 (𝑖) (𝑇2 − 𝑍33) 𝜂 (𝑖)
}
}
}

,

(31)

where

𝛼𝑇 (𝑘) = [𝑥
𝑇
(𝑘) , 𝑥

𝑇 (𝑘 − 𝜏𝑚) , 𝑥
𝑇
(𝑘 − 𝜏 (𝑘)) , 𝑥

𝑇 (𝑘 − 𝜏𝑀) ,

𝑔𝑇 (𝑥 (𝑘)) , 𝑔
𝑇
(𝑥 (𝑘 − 𝜏 (𝑘))) , 𝑢

𝑇
(𝑘)] .

(32)

From (15)–(17), observing that𝑇1−𝑋33 ≥ 0, 𝑇2−𝑌33 ≥ 0, and
𝑇2 − 𝑍33 ≥ 0, one can conclude that

𝐸 {Δ𝑉 (𝑘) − 2𝑦
𝑇
(𝑘) 𝑢 (𝑘) − 𝛾𝑢

𝑇
(𝑘) 𝑢 (𝑘)} ≤ 0. (33)

Then,

2
𝑘
0

∑
𝑖=0

𝐸 {𝑦𝑇 (𝑖) 𝑢 (𝑖)} ≥
𝑘
0

∑
𝑖=0

𝐸 {Δ𝑉 (𝑖)}

− 𝛾
𝑘
0

∑
𝑖=0

𝐸 {𝑢𝑇 (𝑖) 𝑢 (𝑖)} .

(34)

By the definition of𝑉(𝑘) and inequality (23), one can find that

𝑘
0

∑
𝑖=0

𝐸 {Δ𝑉 (𝑖)} = 𝐸 {𝑉 (𝑘0 + 1) − 𝑉 (0)} ≥ 0. (35)

So, one can have

2
𝑘
0

∑
𝑖=0

𝐸 {𝑦𝑇 (𝑖) 𝑢 (𝑖)} ≥ −𝛾
𝑘
0

∑
𝑖=0

𝐸 {𝑢𝑇 (𝑖) 𝑢 (𝑖)} , (36)

for all 𝑘0 ∈ 𝑁. This completes the proof.

Remark 11. It should be pointed out that the new inequal-
ity is introduced to deal with ∑

𝑘−1

𝑖=𝑘−𝜏
𝑚

𝜂𝑇(𝑖)𝑇1𝜂(𝑖) and
∑
𝑘−𝜏
𝑚
−1

𝑖=𝑘−𝜏
𝑀

𝜂𝑇(𝑖)𝑇1𝜂(𝑖), which is immensely different from tra-
ditional ways. This method can effectively reduce the conser-
vatism of the results.

Remark 12. In this paper, not all thematrices in the Lyapunov
functional need to be positive definite. In fact, the conditions
in (15) assure the positive definiteness of the Lyapunov
functional; this is greatly different from traditional ways for
passivity researches of discrete-time neural network, because
the traditional methods always need Lyapunovmatrices to be
positive definite.

Remark 13. It can be seen that the term ∑
𝑘−𝜏
𝑚
−1

𝑖=𝑘−𝜏
𝑀

𝜂𝑇(𝑖)𝑇1𝜂(𝑖)

is divided into two parts; the aim is to make full use of
the relationship of 𝜏𝑀 − 𝜏(𝑘) and 𝜏(𝑘) − 𝜏𝑚, and then,
taking advantage of the integral inequality and Lemma 8, new
passivity conditions are obtained in terms of LMIs.

Corollary 14. Under Assumptions 1 and 3, the discrete-time
stochastic neural network (1) is passive, if there exist scalars 𝜆 >
0, 𝛾 > 0, matrices 𝑃 > 0, 𝑅1 > 0, 𝑅2 > 0, 𝑄 = [

𝑄
11
𝑄
12

∗ 𝑄
22

] > 0,

𝑇1 > 0, 𝑇2 > 0, 𝑋 = [
𝑋
11
𝑋
12
𝑋
13

∗ 𝑋
22
𝑋
23

∗ ∗ 𝑋
33

] ≥ 0, 𝑌 = [
𝑌
11
𝑌
12
𝑌
13

∗ 𝑌
22
𝑌
23

∗ ∗ 𝑌
33

] ≥

0, 𝑍 = [
𝑍
11
𝑍
12
𝑍
13

∗ 𝑍
22
𝑍
23

∗ ∗ 𝑍
33

] ≥ 0, and the positive diagonal matrices
𝑆𝑘 = diag{𝑠1𝑘, 𝑠2𝑘, . . . , 𝑠𝑛𝑘} (𝑘 = 1, 2), such that linear matrix
inequalities (16) and (17) hold.

Now, we will consider the stochastic discrete-time neural
networks with time-varying delay and parameter uncertainties
as follows:

𝑥 (𝑘 + 1) = (𝐴 + Δ𝐴 (𝑘)) 𝑥 (𝑘)

+ (𝐵1 + Δ𝐵1 (𝑘)) 𝑔 (𝑥 (𝑘))

+ (𝐵2 + Δ𝐵2 (𝑘)) 𝑔 (𝑥 (𝑘 − 𝜏 (𝑘))) + 𝑢 (𝑘)

+ 𝛿 (𝑥 (𝑘) , 𝑥 (𝑘 − 𝜏 (𝑘))) 𝜔 (𝑘) ,

(37)

where Δ𝐴(𝑘), Δ𝐵1(𝑘), and Δ𝐵2(𝑘) denote the parameter
uncertainties that are assumed to be of the form

[Δ𝐴 (𝑘) Δ𝐵1 (𝑘) Δ𝐵2 (𝑘)] = 𝑀𝐹 (𝑘) [𝐸1 𝐸2 𝐸3] , (38)

where 𝑀, 𝐸𝑖 (𝑖 = 1, 2, 3) are known constant matrices, and
𝐹(𝑘) is the unknown matrix valued function subject to

𝐹 (𝑘)
𝑇 𝐹 (𝑘) ≤ 𝐼. (39)

Theorem 15. Under Assumptions 1 and 3, the discrete-time
stochastic uncertain neural network (37) is robustly passive, if
there exist scalars 𝜆 > 0, 𝛾 > 0, 𝜀 > 0, matrices 𝑃, 𝑅1, 𝑅2,
𝑄 = [

𝑄
11
𝑄
12

∗ 𝑄
22

] > 0, 𝑇1 > 0, 𝑇2 > 0, 𝑋 = [
𝑋
11
𝑋
12
𝑋
13

∗ 𝑋
22
𝑋
23

∗ ∗ 𝑋
33

] ≥ 0,

𝑌 = [
𝑌
11
𝑌
12
𝑌
13

∗ 𝑌
22
𝑌
23

∗ ∗ 𝑌
33

] ≥ 0, 𝑍 = [
𝑍
11
𝑍
12
𝑍
13

∗ 𝑍
22
𝑍
23

∗ ∗ 𝑍
33

] ≥ 0, and the positive
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diagonal matrices 𝑆𝑘 = diag{𝑠1𝑘, 𝑠2𝑘, . . . , 𝑠𝑛𝑘} (𝑘 = 1, 2), such
that the following matrix inequalities hold:

[

[

𝑇1 +
𝜏𝑚
𝜏𝑀

𝑃 −𝑇1

∗ 𝑇1 + 𝜏𝑚𝑅1

]

]

> 0,

[
𝑇2 + 𝑃 −𝑇2
∗ 𝑇2 + 𝜏𝑀𝑅2

] > 0,

𝑇1 − 𝑋33 ≥ 0,

𝑇2 − 𝑌33 ≥ 0,

𝑇2 − 𝑍33 ≥ 0,

Θ ≤ 𝜆𝐼,

[
[
[
[
[
[
[

[

Σ + Υ𝑖 Ξ1 √𝜏𝑚Ξ2 √𝜏𝑀𝑚Ξ3 0 𝜀Ξ4
∗ −𝑃 0 0 𝑃𝑀 0
∗ ∗ −𝑇1 0 √𝜏𝑚𝑇1𝑀 0
∗ ∗ ∗ −𝑇2 √𝜏𝑀𝑚𝑇2𝑀 0
∗ ∗ ∗ ∗ −𝜀𝐼 0
∗ ∗ ∗ ∗ ∗ −𝜀𝐼

]
]
]
]
]
]
]

]

< 0,

(𝑖 = 1, 2) ,

(40)

where

Ξ1 = [𝑃𝐴 0 0 0 𝑃𝐵1 𝑃𝐵2 𝑃]
𝑇
,

Ξ2 = [𝑇1 (𝐴 − 𝐼) 0 0 0 𝑇1𝐵1 𝑇1𝐵2 𝑇1]
𝑇
,

Ξ3 = [𝑇2 (𝐴 − 𝐼) 0 0 0 𝑇2𝐵1 𝑇2𝐵2 𝑇2]
𝑇
,

Ξ4 = [𝐸1 0 0 0 𝐸2 𝐸3 0]
𝑇
,

Θ = 𝑃 + 𝜏𝑚𝑇1 + 𝜏𝑀𝑚𝑇2,

Σ =

[
[
[
[
[
[
[
[
[

[

Σ11 Σ12 0 0 (𝜏𝑀𝑚 + 1)𝑄12 + 𝐿2𝑆1 0 0

∗ Σ22 −𝑌13 + 𝑌
𝑇

23
0 0 0 0

∗ ∗ Σ33 −𝑍13 + 𝑍
𝑇

23
0 −𝑄12 + 𝐿2𝑆2 0

∗ ∗ ∗ −𝑍23 − 𝑍
𝑇

23
− 𝑅2 0 0 0

∗ ∗ ∗ ∗ (𝜏𝑀𝑚 + 1)𝑄22 − 𝑆1 0 −𝐼
∗ ∗ ∗ ∗ ∗ −𝑄22 − 𝑆2 0
∗ ∗ ∗ ∗ ∗ ∗ Σ77

]
]
]
]
]
]
]
]
]

]

,

Σ11 = (𝜏𝑀𝑚 + 1)𝑄11 + 𝑅1 + 𝜏𝑚𝑋11 + 𝑋13 + 𝑋
𝑇

13
+ 𝜌1𝜆𝐼 − 𝑃 − 𝑆1𝐿1,

Σ12 = 𝜏𝑚𝑋12 − 𝑋13 + 𝑋
𝑇

23
,

Σ22 = −𝑅1 + 𝑅2 + 𝜏𝑚𝑋22 − 𝑋23 − 𝑋
𝑇

23
+ 𝑌13 + 𝑌

𝑇

13
,

Σ33 = −𝑄11 − 𝑆2𝐿1 + 𝜌2𝜆𝐼 − 𝑌23 − 𝑌
𝑇

23
+ 𝑍13 + 𝑍

𝑇

13
,

Σ77 = 𝑃 + 𝜏𝑚𝑇1 + 𝜏𝑀𝑚𝑇2 − 𝛾𝐼.

(41)

Υ1,Υ2 are the same as defined in Theorem 10.

Proof. By replacing 𝐴, 𝐵1, 𝐵2 in (17) with 𝐴 + Δ𝐴(𝑘), 𝐵1 +
Δ𝐵1(𝑘), 𝐵2 + Δ𝐵2(𝑘), respectively, then using Lemma 7, the
desired results can be obtained immediately. The proof is
completed.

4. Numerical Examples

In this section, some numerical examples are proposed to
show the effectiveness of the results obtained in this paper.

Example 1. Consider the system (1) with the following
parameters:

𝐴 = [
0.8 0
0 0.9

] ,

𝐵1 = [
0.001 0
0 0.005

] ,

𝐵2 = [
−0.1 0.01
−0.2 −0.1

] ,
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𝜌1 = 0.003,

𝜌2 = 0.002.

(42)

The activation functions are taken as

𝑓1 (𝑥) = 𝑓2 (𝑥) = tanh (0.5𝑥) . (43)

It can be verified that

𝐿1 = [
0 0
0 0

] ,

𝐿2 = [
0.25 0
0 0.25

] .

(44)

In this example, if 𝜏𝑚 = 3 and 𝜏𝑀 = 12, the optimal passivity
performance obtained is 𝛾 = 12.2439 by the method in [25]
and 𝛾 = 5.4007 by the method in [26], while by Theorem 10
in this paper, the optimal passivity performance 𝛾 = 3.9546.
The comparisons of 𝛾 are listed in Table 1, when 𝜏𝑚 = 3, 𝜏𝑀 =
8, 9, 10, 11, 12. Then, when we assume 𝜏𝑀 = 13, the optimal
passivity performance 𝛾 obtained byTheorem 10 for different
𝜏𝑚 can be found in Table 2. It can be seen that our results are
less conservative than the ones in [25, 26].

Example 2. Consider the system (1) with the following
parameters:

𝐴 = [
0.4 0
0 0.5

] ,

𝐵1 = [
0.001 0
0 0.005

] ,

𝐵2 = [
−0.1 0.01
−0.2 −0.1

] ,

𝜌1 = 𝜌2 = 0.003.

(45)

The activation functions are taken as

𝑓1 (𝑥) = 𝑓2 (𝑥) = tanh (𝑥) . (46)

It can be verified that

𝐿1 = [
0 0
0 0

] ,

𝐿2 = [
0.5 0
0 0.5

] .

(47)

For this example, when 𝛾 = 3 and 𝜏𝑚 = 1, by Theorem 10,
we can get that the upper bound of the time-varying delay is
𝜏𝑀 = 8. When 𝛾 = 4 and 𝜏𝑚 = 1, by Theorem 10, we can get
𝜏𝑀 = 10; we can obtain upper bound of 𝜏𝑀 for different 𝛾 and
𝜏𝑚, which are summarized in Table 3. It can be found from
Table 3 that, for the same 𝜏𝑚, a larger passivity performance
𝛾 corresponds to a larger 𝜏𝑀; with the same 𝜏𝑀, a smaller
passivity performance 𝛾 corresponds to a larger 𝜏𝑚.

Table 1: Optimal passivity performance 𝛾 for different 𝜏𝑀.

Methods 8 9 10 11 12
Theorem 1 [25] 3.9708 4.8691 6.2501 8.3991 12.2439
Corollary 2
[26] 2.9660 3.3483 3.8428 4.4968 5.4007

Theorem 10 2.8481 3.2154 3.5172 3.7438 3.9546

Table 2: Optimal passivity performance 𝛾 for different 𝜏𝑚.

Methods 4 5 6 7 8
Theorem 1 [25] 16.1853 13.2125 11.0130 9.2978 7.9134
Corollary 2
[26] 6.1649 5.6743 5.2451 4.8664 4.5300

Theorem 10 4.4126 4.3752 4.2563 4.1871 4.0802

Table 3: Allowable upper bounds of 𝜏
𝑀
for different 𝛾 and 𝜏

𝑚
.

𝜏𝑚 1 3 5 7 9
𝛾 = 3 8 10 12 14 16
𝛾 = 4 10 12 14 16 18
𝛾 = 6 12 13 15 17 19

5. Conclusions

In this paper, the problem of passivity analysis for discrete-
time stochastic neural networks with time-varying delays
has been investigated.The presented sufficient conditions are
based on the Lyapunov-Krasovskii functional, a new inequal-
ity and linear matrix inequality approach. Numerical exam-
ples are given to demonstrate the usefulness and effectiveness
of the proposed results. Finally, it should be worth noticing
that the proposed method in this paper may be extensively
applicable in many other areas, such as Markov jump neural
networks, Markov jump neural networks with incomplete
transition descriptions, and switched neural networks, which
deserves further investigation.
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A novel consensus protocol for two-dimension first-order multiagent systems (MAS) is proposed. After a novel protocol for two-
dimension first-order MAS is adopted; consensus and two kinds of possible results are concerned. Then consensus asymptotical
conditions and ranges of key parameters are given, and convergence speed is analyzed. Numerical examples illustrate effectiveness
of the proposed consensus protocol.

1. Introduction

Networks have been concerned for many years, and it has
been researched in many areas such as in sensor networks
[1], distribute networks, or wireless networks. Multiagent
systems (MAS) have been concerned for many years. It
reflects relationships of individuals in a network, such as
critical rules or protocols or control of each individual [2].
One common way of pattern is that all agents converge to the
same value, which is called consensus or agreement.

Consensus problem is applied in robots, spacecraft,
and cooperative multiple vehicles, and it mainly concerns
exchangeways of information. For example, reference [3] pre-
sented theoretical explanation for characters of continuous
and discrete MAS with/without leaders. This classical work
showed relations between connection of agents, protocols,
and consensus. And [4] researched a new technique based
on complex Laplacian to achieve arbitrary formation shape
and global stability. Reference [5] mainly researched linear
time-varying MAS, a necessary and sufficient condition of
consensus ability with a set of admissible protocols. Then
some applications are put up; [6] discussed a kind of
autonomous scale control of multi-agent in a MAS with
shape constrains. It provided a new method for choosing an
appropriate geometry and discussed system effect by different
parameters. Reference [7] considered MAS with leader of

bounded unknown input. After two distributed discontinu-
ous controllers were added, a sufficient condition was applied
to ensure stabilization. References [8, 9] researched grouping
control and coordinate control of MAS according in different
conditions.

Suppose there are 𝑛 agents inMAS and they are connected
by wireless networks, which can be described as a (directed)
graph. The graph can be expressed in an adjacency matrix
form called Laplacian matrix 𝐿 = [𝑙

𝑖𝑘
] (1 ≤ 𝑖, 𝑘 ≤ 𝑛) that

satisfies the following conditions:

𝑙
𝑖𝑘

≤ 0 𝑖 ̸= 𝑘

𝑛

∑

𝑘=1

𝑙
𝑖𝑘

= 0 𝑖 = 1, 2, . . . , 𝑛.

(1)

According to [3], the following premise is introduced.

Premise. A first-order MAS should satisfy the condition that
exchange topology has a spanning tree or −𝐿 has only one
zero eigenvalue and all the other nonzero eigenvalues have
negative real parts.

The following is based on the fact that the premise is
satisfied. In this work, a kind of two-dimension first-order
MAS is concerned. Then a novel protocol and its consensus
are proposed, and range of key parameter is given. Moreover,
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convergence speed is analyzed. Several simulations are shown
to ensure the results.

2. Consensus and Convergence Speed

2.1. Consensus for Two-Dimension MAS. Suppose there are 𝑛
agents in a plat coordinate system, which means each agent
has two coordinate positions named as 𝑥 and 𝑦, respectively.
Dynamic equations of the 𝑖th agent (𝑖 = 1, 2, . . . , 𝑛) are shown
as following:

�̇�
𝑖
= 𝑢
𝑥𝑖

̇𝑦
𝑖
= 𝑢
𝑦𝑖
.

(2)

The consensus is that all agents finally converge together,
with their positions converging to the same value, or it can be
expressed as |𝑥

𝑖
−𝑥
𝑘
| → 0 and |𝑦

𝑖
−𝑦
𝑘
| → 0, when 𝑡 → ∞,

where 𝑖, 𝑘 = 1, 2, . . . , 𝑛.
Protocol of two-dimension system is introduced as

𝑢
𝑥𝑖

= −

𝑛

∑

𝑘=1

𝑙
𝑖𝑘
[(𝑥
𝑖
− 𝑥
𝑘
) + 𝛾 (𝑦

𝑖
− 𝑦
𝑘
)]

𝑢
𝑦𝑖

= −

𝑛

∑

𝑘=1

𝑙
𝑖𝑘
[(𝑥
𝑖
− 𝑥
𝑘
) + (𝑦

𝑖
− 𝑦
𝑘
)] .

(3)

Let 𝑥 = [𝑥1
𝑥
2

⋅ ⋅ ⋅ 𝑥
𝑛]
𝑇 and 𝑦 = [𝑦1

𝑦
2

⋅ ⋅ ⋅ 𝑦
𝑛]
𝑇.

Equation (2) changes to the following form:

[

�̇�

̇𝑦

] = [

𝑢
𝑥𝑖

𝑢
𝑦𝑖

] = Γ[

𝑥

𝑦

] , (4)

where Γ = [
−𝐿 −𝛾𝐿

−𝐿 −𝐿
].

Suppose 𝜇
𝑖
(𝑖 = 1, 2, . . . , 𝑛) is the 𝑖th eigenvalue of −𝐿;

then

det (𝜆𝐼
𝑛
+ 𝐿) = det (𝜆𝐼

𝑛
− (−𝐿)) =

𝑛

∏

𝑖=1

(𝜆 − 𝜇
𝑖
) . (5)

Because −𝐿 has exactly one zero eigenvalue, and all the
other nonzero eigenvalues have negative real parts; without
loss of generality, let𝜇

1
= 0 and the other nonzero eigenvalues

𝜇
𝑖
= −𝛼
𝑖
± 𝑗𝛽
𝑖
, where 𝛼

𝑖
> 0 (𝑖 = 2, 3, . . . , 𝑛). If 𝜇

𝑖
is real,

𝛽
𝑖
= 0, and 𝛽

𝑖
> 0 if there are conjugate complex eigenvalues.

Let 𝜇
𝑖
(𝑖 = 1, 2, . . . , 2𝑛) be the 𝑖th eigenvalue of Γ; then

det(𝜆𝐼
2𝑛

− Γ) = ∏
2𝑛

𝑖=1
(𝜆 − 𝜇

𝑖
).

Note that

det (𝜆𝐼
2𝑛

− Γ) = det([

𝜆𝐼
𝑛
+ 𝐿 𝛾𝐿

𝐿 𝜆𝐼
𝑛
+ 𝐿

])

= det (𝜆2𝐼
𝑛
+ 2𝜆𝐿 + (1 − 𝛾) 𝐿

2
) .

(6)

Let 𝜆
1
and 𝜆

2
be roots of the character equation 𝜆

2
+2𝜆+

(1−𝛾) = 0; then there are two kinds of possibilities according
to different 𝛾.

(1) 𝜆
1
and 𝜆

2
Are Real. If 𝛾 ≥ 0, 𝜆

1
= 1+√𝛾, and 𝜆

2
= 1−√𝛾

are real, then (6) can be decomposed to the following form:

det (𝜆𝐼
2𝑛

− Γ) = det (𝜆2𝐼
𝑛
+ 2𝜆𝐿 + (1 − 𝛾) 𝐿

2
)

= det (𝜆𝐼
𝑛
+ (1 + √𝛾) 𝐿)

⋅ det (𝜆𝐼
𝑛
+ (1 − √𝛾) 𝐿) .

(7)

Compared with (5), (7) turns to

det (𝜆𝐼
2𝑛

− Γ) = det (𝜆𝐼
𝑛
+ (1 + √𝛾) 𝐿)

⋅ det (𝜆𝐼
𝑛
+ (1 − √𝛾) 𝐿)

=

𝑛

∏

𝑖=1

(𝜆 − (1 + √𝛾) 𝜇
𝑖
)

𝑛

∏

𝑖=1

(𝜆 − (1 − √𝛾) 𝜇
𝑖
) .

(8)

Then the following lemma is proposed.

Lemma 1. When 0 ≤ 𝛾 < 1, consensus protocol (3) achieves
consensus asymptotically, if and only if −𝐿 has exactly one zero
eigenvalue and the other 𝑛 − 1 eigenvalues have negative real
parts, which is equal to the condition if and only if Γ has exactly
two zero eigenvalues and the other 2𝑛 − 2 eigenvalues have
negative real parts.

Proof.

Sufficiency. If 0 ≤ 𝛾 < 1, 1 − √𝛾 > 0, so it is obvious that
𝜇
1

= (1 − √𝛾) 𝜇
1

= 0 and Re(𝜇
𝑖
) = −(1 − √𝛾)𝛼

𝑖
< 0

(𝑖 = 2, 3, . . . , 𝑛). This means that 𝜇
𝑖
(𝑖 = 1, 2, . . . , 𝑛) have the

same sign with 𝜇
𝑖
(𝑖 = 1, 2, . . . , 𝑛). The same conclusion can

be drawn when 𝜇
𝑖
= (1 + √𝛾)𝜇

𝑖
(𝑖 = 1, 2, . . . , 𝑛) if 0 ≤ 𝛾 < 1.

Considering (8), the following conclusion is drawn: Γ has
exactly two zero eigenvalues and the others have negative real
parts, which is equal to −𝐿 having exactly one zero eigenvalue
and the others have negative real parts.

Let 𝑝 = [𝑝
𝑇

1
𝑝
𝑇

2
]

𝑇

be an eigenvector of Γ associated with
one of zero eigenvalues, where 𝑝

1
, 𝑝
2
∈ 𝑅
𝑛; then

Γ𝑝 = [

−𝐿 −𝛾𝐿

−𝐿 −𝐿

][

𝑝
1

𝑝
2

] = 0, (9)

which implies that −𝐿𝑝
1

= 0 and −𝐿𝑝
2

= 0 if 0 ≤ 𝛾 < 1.
Note that −𝐿 has only one linearly independent eigenvector
associated with zero eigenvalue, so 𝑝

1
= 𝑝
2
. Moreover, Γ has

only one linearly independent eigenvector 𝑝 = [𝑝
𝑇

1
𝑝
𝑇

1
]

𝑇

;
that is, zero eigenvalue of Γ has geometric multiplicity equal
to one.

All of the above show that if −𝐿 is chosen as asymptoti-
cally, Γ achieves consensus asymptotically also.

Necessity (reduction to absurd). Suppose Γ having exactly
two zero eigenvalues and the other eigenvalues having
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negative real parts do not hold. From sufficient process,
relationships between eigenvalues of Γ and −𝐿 are 𝜇

𝑖
= (1 +

√𝛾)𝜇
𝑖
or 𝜇
𝑖
= (1 − √𝛾)𝜇

𝑖
, which means zero eigenvalues of

Γ are double times those of −𝐿. Suppose there are more than
two zero eigenvalues of Γ, for example, four zero eigenvalues,
so there are at least two zero eigenvalues of −𝐿.

According to [3], consensus cannot be achieved, which
is contradicting with the premise, so there must be only two
zero eigenvalues of Γ.

Then suppose there is at least one nonzero eigenvalue
having positive real part. Note that Γ can be transformed to
Jordan canonical form by a nonsingular matrix 𝑄:

Γ = 𝑄
−1
𝐽𝑄. (10)

Then

𝑒
Γ𝑡

= 𝑄
−1
𝑒
𝐽𝑡
𝑄

= 𝑄
−1

[

[

[

[

1 0 0
1×(2𝑛−2)

0 1 0
1×(2𝑛−2)

0
(2𝑛−2)×1

0
(2𝑛−2)×1

𝑒
𝐽

𝑡

]

]

]

]

𝑄.

(11)

It can be seen that if there is at least one eigenvalue with
positive real part of Γ, when 𝑡 → ∞ and 𝑒

𝐽

𝑡

→ ∞,
then 𝑒

Γ𝑡
→ ∞, which is contradicting with the follow-

ing condition: “consensus protocol (2) achieves consensus
asymptotically.”

So the assumption is wrong.

(2) 𝜆
1
and 𝜆

2
Are Conjugate Complex Eigenvalues. If 𝛾 < 0

and 𝜆
1,2

= 1 ± 𝑗√−𝛾 are one pair of conjugate complex
eigenvalues, then (6) can be decomposed to the following
form:

det (𝜆𝐼
2𝑛

− Γ) = det (𝜆𝐼
𝑛
+ (1 − 𝑗√−𝛾) 𝐿)

⋅ det (𝜆𝐼
𝑛
+ (1 + 𝑗√−𝛾) 𝐿)

=

𝑛

∏

𝑖=1

(𝜆 − (1 − 𝑗√−𝛾) 𝜇
𝑖
)

⋅

𝑛

∏

𝑖=1

(𝜆 − (1 + 𝑗√−𝛾) 𝜇
𝑖
) .

(12)

Then the following lemma is proposed.

Lemma 2. When −min
𝜇
𝑖
̸=0
(𝛼
2

𝑖
/𝛽
2

𝑖
) < 𝛾 < 0, consensus

protocol (3) achieves consensus asymptotically, if and only if −𝐿
has exactly one zero eigenvalue and the other 𝑛 − 1 eigenvalues
have negative real parts, which is equal to the condition if and
only if Γ has exactly two zero eigenvalues and the other 2𝑛 − 2

eigenvalues have negative real parts.

The proof is omitted for similarity with Lemma 1. The
differenence is range of 𝛾, which is described as follows.

Because 𝜇
𝑖
= (1+𝑗√−𝛾)𝜇

𝑖
or 𝜇
𝑖
= (1−𝑗√−𝛾)𝜇

𝑖
, if 𝜇
1

̸= 0,
two cases are concerned.

Case 1 (all nonzero eigenvalues 𝜇
𝑖
(𝑖 = 2, 3, . . . , 𝑛) are real).

According to the premise, 𝜇
𝑖
< 0, then both 𝜇

𝑖
= (1+𝑗√−𝛾)𝜇

𝑖

and 𝜇
𝑖
= (1 − 𝑗√−𝛾)𝜇

𝑖
have negative real parts.

Case 2 (there are at least one pair of conjugate complex
eigenvalues). Suppose there is only one pair of conjugate
complex eigenvaluesmarked as 𝜇

𝑖+
and 𝜇
𝑖−
. Let 𝜇

𝑖±
= −𝛼±𝑗𝛽,

where 𝛼 > 0 and 𝛽 > 0. Because 𝜇
𝑖
is multiplied by two

vectors 1 ± √−𝛾 and 𝜇
𝑖
, its module is product while phase

angle is the sum of them. All possible results are shown in
Figure 1.

In Figure 1, 𝜃
𝑖
denotes intersection angle between vector

𝜇
𝑖±
and 𝑌-axis and 𝜃

Γ
is abstract phase angle of 1 ± 𝑗√−𝛾. It

can be seen that whether 𝜇
𝑖
= (1 ± 𝑗√−𝛾)𝜇

𝑖±
have negative

real parts is decided by angle of 𝜇
𝑖
. Note that phase angle of

𝜇
𝑖+
is in (90

∘
, 180
∘
) while that of 𝜇

𝑖−
is in (180

∘
, 270
∘
), and if

√−𝛾 > 0, then 0 < 𝜃
Γ
= arctan(√−𝛾) < 90

∘, so phase angles
of (1+𝑗√−𝛾)𝜇

𝑖+
and (1−𝑗√−𝛾)𝜇

𝑖−
are in range of (90∘, 270∘).

In order to ensure all eigenvalues of Γ have negative real parts,
phase angles of (1 − 𝑗√−𝛾)𝜇

𝑖+
and (1 + 𝑗√−𝛾)𝜇

𝑖−
must be

in range of (90∘, 180∘) and (180
∘
, 270
∘
), respectively, which

means 𝜃
Γ
< 𝜃
𝑖
.

If there are more than one pair of conjugate complex
eigenvalues, it is obvious that 𝜃

Γ
< 𝜃
𝑖
should satisfied for all

pairs of conjugate complexes, so 𝜃
Γ

< min
𝛽
𝑖
̸=0
𝜃
𝑖
. Note that

𝜃
Γ
= arctan(√−𝛾) and 𝜃

𝑖
= arctan(𝛼

𝑖
/𝛽
𝑖
); then,

arctan (√−𝛾) < min
𝛽
𝑖
̸=0

[arctan(

𝛼
𝑖

𝛽
𝑖

)]

⇒ √−𝛾 < min
𝛽
𝑖
̸=0

(

𝛼
𝑖

𝛽
𝑖

)

⇒ 𝛾 > −min
𝛽
𝑖
̸=0

(

𝛼
2

𝑖

𝛽
2

𝑖

) .

(13)

So −min
𝛽
𝑖
̸=0
(𝛼
2

𝑖
/𝛽
2

𝑖
) < 𝛾 < 0. And for the other real

eigenvalues, 𝛼2
𝑖
/𝛽
2

𝑖
= ∞, which means that min

𝜇
𝑖
̸=0
(𝛼
2

𝑖
/𝛽
2

𝑖
) =

min
𝛽
𝑖
̸=0
(𝛼
2

𝑖
/𝛽
2

𝑖
). Moreover, if all nonzero eigenvalues are real,

−min
𝜇
𝑖
̸=0
(𝛼
2

𝑖
/𝛽
2

𝑖
) < 𝛾 < 0 turns to−∞ < 𝛾 < 0, which is equal

to 𝛾 < 0; it is obvious that conditions of Case 1 and Case 2 can
be rewritten in the same form as −min

𝜇
𝑖
̸=0
(𝛼
2

𝑖
/𝛽
2

𝑖
) < 𝛾 < 0.

2.2. Convergence Speed. Convergence speed of system (1) is
decided by eigenvalue with the smallest absolute value of real
part. Reconsider (12); if all nonzero eigenvalues have negative
real parts, then the slowest convergence speed of system (2)
is decided by the eigenvalue whose real part is the nearest to
𝑌-axis. Three cases are analyzed according to choice of 𝛾.

Case 1 (0 ≤ 𝛾 < 1). From (7), it is obviously that the smallest
eigenvalue is one of ((1−√𝜆)𝜇

𝑖
), so smaller 1−√𝛾 (or bigger

𝛾) will cause slower convergence speed.

Case 2 (−min
𝜇
𝑖
̸=0
(𝛼
2

𝑖
/𝛽
2

𝑖
) < 𝛾 < 0 and all nonzero 𝜇

𝑖
are real).

From (7), it is obvious that Re(𝜇
𝑖
) = Re((1 ± 𝑗√−𝛾)𝜇

𝑖
) = 𝜇
𝑖
,

whichmeans 𝛾has no effect on convergence speed.Thebigger
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Figure 1: All possible results of 𝜇
𝑖
= (1 ± 𝑗√−𝛾)𝜇

𝑖
.

A1

A2 A3

A4

Figure 2: A digraph in [4].

imaginary part √−𝛾 of 𝜇
𝑖
means bigger |𝛾| will cause larger

amplitude of oscillation.

Case 3 (−min
𝜇
𝑖
̸=0
(𝛼
2

𝑖
/𝛽
2

𝑖
) < 𝛾 < 0 and there are conjugate

complex eigenvalues of 𝜇
𝑖
). From Figure 1, Re(𝜇

𝑖
) is given by

Re(𝜇
𝑖
) = Re[(1 − 𝑗√−𝛾)𝜇

𝑖+
] = Re[(1 − 𝑗√−𝛾)(−𝛼 + 𝑗𝛽)] =

𝛽√−𝛾−𝛼, so bigger 𝛽√−𝛾−𝛼 (or smaller 𝛾) will cause slower
convergence.

3. Simulation Results

In this section, examples are illustrated to prove conclusions
drawn in Section 2.

3.1. Case 1. A digraph in [4] is shown in Figure 2.

It is obvious that −𝐿 = [

−1 1 0 0

0 −1 1 0

0 0 0 0

0 0 1 −1

], whose eigenvalues

are 𝜆
1

= 0 and 𝜆
2,3,4

= −1. Choose initial coordinate of
the four agents as 𝑥

0
= [0.6 −0.4 −0.2 0.8]

𝑇 and 𝑦
0

=

[−0.8 0.7 −0.9 −1]

𝑇, respectively. All simulation results are
shown in Figure 3 according to different 𝛾 > 0.

From Figure 3, asymptotical consensus is achieved when
0 ≤ 𝛾 < 1, while it is not achieved if 𝛾 ≥ 1. And agents stay
in fixed positions when 𝛾 = 1 while they reflect in separating
trend.

Moreover, asymptotical consensus is achieved in less than
10 seconds when 𝛾 = 0 and in about 20 seconds when 𝛾 = 0.5,
which agrees with Case 1 in Section 2.2.

3.2. Case 2. Simulation results with the same system when
𝛾 < 0 are shown in Figure 4.

If all eigenvalues of −𝐿 are real, any 𝛾 < 0 can satisfy
Lemma 2, so consensuses are achieved when 𝛾 = −0.5 or
𝛾 = −3. There are no obvious differences between their
convergence speeds. More oscillation appears when 𝛾 = −3,
which agrees with Case 2 in Section 2.2.

3.3. Case 3. Next, −𝐿 is chosen as [

−2 1 0 1

0 −1 1 0

1 0 −1 0

0 0 0 0

], and other

conditions remain the same, so eigenvalues are 𝜆
1

= 0,
𝜆
2
= −0.2451, and one pair of conjugate complex eigenvalues

𝜆
3,4

= −1.8774 ± 𝑗0.7449. Simulation results are shown in
Figure 5.

According to Lemma 2, −min
𝜇
𝑖
̸=0
(𝛼
2

𝑖
/𝛽
2

𝑖
) = −6.3521.

When −min
𝜇
𝑖
̸=0
(𝛼
2

𝑖
/𝛽
2

𝑖
) < 𝛾 = −1 < 0 or −min

𝜇
𝑖
̸=0
(𝛼
2

𝑖
/𝛽
2

𝑖
) <

𝛾 = −3 < 0, consensus is achieved, while opposite result
is obtained when 𝛾 = −7 < −min

𝜇
𝑖
̸=0
(𝛼
2

𝑖
/𝛽
2

𝑖
). And the

convergence speed is a little faster when 𝛾 = −1, which agrees
with Case 3 in Section 2.2.
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Figure 3: Continued.
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Figure 3: Simulation results with different 𝛾 > 0.
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Figure 4: Simulation results with different 𝛾 < 0 when all eigenvalues of −𝐿 is real.
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Figure 5: Simulation results with different 𝛾 < 0 when there are conjugate complex eigenvalues.
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4. Conclusion

A novel consensus protocol is presented for the linear two-
dimension first-order multiagent systems (MASs). Numer-
ical examples illustrated the effectiveness of the proposed
consensus protocol according to different key parameters.
Simulation results ensure the relationship between range of
key parameter and convergence speed.
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An instrumental matrix approach to design output feedback passive controller for switched singular systems is proposed in
this paper. The nonlinear inequality condition including Lyapunov inverse matrix and controller gain matrix is decoupled by
introducing additional instrumental matrix variable. Combined withmultiple Lyapunov functionmethod, the nonlinear inequality
is transformed into linear matrix inequality (LMI). An LMI condition is presented for switched singular system to be stable
and passive via static output feedback under designed switching signal. Moreover, the conditions proposed do not require the
decomposition of Lyapunov matrix and its inverse matrix or fixing to a special structure. The theoretical results are verified by
means of an example. The method introduced in the paper can be effectively extended to a single singular system and normal
switched system.

1. Introduction

The switched singular systems arise from, for instance,
power systems, economic systems, and complex networks.
As pointed out in [1], when the interrelationships among
different industrial sectors are described and the capital
and the demand are variable depending on seasons, the
dynamic economic systems are modelled as periodically
switched singular systems. In some complex hybrid networks,
some algebraic constraints have to be considered. The spe-
cial algebraic constraints that, for example, communication
resources are always limited and required to be allocated to
different levels of privileged users, are needed in the resource
allocation process. Thus, constructing the network model
with a set of constraints is reasonable and indispensable.
The model can be denoted by a class of singular hybrid
systems [2]. There has been increasing interest in analysis
and synthesis for switched singular systems. The stability
issues are discussed for continuous-time switched singular
systems [3], discrete-time switched singular systems [4],

linear switched singular systems [5, 6], nonlinear switched
singular systems [7], and time-delay switched singular sys-
tems [8], respectively. In [9, 10], reachability conditions and
admissibility criteria are presented, respectively. Reference
[11] studies the initial instantaneous jumps at switching
points and a sufficient stability condition is obtained for
the switched singular system with both stable and unstable
subsystems. At arbitrary switching instant, inconsistent state
jump for switched singular systems can be compressed by
hybrid impulsive controllers in [12]. Filters and observers are
designed for switched singular systems in [13, 14] and [15],
respectively.

It has been shown that passivity is a suitable design
approach in power systems [16], neural networks [17], net-
work control [18–20], signal processing [21, 22], Markovian
jumping systems [23–25], switched systems [26, 27], and sin-
gular systems [28, 29]. In [16], the problem of passive control
is considered for uncertain singular time-delay systems, and
three types of controllers were designed, namely, state feed-
back controller, observer-based state feedback controller, and
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dynamic output feedback controller. Under these controllers,
the closed-loop systems are quadratically stable and passive.
Contingent failures are possible for a real system, which
may cause performance of the system to be degraded and
even hazard [30].The work [17] applies passivity-based fault-
tolerant synchronization control to chaotic neural networks
against actuator faults by using the semi-Markov jumpmodel
approach. The work [27] investigates the problem of robust
reliable passive control for a class of uncertain stochastic
switched time-delay systems with actuator failures. Sufficient
condition for the stochastic switched time-delay systems to
be passive and exponentially stable under switching state
feedback controller is derived. The work [29] designs a state
feedback controller such that, for all possible actuator failures,
the closed-loop singular system is exponentially stable and
passive.

Up to now, little attention has been paid to passive control
problem for switched singular systems. This motivates us to
investigate this problem. Furthermore, considering the oper-
ational cost and the reliability of systems and the simplicity
of implementation, output feedback is always adopted to
stabilize a system.Thus, we study passive control of switched
singular systems through output feedback.

In this paper, by introducing instrumental matrix vari-
able, the nonlinear inequality including Lyapunov inverse
matrix and controller gain matrix is decoupled, which
makes the design of output feedback passive controllers
for continuous-time switched singular systems easy. Based
on multiple Lyapunov functions and variable substitution
techniques, a new and simple sufficient condition is presented
in terms of LMI, by solving which static output feedback
passive controller can be designed. The novelty of the con-
ditions proposed in this paper lies in the following aspect.
Decomposition of Lyapunov matrix and its inverse matrix is
not required. Moreover, the Lyapunov inverse matrix is not
fixed to a special structure.

The rest of this paper is organized as follows. Problem
statement and preliminaries are given in Section 2. Output
feedback passive control is studied in Section 3. In Section 4,
an example shows the efficiency of main results in the paper.
Section 5 concludes this paper.

2. Problem Statement and Preliminaries

Consider the following switched singular system:

𝐸
𝑐𝑖
�̇� (𝑡) = 𝐴

𝑐𝑖
𝑥 (𝑡) + 𝐵

𝑐𝑖
𝑢 (𝑡) + 𝐺

𝑐𝑖
𝜔 (𝑡)

𝑧 (𝑡) = 𝐻
𝑐𝑖
𝑥 (𝑡) + 𝐷

𝑐𝑖
𝜔 (𝑡)

𝑦 (𝑡) = 𝐶
𝑐𝑖
𝑥 (𝑡) ,

(1)

where 𝑖 ∈ 𝜒 = {1, 2, . . . , 𝑚} is the switching signal. 𝑥(𝑡) ∈ 𝑅
𝑛

is the state vector, 𝑢(𝑡) ∈ 𝑅
𝑚 is the control input vector,

𝜔(𝑡) ∈ 𝐿
𝑟

2
[0,∞) is the external disturbance vector, 𝑧(𝑡) ∈

𝑅
𝑟 is the control input vector, and 𝑦(𝑡) ∈ 𝑅

𝑝 is the mea-
sured controlled output vector. 𝐸

𝑐𝑖
, 𝐴
𝑐𝑖
, 𝐵
𝑐𝑖
, 𝐶
𝑐𝑖
, 𝐷
𝑐𝑖
, 𝐺
𝑐𝑖
, 𝐻
𝑐𝑖

are constant matrices with appropriate dimensions. 𝐸
𝑐𝑖

∈

𝑅
𝑛×𝑛 and rank 𝐸

𝑐𝑖
= 𝑟
𝑖
≤ 𝑛. Without loss of generality, we

assume that 𝐶
𝑐𝑖
is full row rank.

Let us consider the following static output feedback
controller:

𝑢 (𝑡) = 𝐾
𝑖
𝑦 (𝑡) , (2)

where𝐾
𝑖
is the controller gain matrix to be designed.

Then, the resulting closed-loop system can be described
as

𝐸
𝑐𝑖
�̇� (𝑡) = (𝐴

𝑐𝑖
+ 𝐵
𝑐𝑖
𝐾
𝑖
𝐶
𝑐𝑖
) 𝑥 (𝑡) + 𝐺

𝑐𝑖
𝜔 (𝑡)

𝑧 (𝑡) = 𝐻
𝑐𝑖
𝑥 (𝑡) + 𝐷

𝑐𝑖
𝜔 (𝑡)

𝑦 (𝑡) = 𝐶
𝑐𝑖
𝑥 (𝑡) .

(3)

We are now considering the output feedback passive
control problem for system (3). In this paper, we aim to
design output feedback passive controller such that system (3)
simultaneously satisfies the following two requirements.

(i) System (3) with 𝜔(𝑡) = 0 is stable.

(ii) For a give scalar 𝜂 > 0, the dissipation inequality

∫

𝑇

0

(𝜔
𝑇

𝑧 − 𝜂𝜔
𝑇

𝜔) 𝑑𝑡 ≥ 0, ∀𝑇 > 0, (4)

holds for all trajectories with zero initial condition. In this
case, the closed-loop switched singular system (3) is said to
be stable and passive with dissipation rate 𝜂.

To obtain the main results of this paper, the following
transformation is introduced.

Since 𝐶
𝑐𝑖

is full row rank, there exists a nonsingular
matrix𝑇

𝑖
such that𝐶

𝑐𝑖
𝑇
−1

𝑖
= [𝐼
𝑝

0]. Using the nonsingular𝑇
𝑖

as a similarity transformation for system (3), the closed-loop
system (3) is equivalent to the following system:

𝐸
𝑖
�̇� (𝑡) = 𝐴

𝑖
𝑥 (𝑡) + 𝐺

𝑖
𝜔 (𝑡)

𝑧 (𝑡) = 𝐻
𝑖
𝑥 (𝑡) + 𝐷

𝑖
𝜔 (𝑡)

𝑦 (𝑡) = 𝐶
𝑖
𝑥 (𝑡) ,

(5)

where 𝐸
𝑖

= 𝑇
𝑖
𝐸
𝑐𝑖
𝑇
−1

𝑖
, 𝐴
𝑖

= 𝑇
𝑖
𝐴
𝑐𝑖
𝑇
−1

𝑖
, 𝐵
𝑖

= 𝑇
𝑖
𝐵
𝑐𝑖
, 𝐶
𝑖

=

𝐶
𝑐𝑖
𝑇
−1

𝑖
= [𝐼
𝑝

0], 𝐺
𝑖
= 𝑇
𝑖
𝐺
𝑐𝑖
, 𝐻
𝑖
= 𝐻
𝑐𝑖
𝑇
−1

𝑖
, 𝐷
𝑖
= 𝐷
𝑐𝑖
, and

𝐴
𝑖
= 𝐴
𝑖
+ 𝐵
𝑖
𝐾
𝑖
𝐶
𝑖
.

3. Output Feedback Passive Control

The following theorem provides a sufficient condition under
which system (5) is stable and passive with dissipation rate 𝜂.

Theorem 1. If there exist simultaneously nonnegative real
number 𝛽

𝑖𝑗
, 𝜂 and matrices 𝑋

𝑖
> 0, 𝑋

𝑗
> 0 and matrices 𝐾

𝑖

such that for any 𝑖, 𝑗 ∈ 𝜒, 𝑖 ̸= 𝑗,

𝑋
𝑇

𝑖
𝐸
𝑇

𝑖
= 𝐸
𝑖
𝑋
𝑖
≥ 0 (6)
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and inequality

[
[

[

𝑋
𝑇

𝑖
𝐴
𝑇

𝑖
+ 𝐴
𝑖
𝑋
𝑖
+

𝑚

∑

𝑗=1

𝛽
𝑖𝑗
(𝐸
𝑇

𝑖
𝑋
𝑖
− 𝐸
𝑇

𝑗
𝑋
𝑗
) 𝐺

𝑖
− 𝑋
𝑇

𝑖
𝐻
𝑇

𝑖

𝐺
𝑇

𝑖
− 𝐻
𝑖
𝑋
𝑖

2𝜂𝐼 − 𝐷
𝑖
− 𝐷
𝑇

𝑖

]
]

]

< 0

(7)

hold, system (5) is stable and passive with dissipation rate 𝜂

under static output feedback 𝑢(𝑡) = 𝐾
𝑖
𝑦(𝑡) via switching signal

𝑖 = argmax {𝑥𝑇 (𝑡) 𝐸𝑇
𝑖
𝑋
𝑖
𝑥 (𝑡) , 𝑖 ∈ 𝜒} . (8)

Proof. When 𝛽
𝑖𝑗
is simultaneously nonnegative, for 𝑥 ∈

𝑅
𝑛

/{𝑥 | ∏
𝑚

𝑖=1
𝐸
𝑖
𝑥 = 0}, there must exist a 𝑖 ∈ 𝜒 = {1, . . . , 𝑚},

such that for any 𝑗 ̸= 𝑖, 𝑗 ∈ 𝜒, 𝑥𝑇(𝐸𝑇
𝑖
𝑋
𝑖
− 𝐸
𝑇

𝑗
𝑋
𝑗
)𝑥 ≥ 0 holds.

Then ∑
𝑚

𝑗=1
𝑥
𝑇

(𝐸
𝑇

𝑖
𝑋
𝑖
− 𝐸
𝑇

𝑗
𝑋
𝑗
)𝑥 ≥ 0 holds. Let

Ω
𝑖
= {𝑥 ∈ 𝑅

𝑛

| 𝑥
𝑇

(𝐸
𝑇

𝑖
𝑋
𝑖
− 𝐸
𝑇

𝑗
𝑋
𝑗
) 𝑥 ≥ 0,

𝑚

∏

𝑖=1

𝐸
𝑖
𝑥 ̸= 0, 𝑗 ̸= 𝑖, 𝑗 ∈ 𝜒} .

(9)

Clearly,⋃𝑚
𝑖=1

Ω
𝑖
= 𝑅
𝑛

/{𝑥 | ∏
𝑚

𝑖=1
𝐸
𝑖
𝑥 = 0}.

Construct Ω
1

= Ω
1
, . . . , Ω

𝑖
= Ω
𝑖
− ⋃
𝑖−1

𝑗=1
Ω
𝑗
, . . . , Ω

𝑚
=

Ω
𝑚
− ⋃
𝑚−1

𝑗=1
Ω
𝑗
. Obviously, ⋃𝑚

𝑖=1
Ω
𝑖
= 𝑅
𝑛

/{𝑥 | ∏
𝑚

𝑖=1
𝐸
𝑖
𝑥 = 0}

andΩ
𝑖
⋂Ω
𝑗
= 𝜙, 𝑖 ̸= 𝑗, hold.

Design switching signal as

𝑖 = argmax {𝑥𝑇 (𝑡) 𝐸𝑇
𝑖
𝑋
𝑖
𝑥 (𝑡) , 𝑖 ∈ 𝜒} . (10)

When 𝑥 ∈ Ω
𝑖
, choose Lyapunov function as

𝑉 (𝑥 (𝑡)) = 𝑥
𝑇

(𝑡) 𝐸
𝑇

𝑖
𝑋
−1

𝑖
𝑥 (𝑡) . (11)

Premultiplying 𝑋
−𝑇

𝑖
and postmultiplying 𝑋

−1

𝑖
to 𝑋
𝑇

𝑖
𝐸
𝑇

𝑖
=

𝐸
𝑖
𝑋
𝑖
in (6), respectively, one gets 𝐸

𝑇

𝑖
𝑋
−1

𝑖
= 𝑋
−𝑇

𝑖
𝐸
𝑖
. Then,

the derivation of Lyapunov function𝑉(𝑥(𝑡)) along the closed-
loop system (5) is

�̇� (𝑥 (𝑡)) = �̇�
𝑇

(𝑡) 𝐸
𝑇

𝑖
𝑋
−1

𝑖
𝑥 (𝑡) + 𝑥

𝑇

(𝑡) 𝐸
𝑇

𝑖
𝑋
−1

𝑖
�̇� (𝑡)

= [𝐴
𝑖
𝑥 (𝑡) + 𝐺

𝑖
𝜔 (𝑡)]

𝑇

𝑋
−1

𝑖
𝑥 (𝑡)

+ 𝑥
𝑇

(𝑡) 𝑋
−𝑇

𝑖
[𝐴
𝑖
𝑥 (𝑡) + 𝐺

𝑖
𝜔 (𝑡)] .

(12)

Therefore

�̇� (𝑥 (𝑡)) − 2𝜔
𝑇

(𝑡) 𝑧 (𝑡) + 2𝜂𝜔
𝑇

(𝑡) 𝜔 (𝑡)

= [𝐴
𝑖
𝑥 (𝑡) + 𝐺

𝑖
𝜔 (𝑡)]

𝑇

𝑋
−1

𝑖
𝑥 (𝑡)

+ 𝑥
𝑇

(𝑡) 𝑋
−𝑇

𝑖
[𝐴
𝑖
𝑥 (𝑡) + 𝐺

𝑖
𝜔 (𝑡)]

− 2𝜔
𝑇

(𝑡) [𝐻
𝑖
𝑥 (𝑡) + 𝐷

𝑖
𝜔 (𝑡)] + 2𝜂𝜔

𝑇

(𝑡) 𝜔 (𝑡)

= [

𝑥(𝑡)

𝜔(𝑡)
]

𝑇

[

[

𝐴
𝑇

𝑖
𝑋
−1

𝑖
+ 𝑋
−𝑇

𝑖
𝐴
𝑖

𝑋
−𝑇

𝑖
𝐺
𝑖
− 𝐻
𝑇

𝑖

𝐺
𝑇

𝑖
𝑋
−1

𝑖
− 𝐻
𝑖

2𝜂𝐼 − 𝐷
𝑖
− 𝐷
𝑇

𝑖

]

]

[

𝑥 (𝑡)

𝜔 (𝑡)
]

= 𝜁
𝑇

(𝑡) Ξ
𝑖
𝜁 (𝑡) ,

(13)

where 𝜁(𝑡) = [
𝑥(𝑡)

𝜔(𝑡)
], Ξ
𝑖

= [
𝐴

𝑇

𝑖
𝑋
−1

𝑖
+𝑋
−𝑇

𝑖
𝐴𝑖 𝑋

−𝑇

𝑖
𝐺𝑖−𝐻

𝑇

𝑖

𝐺
𝑇

𝑖
𝑋
−1

𝑖
−𝐻𝑖 2𝜂𝐼−𝐷𝑖−𝐷

𝑇

𝑖

]. Pre-

and postmultiplying Ξ
𝑖
by [𝑋𝑇𝑖 0
0 𝐼

] and [
𝑋𝑖 0

0 𝐼
], respectively, we

obtain

[
𝑋
𝑇

𝑖
0

0 𝐼

]Ξ
𝑖
[

𝑋
𝑖
0

0 𝐼
] = Φ

𝑖
, (14)

whereΦ
𝑖
= [
𝑋
𝑇

𝑖
𝐴

𝑇

𝑖
+𝐴𝑖𝑋𝑖 𝐺𝑖−𝑋

𝑇

𝑖
𝐻
𝑇

𝑖

𝐺
𝑇

𝑖
−𝐻𝑖𝑋𝑖 2𝜂𝐼−𝐷𝑖−𝐷

𝑇

𝑖

]. Then, Ξ
𝑖
< 0 is equivalent

to Φ
𝑖
< 0. Next, we prove thatΦ

𝑖
< 0 holds.

Suppose that (7) holds. Inequality (7) can be rewritten as

Φ
𝑖
+
[
[

[

𝑚

∑

𝑗=1

𝛽
𝑖𝑗
(𝐸
𝑇

𝑖
𝑋
𝑖
− 𝐸
𝑇

𝑗
𝑋
𝑗
) 0

0 0

]
]

]

< 0. (15)

According to switching signal (8), Φ
𝑖
< 0 when (15) holds,

and by (13), we get that the following inequality holds:

�̇� (𝑥 (𝑡)) − 2𝜔
𝑇

(𝑡) 𝑧 (𝑡) + 2𝜂𝜔
𝑇

(𝑡) 𝜔 (𝑡) ≤ 0. (16)

Taking the integral on the two sides of (16) from 0 to 𝑇, we
obtain

∫

𝑇

0

[�̇� (𝑥 (𝑡)) − 2𝜔
𝑇

(𝑡) 𝑧 (𝑡) + 2𝜂𝜔
𝑇

(𝑡) 𝜔 (𝑡)] 𝑑𝑡 ≤ 0. (17)

To get the result, we introduce

𝑆 (𝑇) = ∫

𝑇

0

[−2𝜔
𝑇

(𝑡) 𝑧 (𝑡) + 2𝜂𝜔
𝑇

(𝑡) 𝜔 (𝑡)] 𝑑𝑡, (18)

where 𝑇 > 0. Noting the zero initial condition, it can be
shown that, for any 𝑇 > 0,

𝑆 (𝑇) ≤ ∫

𝑇

0

[�̇� (𝑥 (𝑡)) − 2𝜔
𝑇

(𝑡) 𝑧 (𝑡) + 2𝜂𝜔
𝑇

(𝑡) 𝜔 (𝑡)] 𝑑𝑡.

(19)
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It follows from (19) that 𝑆(𝑇) ≤ 0, and hence

∫

𝑇

0

[−2𝜔
𝑇

(𝑡) 𝑧 (𝑡) + 2𝜂𝜔
𝑇

(𝑡) 𝜔 (𝑡)] 𝑑𝑡 ≤ 0 (20)

is satisfied for any 𝑇 > 0. The system is passive with
dissipation 𝜂.

Next, we prove the stability of system (5) with 𝜔(𝑡) = 0.
Following the similar procedures as used above, we have

�̇� (𝑥 (𝑡)) = 𝑥
𝑇

(𝑡) (𝐴
𝑇

𝑖
𝑋
−1

𝑖
+ 𝑋
−𝑇

𝑖
𝐴
𝑖
) 𝑥 (𝑡) . (21)

Note that (7) implies𝐴𝑇
𝑖
𝑋
−1

𝑖
+𝑋
−𝑇

𝑖
𝐴
𝑖
< 0. Therefore, we have

�̇�(𝑥(𝑡)) < 0 when (7) holds. According to Lyapunov theory,
system (5) is stable. This completes the proof.

Condition (7) inTheorem 1 is not linearmatrix inequality,
which cannot be solved by MATLAB.The controller gains𝐾

𝑖

are also difficult to be computed from these conditions. In
order to solve output feedback passive controller, we induce
the following important lemma.

Lemma 2. For any 𝑖, 𝑗 ∈ 𝜒, inequality (7) holds if there exists
an instrumental matrix 𝑌

𝑖
such that

[
[
[

[

Ψ
𝑖

𝑋
𝑇

𝑖
− 𝑌
𝑖
+ 𝐴
𝑖
𝑌
𝑇

𝑖
𝐺
𝑖
− 𝑋
𝑇

𝑖
𝐻
𝑇

𝑖

𝑋
𝑖
− 𝑌
𝑇

𝑖
+ 𝑌
𝑖
𝐴
𝑇

𝑖
−𝑌
𝑖
− 𝑌
𝑇

𝑖
0

𝐺
𝑇

𝑖
− 𝐻
𝑖
𝑋
𝑖

0 2𝜂𝐼 − 𝐷
𝑖
− 𝐷
𝑇

𝑖

]
]
]

]

< 0,

(22)

where Ψ
𝑖
= 𝑌
𝑖
𝐴
𝑇

𝑖
+ 𝐴
𝑖
𝑌
𝑇

𝑖
+ ∑
𝑚

𝑗=1
𝛽
𝑖𝑗
(𝐸
𝑇

𝑖
𝑋
𝑖
− 𝐸
𝑇

𝑗
𝑋
𝑗
).

Proof. Let Λ
𝑖
= [ 𝐼 𝐴𝑖 0
0 0 𝐼

]; then Λ
𝑖
is full row rank. By setting

Ψ
𝑖
= 𝑌
𝑖
𝐴
𝑇

𝑖
+ 𝐴
𝑖
𝑌
𝑇

𝑖
+ ∑
𝑚

𝑗=1
𝛽
𝑖𝑗
(𝐸
𝑇

𝑖
𝑋
𝑖
− 𝐸
𝑇

𝑗
𝑋
𝑗
), the result of

Lemma 2 can be evidently derived from the fact that

Λ
𝑖
⋅

[
[
[

[

Ψ
𝑖

𝑋
𝑇

𝑖
− 𝑌
𝑖
+ 𝐴
𝑖
𝑌
𝑇

𝑖
𝐺
𝑖
− 𝑋
𝑇

𝑖
𝐻
𝑇

𝑖

𝑋
𝑖
− 𝑌
𝑇

𝑖
+ 𝑌
𝑖
𝐴
𝑇

𝑖
−𝑌
𝑖
− 𝑌
𝑇

𝑖
0

𝐺
𝑇

𝑖
− 𝐻
𝑖
𝑋
𝑖

0 2𝜂𝐼 − 𝐷
𝑖
− 𝐷
𝑇

𝑖

]
]
]

]

⋅ Λ
𝑇

𝑖

=
[
[

[

𝑋
𝑇

𝑖
𝐴
𝑇

𝑖
+ 𝐴
𝑖
𝑋
𝑖
+

𝑚

∑

𝑗=1

𝛽
𝑖𝑗
(𝐸
𝑇

𝑖
𝑋
𝑖
− 𝐸
𝑇

𝑗
𝑋
𝑗
) 𝐺

𝑖
− 𝑋
𝑇

𝑖
𝐻
𝑇

𝑖

𝐺
𝑇

𝑖
− 𝐻
𝑖
𝑋
𝑖

2𝜂𝐼 − 𝐷
𝑖
− 𝐷
𝑇

𝑖

]
]

]

.

(23)

Remark 3. The instrumental matrix variable 𝑌
𝑖
is introduced

to decouple Lyapunov inverse matrix 𝑋
𝑖
and controller gain

matrix𝐾
𝑖
, whichmakes the design of output feedback passive

controllers feasible, and, at the same time,𝑋
𝑖
and𝑋

−1

𝑖
do not

require decomposition or fixing to a certain structure.

Based on the above lemma, an LMI condition is pre-
sented, under which system (5) is stable and passive in the
following theorem.

Theorem 4. If there exist simultaneously nonnegative real
number 𝛽

𝑖𝑗
, 𝜂 and matrices 𝑍

𝑖
> 0, 𝑍

𝑗
> 0, 𝑌

𝑖
,𝑊
𝑖
, 𝑈
𝑖
, 𝑈
𝑗
such

that for any 𝑖, 𝑗 ∈ 𝜒, 𝑖 ̸= 𝑗,

[
[
[

[

Θ
𝑖11

Θ
𝑖12

Θ
𝑖13

Θ
𝑇

𝑖12
−𝑌
𝑖
− 𝑌
𝑇

𝑖
0

Θ
𝑇

𝑖13
0 2𝜂𝐼 − 𝐷

𝑖
− 𝐷
𝑇

𝑖

]
]
]

]

< 0, (24)

whereΘ
𝑖11

= 𝑌
𝑖
𝐴
𝑇

𝑖
+𝐴
𝑖
𝑌
𝑇

𝑖
+𝐵
𝑖
𝑊
𝑖
+𝑊
𝑇

𝑖
𝐵
𝑇

𝑖
+∑
𝑚

𝑗=1
𝛽
𝑖𝑗
(𝐸
𝑇

𝑖
𝑍
𝑖
𝐸
𝑇

𝑖
+

𝐸
𝑇

𝑖
𝐿
𝑖
𝑈
𝑖
− 𝐸
𝑇

𝑗
𝑍
𝑗
𝐸
𝑇

𝑗
− 𝐸
𝑇

𝑗
𝐿
𝑗
𝑈
𝑗
), Θ
𝑖12

= 𝐸
𝑖
𝑍
𝑇

𝑖
+ 𝑈
𝑇

𝑖
𝐿
𝑇

𝑖
− 𝑌
𝑖
+

𝐴
𝑖
𝑌
𝑇

𝑖
+𝐵
𝑖
𝑊
𝑖
,Θ
𝑖13

= 𝐺
𝑖
−𝐸
𝑖
𝑍
𝑇

𝑖
𝐻
𝑇

𝑖
−𝑈
𝑇

𝑖
𝐿
𝑇

𝑖
𝐻
𝑇

𝑖
, 𝑌
𝑖
= [
𝑌𝑖11 𝑌𝑖12

0 𝑌𝑖22

],
and 𝑊

𝑖
= [𝑊
𝑖1

0], then, system (5) is stable and passive with
dissipation rate 𝜂 under static output feedback

𝐾
𝑖
= 𝑊
𝑖1
𝑌
−𝑇

𝑖11
(25)

via switching signal

𝑖 = argmax {𝑥𝑇 (𝑡) 𝐸𝑇
𝑖
(𝑍
𝑖
𝐸
𝑇

𝑖
+ 𝐿
𝑖
𝑈
𝑖
) 𝑥 (𝑡) , 𝑖 ∈ 𝜒} . (26)

Proof. Since𝐶
𝑖
= [𝐼
𝑝

0] in𝐴
𝑖
= 𝐴
𝑖
+𝐵
𝑖
𝐾
𝑖
𝐶
𝑖
, then𝐵

𝑖
𝐾
𝑖
𝐶
𝑖
𝑌
𝑇

𝑖
=

𝐵
𝑖
[𝐾
𝑖

0]𝑌
𝑇

𝑖
. Letting 𝑌

𝑖
= [
𝑌𝑖11 𝑌𝑖12

0 𝑌𝑖22

], one gets 𝑌𝑇
𝑖

= [
𝑌
𝑇

𝑖11
0

𝑌
𝑇

𝑖12
𝑌
𝑇

𝑖22

].
Thus, 𝐵

𝑖
[𝐾
𝑖

0]𝑌
𝑇

𝑖
= 𝐵
𝑖
[𝐾
𝑖
𝑌
𝑇

𝑖11
0]. Let 𝑊

𝑖
= [𝑊
𝑖1

0], 𝑊
𝑖1

=

𝐾
𝑖
𝑌
𝑇

𝑖11
. A static output feedback gain is denoted by 𝐾

𝑖
=

𝑊
𝑖1
𝑌
−𝑇

𝑖11
.

By making use of the existent methods (e.g., [31, 32]), we
introduce the matrix 𝐿

𝑖
∈ 𝑅
𝑛×(𝑛−𝑟𝑖) with rank 𝐿

𝑖
= 𝑛 − 𝑟

𝑖
sat-

isfying 𝐸
𝑖
𝐿
𝑖
= 0. By setting 𝑋

𝑖
= 𝑍
𝑖
𝐸
𝑇

𝑖
+ 𝐿
𝑖
𝑈
𝑖
, one obtains

that 𝑋−𝑇
𝑖

𝐸
𝑇

𝑖
= 𝐸
𝑖
𝑋
𝑖
≥ 0 holds when 𝑍

𝑖
> 0. Then, accord-

ing to Lemma 2, inequality (6) and (7) can be rewritten as
inequality (24). Inequality (24) is a linear matrix inequality.
This completes the proof.

Remark 5. If 𝛽
𝑖𝑗
is nonpositive simultaneously, Theorem 4

also holds through choosing the switching signal as 𝑖 =

argmin{𝑥𝑇(𝑡)𝐸𝑇
𝑖
(𝑍
𝑖
𝐸
𝑇

𝑖
+ 𝐿
𝑖
𝑈
𝑖
)𝑥(𝑡), 𝑖 ∈ 𝜒}.

Remark 6. When switched singular system reduces to a single
singular system (i.e., no switching), Theorem 4 also holds by
setting 𝐴

𝑖
= 𝐴, 𝐵

𝑖
= 𝐵, 𝐺

𝑖
= 𝐺, and so forth. This will

be illustrated in Corollary 7. When switched singular system
reduces to a normal switched system (i.e., 𝐸

𝑐𝑖
= 𝐼), the

method introduced in this paper is also available, and, at the
same time, Theorem 4 is rewritten as Corollary 8.

Corollary 7. If there exist a real number 𝜂 > 0 and matrices
𝑍 > 0, 𝑌,𝑊,𝑈 such that

[
[
[

[

Θ
11

Θ
12

Θ
13

Θ
𝑇

12
−𝑌 − 𝑌

𝑇

0

Θ
𝑇

13
0 2𝜂𝐼 − 𝐷 − 𝐷

𝑇

]
]
]

]

< 0, (27)

whereΘ
11

= 𝑌𝐴
𝑇

+𝐴𝑌
𝑇

+𝐵𝑊+𝑊
𝑇

𝐵
𝑇,Θ
12

= 𝐸𝑍
𝑇

+𝑈
𝑇

𝐿
𝑇

−

𝑌+𝐴𝑌
𝑇

+𝐵𝑊,Θ
13

= 𝐺−𝐸𝑍
𝑇

𝐻
𝑇

−𝑈
𝑇

𝐿
𝑇

𝐻
𝑇, 𝑌 = [

𝑌11 𝑌12

0 𝑌22

],
and 𝑊 = [𝑊

1
0], then, the corresponding singular system is
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feedback

𝐾 = 𝑊
1
𝑌
−𝑇

11
. (28)

Corollary 8. If there exist simultaneously nonnegative real
number 𝛽

𝑖𝑗
, 𝜂 and matrices 𝑋

𝑖
> 0, 𝑋

𝑗
> 0, 𝑌

𝑖
,𝑊
𝑖
such that

for any 𝑖, 𝑗 ∈ 𝜒, 𝑖 ̸= 𝑗,

[
[
[

[

Θ
𝑖11

Θ
𝑖12

Θ
𝑖13

Θ
𝑇

𝑖12
−𝑌
𝑖
− 𝑌
𝑇

𝑖
0

Θ
𝑇

𝑖13
0 2𝜂𝐼 − 𝐷

𝑖
− 𝐷
𝑇

𝑖

]
]
]

]

< 0, (29)

whereΘ
𝑖11

= 𝑌
𝑖
𝐴
𝑇

𝑖
+𝐴
𝑖
𝑌
𝑇

𝑖
+𝐵
𝑖
𝑊
𝑖
+𝑊
𝑇

𝑖
𝐵
𝑇

𝑖
+∑
𝑚

𝑗=1
𝛽
𝑖𝑗
(𝑋
𝑖
−𝑋
𝑗
),

Θ
𝑖12

= 𝑋
𝑇

𝑖
− 𝑌
𝑖
+ 𝐴
𝑖
𝑌
𝑇

𝑖
+ 𝐵
𝑖
𝑊
𝑖
, Θ
𝑖13

= 𝐺
𝑖
− 𝑋
𝑇

𝑖
𝐻
𝑇

𝑖
, 𝑌
𝑖
=

[
𝑌𝑖11 𝑌𝑖12

0 𝑌𝑖22

], and𝑊
𝑖
= [𝑊
𝑖1

0], then, the corresponding switched
system is stable and passive with dissipation rate 𝜂 under static
output feedback

𝐾
𝑖
= 𝑊
𝑖1
𝑌
−𝑇

𝑖11
(30)

via switching signal

𝑖 = argmax {𝑥𝑇 (𝑡) 𝑋
𝑖
𝑥 (𝑡) , 𝑖 ∈ 𝜒} . (31)

4. Example

Consider the switched singular system composed of two
subsystems

𝐸
𝑐𝑖
�̇� (𝑡) = 𝐴

𝑐𝑖
𝑥 (𝑡) + 𝐵

𝑐𝑖
𝑢 (𝑡) + 𝐺

𝑐𝑖
𝜔 (𝑡)

𝑧 (𝑡) = 𝐻
𝑐𝑖
𝑥 (𝑡) + 𝐷

𝑐𝑖
𝜔 (𝑡)

𝑦 (𝑡) = 𝐶
𝑐𝑖
𝑥 (𝑡)

𝑖 = 1, 2,

(32)

where

𝐸
𝑐1

= [

1 0

0 0
] , 𝐸

𝑐2
= [

1 0

0 0
] ,

𝐴
𝑐1

= [

5 −2

10 −15
] , 𝐴

𝑐2
= [

−6 −1

−1 1.5
] ,

𝐵
𝑐1

= [

−3

2.5
] , 𝐵

𝑐2
= [

−4

2
] ,

𝐶
𝑐1

= [2 1] , 𝐶
𝑐2

= [−1 2] ,

𝐺
𝑐1

= [

0

1
] , 𝐺

𝑐2
= [

0

1
] ,

𝐷
𝑐1

= 2, 𝐷
𝑐2

= 1,

𝐻
𝑐1

= [1 1] , 𝐻
𝑐2

= [1 2] .

(33)

Choose similarity transformation matrices as

𝑇
1
= [

2 1

−1 −1
] , 𝑇

2
= [

−1 2

1 −1
] . (34)

Then, we get an equivalent state-space description of the
above system:

𝐸
𝑖
�̇� (𝑡) = 𝐴

𝑖
𝑥 (𝑡) + 𝐵

𝑖
𝑢 (𝑡) + 𝐺

𝑖
𝜔 (𝑡)

𝑧 (𝑡) = 𝐻
𝑖
𝑥 (𝑡) + 𝐷

𝑖
𝜔 (𝑡)

𝑦 (𝑡) = 𝐶
𝑖
𝑥 (𝑡) ,

𝑖 = 1, 2,

(35)

where

𝐸
1
= 𝑇
1
𝐸
𝑐1
𝑇
−1

1
= [

2 2

−1 −1
] ,

𝐸
2
= 𝑇
2
𝐸
𝑐2
𝑇
−1

2
= [

−1 −2

1 2
] ,

𝐴
1
= 𝑇
1
𝐴
𝑐1
𝑇
−1

1
= [

39 58

−32 −49
] ,

𝐴
2
= 𝑇
2
𝐴
𝑐2
𝑇
−1

2
= [

8 12

−7.5 −12.5
] ,

𝐵
1
= 𝑇
1
𝐵
𝑐1

= [

−3.5

0.5
] ,

𝐵
2
= 𝑇
2
𝐵
𝑐2

= [

8

−6
] ,

𝐶
1
= 𝐶
𝑐1
𝑇
−1

1
= [

1

0
]

𝑇

,

𝐶
2
= 𝐶
𝑐2
𝑇
−1

2
= [

1

0
]

𝑇

,

𝐷
1
= 𝐷
𝑐1

= 2,

𝐷
2
= 𝐷
𝑐2

= 1,

𝐺
1
= 𝑇
1
𝐺
𝑐1

= [

1

−1
] ,

𝐺
2
= 𝑇
2
𝐺
𝑐2

= [

2

−1
] ,

𝐻
1
= 𝐻
𝑐1
𝑇
−1

1
= [0 −1] ,

𝐻
2
= 𝐻
𝑐2
𝑇
−1

2
= [3 4] .

(36)
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Choose 𝛽
12

= 𝛽
21

= 0.5, 𝐿
1
= [
1

−1
], 𝐿
2
= [
−2

1
]. By solving

linear matrix inequality (24) in Theorem 4, we can obtain

𝑍
1
= [

6.1107 1.6528

1.6528 0.9175
] ,

𝑍
2
= [

2.0404 −1.1790

−1.1790 0.9889
] ,

𝑌
1
= [

0.6280 −0.0791

0 0.0364
] ,

𝑌
2
= [

2.7362 −1.3902

0 0.5073
] ,

𝑊
1
= [10.0425 0] ,

𝑊
2
= [−2.2475 0] ,

𝑋
1
= [

19.9846 −6.8114

0.6831 −3.5225
] ,

𝑋
2
= [

7.5201 −3.3638

−4.4000 2.3218
] ,

𝑋
−1

1
= [

0.0536 −0.1036

0.0104 −0.3040
] ,

𝑋
−1

2
= [

0.8729 1.2647

1.6543 2.8273
] .

(37)

By linear matrix inequality (24), output feedback passive
control gains can be obtained:

𝐾
1
= 15.9905, 𝐾

2
= −0.8214. (38)

The dissipation rate can be obtained:

𝜂 = 0.5. (39)

The corresponding switching signal is chosen as

𝑖 =

{{

{{

{

1, 𝑥 (𝑡) ∈ Ω
1

2, 𝑥 (𝑡) ∈
Ω
2

Ω
1

,

Ω
1
= {𝑥 ∈ 𝑅

𝑛

| 𝑥
𝑇

(𝐸
𝑇

1
𝑋
1
− 𝐸
𝑇

2
𝑋
2
) 𝑥 ≥ 0,

𝐸
1
𝑥 ̸= 0, 𝐸

2
𝑥 ̸= 0}

Ω
2
= {𝑥 ∈ 𝑅

𝑛

| 𝑥
𝑇

(𝐸
𝑇

2
𝑋
2
− 𝐸
𝑇

1
𝑋
1
) 𝑥 ≥ 0,

𝐸
1
𝑥 ̸= 0, 𝐸

2
𝑥 ̸= 0} .

(40)

Under the switching signal, the response curve of the above
system is exhibited in Figure 1, where 𝜔(𝑡) = sin 𝑡𝑒

−0.1𝑡. From
Figure 1, it is obvious that the resulting closed-loop system is
stable.

0 0.05 0.1 0.20.15 0.25
−1

0

1

2

3

4

5

6

7

8

9

t

x

Figure 1: State response of the corresponding closed-loop system.

5. Conclusion

In this paper, the output feedback passive control problem for
a class of switched singular systems is investigated. A novel
method is proposed to solve static output feedback passive
controllers. Sufficient linear matrix inequality condition is
presented by means of introducing instrumental matrix
variable 𝑌

𝑖
and multiple Lyapunov function technique under

designed switching law. An example is given to verify the LMI
condition proposed for the resulting closed-loop system to be
stable and passive with a lower dissipation rate 𝜂. Passivity
is a suitable design approach in network control. How to
extend the results of this paper to network-based control is
an interesting problem.This problemdeserves a further study
and it remains as our future work.
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The acceleration performance of EV, which affects a lot of performances of EV such as start-up, overtaking, driving safety, and ride
comfort, has become increasingly popular in recent researches. An improved variable gain PID control algorithm to improve the
acceleration performance is proposed in this paper. The results of simulation with Matlab/Simulink demonstrate the effectiveness
of the proposed algorithm through the control performance of motor velocity, motor torque, and three-phase current of motor.
Moreover, it is investigated that the proposed controller is valid by comparison with the other PID controllers. Furthermore, the
AC induction motor experiment set is constructed to verify the effect of proposed controller.

1. Introduction

With the increased emphasis on saving energy and reducing
emission, electric vehicles (EVs) have emerged as very strong
candidates to achieve these goals [1–5].Moreover, the acceler-
ation performance of EV, which affects a lot of performances
of EV such as start ability, passing ability, driving safety, and
ride comfort, is the key point of EV researches.

Vector control algorithm, which can accurately control
the torque and has a wide control range of motor velocity and
also has a current loop which can be used for current limiting
protection, is widely used in EVdriving control. However, the
velocity loop controller of vector control algorithm, which
uses traditional PID control algorithm generally, limits the
dynamic performance of driving system and the acceleration
performance of EV. During the last few years, the velocity
loop controller of EVAC inductionmotor (ACIM) controller
system is researched and improved unceasingly and many
methods are presented. One method is using the fuzzy
controller to replace velocity loop traditional PID controller
and current loop traditional PID controller of vector control
algorithm [6–8], which can make the control system track
the different given velocity rapidly and without overshoot in

different load and has strong ability against load disturbance,
but its steady-state accuracy is not high because of no existing
integration element. Another method is using the neutral
network PID controller to replace velocity loop traditional
PID controller of vector control algorithm [9–11], which has
the advantages of adjusting velocity rapidly, zero overshoot,
smooth and small-fluctuation control signals, and good
system tracking, but it reduces the EV control performance
due to learning slowly in learning process and long response
time. Literature [12] also presented amethod using the fuzzy-
PI controller which executes fuzzy control algorithm when
velocity deviation is greater than given threshold and executes
traditional PID control algorithm when velocity deviation is
less instead of velocity loop traditional PID controller [13].
The method can make velocity response rapidly with small
overshoot [14], but it is difficult to achieve completely smooth
switching andmay cause velocity hopwhen control algorithm
switches, thereby affecting the driving safety and ride comfort
when EV accelerates.

In this paper, we design a vector control algorithm for
vehicle asynchronousmotor based on improved variable gain
PID controller which can make motor velocity rise rapidly
and no overshoot. Moreover, it can satisfy the demands of
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EV driving system dynamic performance and acceleration
performance no matter whether the EV runs in low velocity,
normal velocity, high velocity, or variable velocity.

The sections are organized as follows. In Section 2, asyn-
chronous motor model is studied. In Section 3, improved
variable gain PID control algorithm is designed to improve
the acceleration performance. In Section 4, vector control
algorithm for EV asynchronous motor based on improved
variable gain PID controller is proposed. Furthermore the
stability condition is given. In Section 5, the effectiveness
of controller is demonstrated by simulation with Mat-
lab/Simulink (Figure 4). Section 6 presents some concluding
remarks.

2. AC Induction Motor Model

ACIM is widely applied to EV driving system, which has
many good characteristics such as robustness, durability,
simple structure, reliable operation, low cost, low torque
ripple, low noise, no position sensor, and high velocity limit.
The design of ACIM for EV which is different from normal
ACIM and must satisfy the power performance of EV must
have the following characteristics: (1) constant power output
and big velocity adjustable range for satisfying the demands
for flat road, overtaking, and so on when run in high/low
velocity, (2) smaller mass and volume in the condition of
certain power level, and (3) robust structure and resistance
to vibrations [15].

This paper which takes ACIM for example researches
motor mathematical model of EV driving system. The math-
ematical model of ACIM is a nonlinear, high order, close
coupling multivariable system. Ignore these factors such as
core loss, space harmonics, the change of frequency, the
change of temperature, and the saturation of magnetic circuit
on the impact ofwinding resistanceswhen establishingmotor
model [16].

A physical model of ACIM is shown in Figure 1. The
three-phase winding resistances which are 120∘ phase differ-
ent in the space are symmetrical, and the mutual inductance
and self-inductance of every winding resistance are constant.
The mathematical models of ACIM, which consist of voltage
matrix equation, magnetic linkage matrix equation, and
torque equation, can be obtained according to the physical
model of ACIM.

Based on the voltage balance principle of three-phase
stator winding resistances, the voltage matrix equation [17]
can be written as

[
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Figure 1: The physical model of ACIM.

are magnetic linkage of rotor winding resistance, 𝑅
𝑠
is stator

resistance,𝑅
𝑟
is rotor resistance, and𝑝 is differential operator.

Based on the principle that the magnetic linkage of every
winding resistance is equal to its self-inductance magnetic
linkage plus mutual inductance magnetic linkage with other
winding resistances, the magnetic linkage matrix equation
can be written as
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where 𝐿
𝐴𝐴

is self-inductance and 𝐿
𝐴𝐵

is mutual inductance.
The torque equation can be expressed as
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(3)

where 𝑛
𝑝
is pole pairs, 𝐿

𝑚
is mutual inductance, and 𝜃 is

electrical degree difference between 𝑎 axis and 𝐴 axis.
The ACIM, whose mathematical model is very complex,

is very difficult to be controlled in practical application.
The vector control algorithm controls ACIM as DC motor
through coordinate transformation for the problem that the
mathematical model ACIM is very complex so that the
governing performance of ACIM can be comparable withDC
motor.
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3. Improved Variable Gain PID Control
Algorithm Design

The fundamental thought of traditional variable gain PID
control algorithm is matching the cumulative velocity of
integral value with the magnitude of deviation. The integral
action reduces to nothing for preventing integral saturation
when system deviation is large and is reinforced for improv-
ing the stability of velocity when system deviation is small.
The more desirable situation is matching the magnitude
of proportional coefficient with deviation. The action of
proportional part is reinforced for improving the dynamic
performance of system when system deviation is large and
reduces for preventing overshoot when system deviation is
small. This paper designs an improved variable gain PID
control algorithm based on improving the variable gain PID
control algorithm.

The proportional and integral term of improved variable
gain PID control algorithm can be expressed as

𝑢 (𝑘) = (𝑘
𝑝
+ 𝑥 [𝑒 (𝑘)]) 𝑒 (𝑘)

+ 𝑘
𝑖
{

𝑘−1

∑
𝑖=0

𝑒 (𝑖) + 𝑦 [𝑒 (𝑘)] 𝑒 (𝑘)}𝑇,

(4)

where 𝑥[𝑒(𝑘)] and 𝑦[𝑒(𝑘)] are the functions of deviation 𝑒(𝑘).
As 𝑒(𝑘) increases, 𝑥[𝑒(𝑘)] increases and 𝑦[𝑒(𝑘)] reduces. As
𝑒(𝑘) reduces, 𝑥[𝑒(𝑘)] reduces and 𝑦[𝑒(𝑘)] increases.

The expression of 𝑥[𝑒(𝑘)] can be described as
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where parameters 𝑒
1
, 𝑒
2
, 𝑘
𝑝1

, and 𝑘
𝑝2

are necessary to be
ensured, 0 ≤ 𝑘
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< 𝑘
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. On one hand, the chosen values
of these four parameters must satisfy the condition of system
stability. On the other hand, the chosen values of 𝑒
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where parameters 𝑒
3
, 𝑒
4
, and 𝑘

𝑖

are necessary to be ensured,
0 ≤ 𝑘

𝑖

< 1. On one hand, the chosen values of these three
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overshoot, and the chosen value of 𝑒
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general, for increasing the integral action to the highest and
accumulating the current value of 𝑒(𝑘).
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|𝑒(𝑘)| and the integral term accumulates part current value of
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In order to increase the regulating range of improved

variable gain PID control algorithm, the values of parameters
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where 𝑒max is the maximum value of deviation between
desired value and feedback value after the desired value of
controller input changes and parameters𝑚

1
,𝑚
2
,𝑚
3
, and𝑚

4

are necessary to be ensured, which must satisfy 0 < 𝑚
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1. First of all, the chosen values of these four parameters
must satisfy the condition of system stability. Secondly, the
chosen value of 𝑚

1
must make velocity stability rapidly,

and the chosen value of 𝑚
2
must meet the condition of no

velocity overshoot, and the chosen value of𝑚
3
must meet the

condition of no integral saturation and velocity overshoot,
and the chosen value of 𝑚

4
must make velocity stability

rapidly.
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Finally, the improved variable gain PID control algorithm
is obtained as

𝑢 (𝑘) = (𝑘
𝑝
+ 𝑥 [𝑒 (𝑘)]) 𝑒 (𝑘)

+ 𝑘
𝑖
{

𝑘−1

∑
𝑖=0

𝑒 (𝑖) + 𝑦 [𝑒 (𝑘)] 𝑒 (𝑘)}𝑇

+ 𝑘
𝑑

𝑒 (𝑘) − 𝑒 (𝑘 − 1)

𝑇
.

(8)

Because requirement of improved variable gain PID
control algorithm to the values of parameters 𝑚

1
, 𝑚
2
, 𝑚
3
,

𝑚
4
, 𝑘
𝑝1

, 𝑘
𝑝2

, and 𝑘
𝑖

is not accurate, the values are easy to be
ensured.

4. Vector Control Algorithm for Vehicle
Asynchronous Motor Based on Improved
Variable Gain PID Controller

The block diagram of vector control algorithm for EV ACIM
based on improved variable gain PID controller is obtained
in Figure 2. This algorithm, which uses rotator flux oriented,
uses velocity and current double closed-loop control algo-
rithm in control structure.

In outer loop control, collect motor rotor velocity 𝜔
𝑟
via

revolution velocity transducer from the ACIM side. Then,
set the deviation between expected rotor velocity 𝜔∗

𝑟

and
feedback rotor velocity 𝜔

𝑟
as the input of automatic voltage

regulator (AVR), and the output is expected electromagnetic

torque 𝑇∗
𝑒

. The expected electromagnetic torque via torque-
current transformation and slicing obtains the inner loop
expected torque current 𝑖∗

𝑠𝑞

.The requisite parameter 𝜃 of Park
transformation and Park inverse transformation is provided
by flux linkage observer. The inputs of weak magnetic block
are 𝑢
𝑠𝛼
, 𝑢
𝑠𝛽
, the maximum output voltage value of inverter is

𝑢
𝑠𝑚
, and the maximum motor current value in safe running

is 𝑖
𝑠𝑚
, and the outputs are the slicing values of expected

excitation current 𝑖∗
𝑠𝑑

and expected torque current 𝑖∗
𝑠𝑞

.
The transfer function block diagram of vector control

algorithm for EV asynchronous motor based on improved
variable gain PID controller can be obtained in Figure 2.

In Figure 3, 1/𝑇
𝑐𝑞
𝑠 + 1 is closed-loop transfer function of

torque control system. So the transfer function of controlled
object can be expressed as

𝐺 (𝑠) =
1

𝑇
𝑐𝑞
𝑠 + 1

∗
1

𝐽𝑠
=

1

(𝜎𝐿
𝑠
/𝑘
𝑖𝑞
) 𝑠 + 1

∗
1

𝐽𝑠
, (9)

where 𝑘
𝑖𝑞

is 𝑞 loop integral coefficient of vector control
algorithm current loop, 𝜎 is leakage inductance coefficient of
ACIM, 𝐿

𝑠
is stator inductance of ACIM, and 𝐽 is moment of

inertia of ACIM.
The differentiation element of PID control algorithm,

which is sensitive to the noise of input signal, is not used
in the system which has bigger noise in general. Thus, only
PI control in the velocity loop controller of vector control
algorithm for EV ACIM in general is used.

The transfer function of velocity loop controller based
on improved variable gain PID control algorithm is given
as

𝐶 (𝑠) =
(𝑘
𝑝
+ 𝑥 [𝑒 (𝑘)]) 𝑠 + 𝑘

𝑖
𝑦 [𝑒 (𝑘)]

𝑠
, (10)

where 𝑘
𝑝
is proportional coefficient of traditional PID control

algorithm, 𝑘
𝑖
is integral coefficient of PID control algorithm,

𝑘
𝑝1

≤ 𝑥[𝑒(𝑘)] ≤ 𝑘
𝑝2

, and 𝑘
𝑖

≤ 𝑦[𝑒(𝑘)] ≤ 1. Here 𝑘
𝑝1

, 𝑘
𝑝2

,
and 𝑘
𝑖

are parameters of improved variable gain PID control
algorithm to be determined.
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Figure 5: The simulation result of motor in low-velocity range.

Therefore, the closed-loop transfer function of system is
obtained as

𝜑 (𝑠) =
𝐶 (𝑠) 𝐺 (𝑠)

1 + 𝐶 (𝑠) 𝐺 (𝑠)

=
(𝑘
𝑝
+ 𝑥 [𝑒 (𝑘)]) 𝑠 + 𝑘

𝑖
𝑦 [𝑒 (𝑘)]

(𝜎𝐿
𝑠
𝐽/𝑘
𝑖𝑞
) 𝑠3 + 𝐽𝑠2 + (𝑘

𝑝
+ 𝑥 [𝑒 (𝑘)]) 𝑠 + 𝑘

𝑖
𝑦 [𝑒 (𝑘)]

.

(11)

Using Routh stability criterion [18] to judge the stability
of system can obtain the stability condition of system as

𝑘


𝑝1

>
𝜎𝐿
𝑠
𝑘
𝑖

𝑘
𝑖𝑞

− 𝑘
𝑝
,

𝑘


𝑖

> 0.

(12)

The system can be stable if the values of parameters 𝑘
𝑝1

and 𝑘
𝑖

satisfy the condition of (9) when designing the vector
control algorithm for EV ACIM based on improved variable
gain PID controller.

5. Simulation and Interpretation of Results

To study the improvements of the improved variable gain
PID control algorithm, it is imperative to compare it to clas-
sical PID control algorithm through simulation. The motor
parameters of 20 kW ACIM which is used in simulation are
given in Table 1.

Through debugging the simulation model of specific
ACIM described in Table 1, proportional and integral gains
as 0.63797 and 30.158, respectively, can be obtained, and the
values of parameters of improved variable gain PID control
algorithm in the velocity loop controller are 𝑘

𝑝
= 2.26, 𝑘

𝑖
=

3.58,𝑚
1
= 0.06,𝑚

2
= 𝑚
3
= 0.04,𝑚

4
= 0.16, 𝑘

𝑝1

= 0, 𝑘
𝑝2

= 4,
and 𝑘

𝑖

= 0.01. 𝑘
𝑝1

> 𝜎𝐿
𝑠
𝑘
𝑖
/𝑘
𝑖𝑞
− 𝑘
𝑝
= −2.2538 and 𝑘

𝑖

> 0;
these satisfy the stability condition of system.

As shown in Figure 3, take a PID controller for example
for comparison. Sample time 𝑇

𝑠
is 500𝜇s which is the sample

period of the closed-loop system.

5.1. Low-Velocity Range. EV low running velocity is about
10 km/h, and the corresponding motor velocity is about
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Figure 6: The simulation result of three-phase current.

Table 1: The parameters of ACIM.

Rated line voltage 𝑈
𝑁

180V
Rated torque 𝑇

𝑒𝑁

53Nm
Rated velocity 𝑛

𝑁

3600 rpm
Stator resistance 𝑅

1

0.0205 ohm
Rotor resistance 𝑅

2

0.0097 ohm
Stator leakage inductance 𝐿 ls 9.2668e − 05H
Rotor leakage inductance 𝐿 lr 10.9033e − 07H
Mutual inductance 𝐿

𝑚

0.0055887H
Pole pairs 2

50 rad/s. If the expected velocity is motor nominal velocity
of 50 rad/s in simulation, the control result is illustrated in
Figure 5.

In Figure 5, the response time of the PID controller is
about 3 s, and the overshoot is about 14%. The response time
of variable gain PID controller is about 2 s, and the overshoot
is 0. However, the proposed controller can still track the
desired velocity less than 1 s without 0 overshoots.

In Figure 6, compared with PID controller and variable
gain PID controller, the peak of three-phase current is less
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Figure 7: The simulation result of motor in moderate-velocity
range.
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Figure 8: The simulation result of three-phase current.
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Figure 9: The simulation result of motor in high-velocity range.

than 100A. In addition, it is investigated that the proposed
controller is valid by comparison with the other PID con-
trollers.

5.2. Moderate-Velocity Range. EV normal running velocity is
80 km/h to 100 km/h, and the corresponding motor velocity
is about 370 rad/s. If the expected velocity is motor nominal
velocity of 370 rad/s in simulation, the control result is
illustrated in Figure 7.

In Figure 7, the response time of the PID controller is
about 3.5 s, and the overshoot is about 10.8%. The response
time of variable gain PID controller is about 3 s, and the
overshoot is 0. However, the proposed controller can still
track the desired velocity less than 2 s without 0 overshoots.

In Figure 8, compared with PID controller and variable
gain PID controller, three-phase current changes slowly and
the response time is smaller. In addition, it is investigated that
the proposed controller is valid by comparison with the other
PID controllers.

5.3. High-Velocity Range. EV high running velocity is about
120 km/h, and the corresponding motor velocity is about
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Figure 10: The simulation result of three-phase current.

630 rad/s. If the given expected velocity is motor nominal
velocity of 630 rad/s in simulation, the control result is
illustrated in Figure 9.

In Figure 9, the response time of the PID controller is
about 5 s, and the overshoot is about 11.1%.The response time
of variable gain PID controller is about 7 s, and the overshoot
is 0. However, the proposed controller can still track the
desired velocity less than 4 s without 0 overshoots.

In Figure 10, compared with PID controller and variable
gain PID controller, three-phase current changes slowly and
the response time is smaller. In addition, it is investigated that
the proposed controller is valid by comparison with the other
PID controllers.

5.4. Variable Velocity Range. In order to test wheter the
method designed in this paper can satisfy the application
needs in velocity, we make simulation of motor in variable
velocity range with the initial expected velocity as 630 rad/s
and turn to 300 rad/s at the 4th second. The control result is
illustrated in Figure 11.

As shown in Figure 11, the response time of the PID
controller is about 2.5 s, and the overshoot is about 7.9%. The
response time of variable gain PID controller is about 3 s, and
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Figure 11: The simulation result of motor in variable velocity range.
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the overshoot is 0. However, the proposed controller can still
track the desired velocity less than 4 s without 0 overshoots.

6. Conclusion

This paper has presented a novel approach in the automotive
field to implement the improved variable gain PID controller
to control EV ACIM. In this paper, the design of variable
gain PID controller and stability analysis have been presented
along with simulation. The simulation results qualitatively
demonstrate that the improved variable gain PID controller
could improve on the control of motor velocity in the EV
versus using the classical PID control method. In addition,
this control method can satisfy the demands of EV driving
system dynamic performance and acceleration performance
when EV runs in low velocity, moderate velocity, high
velocity, and variable velocity.
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A distributed cooperative control scheme is proposed in order to implement a distributed secondary control for hybrid lossy
microgrids. The designed distributed control is able to synchronize the frequency of inverse-based distributed generators (DGs)
and minisynchronous generators (MSGs/SGs) to the desired state with a virtual leader DG/SG (reference value) in a distribution
switching network under the existence of time-varying communication delays. The secondary control stage selects suitable
frequencies of each DG/SG such that they can be synchronized at the desired set point. Using the proposed algorithm, each
DG/SG only needs to communicate with its neighboring DGs/SGs intermittently even if the communication networks are local,
the topology is time-varying, and the communication delays may exist. Therefore, the failure of a single DG/SG will not produce
the failing down of the whole system. Sufficient conditions on the requirements for the network connectivity and the delays
boundedness which guarantees the stability and synchronization of the controlled hybrid lossy microgrid power systems are
presented. The feasibility of the proposed control methodology is verified by the simulation of a given lossy microgrid test system.

1. Introduction

The recent changes in the structure of power generation
towards a distributed generation have motivated the increas-
ing interest in the control of so-calledmicrogrids. As themain
building blocks of smart grids, microgrids are small-scale
power systems that facilitate the effective integration of highly
hybrid and heterogeneous DGs and storage devices including
solar (photovoltaic array), wind, microturbines, supercapac-
itor, and batteries [1, 2]. The structure of hybrid microgrid
is as shown in Figure 1. Many of these energy sources
and storage devices generate or reserve variable frequency
AC/DC power and are interfaced with a synchronous AC
grid via power electronic DC/AC inverters [3]. Meanwhile,
with the rapid growth of power electronics techniques on
MSGs or virtual SGs, the increasing application of clear
energy sources, including diesel plants, wind plants, and
geothermal plants, also makes them possible to be integrated
into microgrids. Therefore, new control strategies on how to

preserve the synchronization andproportional power sharing
in the connected or isolated manner are demanded for the
network [4].

Recently, hierarchical control for microgrids has been
proposed in order to standardize their operation and func-
tionalities, that is, primary control [5] (droop control main-
taining voltage and frequency stability of the microgrid
subsequent to the islanding process), secondary control
[6] (compensating the voltage and frequency derivations
caused by primary control), and tertiary control [7] (optimal
operation in both operatingmodes and power flow control in
grid-connected mode).

However, the conventional secondary control of micro-
grids assumes a centralized control structurewhich requires a
complex communication network and a central controller. A
central controller reduces the system reliability [8]. Addition-
ally, some literatures point that physical and communication
structures of microgrid can be time-varying because of the
desired plug-and-play capability of microgrids [9]. From
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this perspective, the distributed control structure provides a
robust secondary control framework [10, 11]. It could largely
reduce the system reliability [12, 13]. In contrast, decentralised
control structures are adopted in [14, 15] to avoid the above
drawbacks. Nevertheless, for the large-scale microgrids, it is
impossible to determine and maintain a feasible operating
condition if all of the DGs are running independently.
Alternatively, affected by the idea of cooperation control for
multiagent systems [16–21], there are increasing researchers
who begin to focus on the distributed control structures
which allow all theDGs to communicate with their neighbors
and share information among neighboring units via local
sparse communication networks [22–26].

Particularly, in paper [27], the authors proposed a sec-
ondary voltage and frequency control scheme based on the
distributed cooperative control of multiagent systems and
thus improved the system reliability. In order to regulate
the power output of a microgrid dynamics consisting of a
large amount of photovoltaic generators, [28] presented a self-
organizing strategy in a distributed time-varying network.

The main common features of the above literatures lie in
that a distributed communication network has been taken
as a basis for the control strategies designed. In this case,
the network variability and communication delays are usually
unavoidable.They cannot be neglected for the system stability
analysis [29, 30]. In fact, in normal circumstances, the
microgrids frequency fluctuation and the amplitudes of each
DG unit response to primary frequency control are very
small. For the purpose of efficient signal transmission, it is
inevitable to induce somedisturbance and time-delays during
the signal processing. Hence, in [29], decentralized inverter
control algorithms for power sharingwith nonnegligible con-
stant communication delays are investigated. Also, by using
the small-signal analysis method, a distributed secondary
voltage and frequency control for reactive power sharing
are discussed in [30], in which the constant communication
delays are analyzed only in an experimental simulation
way.

In view of the above analysis, most research on syn-
chronization and power sharing of microgrids has focused
on purely inverter-based systems. However, from a practical
consideration, most present and near-future applications
involve networks of mixed generation mode including SGs
and inverter-based DGs and/or storage devices [31]. This
paper aims to develop a distributed cooperative control
scheme for hybrid microgrids that is able to synchronize
the frequency of DGs/SGs to the desired state with a virtual
leader DG/SG (reference value) in a distribution switching
network under the existence of time-varying communication
delays. Combining with the conventional droop control
technique, the distributed cooperative control algorithm is
designed and deployed into the secondary control stage,
in which manner the control derivation produced during
the primary control stage can be well restored. And the
secondary control stage selects suitable frequencies of each
DG/SG such that they can synchronize to the desired state.
With the proposed algorithms, each DG/SG only needs to
communicate with its neighboring DGs/SGs intermittently
even if the communication networks are local, the topology
is time-varying, and the communication delays may exist.
Sufficient conditions on the requirements for the network
connectivity and the delays boundedness that guarantees the
stability and reliability of the controlled microgrid power
systems are presented. The effectiveness of the proposed
control methodology is verified by the simulation of a lossy
microgrid test system.

The main contributions of this paper lie in the following
aspects. Firstly, in order to restore the frequency in hybrid
lossy microgrids, one first designs a distributed secondary
control algorithm to synchronize the frequency of each
DG/SG to the desired state (reference value 50Hz). Secondly,
the considered distributed communication network is local
and time-varying and with time-varying communication
delays. By Lyapunov-Krasovskii stable analysis technique,
sufficient conditions on the requirements for the network
connectivity and the delays boundedness that guarantees
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the stability and synchronization of the controlled microgrid
power systems are presented.

The rest of this paper is organized as follows. In
Section 2, the droop-based distributed cooperative control
for microgrids problem is formulated and several necessary
lemmas are then given. The distributed cooperative algo-
rithm is designed for realizing the frequency restoration in
Section 3. Section 4 gives some typical examples to verify
the effectiveness of the proposed algorithm. Finally, some
concluding remarks are drawn in Section 5.

2. Problem Formulation

In normal situation, the microgrid is operating with the
nominal frequency and voltage magnitudes. The objective
of primary control is to maintain the frequency and/or
voltage magnitudes near around its nominal value once user
demands and/or power supply changes.Herein our attentions
are restricted to the frequency regulation, so the inverters are
considered as voltage source with constant voltage amplitude.
And we adopt the physically reasonable and widely adopted
assumption of an inductive microgrid [26].

The procedure of primary and secondary control is as
shown in Figure 2. In the steady state, the load power curve
𝑃
𝐿
(after linearization processing) and the generator power

curve 𝑃
𝐺
(after linearization processing) have a balance point

at 𝑎, whose coordinate is (𝑃nom
, 𝜔

nom
). The frequency 𝜔 will

decrease by Δ𝜔 in order to make the output power of the
DG/SG increase to the point 𝑐. Due to the inherent defects
of primary control, the increase of the generator power Δ𝑃
in the above case is smaller than the actual increase in the
load power Δ𝑃. In order to compensate the frequency devi-
ation produced by the primary control, secondary frequency
control (the green lines in Figure 2) is deployed to regulate
the frequency Δ𝜔 such that the intersection point 𝑐moves to
𝑑.

2.1. Droop Characters of SGs in Electrical Networks. For the
dynamics of SGs, we consider the conventional expression
of a regulated SG by a constant voltage behind transient
reactance [24]. The so-called regulated machine is always
equipped with a speed governor connected to a governing
system.The speed governor is controlled to adjust the output
of turbine mechanical power 𝑃

𝑀

𝑖
and its speed. Droop

control is the intrinsic characteristic to maintain system
stability. Here, we assume that there is an approximate linear
relationship between the valve position and the mechanical
power. It is worth noting that the mechanical speed 𝜔

𝑀 is
different from the electrical speed 𝜔, but their relationship is
𝜔 = (𝑛/2)𝜔

𝑀, where 𝑛 is the number of machine poles [31].
Droop control eventually can be expressed as follows:

𝑃
𝑀
(𝑡) = 𝑃

𝑀,nom
−

1

�̂�
𝑃

𝜔
𝑖 (𝑡) , (1)

where 𝜔 is an input signal, 𝑃𝑀 is an output signal, and 1/�̂�
𝑃

denotes the droop coefficient. The 𝑃𝑀,nom is a constant and
the nominal set point for the mechanical power.

𝜔

𝜔nom

0 PPnom

PG

Δ𝜔

a

b

d

PL

ΔP

c

PG

ΔP

Figure 2: Primary and secondary frequency regulation.

2.2. Droop Control for Inverter-Based DGs Networks. From
the above theoretical analysis, the droop technique deployed
in primary controller for DGs during the multiple loop
control process can be given by

𝜔 = 𝜔
nom

− 𝐾
𝑃
(𝑃 − 𝑃

nom
) , (2)

where𝜔nom is chosen from the nominal set point of frequency
of the DG unit, 𝑃 is the measured active powers at the
DG terminal, 𝐾𝑃 is the associated droop coefficient that is
usually selected based on the active power rating, and 𝑃nom is
chosen from the nominal set point of active power of the DG
unit.

The control process of each DG generally consists of
three control loops (as shown in Figure 3), that is, the
power controller, voltage magnitudes controller, and current
controller.

The active power 𝑃
𝑖
and reactive power 𝑄

𝑖
of the 𝑖th

DG are calculated based on the low-pass filter (with cutoff
frequency 𝜔

𝑐

𝑖
), measured output voltage magnitude, and

output current. They can be described by the following
equations, respectively:

𝑃
𝑖
=

𝜔
𝑐

𝑖

𝜔
𝑐

𝑖
+ 𝑠

(𝑉
od
𝑖
𝐼
od
𝑖
+ 𝑉

oq
𝑖
𝐼
oq
𝑖
) ,

𝑄
𝑖
=

𝜔
𝑐

𝑖

𝜔
𝑐

𝑖
+ 𝑠

(𝑉
od
𝑖
𝐼
oq
𝑖
− 𝑉

oq
𝑖
𝐼
od
𝑖
) .

(3)

The nominal value of output frequency𝜔nom
𝑖

of the power
controller is used by the sinusoidal pulse width modulation
(SPWM) inverter as frequency reference, while the voltage
reference of the SPWM inverter needs to be regulated by
the following voltage and current controllers. Based on the
references provided by the power controller, 𝑉od,nom

𝑖
and
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Figure 3: The multiple loop control schematic of the inverter in microgrids.

𝑉
oq,nom
𝑖

, the output of the voltage magnitude controller is
given by

𝐼
od,nom
𝑖

= 𝑘
𝑃𝑉

𝑖
[𝑉

od,nom
𝑖

− 𝑉
od
𝑖
]

+ 𝑘
𝐼𝑉

𝑖
∫ [𝑉

od,nom
𝑖

− 𝑉
od
𝑖
] d𝑡 − 𝜔nom

𝑖
𝐶
𝑓
𝑉

oq
𝑖

+ 𝐹𝐼
od
𝑖
,

𝐼
oq,nom
𝑖

= 𝑘
𝑃𝑉

𝑖
[𝑉

oq,nom
𝑖

− 𝑉
oq
𝑖
]

+ 𝑘
𝐼𝑉

𝑖
∫ [𝑉

oq,nom
𝑖

− 𝑉
oq
𝑖
] d𝑡 − 𝜔nom

𝑖
𝐶
𝑓
𝑉

od
𝑖

+ 𝐹𝐼
oq
𝑖
,

(4)

where 𝑘𝑃𝑉
𝑖

and 𝑘
𝐼𝑉

𝑖
are the proportional and integral gains

of the voltage magnitudes controller of 𝑖th DG, respectively,
while 𝐶

𝑓
and 𝐹 are the capacitance of the LC filter and

feedforward gain, respectively. On the other hand, based on
the references provided by the voltage magnitudes controller,
𝐼
od,nom
𝑖

and 𝐼
oq,nom
𝑖

, the output of the current controller is
given by

𝑉
od,nom
𝑖

= 𝑘
𝑃𝐼

𝑖
[𝐼

od,nom
𝑖

− 𝐼
od
𝑖
] + 𝑘
𝐼𝐼

𝑖
∫ [𝐼

od,nom
𝑖

− 𝐼
od
𝑖
] d𝑡

− 𝜔
nom
𝑖

𝐿
𝑓
𝐼
oq
𝑖,𝐿
,

𝑉
oq,nom
𝑖

= 𝑘
𝑃𝐼

𝑖
[𝐼

oq,nom
𝑖

− 𝐼
oq
𝑖
] + 𝑘
𝐼𝐼

𝑖
∫ [𝐼

oq,nom
𝑖

− 𝐼
oq
𝑖
] d𝑡

+ 𝜔
nom
𝑖

𝐿
𝑓
𝐼
od
𝑖,𝐿
.

(5)

The dynamics of a frequency droop-controlled inverter
(2) and a regulated SG (1) are equivalent (see [9] for details on
relevant proof). Therefore, next on the analysis of the droop
control, DGs and SGs will be considered to be of the same
features and deploy the same dynamic model.

Since inverters may connect pure storage devices, for
example, batteries, to the network, 𝑃nom,stor

𝑖
can also take

negative values. In that case, the storage device is charged in
dependency of the excess power available in the network and
thus functions as a frequency dependent load.

2.3. Secondary Control for Hybrid Microgrid. The conven-
tional secondary control is a kind of centralized control
methods, the nominal value 𝜔nom is used in the primary
control stage, and it will be regulated gradually in each cycle
of secondary control process. Note that the final desired
frequency value can be measured from the main grid in the
connectedmode or obtained by command generator ormany
forms of DG/SG such as fuel-cells and microturbines in the
islanded mode.

Different from the conventional secondary control with
centralized mode, this paper in the secondary frequency
control stage proposes one distributed cooperative control
algorithm for each DG/SG. The basic idea of the proposed
distributed control is by incorporating local communication
networks that share information among neighboring units.

From this perspective, a microgrid can be considered as
a multiagent system, where each DG/SG is an agent. The
secondary control design for frequency resembles a tracking
synchronization problem while that design for proportional
power sharing is carried out. For this purpose, the important
network digraph theory is introduced in the following.

2.4. Graph Theory. In this paper, the required communica-
tion network for microgrids can be modeled by a digraph
G(V, 𝜀,A), where the node set V = {V

1
, V
2
, . . . , V

𝑁
} denotes

the set of DGs/SGs, the set of edges 𝜀 ⊆ V ×V denotes the
communication links among DGs/SGs, and A = (𝑎

𝑖𝑗
)
𝑁×𝑁

is
a weighted adjacency matrix defined as 𝑎

𝑖𝑖
= 0 and 𝑎

𝑖𝑗
≥ 0.

𝑎
𝑖𝑗
> 0 if and only if the edge (V

𝑖
, V
𝑗
) ∈ 𝜀. The set of neighbors

of the 𝑖th DG/SG V
𝑖
is given by 𝑁

𝑖
= {V
𝑗
∈ V : (V

𝑖
, V
𝑗
) ∈ 𝜀}.

The degree matrix is defined as 𝐷 = diag{𝑑
1
, . . . , 𝑑

𝑁
} with

𝑑
𝑖
= ∑
𝑗∈𝑁𝑖

𝑎
𝑖𝑗
, and then 𝐿 = 𝐷 − 𝐴 is the Laplacian matrix,

which has all row sums equal to zero; that is, 𝐿1
𝑁
= 0, with

1
𝑁
= (1, . . . , 1)

𝑇
∈ 𝑅
𝑁.

In the following, the digraph G is used to describe the
interconnection topology of a microgrid consisting of one
virtual leader DG/SG, denoted by 0, and followers DGs/SGs,
denoted by 1, . . . , 𝑁. Diagonal matrix 𝐵 = diag{𝑎

10
, . . . , 𝑎

𝑁0
}

is called the leader adjacency matrix, where 𝑎
𝑖0

> 0 if
follower DG/SG V

𝑖
is connected to the leader across the

communication link (V
0
, V
𝑖
); otherwise 𝑎

𝑖0
= 0. The following

lemma plays an important role in the proof of our main
results.
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Lemma 1 (see [32]). If the digraph G corresponding to the
Laplacian matrix 𝐿 is strongly connected, then (i) if 𝑞 =

(𝑞
1
, . . . , 𝑞

𝑁
)
𝑇 is a left eigenvector of 𝐿 corresponding to eigen-

value 0, then 𝑞
𝑖
> 0 holds for all 𝑖 = 1, . . . , 𝑁, and (ii) all

the eigenvalues of 𝐿 + 𝐵 have positive real parts, where 𝐵 =

diag{𝑏
1
, . . . , 𝑏

𝑁
}, ∑𝑁
𝑖=1

𝑏
𝑖
> 0, and 𝑏

𝑖
≥ 0 for all 𝑖 = 1, . . . , 𝑁.

3. Main Results

In this section, one will discuss the distributed cooperative
control schemes for frequency and power sharing in Sections
3.1 and 3.2, respectively.

It should be noted that the dynamics of the voltage and
current control loops are much faster than the dynamics of
the power control loop [30]. Therefore, it is necessary and
intentional to design a typical inverter system by applying
the time separation operation [6]. In order to facilitate our
analysis, this paper will focus on the stability of power control
loop, while the investigation of current controllers follows
traditional proportional-integral (PI) controllers.

3.1. Distributed Cooperative Control for Frequency. In this
paper, the 𝑑-𝑞 reference frame transformation is considered,
where the 𝑑-axis and 𝑞-axis of the reference frame of each
inverter are rotating at the common reference frequency.
Based on the traditional droop control strategy, the reference
of frequency of the 𝑖th inverter-basedDGor SG is determined
by the power control loop and can be abstracted as

𝜔
𝑖
= 𝜔

nom
𝑖

− 𝐾
𝑃

𝑖
(𝑃
𝑖
− 𝑃

nom
𝑖

) , (6)

where 𝜔nom
𝑖

is the nominal set point of output frequency and
𝑃
nom
𝑖

is the nominal set point of output active, respectively,
while𝐾𝑃

𝑖
is the frequency droop coefficient.

In the following, a distributed pinning control algorithm
is designed to pin the frequency 𝜔

𝑖
of DGs/SGs to synchro-

nize the reference frequency 𝑤ref, respectively.
According to the thought of so-called input-output feed-

back linearisation [27], differentiating the equations in (6)
yields

�̇�
𝑖
= �̇�

nom
𝑖

− 𝐾
𝑃

𝑖
�̇�
𝑖
= 𝑢
𝜔

𝑖
, (7)

where 𝑢𝜔
𝑖
is the pinning controllers which will be designed

later such that lim
𝑡→+∞

|𝜔
𝑖
(𝑡) − 𝜔

ref
(𝑡)| = 0 for 𝑖 = 1, . . . , 𝑁.

Then the nominal control input 𝜔nom
𝑖

used in the droop
control procedure can be computed by the following integra-
tor:

𝜔
nom
𝑖

= ∫ (𝑢
𝜔

𝑖
+ 𝐾
𝑃

𝑖
�̇�
𝑖
) d𝑡. (8)

Since it is assumed that each DG/SG only needs to
communicate with its neighboring DGs/SGs through a com-
munication network, the pinning controllers 𝑢𝜔

𝑖
are designed

based on the own information of each DG/SG and the
information of its neighbors:

𝑢
𝜔

𝑖
= ∑

𝑗∈𝑁𝑖(𝑡)

𝑎
𝑖𝑗 (𝑡) [𝜔𝑗 (𝑡 − 𝜏 (𝑡)) − 𝜔𝑖 (𝑡 − 𝜏 (𝑡))] (9)

for 𝑖 = 1, . . . , 𝑁, where the time-varying delay 𝜏(𝑡) ≥ 0

is a continuously differentiable function and the factors of
adjacency matrix 𝑎

𝑖𝑗
(𝑡) are also allowed to be dynamically

changing.
In order to facilitate analysis, some denotations are given.

Let 𝐵 = diag{𝑎
10
, . . . , 𝑎

𝑁0
}, 𝑒
𝜉
(𝑡) = 𝜉(𝑡) − 𝜉(𝑡) with 𝜉 =

(𝜔
1
, . . . , 𝜔

𝑁
)
𝑇
∈ 𝑅
𝑁 and 𝜉 = (𝜔ref

1
𝑁
)
𝑇
∈ 𝑅
𝑁; then combining

(7) and (9) and the fact that �̇�ref
= 0, one can deduce the

following error system:

̇𝑒
𝜉 (𝑡) = − (𝐻𝑠 ⊗ 𝐼2) 𝑒𝜉 (𝑡 − 𝜏 (𝑡)) ,

𝑠 = 𝜎 (𝑡) ,

(10)

where𝐻
𝑠
= 𝐿
𝑠
+ 𝐵
𝑠
with the Laplacian matrix 𝐿

𝑠
of digraph

G
𝑠
, ⊗ denotes the Kronect product, 𝐼

2
denotes the two-

dimensional identity matrix, and 𝜎(𝑡) : [0, +∞) → 𝜌
Γ
=

{1, . . . , 𝑚} (𝑚 ∈ 𝑍
+ denotes the total number of all possible

directed graphs) is a switching signal that determines the
communication topology G. If 𝜎(𝑡) is a constant function,
then the corresponding topology is fixed.

Theorem 2. Suppose that the digraph G
𝑠
is always strongly

connected and there exists at least one 𝑖 ∈ {1, . . . , 𝑁} such that
𝑎
𝑖0
> 0 for any switching signal 𝑠 = 𝜎(𝑡). If the time-varying

delays 𝜏(𝑡) satisfy 𝜏(𝑡) < 𝑑 and ̇𝜏(𝑡) < 𝑑
1
< 1, then the

distributed controllers (9) can pin the DG/SG output frequency
𝜔
𝑖
to the reference states 𝜔ref asymptotically.

Proof. Define a common Lyapunov-Krasovkii function for
system (10) as follows:

𝑉 (𝑡) = 𝑒
𝑇

𝜉
(𝑡) (Ξ ⊗ 𝐼2) 𝑒𝜉 (𝑡)

+ ∫

0

−𝑑

∫

𝑡

𝑡+𝜃

̇𝑒
𝑇

𝜉
(𝑟) ̇𝑒
𝜉 (𝑟) d𝑟 d𝜃

+ 𝛾∫

𝑡

𝑡−𝜏(𝑡)

𝑒
𝑇

𝜉
(𝑟) [(𝐻

𝑇

𝑠
𝐻
𝑠
) ⊗ 𝐼
2
] 𝑒
𝜉 (𝑟) d𝑟,

(11)

where Ξ = diag{𝑞
1
, . . . , 𝑞

𝑁
} with the positive left eigenvector

𝑞 = (𝑞
1
, . . . , 𝑞

𝑁
)
𝑇 corresponding to the zero eigenvalue of the

Laplacianmatrix 𝐿
𝑠
. Note that sinceG

𝑠
is strongly connected,

one can always choose 𝑞 such that ∑𝑁
𝑖=1

𝑞
𝑖
= 1 and 𝑞

𝑖
> 0 for

all 𝑖 = 1, . . . , 𝑁 (by Lemma 1).
Along the trajectory of system (10), we have

�̇� (𝑡) = −2𝑒
𝑇

𝜉
(𝑡) [(Ξ𝐻𝑠) ⊗ 𝐼2] 𝑒𝜉 (𝑡 − 𝜏 (𝑡)) + 𝛾𝑒

𝑇

𝜉
(𝑡)

⋅ [(𝐻
𝑇

𝑠
𝐻
𝑠
) ⊗ 𝐼
2
] 𝑒
𝜉 (𝑡) − ∫

𝑡

𝑡−𝑑

̇𝑒
𝑇

𝜉
(𝑟) ̇𝑒
𝜉 (𝑟) d𝑟

− 𝛾 (1 − ̇𝜏 (𝑡)) 𝑒
𝑇

𝜉
(𝑡 − 𝜏 (𝑡)) [(𝐻

𝑇

𝑠
𝐻
𝑠
) ⊗ 𝐼
2
]

⋅ 𝑒
𝜉 (𝑡 − 𝜏 (𝑡)) + 𝑑𝑒

𝑇

𝜉
(𝑡 − 𝜏 (𝑡)) [(𝐻

𝑇

𝑠
𝐻
𝑠
) ⊗ 𝐼
2
]

⋅ 𝑒
𝜉 (𝑡 − 𝜏 (𝑡)) .

(12)

By Newton-Leibniz formula,

𝑒
𝜉 (𝑡 − 𝜏 (𝑡)) = 𝑒𝜉 (𝑡) − ∫

𝑡

𝑡−𝜏(𝑡)

̇𝑒
𝜉 (𝑟) d𝑟 (13)
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and noting that 2𝑥𝑇𝑦 ≤ 𝑥
𝑇
𝐴
−1
𝑥 + 𝑦

𝑇
𝐴𝑦 hold for any

appropriate positive definite matrix 𝐴, we have

− 2𝑒
𝑇

𝜉
(𝑡) [(Ξ𝐻𝑠) ⊗ 𝐼2] 𝑒𝜉 (𝑡 − 𝜏 (𝑡))

≤ −2𝑒
𝑇

𝜉
(𝑡) [(Ξ𝐻𝑠) ⊗ 𝐼2] 𝑒𝜉 (𝑡)

+ ∫

𝑡

𝑡−𝜏(𝑡)

2𝑒
𝑇

𝜉
(𝑡) [(Ξ𝐻𝑠) ⊗ 𝐼2] ̇𝑒

𝜉 (𝑟) d𝑟

≤ −𝑒
𝑇

𝜉
(𝑡) [(Ξ𝐻𝑠 + 𝐻

𝑇

𝑠
Ξ) ⊗ 𝐼

2
] 𝑒
𝜉 (𝑡)

+ 𝑑𝑒
𝑇

𝜉
(𝑡) [(Ξ𝐻𝑠𝐻

𝑇

𝑠
Ξ) ⊗ 𝐼

2
] 𝑒
𝜉 (𝑡)

+ ∫

𝑡

𝑡−𝜏(𝑡)

̇𝑒
𝑇

𝜉
(𝑟) ̇𝑒
𝜉 (𝑟) d𝑟.

(14)

Consequently,

𝑉 (𝑡) ≤ − [𝜆min (Ξ𝐻𝑠 + 𝐻
𝑇

𝑠
Ξ) − 𝑑𝜆max (Ξ𝐻𝑠𝐻

𝑇

𝑠
Ξ)

− 𝛾𝜆max (𝐻
𝑇

𝑠
𝐻
𝑠
)] 𝑒
𝑇

𝜉
(𝑡) 𝑒𝜉 (𝑡)

− [𝛾 (1 − 𝑑
1
) 𝜆min (𝐻

𝑇

𝑠
𝐻
𝑠
)

− 𝑑𝜆max (𝐻
𝑇

𝑠
𝐻
𝑠
)] 𝑒
𝑇

𝜉
(𝑡 − 𝜏 (𝑡)) 𝑒𝜉 (𝑡 − 𝜏 (𝑡)) .

(15)

Then, a sufficient condition for �̇�(𝑡) < 0 is

𝜆min (Ξ𝐻𝑠 + 𝐻
𝑇

𝑠
Ξ) − 𝑑𝜆max (Ξ𝐻𝑠𝐻

𝑇

𝑠
Ξ)

− 𝛾𝜆max (𝐻
𝑇

𝑠
𝐻
𝑠
) > 0,

𝛾 (1 − 𝑑
1
) 𝜆min (𝐻

𝑇

𝑠
𝐻
𝑠
) − 𝑑𝜆max (𝐻

𝑇

𝑠
𝐻
𝑠
) > 0,

(16)

which leads to

𝑑𝜆max (𝐻
𝑇

𝑠
𝐻
𝑠
)

(1 − 𝑑
1
) 𝜆min (𝐻

𝑇

𝑠
𝐻
𝑠
)

< 𝛾 <

𝜆min (Ξ𝐻𝑠 + 𝐻
𝑇

𝑠
Ξ) − 𝑑𝜆max (Ξ𝐻𝑠𝐻

𝑇

𝑠
Ξ)

𝜆max (𝐻
𝑇

𝑠
𝐻
𝑠
)

.

(17)

Then, one can deduce that

𝑑 <

(1 − 𝑑
1
) 𝜆min (Ξ𝐻𝑠 + 𝐻

𝑇

𝑠
Ξ)

𝜆2max (𝐻
𝑇

𝑠
𝐻
𝑠
) /𝜆min (𝐻

𝑇

𝑠
𝐻
𝑠
) + (1 − 𝑑

1
) 𝜆max (Ξ𝐻𝑠𝐻

𝑇

𝑠
Ξ)

(18)

for given 𝑑
1
< 1. This completes the proof.

Remark 3. As we all know, the communication latency is a
key factor that cannot be ignored in the smart microgrid
control problem since many cases have proven that neglect
of the communication latency will lead to serious and
unpredictable consequences. When analyzing the nonlinear
systems containing time-varying communication latency,
most existing literatures presented some delay independent

stability conditions or just require that the delay is sufficiently
small. However, in order to investigate the upper bound
of the amount of time-varying delay, this paper constructs
a Lyapunov-Krasovskii functional (i.e., 𝑉(𝑥)) with delay-
related parameters. It is worthy pointing out that, for the
presented nonlinear system with directed and switching
topology, the asymmetry of the adjacency matrix and the
nonlinearity of the controlled systems will increase the diffi-
culty to construct 𝑉(𝑥) and analyze its stability. By using the
special matrix theory, inequality theory, and theory of delay
differential equations, this paper solves the above problems.

3.2. Active Power Sharing. It is [26] that has proposed a
method on how to choose the frequency droop coefficients
and nominal setpoints to keep DGs/SGs realizing the active
power sharing according to their power ratings. This control
goal is analyzed in many literatures and spread to actual
applications [5]. The proposed proportional power sharing
method also can guarantee that storage devices in charging
mode, that is, 𝑃nom,stor

𝑖
for some 𝑖 ∈ 𝑁, are charged

proportionally.
In the following, the DGs/SGs proportionally share their

power in terms of their power ratings𝑃max
𝑖

if the gains𝐾𝑃
𝑖
and

setpoints 𝑃nom
𝑖

are chosen such that, for all 𝑖 = 1, . . . , 𝑁, the
condition𝐾𝑃

𝑖
𝑃
𝑖
= 𝐾
𝑃

𝑗
𝑃
𝑗
is standard in themicrogrid research:

𝑃
𝑖

𝑃
max
𝑖

=

𝑃
𝑗

𝑃
max
𝑗

, (19)

where 𝑃max
𝑖

and 𝑃max
𝑗

are the instantaneous maximum capac-
ity of 𝑃

𝑖
and 𝑃
𝑗
and all the 𝑃max

𝑖
and 𝑃max
𝑗

are assumed to have
the same sign. The active powers of DGs/SGs are able to be
controlled according to condition (19) and droop control (2)
the active power sharing proportionally. Condition (19) that
also has a guiding significance achieves the reactive power
sharing.

4. Simulation Results and Discussion

In this section, the effectiveness of the proposed distributed
control algorithms will be verified by simulating an islanded
lossy microgrid in MATLAB. Based on the above analysis for
the identity property on dynamics of DGs and SGs, without
loss of generality, five DGs have been chosen to the test
system. Figure 4 shows the basic diagram of the test system
which consists of five DGs. The specifications of the DGs,
lines, and loads are summarized in Table 1. Note that its
communication topology can be abstracted as digraph G

1

shown in Figure 5. The associated Laplacian matrix ofG
1
is

𝐿
1

=
(
(

(

0.005 0 0 0 −0.005

−0.005 0.005 0 0 0

0 −0.005 0.005 0 0

0 0 −0.005 0.005 0

0 0 0 −0.005 0.005

)
)

)

,

(20)
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Table 1: Parameter values for test system.

DG1 DG2 DG3 DG4 DG5

𝑉DC 680 (V) 𝑉DC 1000 (V) 𝑉DC 800 (V) 𝑉DC 750 (V) 𝑉DC 700 (V)
𝑘
𝑃

0.8 × 10
−4

𝑘
𝑃

1.6 × 10
−4

𝑘
𝑃

1.4 × 10
−4

𝑘
𝑃

1.2 × 10
−4

𝑘
𝑃

1.0 × 10
−4

𝑘
𝑄

1.6 × 10
−3

𝑘
𝑄

3.7 × 10
−3

𝑘
𝑄

3.2 × 10
−3

𝑘
𝑄

2.8 × 10
−3

𝑘
𝑄

2.1 × 10
−3

𝑅
𝑐

0.001 (Ω) 𝑅
𝑐

0.001 (Ω) 𝑅
𝑐

0.001 (Ω) 𝑅
𝑐

0.001 (Ω) 𝑅
𝑐

0.001 (Ω)
𝐿
𝑐

0.2 (mH) 𝐿
𝑐

0.2 (mH) 𝐿
𝑐

0.2 (mH) 𝐿
𝑐

0.2 (mH) 𝐿
𝑐

0.2 (mH)
Load
1

Load
2

Load
3

Load
4

𝑅
1
+ 𝐿
1

𝑅
2
+ 𝐿
2

𝑅
3
+ 𝐿
3

𝑅
4
+ 𝐿
4

𝑉MG 𝑓MG

13.5 (Kw) 18.5 (Kw) 13.5 (Kw) 14 (Kw) 4 + 𝑗1.95 (Ω) 2.2 + 𝑗1.4 (Ω) 1.5 + 𝑗0.7 (Ω) 1.2 + 𝑗0.3 (Ω) 380 (V) 50 (Hz)
12 (KvAr) 14 (KvAr) 12 (KvAr) 13 (KvAr)

Load1

Load2 Load3

Load4

DG1

DG2 DG3

DG5

DG4

R1

R2

R4

R3

L1

L2

L3

L4RC1

RC2 RC3

RC4

RC5

LC1

LC2 LC3

LC4

LC5

Figure 4: The fixed communication network of DGs.

and the corresponding leader adjacencymatrix can be chosen
as 𝐵
1
= diag{0.005, 0, 0.005, 0, 0}.

In the following simulation, the time-varying delay 𝜏(𝑡)
is always taken as 𝜏(𝑡) = (1 + 0.1 sin(𝑡))/32; then 𝜏(𝑡) <

𝑑 = 0.0344 and ̇𝜏(𝑡) < 𝑑
1

= 0.0031 < 1. For the
fixed digraph G

1
, by simple calculation, one can choose

Ξ = diag{0.2, 0.2, 0.2, 0.2, 0.2} and then yield 𝜆min(Ξ𝐻1 +

𝐻
𝑇

1
Ξ) = 5.2717 × 10

−4, 𝜆max(Ξ𝐻1𝐻
𝑇

1
Ξ) = 6.4856 × 10

−6,
𝜆max(𝐻

𝑇

1
𝐻
1
) = 1.6214 × 10

−4, and 𝜆min(𝐻
𝑇

1
𝐻
1
) = 2.1074 ×

10
−6 with 𝐻

1
= 𝐿
1
+ 𝐵
1
. Therefore, the delay constraint

condition inTheorem 2 can be verified as

𝑑 = 0.0031

<

(1 − 𝑑
1
) 𝜆min (Ξ𝐻1 + 𝐻

𝑇

1
Ξ)

𝜆2max (𝐻
𝑇

1
𝐻
1
) /𝜆min (𝐻

𝑇

1
𝐻
1
) + (1 − 𝑑

1
) 𝜆max (Ξ𝐻1𝐻

𝑇

1
Ξ)

= 0.0421.

(21)

For the switching digraph Γ shown in Figure 5, one can
verify the above conditions similarly.

(1) Case 1 (fixed topology). Consider a directed commu-
nication network with five DGs as shown in G

1
. Figures

6 and 7 show the state evolution processes of frequency,

1

2

34

5

1

2

34

5

1

2

34

5

1

2

34

5 2

34

5

1

𝒢1 𝒢2 𝒢3 𝒢4 𝒢5

Figure 5: The switching communication digraph topology Γ.

corresponding to active power with and without delay,
respectively. It is assumed that the demands of loads increase
suddenly the islanded operation microgrid at 𝑡 = 0.4 s. As
seen in Figure 6(a), after islanding, each DG’s frequency 𝜔
goes to different values less than reference value 𝜔ref

= 2𝜋𝑓 =

314 rad/s. Then the primary control and secondary control
are applied at 𝑡 = 0.5 s and 𝑡 = 1 s, respectively. Due to the
droop control technique, each DG’s frequency 𝜔 converges
to stability value still less than reference value. However,
the secondary control restores the operating frequency to
synchronize their reference value after 1.6 s.

Comparing Figures 6 and 7, respectively, one finds that
the existence of communication delay postpones the conver-
gence speed of frequency.

(2) Case 2 (switching topology). Consider a directed network
with switching topology Γ = {G

1
, . . . ,G

5
} as shown in

Figure 5. The controlled system begins at the state G
1
and

switches at Δ𝑡 = 0.001 to the next stage with the following
switching order: {G

1
, . . . ,G

5
,G
1
, . . .}, where the switching

signal 1 ≤ 𝑖 ≤ 5. All the weights are set to be 0.005,
and the corresponding leader adjacency matrix for G

2
to

G
5
is chosen as 𝐵

2
= diag{0, 0.005, 0, 0.005, 0}, 𝐵

3
=

diag{0, 0, 0.005, 0, 0.005}, 𝐵
4

= diag{0.005, 0, 0, 0.005, 0},
and 𝐵

5
= diag{0, 0, 0, 0.005, 0.005}. The associated system

parameters are similar to the fixed topology case.
Figures 8 and 9 show the state evolution processes of

frequency, corresponding to active power with and without
delay, respectively. Comparing Figures 6-7 and Figures 8-9,
it is not difficult to find that the evolution curves in Figures
8-9 contain some slight oscillation phases. It is because that
the controlled system in this case contains frequent switching
signals. Similarly, the communication delay also postpones
the convergence speed of the whole switching system.
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Figure 6: The state evolution processes of frequency, active power
with delay underG
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Figure 7: The state evolution processes of frequency, active power
without delay underG
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Figure 8: The state evolution processes of frequency, active power
with delay under Γ.
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Figure 9: The state evolution processes of frequency, active power
without delay under Γ.
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Figure 10: The state evolution processes of frequency, active power
with large delay under Γ.

However, if we take the large delay 𝜏(𝑡) = (2 +

sin(𝑡))/32 which does not satisfy the constraint conditions
in Theorem 2, the proposed distributed control algorithms
may be ineffective. As shown in Figure 10, the state evolution
curves donot converge to the desired values in switching case.

5. Conclusion

In this paper, a distributed cooperative control scheme for
hybrid lossy microgrids has been proposed. In this method,
a distributed secondary control encompasses each DG/SG
local controller and the communication system; that is, each
DG/SG only needs to communicate with its neighboring
DGs/SGs intermittently even though the communication
delaysmay be time-varying.The designed distributed control
is able to synchronize the frequency of hybrid lossy micro-
grids to the desired state (50Hz) in a distribution switching
network under the existence of time-varying communication
delays. All the frequency of DGs/SGs can be synchronized
to the desired value in both fixed and switching distributed
networks. Meanwhile, numerical simulations show higher
robustness in front large communication latency.
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The hydroturbine generator regulating system can be considered as one system synthetically integrating water, machine, and
electricity. It is a complex and nonlinear system, and its configuration and parameters are time-dependent. A one-step-ahead
predictive control based on on-line trained neural networks (NNs) for hydroturbine governor with variation in gate position
is described in this paper. The proposed control algorithm consists of a one-step-ahead neuropredictor that tracks the dynamic
characteristics of the plant and predicts its output and a neurocontroller to generate the optimal control signal. The weights of two
NNs, initially trained off-line, are updated on-line according to the scalar error. The proposed controller can thus track operating
conditions in real-time and produce the optimal control signal over the wide operating range. Only the inputs and outputs of the
generator are measured and there is no need to determine the other states of the generator. Simulations have been performed with
varying operating conditions and different disturbances to compare the performance of the proposed controller with that of a
conventional PID controller and validate the feasibility of the proposed approach.

1. Introduction

Hydroturbine governor (HTG) provides the basic control
in hydropower stations to ensure the reliability and the
quality of electricity supply. The conventional hydroturbine
governor adopted by most utilities is a proportional, integral,
and derivative (PID) type controller based on linear control
theory. It has simple structure with flexibility and is easy for
implementation, and thus it has made a great contribution in
enhancing the quality of electrical supply [1].

The hydroturbine generator regulating system can be
considered as one system synthetically integrating water,
machine, and electricity. It is a complex andnonlinear system,
and its configuration and parameters are time-dependent
[2]. Nonlinear models are required when speed and power
changes are large during an islanding, load rejection, and
system restoration conditions. A nonlinear model should
include the effect of water compressibility, that is, inclusion of
transmission-line-like reflections which occur in the elastic-
walled pipe carrying compressible fluid [3, 4].

This creates discrepancies between the mathematical
linear model of the hydroturbine generator regulating sys-
tem and the physical nonlinear plant. Therefore, with the
conventional linear control theory based PID controller, it
is difficult to realize the desired control performance over
wide operating conditions of the power plant [5]. To yield
satisfactory control performance, it is desirable to develop a
controller that considers the nonlinear nature of the plant and
has the ability to adjust its parameters on-line according to the
environment in which it is working, that is, track the plant
operating conditions [6].

To meet this requirement, a large amount of research
has been conducted on the hydroturbine generator regulat-
ing system. Numerous methods for PID tuning have been
reported in the literature [7]. For example, to realize the
parameter optimization of PID controller, an orthogonal
test strategy is adopted in [8, 9] for hydroturbine control
application. In this approach, a control performance index
that depends on control parameters KP, Ki, and Kd is defined.
Each of these parameters is considered under various levels as
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a discrete variable. An optimization algorithm is developed
to search for better control parameters in the neighbouring
space of the present one. However, many of these approaches
lack one or more of the three basic and important features
that a controller should have, that is, simplicity of structure,
fast acting (low computation time), and adaptability.

Neural networks (NNs) have been applied very success-
fully in the identification and control of dynamic systems.The
universal approximation capabilities of themultilayer percep-
tronmake it a popular choice formodeling nonlinear systems
and implementing general-purpose nonlinear controllers
[10–13]. The concept of intelligent tuning of PID controller
is presented in [14, 15]. The use of adaptive learning control
schemes is discussed in [14] and the improved dynamic per-
formance of the intelligent PID controller over the conven-
tional PID is presented in [15]. The developed intelligent PID
controller is based on anthropomorphic intelligence. Among
various types of NNs used in the hydroturbine generator reg-
ulating system, the feed-forward multilayer NN is the most
commonly used. This is mainly due to the computational
efficiency of the back propagation algorithm [12] and the ver-
satility of the three-layer feed-forward NN in approximating
an arbitrary static nonlinear function [16]. However, little
work has been reported on the use of NNs for hydroturbine
generator regulating system for real-time control.

The theory and algorithm of predictive control have
achieved great development in the industrial process control
after thirty years’ application and study. It has been intro-
duced to the optimal control of hydroturbines by lots of
experts. Jones andMansoor [17], for example, applied predic-
tive feed-forward control to the power target signal tracking
in part load condition, and the result shows that predictive
feed-forward control can achieve a substantial improvement
in tracking a power target when a hydroelectric station oper-
ates in part load conditionmode. However, the power station
they used is modeled using linearized transfer function. For
systems with strong nonlinear and frequent turbulence or
wide range of operating point, the predictive control adopting
linear model near operating point can no longer satisfy the
requirements of control quality. Therefore, the nonlinear
modeled predictive control has aroused wide concern.

A predictive control scheme for hydroturbine governor
based on NNs is introduced in this paper. The control
architecture consists of two NNs: an adaptive neuroidentifier
(ANI) to track the plant and predict its output one-step-ahead
and an adaptive neurocontroller (ANC) to produce the con-
trol signal. A scalar error is used in each sampling period to
update the identifier and controller weights continuously in
real-time.With a similar architecture, called indirect adaptive
control [12], the use of a reference model is suggested. That
is avoided in this work owing to the difficulties in choosing
a proper reference model for the complex hydroturbine
generator regulating system.

The effect of different amplitude step disturbances and
trapezoidal shape reference signal (turbine power) are inves-
tigated in this paper. Also, a number of studies are performed
to compare the performance of the proposed controller
with that of the conventional PID controller under different
operating conditions.

2. Basic Plant Equations

A simple layout of a hydropower plant shown in Figure 1
includes a reservoir, a penstock (high pressure), gate, a
hydroturbine, and a generator. The function of the reservoir
is to store water and thus develop a head. To start the tur-
bine generator unit, water released from the reservoir flows
through the penstock and reaches the turbine inlet. Fromhere
it enters into the scroll casing of the turbine that distributes
the water evenly on the runner blades.The electromechanical
power conversion takes place between the turbine runner and
the generator mounted on the common shaft.The water flow
to the turbine is regulated by the operation of wicket gates
that in turn are controlled by the governor. The opening and
closing of the gates are a function of the variable electrical
load connected to the generator and the shaft speed.

Thehydroturbine governing system consisting of the con-
troller and the controlled plant is a complex, nonlinear, time
varying, and non-minimum-phase system with fractional
distributed parameters and uncertainties. The controlled
plant includes a turbine, a penstock, a generator, and a load
(Figure 2). In practice, a linearized (or linear) model is used
to describe the plant for designing the control system. The
dynamic characteristics of the plant are shown in Figure 2
[18].

2.1. Turbine. The characteristic equations of the Francis tur-
bine are [19–21]

𝑀
𝑡
= 𝑀
𝑡
(𝑦, ℎ, 𝑥) ,

𝑄 = 𝑄 (𝑦, ℎ, 𝑥) ,

(1)

where 𝑀
𝑡
is torque of the turbine, 𝑄 is flow rate, 𝑦 is

gate opening, ℎ is head, and 𝑥 is speed. Taking Taylor
series expansion of (1) and omitting the parts containing
second- or higher-order derivatives, the linearized model
can be expressed as follows in the neighborhood of certain
operation:

𝑚
𝑡
= 𝑒
𝑦
𝑦 + 𝑒
𝑥
𝑥 + 𝑒
ℎ
ℎ,

𝑞 = 𝑒
𝑞𝑦
𝑦 + 𝑒
𝑞𝑥
𝑥 + 𝑒
𝑞ℎ
ℎ.

(2)

The six transmission coefficients (as shownbelow) change
as the gate opening changes:

𝑒
𝑦
=
𝜕𝑚
𝑡

𝜕𝑦
, 𝑒

𝑥
=
𝜕𝑚
𝑡

𝜕𝑥
, 𝑒

ℎ
=
𝜕𝑚
𝑡

𝜕ℎ
,

𝑒
𝑞𝑦
=
𝜕𝑞

𝜕𝑦
, 𝑒

𝑞𝑥
=
𝜕𝑞

𝜕𝑥
, 𝑒

𝑞ℎ
=
𝜕𝑞

𝜕ℎ
.

(3)

2.2. Penstock. The general expression of penstock, taking
rigid water hammer, is described as

ℎ = −𝑇
𝑤

𝑑𝑞

𝑑𝑡
, (4)

where 𝑇
𝑤
is the water inertia time constant.
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Figure 2: Hydroturbine generator regulating system.

2.3. Generator and Load. The characteristic equation of the
generator and the load can be written as

𝑇
𝑎

𝑑𝑥

𝑑𝑡
= 𝑚
𝑡
− 𝑚
𝑔
− 𝑒
𝑔
𝑥, (5)

where 𝑇
𝑎
is the unit inertia time constant, 𝑚

𝑔
is the load

torque, and 𝑒
𝑔
is the load self-regulation factor, regarding the

fluctuation caused by the change of the system frequency.

2.4. Servomechanism. Neglecting small time constants, the
servomechanism can be expressed with a first-order equa-
tion:

𝑇
𝑦

𝑑𝑦

𝑑𝑡
+ 𝑦 = 𝑢, (6)

where𝑇
𝑦
is the servomotor response time and 𝑢 is the control

signal.

3. Controller Structure

The structure of the controller is shown in Figure 3. It consists
of two subnetworks. The first subnetwork is an adaptive one-
step-ahead neuroidentifier that tracks the dynamic behaviour
of the plant and identifies the plant in terms of its internal
weights and the second one is an adaptive neurocontroller
to provide the necessary control action in order to minimize
certain cost function.

3.1. Adaptive Neuroidentifier. Amultilayer perceptron neural
network (MLPNN) structure is developed to model the
nonlinear dynamic relationship between the gate position
and the turbine mechanical power. Considering it is difficult
to measure the turbine mechanical power, generator output

power is measured instead to obtain the turbine mechanical
power by

𝑃
𝑒
=

𝑃
𝑔

𝜂
, (7)

where 𝑃
𝑒
is turbine mechanical power, 𝑃

𝑔
is generator output

power, and 𝜂 is generator efficiency.
The network transforms 𝑛 inputs to 𝑚 outputs through a

nonlinear function 𝑓 : 𝑅𝑛 → 𝑅
𝑚. It is shown in [15] that an

MLPNN with single hidden layer activated with sigmoid or
hyperbolic tangent function can approximate any continuous
function. Considering the nature of the dependence of the
plant output on a finite number of past inputs, 𝑢(𝑡), and
outputs, 𝑦(𝑡), the nonlinear relationship between the gate
position and the turbine power can be represented in the form
of predictor/identifier as

𝑦
(𝑘+1)

= 𝑓 [𝑦
(𝑘)
, 𝑦
(𝑘−1)

, . . . , 𝑦
(𝑘−𝑛+1)

, 𝑢
(𝑘)
, 𝑢
(𝑘−1)

, . . . , 𝑢
(𝑘−𝑚+1)

] .

(8)

In this case a popular MLPNN with single hidden layer
activated with sigmoid function and back propagation learn-
ing has been used to develop the predictor of nonlinear
relationship model (8). The input vector to the ANI is

[𝑝
(𝑘)
, 𝑝
(𝑘−1)

, . . . , 𝑝
(𝑘−𝑛+1)

,

𝑢
(𝑘)
, 𝑢
(𝑘−1)

, . . . , 𝑢
(𝑘−𝑚+1)

] ,

(9)

where 𝑝(𝑘) is the turbine mechanical power and 𝑢(𝑘) is
the gate position at the time step 𝑘. The output is the
predicted turbinemechanical power𝑝

(𝑘+1)
, at time step (𝑘+1).

For a finite number of past inputs, 𝑢(𝑡), and outputs, 𝑝(𝑡),
the nonlinear relationship between the control output (gate
position) and turbine power can be represented in the form
of an identifier as shown in Figure 4.

The input vector to the ANI is scaled in the range
of [−1, +1] before being applied to the network. The cost
function used for the ANI is

𝐽
𝑖
(𝑘) =

1

2
𝑒
𝑖
(𝑘)
2
=
1

2
[𝑝 (𝑘) − 𝑝(̂𝑘)]

2

. (10)

The weights are updated as

𝑤
𝑖
(𝑘) = 𝑤

𝑖
(𝑘 − 1) − 𝜂

𝑖

𝜕𝐽
𝑖
(𝑘)

𝜕𝑤
𝑖
(𝑘)
, (11)

where 𝑤
𝑖
is the matrix of identifier weights at time step 𝑘

and 𝜂
𝑖
is the learning rate for the ANI. This cost function

is minimized by back propagating the scalar error. In each
sampling period, the input and the output of the plant are
sampled and the input vector to the identifier is formed as in
(9). Then the error between the actual and predicted outputs
of the plant, a scalar value, is back propagated through the
identifier to update the weights of the network (𝑤

𝑖
(𝑘)). This

process is repeated every sampling period that in turn results
in an adaptive approach to predict one-step-ahead of the
output of the plant. The use of just one error value for back
propagation simplifies the training algorithm by reducing
computation time.
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3.2. Adaptive Neurocontroller. Taking advantage of the recog-
nized universal approximation properties of NN, a nonlinear
plant in the MLPNN form is obtained as discussed before.
Based on the neural model, a predictive control strategy
is implemented by an adaptive neurocontroller. The input
vector to the ANC is

[𝑝
(𝑘)
, 𝑝
(𝑘−1)

, . . . , 𝑝
(𝑘−𝑝+1)

,

𝑟
(𝑘)
, 𝑟
(𝑘−1)

, . . . , 𝑟
(𝑘−𝑞+1)

] ,

(12)

where 𝑟(𝑘) is the reference input signal at time step 𝑘. The
output of the ANC is the control action 𝑢(𝑘) at time step 𝑘.
The inputs to the ANC are also scaled in the range of [−𝑙, +𝑙].
The cost function for the ANC is considered as

𝐽
𝑐
(𝑘) =

1

2
[𝑒
𝑐
(𝑘)
2
+ ℎ𝑢 (𝑘)]

2

=
1

2
[𝑟 (𝑘) − 𝑝(̂𝑘)]

2

+
ℎ

2
𝑢 (𝑘)
2
,

(13)

where 𝑟(𝑘) is the reference input signal at time step 𝑘 and
ℎ is a tuning parameter that is used to improve the plant
output dynamic characteristics. By taking ℎ larger than zero,
a penalty factor is applied to the control operation that helps
the tuning of the dynamic trajectory and optimizing the
overshoot and the settling time of the response curve. The
weights of the controller 𝑤

𝑐
(𝑘) are updated as

𝑤
𝑐
(𝑘) = 𝑤

𝑐
(𝑘 − 1) − 𝜂

𝑐

𝜕𝐽
𝑐
(𝑘)

𝜕𝑤
𝑐
(𝑘)
. (14)

Using (13) and (14) 𝐽
𝑐
(𝑘) is minimized in each sampling

period. As depicted in (9) and (12), the states of the plant are
not required for the implementation of the ANI and ANC,
and only input-output data are needed.This greatly simplifies
the implementation of the control process.

4. Training Process

The success implementation of the control algorithm pre-
sented in Section 3 highly depends on the accuracy of the
identifier in tracking dynamic plant. For this reason, the
ANI is initially trained off-line before being used in the final
configuration.The training is performed over a wide range of
operating conditions for the generating unit. After the off-line
training stage, the ANI is employed in the system. Further
updating of the weights of ANI and ANC is performed in
each sampling period by employing the on-line version of
the back propagation method. This enables the controller to
track the plant variations as they occur to yield the optimum
performance. The main steps of the adaptive predictive
control algorithm are listed as follows, and the algorithm
flowchart is shown in Figure 5.

(1) At time step 𝑘, 𝑝(𝑘) is sampled.
(2) Compute 𝑝

(𝑘)
using ANI and its input vector (9).

(3) Calculate the error between 𝑝(𝑘) and 𝑝
(𝑘)
; then

update the weights of the ANI to minimize 𝐽
𝑖
(𝑘) uti-

lizing the back propagation method and the gradient
descent algorithm.

(4) The output of the controller 𝑢(𝑘) is computed.
(5) Using input vector (9), the predicted 𝑝

(𝑘+1)
is com-

puted by the ANI with weights updated in step (3).
(6) Based on 𝑝

(𝑘+1)
and reference signal, weights of the

ANC are updated, minimizing 𝐽
𝑐
(𝑘) by utilizing the

back propagation method and the gradient descent
algorithm.

In step (3) above, the training is straightforward since
the error at the output of the ANI is obtained. However, in
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Figure 5:Theflowchart of the adaptive predictive control algorithm.

step (6) the training is difficult since the error at the output
of the ANC is not provided. In this case, first, the weights
of the ANI are frozen and the error between the desired and
predicted plant output is back propagated through the ANI.
Then, the back propagated signal at the input of the ANI
is further propagated through the ANC, making necessary
changes to the controllerweights. In otherwords, for adapting
weights of the controller, the identifier acts as a channel to
convey the error from the output of the identifier to the output
of the controller.This evaluates the need to have the identifier.
The error is used to train the ANI and the ANC.

5. Simulation Results

The plant model is simulated using the mathematical model
given in Section 2. The values of plant parameters used are

𝑇
𝑎
= 9.06 s, 𝑇

𝑤
= 1.27 s, 𝑇

𝑟
= 0.15 s,

𝜉 = 0.2, 𝑇
1
= 0.02 s, 𝑇 = 0.04 s,

𝑠
1
= 0.00167, 𝑖

𝑥
= 0.04%,

(15)

where 𝑇
𝑟
is penstock reflection time, 𝜉 is damping constant-

infinite bus tie, 𝑇
1
is servomotor response time, 𝑇 is the

sampling period, 𝑠
1
is speed limit on control in a governor,

and 𝑖
𝑥
is dead band. The transmission coefficients (except

𝑒
𝑞𝑥

which is usually equal to 0) have different values for the
different gate openings. A set of transmission coefficients
corresponding to the gate opening for a turbine located in
Ouyanghai hydropower plant in China is given in Table 1.The
design water head of Ouyanghai hydropower station is 37.6
meters, and design flow is 38.4m3/s. Turbinemodel is chosen
asHL123-LJ-225, and rated capacity and voltage of the turbine
are 1200 kw and 10.5 kv, respectively.

Table 1: Transmission coefficients as a function of gate opening.

Operating
point
number

Gate
opening % 𝑒

𝑦
𝑒
ℎ

𝑒
𝑥

𝑒
𝑞𝑦

𝑒
𝑞ℎ

1 43.74 2.867 0.526 −0.353 1.674 0.232
2 47.52 2.562 0.679 −0.455 1.541 0.262
3 51.26 2.278 0.814 −0.545 1.416 0.290
4 55 2.016 0.934 −0.626 1.300 0.315
5 58.74 1.766 1.039 −0.696 1.191 0.338
6 62.52 1.654 1.132 −0.759 1.090 0.360
7 66.26 1.333 1.212 −0.813 0.997 0.380
8 70 1.146 1.281 −0.859 0.913 0.397
9 73.74 0.974 1.340 −0.898 0.837 0.414
10 77.52 0.822 1.391 −0.932 0.768 0.429
11 81.26 0.691 1.433 −0.961 0.708 0.443
12 85 0.578 1.468 −0.984 0.655 0.455
13 88.74 0.484 1.498 −1.000 0.611 0.467
14 92.52 0.409 1.523 −1.020 0.574 0.478
15 96.26 0.353 1.544 −1.030 0.546 0.489
16 100 0.317 1.563 −1.047 0.526 0.499

The Simulation Toolbox SIMULINK of MATLAB is uti-
lized to develop plant model and generate data. The absolute
value of pseudorandombinary signal is applied to the input to
represent the variation of gate position, and the correspond-
ing turbine mechanical power is obtained. The data collected
(input and output) are divided into two sets: one set is for
training the NN and the other set is for validation.

An input-output identifier model and control strategy is
established and its parameters are set as follows. The number
of time delays used for the input of ANI and ANC is set to 3;
that is,𝑚, 𝑛, 𝑝, and 𝑞 in (8), (9), and (12) are all set to 3. This
means that both the ANI and the ANC have 6 inputs. There
is one hidden layer of 8 neurons with sigmoid nonlinearity
and an output layer with one linear neuron, for both the ANI
and the ANC. Initial weights of the ANC lie in [−0.1, +0.1],
chosen randomly at the beginning of the process. The initial
weights of the ANI are set to those obtained from off-line
training stage of the ANI as discussed before. The learning
rate for the ANI and the ANC is 0.01 and 0.03, respectively.
The value of the penalty factor ℎ is set between 0.1 and 2.0.

The quadratic programming problem in (13) is solved by
using the quadprog function in the Optimization Toolbox of
MATLAB. The MLP network algorithm is realized by using
the functions of Train, Init, and Sim in the Neural Network
Toolbox of MATLAB.

As the control parameters have been determined as
discussed before, the performance of the proposed adaptive
neural predictive control is simulated on a large amplitude
step and trapezoidal wave-shape reference signals. These
reference signals may represent the nature of load changes.
The turbine gate opening and power output are shown in
Figures 6–9 on different reference signals and various values
of penalty factor ℎ.
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Figure 6: Response to large amplitude step in turbine power reference, ℎ = 2.0.
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Figure 7: Response to large amplitude step in turbine power reference, ℎ = 0.18.

The response shows a non-minimum-phase characteris-
tic. The turbine power response on the large amplitude step
signal follows more or less closely. It is evident that despite
a large change in the operating conditions the controller
still provides good results because of the adaptation process.
However, the gate position is observed to exhibit large
fluctuation on step change with ℎ = 0.18. This would
cause undue actuator wear. The optimization seems to be
insensitive to variations in control penalty factor. In the case

of trapezoidal wave signal, the controlled variable reaches
its steady-state value extremely fast with a little offset (i.e.,
output power overlaps the reference signal) and gate position
variation within limits is demonstrated.

A number of studies have been performed to compare the
quality of the proposed adaptive predictive controller with
those of the conventional PID controller.

Generally, the conventional governors adopt a PI or PID
control law. Figure 10 is the illustration of the conventional
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Figure 8: Response to trapezoidal wave reference, ℎ = 2.0.
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Figure 9: Response to trapezoidal wave reference, ℎ = 0.18.
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load changing process, where bp is permanent speed droop.
It plays an important role in adjusting the load of the unit and
the load distribution among all units in the power system.

Regarding the adjustments of PID parameters, the follow-
ing formulas are often used by experienced engineers.

For PI controller,

𝑇
𝑛
= 0, 𝑏

𝑡
=
2.6𝑇
𝑤

𝑇
𝑎

, 𝑇
𝑑
= 6𝑇
𝑤
; (16)

for PID controller,

𝑇
𝑛
= 0.5𝑇

𝑤
, 𝑏

𝑡
=
1.5𝑇
𝑤

𝑇
𝑎

, 𝑇
𝑑
= 3𝑇
𝑤
, (17)

where 𝑇
𝑛
is the derivative time constant, 𝑏

𝑡
is the transient

speed droop, and 𝑇
𝑑
is the damping time constant. Their

relation with proportional, integral, and differential gain
coefficients of a continuous PID controller is

𝑘
𝑝
=
𝑇
𝑑
+ 𝑇
𝑛

𝑏
𝑡
𝑇
𝑑

, 𝑘
𝑖
=

1

𝑏
𝑡
𝑇
𝑑

, 𝑘
𝑑
=
𝑇
𝑛

𝑏
𝑡

. (18)

According to these empirical formulae, the parameters of
the conventional PID controller are chosen as below:

𝑘
𝑝
= 5.56, 𝑘

𝑖
= 1.25, 𝑘

𝑑
= 3.03, 𝑏

𝑝
= 0.

(19)

The proposed adaptive neuropredictive controller adopts
the parameters determined as discussed above and the value
of the penalty factor ℎ is set to 2.0.

Step increases of 10% and 80% in power reference are
introduced and the system responses with the conventional
PID controller (CPID) and the proposed adaptive neuropre-
dictive controller (PAPC) are shown in Figures 11–14. The
dashed curves represent the response of CPID, and the solid
lines represent the response of PAPC.

It is observed from Figure 11 that, with the conventional
PID controller, the settling time, defined as themomentwhen
the system error is less than 5% of the input reference signal,
is 8.9 s and the overshoot is 18.3%, but, with the adaptive
predictive controller, the setting time is 7.2 s and overshoot is
13.1%. It can be seen from Figure 12 that the settling time with
the conventional PID controller is 28.3 s and the overshoot is
37.4%, but, with the adaptive predictive controller, the setting
time is 7.4 s and overshoot is 13.5%.

From the responses for 10% and 80% step changes
in power reference, it can be seen that the conventional
PID controller only provides acceptable performance for a
small disturbance rather than the large disturbance. Even
for a small disturbance, the proposed adaptive predictive
controller is better than the conventional one regarding the
speed and the overshoot of response of the process.

This is logically correct because of the existence of
nonlinearities in a hydroturbine governing system. These
nonlinearities can be divided into two parts. The first comes
from the turbine’s nonlinear characteristics that depend on
the operating point. It can be clearly seen from (2) of
the turbine that the six transmission coefficients change
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Figure 11: Turbine power output response to a 10% step in reference.
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Figure 12: Turbine power output response to an 80% step in refer-
ence.

as the gate opening changes. The second part is due to
the nonlinear factors such as magnitude limit on control,
dead band, and speed limit on control. Therefore, in the
conventional PID controller, the regulation parameters that
give good performance for small disturbance are no longer
optimal for the large disturbance. In the case of a small
disturbance, the effect of nonlinearity is negligible and the
conventional controller is designed based on the linear
control theory, but, in the case of a large disturbance, the
effect of nonlinearity cannot be neglected. The plant has
changed; however the control parameters of the conventional
PID controller have not changed. Therefore, it is unable to
maintain adequate performance levels. In contrast, it can be
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Figure 13: Gate opening response to a 10% step in reference.
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Figure 14: Gate opening response to an 80% step in reference.

seen that the proposed adaptive predictive controller has a
good response for both small and large disturbances, because
it considers the nonlinear nature of the plant and has the
ability to adjust its own parameters on-line according to
the working environment. Even for the small disturbance,
the proposed adaptive predictive controller considers the
plant nonlinearity as well, while it is usually ignored in
the conventional PID controller. Therefore, the proposed
adaptive predictive controller has better control performance
than the conventional one in regard to the speed and the
overshoot of the process response.

6. Conclusions

An adaptive neuropredictive control for hydroturbine gov-
ernor is presented in this paper. The back propagation net-
work with on-line learning is used in the proposed method.
The controller introduced in this work inherits the general
advantages of neural networks such as high speed, general-
ization capability, and fault tolerance as well as adaptation
(learning) property. This method features the simple struc-
ture and the nonrequirement for a large number of neurons
in the implementation. The learning algorithm is simplified
by employing a single element error vector. The controller
weights are updated directly in an on-line mode from the
inputs and the outputs of the generator, and the states
of the system are not necessarily determined. Simulation
results for the large amplitude step and trapezoidal wave-
shape reference signals show that the proposed adaptive
predictive controller can adaptively improve the dynamic
performance of the system. By comparing the performance
of the proposed adaptive predictive controller with that of
the conventional PID controller, it is found that the proposed
adaptive predictive controller is not only simple but also
robust, and it features strong adaptivity as well.
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This paper studies the consensus convergence speed of multiagent systems (MASs) from two aspects including communication
topology and the state of agents. Two-hop network is considered in the communication topology. A novel consensus protocol that
includes the information of the states motions and their integrals is introduced. And the protocol has much faster convergence
speed by choosing some appropriate weight values. The protocol can be applied to distributed control and large-scale systems. A
numerical example is presented to illustrate the effectiveness and superiority of the proposed method.

1. Introduction

Consensus problems for networked multiagent systems
(MASs) [1–4] attracted lots of researchers in the last decades,
due to their broad applications inmany areas such as swarms,
flock [5], and multivehicle systems. Some researchers began
investigating distributed algorithms for MASs in the early
1990s. A group of simulated robots forms approximations to
circles [1]. And different networks are discussed, such as time
delay network [3, 6], singular network, neural network [7],
and random network [8, 9]. Jadbabaie et al. [10] first present
the model of MASs. Vicsek et al. [11] propose the way of
agents communication whose information is obtained on the
average of their neighbors. The original algorithms of MASs
are studied by Olfati-Saber and Murray [12]; they also found
the convergence speed is related to algebraic correlation, and
some works about connected digraph are mentioned [13].
When creating a MASs network or using a MASs network,
some other problems must be solved, such as stabilization,
packet dropouts [4, 14], finite-time consensus [15], time delay,
quantization, and estimation [2, 16, 17].

As we know, when network is given, the MASs consensus
depends on the protocol. Different protocols have been
proposed for various systems. Lin et al. [18] design the loop
chase algorithm to make the system get final convergence. As

the topology is varied, Jadbabaie et al. [10] consider switch
topology to fit varied topology. Now the switch network
extends to the random network. UsingMarkov tools, You [19,
20] considers the consensus of the random network which
includes continuous and discrete system. Li et al. think about
the control protocol of MASs which contain more than one
leader [21]. Their main idea is distributed control [22]. Yu et
al. study the delay network.They find that if current and delay
states of agents are given, system can get final convergence
[23].

For improving the convergence speed, fast convergence
algorithm is obtained under small world network [24].
Xiao and Boyd [25] consider protocol design as optimiza-
tion problem; they improve the convergence speed through
changing the edge value of topology. However, when the
edge value changes, the hardware equipment also changes.
Jin and Murray [26] figure it out through changing the way
of information transmission. Their main idea is that agents
can get not only the information of their neighbors but also
the information connecting to these neighbors. And another
way to improve convergence speed was proposed [27]; they
present a fast convergence algorithm based on PI controller.
Through the PI controller, system can get consensus in a
tolerant range.
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Can we design a protocol to make convergence speed
much faster? Motivated by existing results, a protocol com-
bining the idea about two-hop network with PI controller
is proposed in this paper. Two-hop network deals with the
information between agents. And PI controller manages
every state of agents. With the two advantages, system will
converge much faster. Using this protocol, we do not need to
change any hardware equipment; just the algorithm makes
the convergence situation better. In this paper, consensus
analysis is integrated within a formal framework of graph
theory, matrix [28, 29], and stability criterion.

This paper is organized as follows. Section 2 raises the
question and gives some fundamental issues of MASs.
Section 3 illustrates the main results of consensus analysis for
first-order and second-order system. Necessary and sufficient
conditions for the convergence of the agent’s states to a
tolerant range value are presented. A numerical example is
given in Section 4. The main conclusions are summarized at
last.

Notation.The notations are standard.We use a directed graph
𝐺 = (𝑉, 𝜀, 𝐴) to represent the interaction topology where𝑉 is
a set of vertices and 𝜀 ⊆ 𝑉

2 is a set of edges. Each edge of the
graph is denoted by (V

𝑖
, V
𝑗
) and represents that agent V

𝑖
has

access to the state of agent V
𝑗
. 𝐴 represents adjacent matrix.

The set of neighbors of vertex V
𝑖
is denoted by𝑁(V

𝑖
) = {V

𝑗
∈

𝑉 : (V
𝑖
, V
𝑗
) ∈ 𝜀}. 𝐿 represents Laplace matrix. 𝜀 represents

the state of two-hop agent. In this paper, all the topology
structures are concerned with undirected graphs.

2. Preliminaries and Problem Formulation

For systems modeled by

�̇�
𝑖
= 𝑢
𝑖
, 𝑖 = 1, 2, . . . , 𝑁, (1)

common protocol is described as

𝑢
𝑖
(𝑡) = ∑

𝑗∈𝑁𝑖

𝑎
𝑖𝑗
(𝑥
𝑗
(𝑡) − 𝑥

𝑖
(𝑡)) , 𝑡 ≥ 0, 𝑖 = 1, 2, . . . , 𝑁,

(2)

where 𝑎
𝑖𝑗

is weight of agents’ communication. When
lim
𝑡→∞

‖(𝑥
𝑗
(𝑡) − 𝑥

𝑖
(𝑡))‖ = 0, system approaches consensus.

The necessary and sufficient conditions of consensus of
system (1) with protocol (2) are presented [30].

For a multiagent system, two-hop network can make
convergence speed become much faster [26]. Agents in two-
hop network not only get their neighbors’ information but
also the information by their neighbors.Themain idea is that
if agents get more information, then system converges much
faster. The protocol [26] is

𝑢
𝑖
(𝑡) = −∑

𝑗∈𝑁𝑖

𝑎
𝑖𝑗

{

{

{

𝑥
𝑖
(𝑡) − 𝑥

𝑗
(𝑡) + ∑

𝑘∈𝑁𝑗

𝑎
𝑖𝑗
(𝑥
𝑖
(𝑡) − 𝑥

𝑘
(𝑡))

}

}

}

,

𝑡 ≥ 0, 𝑖 = 1, 2, . . . , 𝑁.

(3)

Equation (3) can be simplified to

�̇� = −𝐿𝑥 − �̃�𝑥, (4)

where 𝑢
𝑖
(𝑡) is control input and 𝑥 is variable of agents state,

𝑥 = [𝑥
1
, 𝑥
2
, . . . , 𝑥

𝑛
]
𝑇. Laplacianmatrix ofMASs is donated by

𝐿; �̃� is Laplacian matrix of adjacent matrix 𝐴. 𝐴 is described
as

𝑎
𝑖𝑘
=
{

{

{

∑

𝑗∈𝑉

𝑎
𝑖𝑗
𝑎
𝑗𝑘
, (V
𝑖
, V
𝑘
) ∈ 𝜀;

0, other.
(5)

Two-hop network has the information of neighbors and
passed neighbors. If the network only contains two nodes,
then protocol (3) will degenerate to protocol (2).

Except two-hop network, fast control algorithm based on
PI controller also can improve convergence speed [27]; the
protocol is

𝑢
𝑖
(𝑡) = ∑

𝑗∈𝑁𝑖

𝑎
𝑖𝑗

1

𝜃
(∫
−𝜃

𝑥
𝑗
(𝑡) 𝑑𝑡 − ∫

−𝜃

𝑥
𝑖
(𝑡) 𝑑𝑡) ,

𝑡 ≥ 0, 𝑖 = 1, 2, . . . , 𝑁.

(6)

𝜃 represents integral time span which is always the same in
this paper. Fast convergence algorithm focuses on state of
agents and deals with average value of integral time span.The
algorithm can improve dynamic property and convergence
speed.

For improving convergence speed, the two methods
mentioned above deal with two different aspects of MASs.
Two-hop network improves information communication of
network topology, and fast convergence algorithm changes
agents’ state. Combining the advantages of these twomethods
in this paper, a new protocol to make the convergence speed
much faster is proposed. The control protocol is

𝑢
𝑖
(𝑡) = 𝛼𝑢

𝑖
(𝑡)

− 𝛽∑

𝑗∈𝑁𝑖

𝑎
𝑖𝑗
{
1

𝜃
(∫
−𝜃

𝑥
𝑖
(𝑡) 𝑑𝑡 − ∫

−𝜃

𝑥
𝑗
(𝑡) 𝑑𝑡)

+ ∑

𝑗∈𝑁𝑗

𝑎
𝑗𝑘

1

𝜃

⋅ (∫
−𝜃

𝑥
𝑖
(𝑡) 𝑑𝑡 − ∫

−𝜃

𝑥
𝑗
(𝑡) 𝑑𝑡)} ,

𝑡 ≥ 0, 𝑖 = 1, 2, . . . , 𝑁,

(7)

where 𝑢
𝑖
(𝑡) is control protocol described in (3), 𝛼 represents

weight value of 𝑢
𝑖
(𝑡), 𝛽 represents weight value of integral

gain, and 𝜃 represents integral time span. Now, first-order
model and second-order model will be discussed for the
convergence speed in Section 3.
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3. Main Results

3.1. First-Order Model. The first-order model can be
described as (1). Under two-hop network, (7) can be
simplified to

𝑢 = 𝛼𝑢 − 𝛽𝐿
1

𝜃
∫
−𝜃

𝑥𝑑𝑡 − 𝛽�̃�
1

𝜃
∫
−𝜃

𝑥𝑑𝑡. (8)

Theorem 1. Consider MASs (1) with 𝑛 agents; if topology is
connected and undirected, then network systems which are
under protocol (8) will converge if and only if 𝜃 < 𝜋

2
/2𝛽(𝜆+�̃�),

where (𝜆 + �̃�) represents maximum eigenvalue of Laplacian
matrix (𝐿 + �̃�).

Proof. Control protocol 𝑢 described in (1) can get consensus
under two-hop network [26], so we just need to prove

�̂� = −𝛽𝐿
1

𝜃
∫
−𝜃

𝑥 𝑑𝑡 − 𝛽�̃�
1

𝜃
∫
−𝜃

𝑥 𝑑𝑡. (9)

Using protocol (9) into first-order model (1), we can get

�̇� = −𝛽𝐿
1

𝜃
∫
−𝜃

𝑥 𝑑𝑡 − 𝛽�̃�
1

𝜃
∫
−𝜃

𝑥 𝑑𝑡. (10)

By Laplace transform it becomes

𝑠𝑥 − 𝑥 (0) = −
1

𝑠𝜃
𝛽 (𝐿 + �̃�) (𝑥 − 𝑒

−𝑠𝜃
𝑥) , (11)

where 𝑥(0) is initial value and the closed-loop poles satisfy

det [𝑠𝐼 + 1

𝑠𝜃
𝛽 (𝐿 + �̃�) (1 − 𝑒

−𝑠𝜃
)] = 0. (12)

Because (𝐿 + �̃�) is Laplace matrix and 𝐺 is connected and
undirected graph, one of the poles is 𝑠 = 0; then we have

𝑠

𝑛

∏

𝑖=2

{𝑠𝐼 +
1

𝑠𝜃
𝛽 (𝐿 + �̃�) (1 − 𝑒

−𝑠𝜃
)} = 0, 𝑖 = 1, 2, . . . , 𝑛.

(13)

When 𝑠 ̸= 0, we have

1 +
1

𝑠𝜃
𝛽 (𝜆
𝑖
+ �̃�
𝑖
) (1 − 𝑒

−𝑠𝜃
) = 0. (14)

Because (𝜆
𝑖
+ �̃�
𝑖
) ≥ 0 and 𝑠 ≤ 0, its open loop frequency

characteristic is as follows:

𝐺 (𝑗𝑤)𝐻 (𝑗𝑤) = −
1

𝑤2𝜃
𝛽 (𝜆
𝑖
+ �̃�
𝑖
) (1 − 𝑒

−𝑗𝑤𝜃
) ,

𝐺
(𝑗𝑤)𝐻 (𝑗𝑤)

 = −
2

𝑤2𝜃
𝛽 (𝜆
𝑖
+ �̃�
𝑖
)



sin 𝑤𝜃

2



,

arg (𝐺 (𝑗𝑤)𝐻 (𝑗𝑤)) = −
𝜋

2
−
𝑤𝜃

2
.

(15)

Now, amplitude-frequency characteristic and phase-
frequency characteristics are both diminishing. According
to Nyquist criterion, when phase angle first arrives to −𝜋,

𝐺|(𝑗𝑤)𝐻(𝑗𝑤)| in the range of [−1, 0], system is stable.
Consider

𝑤 =
𝜋

𝜃
,

𝐺
(𝑗𝑤)𝐻 (𝑗𝑤)

𝑤=𝜋/𝜃 =



2𝛽𝜃 (𝜆 + �̃�)

𝜋2



< 1,

𝜃 <
𝜋
2

2𝛽 (𝜆 + �̃�)

,

(16)

where (𝜆 + �̃�) represents maximum eigenvalue of Laplacian
matrix (𝐿 + �̃�).

Lemma 2 (see [28]). 𝐺 is an undirected graph; if 𝐺 is a
connected graph, then the eigenvalues are 0 = 𝜆

1
< 𝜆
2
≤

𝜆
3
⋅ ⋅ ⋅ ≤ 𝜆

𝑛
; 𝜆
1
equals 0; convergence speed is determined by

the second minimum eigenvalue 𝜆
2
; if 𝜆
2
becomes bigger, then

system converges faster.

Theorem 3. Multiagent system (1) under fast convergence
algorithm (8), when it is with two-hop network, the conver-
gence speed will become faster if and only if system and protocol
have the same parameters and conditions in Theorem 1.

Proof. Consensus algorithm (6) can be simplified to

𝑢 (𝑡) = −𝐿
1

𝜃
∫
−𝜃

𝑥𝑑𝑡. (17)

The eigenvalues of Laplacian matrix 𝐿 are 0 = 𝜆
1
< 𝜆
2
≤

𝜆
3
⋅ ⋅ ⋅ ≤ 𝜆

𝑛
. When system merges with two-hop network, it

can be described as

𝑢 (𝑡) = −𝛽 (𝐿 + �̃�)
1

𝜃
∫
−𝜃

𝑥 𝑑𝑡. (18)

Eigenvalues of Laplacian matrix (𝐿 + �̃�) are 0 = 𝜆
1
+ �̃�
1
<

𝜆
2
+ �̃�
2
≤ 𝜆
3
+ �̃�
3
⋅ ⋅ ⋅ ≤ 𝜆

𝑛
+ �̃�
𝑛
. According to Lemma 2, two-

hop network combined with fast convergence algorithm will
improve convergence speed.Theproof is thus completed.

If we choose an appropriate weight value in protocol (8)
for 𝛼 and 𝛽, then convergence speed will be satisfied.

3.2. Second-Order Model. The second-order model can be
described as

�̇�
𝑖
= 𝑥
𝑖
,

�̇�
𝑖
= 𝑢
𝑖
,

(19)

where 𝑚, 𝑥 are variables of state and 𝑢 is controller’s input.
As a second-order model system, every agent has two states.
Its common protocol is

𝑢
𝑖
(𝑡) = −∑

𝑗∈𝑁

𝑎
𝑖𝑗
{𝛽 (𝑚

𝑖
(𝑡) − 𝑚

𝑗
(𝑡)) + 𝑥

𝑖
(𝑡) − 𝑥

𝑗
(𝑡)} ,

𝑡 ≥ 0, 𝑖 = 1, 2, . . . , 𝑁.

(20)
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In this paper, the protocol combines the fast convergence
algorithm with two-hop network, which can be described as

𝑢
𝑖
(𝑡) = −𝑟𝑥

𝑖
(𝑡)

− ∑

𝑗∈𝑁

𝑎
𝑖𝑗
{𝛽 (�̂�

𝑖
(𝑡) − �̂�

𝑗
(𝑡))

+ 𝛽∑

𝑘∈𝑁

𝑤
𝑗𝑘
(�̂�
𝑖
(𝑡) − �̂�

𝑘
(𝑡))

+ 𝑥
𝑖
(𝑡) − 𝑥

𝑗
(𝑡)

+ ∑

𝑘∈𝑁

𝑤
𝑗𝑘
(𝑥
𝑖
(𝑡) − 𝑥

𝑗
(𝑡))} ,

𝑡 ≥ 0,

�̂�
𝑖
(𝑡) =

1

𝜃
∫
−𝜃

𝑚
𝑖
(𝑡) 𝑑𝑡, �̂�

𝑗
(𝑡) =

1

𝜃
∫
−𝜃

𝑚
𝑗
(𝑡) 𝑑𝑡,

𝑥
𝑖
(𝑡) =

1

𝜃
∫
−𝜃

𝑥
𝑖
(𝑡) 𝑑𝑡, 𝑥

𝑗
(𝑡) =

1

𝜃
∫
−𝜃

𝑥
𝑗
(𝑡) 𝑑𝑡,

(21)

where 𝛽 and 𝑟 are weight values and 𝜃 is integrating range. It
can be simplified to

𝑢 = −𝑟𝑥 − 𝛽𝐿
1

𝜃
∫
−𝜃

𝑚𝑑𝑡 − 𝛽�̃�
1

𝜃
∫
−𝜃

𝑚𝑑𝑡

− 𝐿
1

𝜃
∫
−𝜃

𝑥 𝑑𝑡, −�̃�
1

𝜃
∫
−𝜃

𝑥 𝑑𝑡.

(22)

Theorem 4. Consider MASs (19) with 𝑛 agents; if the commu-
nication topology is connected and undirected, then network
systems which are under protocol (22) will achieve consensus if
and only if 𝜃 < 𝜋

2
/2(𝜆+�̃�), where (𝜆+�̃�) represents maximum

eigenvalue of Laplacian matrix (𝐿 + �̃�).

Proof. Put control protocol (22) into system (19):

�̈� = −𝑟�̇� − 𝛽𝐿
1

𝜃
∫
−𝜃

𝑚𝑑𝑡 − 𝛽�̃�
1

𝜃
∫
−𝜃

𝑚𝑑𝑡

− 𝐿
1

𝜃
∫
−𝜃

�̇� 𝑑𝑡, −�̃�
1

𝜃
∫
−𝜃

�̇� 𝑑𝑡.

(23)

By Laplace transform,

𝑚𝑠
2
= −𝛽𝑚𝑠 − 𝛽

1

𝑠𝜃
(𝐿 + �̃�) (𝑚 − 𝑒

−𝑠𝜃
𝑚)

− 𝑠
1

𝑠𝜃
(𝐿 + �̃�) (𝑚 − 𝑒

−𝑠𝜃
𝑚) .

(24)

Then, the closed-loop poles satisfy

det [𝑠2𝐼 + 𝛽𝑠𝐼 + 𝛽 1

𝑠𝜃
(𝐿 + �̃�) (1 − 𝑒

−𝑠𝜃
)

+ 𝑠
1

𝑠𝜃
(𝐿 + �̃�) (1 − 𝑒

−𝑠𝜃
)] = 0,

det[(𝑠𝐼 + 𝛽𝐼) (𝑠𝐼 + 1 − 𝑒
−𝑠𝜃

𝑠𝜃
(𝐿 + �̃�))] = 0.

(25)

Because 𝛽 > 0,

det[𝑠𝐼 + 1 − 𝑒
−𝑠𝜃

𝑠𝜃
(𝐿 + �̃�)] = 0. (26)

Comparing (26) and (12), their constructions are similar.
So we can get the same result: when 𝜃 < 𝜋

2
/2(𝜆 + �̃�),

systems converge. (𝜆 + �̃�) represents maximum eigenvalue of
Laplacian matrix (𝐿 + �̃�). The proof is thus completed.

Theorem 5. The second-order multiagent system (19) under
fast convergence algorithm (22), when it combines with two-
hop network, the convergence speed will become faster if and
only if system and protocol have the same parameters and
conditions in Theorem 4.

Proof. Consensus algorithm is

𝑢
𝑖
(𝑡) = −𝑟𝑥

𝑖
(𝑡)

− ∑

𝑗∈𝑁

𝑎
𝑖𝑗
{𝛽

1

𝜃
(∫
−𝜃

𝑚
𝑗
(𝑡) 𝑑𝑡 − ∫

−𝜃

𝑚
𝑖
(𝑡) 𝑑𝑡)

+
1

𝜃
(∫
−𝜃

𝑥
𝑗
(𝑡) 𝑑𝑡 − ∫

−𝜃

𝑥
𝑖
(𝑡) 𝑑𝑡)} .

(27)

It can be simplified to

𝑢 = −𝑟𝑥 − 𝛽𝐿
1

𝜃
∫
−𝜃

𝑚𝑑𝑡 − 𝐿
1

𝜃
∫
−𝜃

𝑥𝑑𝑡. (28)

Eigenvalues of Laplacian matrix 𝐿 are 0 = 𝜆
1
< 𝜆
2
≤

𝜆
3
⋅ ⋅ ⋅ ≤ 𝜆

𝑛
. When merging with two-hop network, protocol

is described as

𝑢 = −𝑟𝑥 − 𝛽 (𝐿 + �̃�)
1

𝜃
∫
−𝜃

𝑚𝑑𝑡 − (𝐿 + �̃�)
1

𝜃
∫
−𝜃

𝑥𝑑𝑡. (29)

Eigenvalues of Laplacian matrix (𝐿 + �̃�) are 0 = 𝜆
1
+ �̃�
1
<

𝜆
2
+ �̃�
2
≤ 𝜆
3
+ �̃�
3
⋅ ⋅ ⋅ ≤ 𝜆

𝑛
+ �̃�
𝑛
. Except topology, each item is

same between (28) and (29), and laplacematrix eigenvalues of
topology (29) are bigger than (28). So the system combining
the fast convergence algorithm with two-hop network will
converge faster. Proof over.

If we choose an appropriate weight value in protocol (22)
for 𝑟 and 𝛽, then convergence speed will be satisfied. We can
adjust parameters 𝑟 and 𝛽 like a PI controller, regard 𝑟 as
proportion parameter, and regard 𝛽 as integration parameter.

4. Numerical Simulation

Consider a multiagent system with 4 agents; all agents are
first-order model with state 𝑥

1
, 𝑥
2
, 𝑥
3
, 𝑥
4
. The initial value is

𝑥 = [1; 2; −1; −2]; Figure 1 shows the network topology.
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Figure 1: Digraph topology with 4 agents.
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Figure 2: System state curves without fast convergence algorithm
and two-hop network protocol.

Network topology is undirected graph; the weight value
between every edge is 0.5; then we get laplace matrix 𝐿 and �̃�:

𝐿 =
1

2
(

−2 1 1 0

1 −1 0 0

1 0 −2 1

0 0 1 −1

),

�̃� =
1

4
(

−2 1 1 0

1 −1 0 0

1 0 −2 1

0 0 1 −1

).

(30)

First, simulation result without fast convergence algorithm
and two-hop network protocol is shown in Figure 2.

System without fast convergence algorithm and two-hop
network protocol converges around 1.40 s.

Secondly, simulation result with fast convergence algo-
rithm without two-hop network protocol is shown in
Figure 3.

System with fast convergence algorithmwithout two-hop
network protocol converges around 1.18 s.

Then, simulation result with fast convergence algorithm
and two-hop network protocol is shown in Figure 4 (𝛼 = 7,

𝛽 = 0.3).
System with fast convergence algorithm and two-hop

network protocol converges around 0.58 s.
Finally, simulation result with same protocol but different

parameter is shown in Figure 5 (𝛼 = 7, 𝛽 = 100).
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Figure 3: System state curves with fast convergence algorithm
without two-hop network protocol.
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Figure 4: System state curves with fast convergence algorithm and
two-hop network protocol 𝛽 = 0.3.

System with same protocol but different parameter will
have different consensus performance. In Figure 5 too big
parameter 𝛽 gets oscillating curve.

Remark 6. Based on the simulation results showed in Figures
2–4, state curves with fast convergence and two-hop network
converge around 0.58 s and are better than others. So we
can conclude that the proposed algorithm can achieve a
much faster convergence speed. The protocol combining fast
convergence algorithm with two-hop network protocol is
effective. And this paper just improves the protocol.Through
this protocol, we do not need to change the hardware equip-
ment; just the protocol makes the performance of system
better.

5. Conclusion

This paper studies consensus convergence speed of MASs.
A control protocol is designed to make system consensus
convergence speed much faster. The protocol combines the
method of information communication in topology with
states of every agent. The necessary and sufficient conditions
are obtained based on graph theory and stability theorem.
Nevertheless, only first-ordermodel and second-ordermodel
are discussed. The protocol cannot be applied to the high
order model or multihop network. So the future works will
focus on the high order model and multihop network.
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Figure 5: System state curves with fast convergence algorithm and
two-hop network protocol 𝛽 = 100.
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The Affinity Propagation (AP) algorithm is an effective algorithm for clustering analysis, but it can not be directly applicable to
the case of incomplete data. In view of the prevalence of missing data and the uncertainty of missing attributes, we put forward a
modifiedAP clustering algorithmbased onK-nearest neighbor intervals (KNNI) for incomplete data. Based on an Improved Partial
Data Strategy, the proposed algorithm estimates the KNNI representation of missing attributes by using the attribute distribution
information of the available data. The similarity function can be changed by dealing with the interval data. Then the improved AP
algorithm can be applicable to the case of incomplete data. Experiments on several UCI datasets show that the proposed algorithm
achieves impressive clustering results.

1. Introduction

With the developments of sensors and database technology,
people get more focus on the Big Data issue [1]. But too
often the data is difficult to analyze. Cluster analysis is one
of the common methods for analyzing data, which is to
partition a set of objects into different groups, so that the
data in each cluster share some common traits. Affinity
Propagation (AP) is a relatively new clustering algorithm
that has been introduced by Frey and Dueck [2], which can
handle large datasets in a relatively short period to obtain
more satisfactory results. AP algorithm has superiority over
other clustering algorithms in terms of processing efficiency
and quality of clustering, and AP algorithm does not require
the prespecified number of clusters and the initial cluster
centers. Thus, AP algorithm has attracted the attention of
many scholars, and various improvements have emerged [3–
5].

As a common and effective clustering algorithm, the orig-
inal AP clustering algorithm is only applicable to complete
data like other traditional clustering algorithms. However, in
practice, many datasets suffer from incompleteness due to
various reasons, such as bad sensors, mechanical failures to
collect data, illegible images due to low pixels and noises, and

unanswered questions in surveys. Therefore, some strategies
should be employed to make AP applicable to such incom-
plete datasets.

In the literature, several approaches to handle incomplete
data have been proposed, including listwise deletion (LD),
imputation, model-based method, and direct analysis [6].
There is a strong connection between these methods on
the concrete implementation algorithm. LD ignores those
samples with missing values, which may lose a lot of
sample information. Imputation and model-based method
are usually based on the assumption that data attributes
are missing at random. They substitute the missing val-
ues with appropriate estimates and construct a complete
dataset. However, it is inefficient to perform imputation,
and they usually lead to results far from satisfactory. For
incomplete data, many methods have been proposed to
reduce the impact of the presence of the missing values
on the clustering performance in pattern recognition. An
important empirically oriented study was done by Dixon
[7]. The expectation-maximization (EM) algorithm [8] is
a commonly used iterative algorithm based on maximum
likelihood estimation in missing data analysis. Neither sta-
tistical methods nor machine learning method for dealing
with missing data meets the actual needs of current. Various
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methods for handling missing data remain to be further
optimized.

Though incomplete data appears everywhere, princi-
pled clustering methods for such data still deserve further
research. The existing research on improved methods for
clustering model is mainly concentrated on the fuzzy 𝐶-
means clustering (FCM) algorithm (Bezdek, 1981) [9]. In
1998, imputation and discarding/ignoring were proposed by
Miyamoto et al. [10] for handling missing values in FCM.
In 2001, Hathaway and Bezdek proposed four strategies to
improve the FCM clustering of incomplete data and proved
the convergence of the algorithms [11]. These strategies are
whole data strategy (WDS), partial distance strategy (PDS),
optimal completion strategy (OCS), and nearest prototype
strategy (NPS). In addition, Hathaway and Bezdek used tri-
angle inequality-based approximation schemes (NERFCM)
to cluster incomplete relational data [12]. Li et al. [13] put
forward a FCM algorithm based on the nearest neighbor
intervals and solved the case of incomplete data. Zhang and
Chen [14] introduced a kernelmethod into the standard FCM
algorithm.

However, FCM algorithms are sensitive to the initial cen-
ters, whichmakes the clustering results unstable. In particular
when some data aremissing, the selection of the initial cluster
centers becomes more important. To address this issue, we
consider the AP algorithm, which does not require initial
cluster centers and the number of clusters. Three strategies
for solving AP clustering of incomplete datasets had been
proposed in our previous research [15]. These strategies
were simple and easy to implement which directly deal with
incomplete dataset using AP algorithm. However, the effect
of dataset information on missing attributes had not been
studied, by which clustering quality would be affected. In
this paper, based on Improved Partial Data Strategy (IPDS),
a modified AP algorithm for incomplete data based on 𝐾-
nearest neighbor intervals (KNNI-AP) is proposed. First,
missing attributes are represented by KNNI on the basis of
IPDS, which are robust. Second, the clustering problems are
transformed into clustering problems with interval-valued
data, which may provide more accurate clustering results.
Third, AP algorithm simultaneously considers all data points
as potential centers, which makes the clustering results more
stable and accurate.

The remainder of this paper is organized as follows.
Section 2 presents a description of AP algorithm and AP
clustering algorithm for interval-valued data (IAP) based
on clustering objective function minimization. The KNNI
representation of missing attributes and the novel KNNI-
AP algorithm are introduced in Section 3. Section 4 presents
clustering results of several UCI datasets and a comparative
study of our proposed algorithm with KNNI-FCM and other
methods for handling missing values using AP. We conclude
this work and discuss the future work in Section 5.

2. AP Clustering Algorithm for
Interval-Valued Data

2.1. AP Clustering Algorithm. AP algorithm and 𝐾-means
algorithm have similar objective function, but the AP

algorithm simultaneously considers all data points as the
potential centers.

Let a complete dataset 𝑋 = {𝑥
1
, 𝑥
2
, . . . , 𝑥

𝑁
}, where 𝑥

𝑖
∈

R. The goal of AP is to find an optimal exemplar set 𝑋
𝐶
=

{𝑥
𝑐1
, 𝑥
𝑐2
, . . . , 𝑥

𝑐𝑘
}, (1 < 𝑘 < 𝑁), by minimizing the clustering

error function:

𝐽 (𝐶) =

𝑁

∑

𝑖=1

𝑑
2
(𝑥
𝑖
, 𝐶 (𝑥
𝑖
)) , (1)

where 𝐶(𝑥
𝑖
) represents the exemplar for given 𝑥

𝑖
. Each data

point only corresponds to a cluster, and each exemplar is an
actual data point which is the center of the cluster.

First, AP algorithm takes each data point as the candi-
date exemplar and calculates the attractiveness information
between sample points, that is, the similarity between any two
sample points. The similarity can be set according to specific
applications; similarity measurement mainly includes simi-
larity coefficient function and distance function. Common
distance functions are Euclidean distance, Manhattan dis-
tance, andMahalanobis distance. In the traditional clustering
problem, similarity is usually set as the negative of squared
Euclidean distance:

𝑠 (𝑖, 𝑗) = −𝑑
2
(𝑥
𝑖
, 𝑥
𝑗
) = −


𝑥
𝑖
− 𝑥
𝑗



2

2
, 𝑖 ̸= 𝑗, (2)

where 𝑠(𝑖, 𝑗) is stored in a similarity matrix, representing the
suitability that the sample 𝑥

𝑖
is the exemplar of the sample 𝑥

𝑗
.

𝑠(𝑖, 𝑖) is set for each sample, called “preference.” The greater
the value is, the more possible the corresponding point is
selected as the exemplar. Because all samples are equally
suitable as centers, the preferences should be set as a common
value 𝑃. The number of identified exemplars is influenced by
𝑃, which can be changeable for different numbers of clusters.
Frey and Dueck [2] suggested preference is the median of the
input similarities (resulting in amoderate number of clusters)
or their minimum (resulting in a small number of clusters).
We also employ [5] to measure the preference values to get
more accurate clustering results.

To select appropriate clustering centers, AP algorithm
searches for two different pieces of information: responsibil-
ity (𝑟(𝑖, 𝑗)) and availability (𝑎(𝑖, 𝑗)). 𝑟(𝑖, 𝑗) sent from sample 𝑖
to sample 𝑗 reflects how well-suited sample 𝑗 is to be served
as the cluster center for sample 𝑖. 𝑎(𝑖, 𝑗) sent from sample 𝑗
to sample 𝑖 reflects how appropriate for sample 𝑖 to choose
sample 𝑗 as its exemplar. The message-passing procedure
terminates after a fixed number of iterations or the changes
in the messages fall below a threshold.

2.2. AP Clustering Algorithm for Interval-Valued Data (IAP).
AP algorithm should be adjusted to deal with interval
data. Let an 𝑀-dimensional interval-valued dataset 𝑋 =

{𝑥
1
, 𝑥
2
, . . . , 𝑥

𝑁
}, where the 𝑖th sample is expressed as 𝑋

𝑖
=

{𝑥
𝑖1
, 𝑥
𝑖2
, . . . , 𝑥

𝑖𝑀
} and 𝑥

𝑖𝑙
= [𝑥
−

𝑖𝑙
, 𝑥
+

𝑖𝑙
], (1 ≤ 𝑙 ≤ 𝑀). To find the

optimal exemplar set 𝑋
𝑐
= {𝑥
𝑐1
, 𝑥
𝑐2
, . . . , 𝑥

𝑐𝑘
} (1 < 𝑘 < 𝑁),

we minimize the following clustering error function:

𝐽 (𝐶) =

𝑁

∑

𝑖=1

𝑑
2
(𝑥
𝑖
, 𝐶(𝑥
𝑖
)) , (3)



Mathematical Problems in Engineering 3

where 𝐶(𝑥
𝑖
) represents the exemplar for given 𝑥

𝑖
. The simi-

larity is changed as

𝑠 (𝑖, 𝑗) = −𝑑
2
(𝑥
𝑖
, 𝑥
𝑗
) = −


𝑥
𝑖
− 𝑥
𝑗



2

2
, 𝑖 ̸= 𝑗. (4)

The Euclidean distance can be defined as


𝑥
𝑖
− 𝑥
𝑗



2

2
=

𝑀

∑

𝑙=1


𝑥
+

𝑖𝑙
− 𝑥
+

𝑗𝑙



2

+

𝑀

∑

𝑙=1


𝑥
−

𝑖𝑙
− 𝑥
−

𝑗𝑙



2

+

𝑀

∑

𝑙=1

[

[


𝑥
+

𝑖𝑙
− 𝑥
+

𝑗𝑙


+

𝑥
−

𝑖𝑙
− 𝑥
−

𝑗𝑙



2

]

]

2

.

(5)

Similaritymatrix of𝑋 can be calculated accordingly.Then
the two pieces of information are updated alternately, which
are both zero in the initial stage, and the update process is
given as follows:

𝑟 (𝑖, 𝑗) ← 𝑠 (𝑖, 𝑗) −max [𝑎 (𝑖, 𝑗) + 𝑠 (𝑖, 𝑗)] ,

𝑎 (𝑖, 𝑗) ←

{{{{{{{{

{{{{{{{{

{

min
𝑖 ̸=𝑗

{

{

{

0, 𝑟 (𝑗, 𝑗) + ∑

𝑖

̸=𝑖,𝑖

̸=𝑗

max [0, 𝑟 (𝑖, 𝑗)]
}

}

}

,

𝑖 ̸= 𝑗,

∑

𝑖

̸=𝑗

max [0, 𝑟 (𝑖, 𝑗)] , 𝑖 = 𝑗.

(6)

To avoid the numerical oscillation, the damping factor 𝜆
is introduced as follows:

𝑅
𝑖
= (1 − 𝜆) 𝑅

𝑖
+ 𝜆𝑅
𝑖−1
,

𝐴
𝑖
= (1 − 𝜆)𝐴

𝑖
+ 𝜆𝐴
𝑖−1
.

(7)

The procedure of IAP can be described as follows.
Input is the similarity matrix 𝑆 and the preference 𝑃.
Output is the clustering result.

Step 1. Initialize responsibility (𝑟(𝑖, 𝑗)) and availability
(𝑎(𝑖, 𝑗)) to zero: 𝑟(𝑖, 𝑗) = 0; 𝑎(𝑖, 𝑗) = 0.

Step 2. Update the responsibilities.

Step 3. Update the availabilities.

Step 4. Terminate the message-passing procedure after a
fixed number of iterations or the changes in the messages fall
below a threshold. Otherwise go to Step 2.

3. AP Algorithm for Incomplete Data Based on
𝐾-Nearest Neighbor Intervals (KNNI-AP)

3.1. 𝐾-Nearest Neighbor Intervals of Missing Attributes. As a
common method to handle missing data, neighbor imputa-
tion has been widely used in many areas [16]. Imputation
is the problem of approximating the value of a function for
a nongiven point in some space when given the value of

that function in points around (neighboring) that point. As
a simple imputation, the nearest neighbor algorithm selects
the nearest sample and does not consider the neighboring
samples at all, which is easy to implement and is commonly
used. An improvedmethod is𝐾-nearest neighbor imputation
[17], where missing attributes are supplemented by the mean
value of the attributes in the 𝐾-nearest neighbor values.
Subsequently, Garćıa-Laencina et al. [18] proposed a 𝐾-
nearest neighbor interpolation method based on weighted
distance characteristics of multiple information. Huang and
Zhu [19] introduced a pseudodistance neighbor interpolation
method. All the approaches mentioned above developed
imputation, which are unsuitable to represent the uncertainty
of missing attributes completely.

To produce a robust estimation, 𝐾-nearest neighbor
intervals (KNNI) of missing attributes are proposed. Let𝑋 =
{𝑥
1
, 𝑥
2
, . . . , 𝑥

𝑁
} be an 𝑀-dimensional incomplete dataset,

which contains at least one incomplete sample with some
(but not all) missing attribute values. For an incomplete𝑋

𝑖
=

{𝑥
𝑖1
, 𝑥
𝑖2
, . . . , 𝑥

𝑖𝑀
}, the 𝐾-nearest neighbors should be found

first.
On the basis of the Improved Partial Data Strategy

(IPDS), the attribute information of both complete sample
and incomplete sample (nonmissing attributes) can be fully
used. The distance between sample 𝐴 and sample 𝐵 can be
obtained as follows:

𝑥𝑎 − 𝑥𝑏
2 =

√

𝑀

∑

𝑗=1

𝑑
𝑗
(𝑥
𝑎𝑗
, 𝑥
𝑏𝑗
)
2

×
𝑀

𝜔
, (8)

where

𝑑
𝑗
(𝑥
𝑎𝑗
, 𝑥
𝑏𝑗
) = {

0, (1 − 𝑚
𝑎𝑗
) (1 − 𝑚

𝑏𝑗
) = 0,

𝑑
𝑁
(𝑥
𝑎𝑗
, 𝑥
𝑏𝑗
) , others,

𝑑
𝑁
(𝑥
𝑎𝑗
, 𝑥
𝑏𝑗
) =


𝑥
𝑎𝑗
− 𝑥
𝑏𝑗



max (𝑥
𝑗
) −min (𝑥

𝑗
)

,

𝑚
𝑖𝑗
= {
1, 𝑥

𝑖𝑗
is missing,

0, 𝑥
𝑖𝑗
is not missing,

(9)

where 1 ≤ 𝑗 ≤ 𝑀, 1 ≤ 𝑖 ≤ 𝑁. 𝑑
𝑗
(𝑥
𝑎𝑗
, 𝑥
𝑏𝑗
) represents

the distance on the 𝑗th attribute between the two samples.
𝜔 is the feature dimension in which the two samples are
both not missing, and 𝑀 is the dimensions of all features.
max(𝑥

𝑗
) and min(𝑥

𝑗
) are the maximum and minimum of

the observation data when the missing attribute exists.𝑚
𝑖𝑗
is

indicator function to explain whether the variable is missing.
According to the principle of the nearest neighbor

approach, sample and its nearest neighbor share same or
similar attributes. Therefore, for sample 𝐴, the ranges of
missing attributes are basically between the minimum and
maximum values of the corresponding attribute values of its
𝐾-nearest neighbors. Then the 𝐾-nearest neighbor interval
of the sample can be determined, and the dataset can be
converted into interval dataset. The missing attribute 𝑥

𝑎𝑗
is

represented by its corresponding𝐾-nearest neighbor interval



4 Mathematical Problems in Engineering

𝑥
𝑎𝑗
= [𝑥
−

𝑎𝑗
, 𝑥
+

𝑎𝑗
], and nonmissing attribute 𝑥

𝑐𝑗
can also be

rewritten into interval form 𝑥
𝑐𝑗
= [𝑥
−

𝑐𝑗
, 𝑥
+

𝑐𝑗
], where 𝑥−

𝑐𝑗
=

𝑥
+

𝑐𝑗
= 𝑥
𝑐𝑗
. That is, the original values are unchanged. Then

the interval dataset𝑋 = {𝑥
1
, 𝑥
2
, . . . , 𝑥

𝑁
} is formed.

The selected 𝐾 is critical to make the intervals represent
themissing attributes effectively. If𝐾 is too small, the interval
values may not express the missing attribute correctly, which
likely leads to a biased estimation. In the extreme situation
when𝐾 is 1, KNNI is degraded into NNI. However, if𝐾 is too
large, the interval values also cannot correctly characterize
the missing attribute values. In the extreme situation when
𝐾 is as large as 𝑛 (the number of samples in the dataset), the
missing attribute interval is the range of all samples on the
attribute, which is too large to represent the missing attribute
properly.Thiswill confuse the attribute characteristics among
different clusters and result in unreasonable clustering results.
𝐾 is not only related with the ratio of the missing attribute,
but also related with the distribution of the sample and the
relevant clusters. Thus, how to choose an effective 𝐾 will
directly affect the accuracy of clustering.

We randomly selected 3 kinds of three-dimensional data
to form a dataset. For example, the number of samples is
900, and the missing rate is 15%. KNNI-AP algorithm is
used, respectively, when 𝐾 is selected from 1 to 50; from the
test results we can see that clustering results are basically
stabilized when 𝐾 is more than 10 and there is uncertainty
when𝐾 is too small. Similar to the above process, for random
missing data with different dimensions and different sample
numbers, the values of 𝐾 were tested. It can be found that
𝐾 selected as the cube root of the sample numbers is more
appropriate. Therefore, in this paper, the selected 𝐾 is the
cube root of the sample numbers rounded to the nearest
integer.

3.2. AP Algorithm for Incomplete Data Based on KNNI
(KNNI-AP). KNNI-AP proposed here deals with clustering
problem for incomplete data by transforming the dataset
to an interval-valued one. The range of missing attribute
interval 𝑥

𝑎𝑗
= [𝑥
−

𝑎𝑗
, 𝑥
+

𝑎𝑗
] will be large if the 𝑗th attributes are

dispersive in clusters and will be small if the 𝑗th attributes
are compact in clusters. So the KNNI can represent the
uncertainty of missing attributes better. The lower and upper
boundaries of missing attributes interval are determined by
the distributions of attributes in clusters, that is, by the
geometrical structure of clusters which can present to some
extent the shape of clusters and sample distribution of the
dataset. The proposed KNNI-AP can validate the robustness
of clustering pattern.

For an 𝑀-dimensional incomplete dataset 𝑋 = {𝑥
1
,

𝑥
2
, . . . , 𝑥

𝑁
}, the procedure of KNNI-AP can be described as

follows.

Step 1. Set𝐾 as the cube root of the sample numbers rounded
to the nearest integer.

Step 2. The distance between sample 𝐴 and sample 𝐵 can be
obtained based on the IPDS, and the similarity matrix 𝑆1 can
be constructed.

Step 3. Form the corresponding interval dataset 𝑋 = {𝑥
1
,

𝑥
2
, . . . , 𝑥

𝑁
}. For each missing attribute 𝑥

𝑎𝑗
, find its𝐾-nearest

neighbors using 𝑆1. 𝑥
𝑎𝑗

is represented by 𝑥
𝑎𝑗
= [𝑥
−

𝑎𝑗
, 𝑥
+

𝑎𝑗
],

and nonmissing attribute 𝑥
𝑐𝑗
is rewritten into interval form

𝑥
𝑐𝑗
= [𝑥
−

𝑐𝑗
, 𝑥
+

𝑐𝑗
], where 𝑥−

𝑐𝑗
= 𝑥
+

𝑐𝑗
= 𝑥
𝑐𝑗
.

Step 4. Calculate the similarity matrix 𝑆 of 𝑋 = {𝑥
1
,

𝑥
2
, . . . , 𝑥

𝑁
}. Choose the parameter of AP: maximum number

of iterations performed by AP (default 2000); convergence of
the algorithm if the estimated cluster centers stay fixed for
convits iterations (default 50); decreasing step of preferences
(default 0.01); damping factor (default 0.5).

Step 5. Apply Preference Range algorithm to computing the
range of preference. Initialize the preference:𝑃 = 𝑃min−𝑝step.
Update the preference: 𝑃 = 𝑃 + 𝑝step.

Step 6. Apply IAP algorithm to generating 𝐶 clusters. If
cluster number is known then judge weather 𝐶 is equal
to the given number of clusters; else a series of Sil values
corresponding to the clustering result with different numbers
of cluster is calculated.

Step 7. If cluster number is known, algorithm terminates until
𝐶 is equal to the given number of clusters; else it terminates
until Sil is the largest.

4. Simulation Analysis

4.1. Incomplete Datasets. In order to test the proposed clus-
tering algorithm, we use artificially generated incomplete
datasets.The scheme for artificially generating an incomplete
dataset𝑋 is to randomly select a specified percentage of com-
ponents anddesignate themasmissing.The randomselection
of missing attribute values should satisfy the following [11]:

(1) each original feature vector 𝑥
𝑘
retains at least one

component;

(2) each attribute has at least one value present in the
incomplete dataset𝑋.

At least one-dimensional data exists for each vector
data and at least one or more kinds of data exist for each
dimension. That is, the data in each row are not empty; each
column of data cannot be null. In the following experiments,
we test the performance of proposed algorithmon commonly
used UCI datasets: Iris, Seeds, Wisconsin Diagnostic Breast
Cancer (WDBC), andWholesale customers, which are taken
from the UCI machine repository [20] and are often used
as standard databases to test the performance of clustering
algorithms.

The Iris dataset contains 150 four-dimensional attribute
vectors. The Wine dataset used in this paper contains
178 three-dimensional attribute vectors. The WDBC dataset
comprises 569 samples and, for each sample, there are 30
attributes. The Wholesale customers dataset refers to clients
of a wholesale distributor containing 440 6-dimensional
attribute vectors.
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Figure 1: Averaged clustering results of 30 trials using incomplete Iris dataset.
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Figure 2: Averaged clustering results of 30 trials using incomplete Wine set.

4.2. Compared Algorithms. To test the clustering perfor-
mance, we take AP based on the 𝐾-nearest neighbor mean
(KNNM-AP), AP based on the nearest neighbor (1NN-
AP), AP based on IPDS (IPDS-AP), and FCM based on
the 𝐾-nearest neighbor interval (KNNI-FCM) as compared

algorithms. IPDS-AP directly deals with incomplete dataset
using AP algorithm, and the others are imputation algo-
rithms using different methods to handle missing values. For
KNNM-AP,missing attributes are calculated by the𝐾-nearest
neighbor mean; for 1NN-AP, missing attributes are replaced



6 Mathematical Problems in Engineering

0 0.05 0.1 0.15 0.2 0.25

6.4

6.5

6.6

6.7

6.8

6.9

7

7.1

7.2

7.3 Misclassification ratio

Missing (%)

M
isc

la
ss

ifi
ca

tio
n 

ra
tio

 (%
)

IPDS-AP
KNNI-AP
KNNM-AP

1NN-AP
KNNI-FCM

0.1 0.2
Missing (%)

0 0.05 0.15 0.25
0.874

0.876

0.878

0.88

0.882

0.884

0.886

0.888

0.89 Fowlkes-Mallows index

Fo
w

lk
es

-M
al

lo
w

s i
nd

ex
IPDS-AP
KNNI-AP
KNNM-AP

1NN-AP
KNNI-FCM

Figure 3: Averaged clustering results of 30 trials using incomplete WDBC dataset.

by the nearest neighbor; for KNNI-FCM, missing attributes
are calculated by KNNI similar to KNNM-AP.

4.3. Evaluation Method. To evaluate the quality of clustering
results, we use misclassification ratio and Fowlkes-Mallows
index [21].

Fowlkes-Mallows (FM) index is used tomeasure the clus-
tering performance based on external criteria. In general, the
larger the FM value is, the better the clustering performance
is. The FM index is defined as

FM = 𝑎

𝑤
1
⋅ 𝑤
2

= √
𝑎

𝑎 + 𝑏
⋅
𝑎

𝑎 + 𝑐
, (10)

where 𝑤
1
= 𝑎 + 𝑏 and 𝑤

2
= 𝑎 + 𝑐.

𝐶
1
is a clustering structure of the dataset and 𝐶

2
is a

defined partition of the data. We refer to a pair of samples
(𝑥
𝑢
, 𝑥V) from the dataset using the following terms.
SS: if both samples belong to the same cluster of the

clustering structure𝐶
1
and to the same group of partition𝐶

2
.

SD: if samples belong to the same cluster of 𝐶
1
and to

different groups of 𝐶
2
.

DS: if samples belong to different clusters of𝐶
1
and to the

same group of 𝐶
2
.

DD: if both samples belong to different clusters of 𝐶
1
and

to different groups of 𝐶
2
.

𝑎, 𝑏, 𝑐, and 𝑑 are the number of SS, SD, DS, and DD pairs,
respectively. Then 𝑎 + 𝑏 + 𝑐 + 𝑑 = 𝑊, which is the maximum
number of all pairs in the dataset (meaning,𝑊 = 𝑁(𝑁−1)/2,
where𝑁 is the total number of samples in the dataset).

The misclassification rate calculates the proportion of
an observation being allocated to the incorrect group. It is

calculated as follows: the number of incorrect classifications
is divided by the total number of samples.

4.4. Experimental Results and Discussion. For the four
datasets, damping factor 𝜆 = 0.85, decreasing step of
preferences 𝑝step = 0.01, max iteration time 𝑛run = 2000,
and convergence condition 𝑛conv = 100. Because missing
data was randomly generated, different tests lead to different
results, and we noticed significant variation in the results
from trial to trial. To eliminate the variation in the results,
Figures 1–4 and Tables 1–4 give the averaged results over
30 trials on incomplete Iris, Wine, WDBC, and Wholesale
customers datasets. Figures can intuitively reflect the effects
of the algorithms and tables can accurately characterize the
clustering results of the algorithms. In particular, 30 trials are
generated for each row in the table, and the same incomplete
dataset is used in each trial for each algorithm, so that
the results can be correctly compared. In the tables, the
optimal solutions in each row are highlighted in bold, and the
suboptimal solutions are italic.

To test the clustering performance, the clustering results
of KNNI-AP, 1NN-AP, KNNM-AP, IPDS-AP, and KNNI-
FCM are compared. From figures and tables, it can be seen
that KNNI-AP, 1NN-AP, and KNNM-AP reduce to regular
AP and KNNI-FCM reduces to regular FCM for 0% missing
data. For other cases, different methods for handling missing
attributes in AP and FCM lead to different clustering results.
The different algorithms result in different misclassification
ratio and FM index for the different algorithms. With
the growth rate of missing data, the uncertainty of dataset
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Figure 4: Averaged clustering results of 30 trials using incomplete Wholesale dataset.

increases; therefore, the misclassification ratio increases and
FM decreases generally. However, because of handing the
missing attributes, the clustering results of algorithms for
incomplete data sometimes may be similar to or better than
the the results of complete data.

In terms of misclassification ratio, KNNI-AP is always
the best performer except for incomplete Wine dataset with
25% missing attributes, incomplete WDBC dataset with
10%missing attributes, and incompleteWholesale customers
dataset with 25%missing attributes. In the three cases, KNNI-
AP almost gives suboptimal solutions beside the last case
where the result of KNNI-AP is better than the results of
IPDS-AP and KNNI-FCM. As for the FM index, KNNI-
AP is always the best performer except for incomplete Iris
and Wine datasets with 25% missing attributes, incomplete
WDBC dataset with 10% missing attributes, and incomplete
Wholesale dataset with 25% missing attributes. In the four
cases, KNNI-AP almost gives suboptimal solutions beside
the last case where the result of KNNI-AP is better than
the result of IPDS-AP. From figures and tables, in general,
the larger the FM value is, the smaller the misclassification
ratio is except for the 25% cases of incomplete Iris and
Wholesale datasets. We use misclassification ratio and FM
index based on external criteria to accurately evaluate the
quality of clustering results.

Comparing KNNI-AP with IPDS-AP, 1NN-AP, and
KNNM-AP, the methods are all based on AP algorithm.
IPDS-AP ignores missing attributes in incomplete data and
scales the partial distances by the reciprocal of the proportion
of components used based on the range of feature values,
in which the distribution information of missing attributes

implicitly embodied in the other data is not taken into
account. 1NN-AP substitutes the missing attribute by the
corresponding attribute of the nearest neighbor, in which
AP algorithm is used to handle the complete dataset. Sim-
ilarly, missing attributes are supplemented by the mean
value of the attributes in the KNNM-AP. Compared with
IPDS-AP, KNNI-AP uses the attribute distribution infor-
mation of datasets sufficiently, including complete data and
nonmissing attributes of incomplete data, in which the
missing attributes are represented by KNNI on the basis
of IPDS. Compared with the other two methods, KNNI-
AP achieves interval estimation of missing attributes, tak-
ing advantage of the improved IAP, which represents the
uncertainty of missing attributes and makes the represen-
tation more robust. Furthermore, cluster algorithm with
interval data has advantages over cluster with point data,
which can present the uncertainty of missing attributes to
some degree, thus resulting in more accurate clustering
performance.

ComparingKNNI-APwith KNNI-FCM, themethods are
both based on KNNI, and the difference between them is the
clustering algorithm they use. AP has the advantage that it
works for anymeaningful measure of similarity between data
samples. Unlike most prototype-based clustering algorithms
(e.g.,𝐾-means), AP does not require a vector space structure
and the exemplars are chosen among the observed data
samples and are not computed as hypothetical averages of
cluster samples. These characteristics make AP clustering
particularly suitable for applications in many fields. From
our experiments, clustering results of KNNI-AP are far better
than those of KNNI-FCM. And in most cases, the methods
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Table 1: Averaged results of 30 trials using incomplete Iris dataset.

Missing rate (%) Misclassification ratio (%) Fowlkes-Mallows index
IPDS 1NN KNNM KNNI KNNI-FCM IPDS 1NN KNNM KNNI KNNI-FCM

0 10 7.33 7.33 7.33 10.67 0.8306 0.8668 0.8668 0.8668 0.8196
5 10.37 8.51 8.71 7.69 10.53 0.8259 0.8504 0.8477 0.8616 0.8214
10 8.96 8.40 8.67 8.13 10.56 0.8461 0.8516 0.8479 0.8553 0.8209
15 9.98 8.76 8.87 8.49 10.56 0.8342 0.8469 0.8454 0.8504 0.8227
20 10.51 9.24 9.31 8.44 10.27 0.8277 0.8397 0.8392 0.8512 0.8262
25 9.16 9.40 9.40 9.02 10.62 0.8443 0.8377 0.8375 0.8428 0.8235

Table 2: Averaged results of 30 trials using incomplete Wine dataset.

Missing rate (%) Misclassification ratio (%) Fowlkes-Mallows index
IPDS 1NN KNNM KNNI KNNI-FCM IPDS 1NN KNNM KNNI KNNI-FCM

0 8.99 8.99 8.99 8.99 8.99 0.8303 0.8303 0.8303 0.8303 0.8291
5 16.94 9.24 9.13 8.93 9.19 0.7272 0.8257 0.8277 0.8305 0.8256
10 23.88 9.38 9.07 8.99 9.19 0.6553 0.8230 0.8283 0.8299 0.8259
15 24.72 9.69 9.33 9.30 9.61 0.6417 0.8178 0.8284 0.8245 0.8187
20 24.80 10.34 9.78 9.66 10.06 0.6338 0.8068 0.8162 0.8183 0.8111
25 29.92 10.93 9.97 10.17 10.22 0.6164 0.7970 0.8133 0.8097 0.8088

Table 3: Averaged results of 30 trials using incomplete WDBC dataset.

Missing rate (%) Misclassification ratio (%) Fowlkes-Mallows index
IPDS 1NN KNNM KNNI KNNI-FCM IPDS 1NN KNNM KNNI KNNI-FCM

0 6.50 6.50 6.50 6.50 7.21 0.8866 0.8866 0.8866 0.8866 0.8758
5 6.49 6.49 6.50 6.46 7.19 0.8868 0.8868 0.8866 0.8872 0.8760
10 6.43 6.48 6.49 6.47 7.21 0.8879 0.8869 0.8868 0.8871 0.8758
15 6.64 6.65 6.49 6.45 7.21 0.8849 0.8847 0.8871 0.8878 0.8758
20 6.57 6.55 6.47 6.46 7.19 0.8863 0.8861 0.8872 0.8875 0.8761
25 6.66 6.46 6.42 6.39 7.21 0.8848 0.8873 0.8880 0.8884 0.8758

Table 4: Averaged results of 30 trials using incomplete Wholesale dataset.

Missing rate (%) Misclassification ratio (%) Fowlkes-Mallows index
IPDS 1NN KNNM KNNI KNNI-FCM IPDS 1NN KNNM KNNI KNNI-FCM

0 12.73 12.73 12.73 12.73 13.86 0.8084 0.8084 0.8084 0.8084 0.8047
5 15.01 13.02 12.38 11.71 13.61 0.7745 0.8039 0.8118 0.8203 0.8071
10 14.79 12.61 12.41 11.74 13.55 0.7846 0.8105 0.8125 0.8197 0.8076
15 16.59 12.27 12.26 11.97 13.35 0.7523 0.8128 0.8134 0.8192 0.8096
20 13.97 12.30 12.35 11.94 13.45 0.7922 0.8133 0.8149 0.8182 0.8084
25 14.65 12.65 12.50 12.83 13.26 0.7803 0.8094 0.8127 0.8045 0.8099

based on AP algorithm are also better than KNNI-FCM,
which show that AP makes the clustering results more stable
and accurate.

5. Conclusion

In this paper, we have studied incomplete data clustering
usingAP algorithmandpresented anAP clustering algorithm
based on KNNI for incomplete data.The proposed algorithm
is based on the IPDS, estimating the KNNI representation
of missing attributes by using 𝐾-nearest neighbor interval

principle. The proposed algorithm has three main advan-
tages. First, missing attributes are represented by KNNI on
the basis of IPDS, which are robust. Second, the interval
estimations use the attribute distribution information of
datasets sufficiently, which is superior in expressing the
uncertainty ofmissing attributes and enhances the robustness
of missing attributes representation. Third, AP algorithm
does not require a vector space structure and the exemplars
are chosen among the observed data samples and are not
computed as hypothetical averages, which makes the clus-
tering results more stable and accurate than other center
algorithms.
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The results reported in this paper show that our proposed
KNNI-AP algorithm is general, simple, and appropriate for
the AP clustering with incomplete data. It can be understood
that the final clustering results depend on the choice of
𝐾 and 𝑃 for KNNI-AP. In the future, our work will focus
on the selection of 𝐾 and 𝑃 with theoretical basis and the
improvement on the similarity measurement of AP when the
missing percentage is large, which will be helpful to extend
KNNI-AP to solve clustering incomplete data with various
missing percentages.
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This work presents a novel fault reconstruction approach for a large-scale system, that is, a distributed coordinated spacecraft
attitude control system. The attitude of all the spacecrafts in this distributed system is controlled by using thrusters. All possible
faults of thruster including thrust magnitude error and alignment error are investigated. As a stepping stone, the mathematical
model of thruster is firstly established based on the thruster configuration. On the basis of this, a sliding mode observer is then
proposed to reconstruct faults in each agent of the coordinated control system. A Lyapunov-based analysis shows that the observer
asymptotically converges to the actual faults. The key feature of this fault reconstruction approach is that it can achieve a faster
reconstruction of the fault in comparison with the conventional fault reconstruction schemes. It can globally reconstruct thruster
faults with zero reconstruction error, and this is accomplished within finite time. The effectiveness of the proposed approach is
analytically authenticated via simulation study.

1. Introduction

Distributed coordinate spacecraft attitude control system, as
a large-scale system, is revolutionizing our way for perform-
ing space missions. This brings on several advantages in
space mission accomplishment. It usually includes two or
more spacecrafts in formation flying. It is to distribute the
functionality of a single large/complex spacecraft to a set
of smaller, less-expensive cooperative spacecrafts. In recent
years, NASA, the U.S. Air Force, and the ESA have shown
keen interests in developing reliable autonomous formation
strategies to deploy multiple spacecrafts for various space
missions [1].The advantages ofmultiple-spacecraft formation
flying include increasing resolution of scientific observations,
reducing cost, enhancing overall system robustness, and
adding flexibility to space-based programs. However, it also
poses tremendous challenges, such as spacecraft formation
initialization to reconfiguration, coordination, and formation
trajectory generation. More specifically, distributed coordi-
nate spacecraft attitude control is still an open problem that
needs to be further solved.

In the past decades, the problem of distributed coor-
dinated attitude control for spacecraft formation flying has
been intensively investigated [2–4]. Classically, the leader-
follower [5], the behavioral based approach [6, 7], and the
virtual structure [8] are three schemes for the spacecraft
formation synchronization. In [9], coordinated control for
multiple spacecraft was discussed. In [8], synchronization
of spacecraft formation was investigated by using virtual
structure technique. Parametric uncertainties and external
disturbance were also addressed. In [10], a robust distributed
coordinated attitude control law was presented by using
behavioral based approach. More specifically, due to its fast
convergence rate and its superiority of stabilizing the system
within finite time, finite-time controller design for distributed
coordinate spacecraft attitude system has attracted more and
more attention in recent years. In [11], finite-time attitude
synchronization and stabilization problem were investigated
for spacecrafts.The designed controller was able to guarantee
the finite-time stability of the closed-loop system.

Most of the previous research, however, handles dis-
tributed coordinate spacecraft attitude control based on
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the assumption that an exact model of the actuator is
available. This assumption is rarely satisfied in practice
because the actuator parameters may have uncertainties due
to installation error, aging and wearing out of the mechanical
and electrical parts, and so forth.The first type of uncertainty
in actuator that needs to be tackled is actuator faults [12].
Once a spacecraft is launched, it is highly unlikely that its
hardware can be repaired. Thus any component or system
failure cannot be fixed with replacement parts. These issues
can potentially cause a host of economic, environmental, and
safety problems. SMC with actuator faults does not seem to
have received much attention in the literature. In [13], a SMC
based controller was proposed to achieve reliable attitude sta-
bilization, while actuator outage faults were accommodated.
An adaptive SMC control approach was proposed in [14] for
performing attitude tracking maneuvers in the presence of
disturbances and thruster’s failures. Another adaptive SMC
attitude control was presented in [15] to handle several fault
scenarios of rotating solar flaps. The authors in [16] looked
at a terminal sliding mode control approach for the satellite
formations flying. However, stability analysis of the closed-
loop system was not provided when the faults occurred. For
a flexible spacecraft with partial loss of control effectiveness
fault, a SMC control was developed in [17] to accomplish
attitude tracking.

Active FTC relies on the availability of a Fault Detection
and Isolation (FDI) block that detects and identifies fault
online [18–21] and then reacts to the system fault actively
by reconfiguring controller. The application of active FTC
to satellite attitude control, especially the FDI design, has
attracted considerable interests. A dynamic neural network
scheme was presented in [22] to detect and isolate reaction
wheel faults. In [23], the problem of detecting reaction wheel
faults in a tetrahedron configuration was investigated. An
iterative learning observer-based FDI was reported in [24]
to estimate time-varying thruster faults. In [25], a two-
stage Kalman filtering algorithm was developed to estimate
reaction wheel faults; a fault-tolerant controller was then
synthesized to accommodate the faults. Two model-based
schemes were developed in [26] by using H

∞
/H

2
filters

to address the fault diagnosis problem of micro thrusters.
In [27], a set of fault detection filters were presented for
deep space satellites to detect and identify faults in sensors
or actuators. In [28], the problem of robust FDI design for
thruster faults in theMars Express satellite was discussed. For
a benchmark Mars Express satellite, the authors in [29, 30]
presented a nonlinear sliding mode observer to identify and
isolate faults induced in thruster and sensors.

Another type of uncertainty in actuator that should
be addressed is actuator misalignments. Due to finite-
manufacturing tolerances or warping of the spacecraft struc-
ture during launch, some actuator alignment error will
definitely exist. That problem may cause the onboard con-
trol algorithm to fail and thus pose significant risk to the
successful operation of the spacecraft. It is thus desirable to
design a control methodology to handle actuator misalign-
ments. Unfortunately, there has been insufficient research
on control in the presence of actuator misalignments. One
paper developed an adaptive control law to accomplish

attitude maneuver in the presence of relatively small gimbals’
alignment error of variable speed control moment gyros [31].
In [32], a nonlinear model reference adaptive control scheme
was tested in the presence of alignment errors up to fifteen
degrees. Although an extended Kalman filter was used in
another approach to develop methods for on-orbit actuator
alignment calibration, uncertain inertia properties were not
taken into account [33]. In another study [34], an adaptive
control approach was proposed for satellite formation flying.
The backstepping technique was used to synthesize the
controller, and the thrust magnitude error and misalignment
were successfully handled.

Based on the above analysis, it is known that if the fault
occurring in any spacecraft can not be successfully in real-
time, then it may degrade the whole performance of the
distributed coordinate spacecraft attitude control system.
Sometimes, it would fail the space missions of the space-
craft formation flying. This issue may pose a question for
us; that is, if the fault in each spacecraft can be exactly
diagnosed or reconstructed, then a fault-tolerant coordinate
attitude controller can be designed as follows to guarantee
the acceptable performance even in the presence of fault.
Motivated by this, this study will investigate the problem
of fault reconstruction for each spacecraft of the considered
coordinate spacecraft system. In this work, a sliding mode
observer-based reconstruction approach will be presented
to estimate the faults. This approach can achieve a faster
reconstruction in comparison with the conventional fault
diagnosis schemes. Moreover, it is able to estimate the
occurred fault in finite time with zero reconstruction error.

The remainder of this paper is organized as follows:
In Section 2, problem formulation is presented including
mathematical model and problem statement. A sliding mode
observer-based fault reconstruction approach is developed in
Section 3, and also the stability of closed-loop observer error
system is provided. In Section 4, simulation results with the
application of the designed fault reconstruction scheme to a
distributed coordinated spacecraft attitude control system are
presented. Section 5 presents some concluding remarks and
future work.

2. Problem Formulation

The notation adopted throughout this paper is intro-
duced as follows: Let I

𝑛
∈ R𝑛×𝑛 denote the 𝑛-by-𝑛

identity matrix and the symbol ‖ ⋅ ‖ denotes the Euclidean
norm or its induced norm. For vector x = [𝑥

1
𝑥
2
⋅ ⋅ ⋅ 𝑥

𝑛
]
T

∈ R𝑛, a vector function is defined as sgn(x) =

[sign(𝑥
1
) sign(𝑥

2
) ⋅ ⋅ ⋅ sign(𝑥

𝑛
)]
T with sign(⋅) the sign

function.

2.1.MathematicalModel of DistributedCoordinated Spacecraft
Attitude Control System. In this work, each spacecraft in the
distributed coordinated system is modeled as a rigid body
in a three-dimensional space, and an external disturbance is
not considered in the model description. For a distributed
coordinate system with 𝑛 spacecrafts, let F

𝐼
denote the

inertial frame andF𝑖

𝑏
denote the body-fixed frame of the 𝑖th
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spacecraft. For each spacecraft, given a Euler rotation angle
𝜙
𝑖
(𝑡) ∈ R about the Euler principle axis n

𝑖
∈ R3, the attitude

orientation of the 𝑖th spacecraft inF𝑖

𝑏
with respect toF

𝐼
can

be represented by the MRP vector 𝜎𝑖
𝑏
= [𝜎

𝑖

1
𝜎
𝑖

2
𝜎
𝑖

3
]
T
∈ R3,

which is given by [35] 𝜎𝑖
𝑏
= n

𝑖
tan(𝜙

𝑖
(𝑡)/4), 𝜙

𝑖
(𝑡) ∈ [0

∘

, 360
∘

).
Let the angular velocity of the 𝑖th spacecraft with respect

to the inertial reference frameF
𝐼
and expressed in the body-

fixed frame F𝑖

𝑏
be denoted by 𝜔𝑖

𝑏
∈ R3. Using the MRPs,

the kinematic differential equation of the 𝑖th spacecraft can
be determined as follows [35]:

�̇�
𝑖

𝑏
=
1

4
[(1 − (𝜎

𝑖

𝑏
)
T
𝜎
𝑖

𝑏
) I

3
+ 2S (𝜎𝑖

𝑏
) + 2𝜎

𝑖

𝑏
(𝜎

𝑖

𝑏
)
T
]𝜔

𝑖

𝑏

= G
𝑖
(𝜎

𝑖

𝑏
)𝜔

𝑖

𝑏
,

(1)

where thematrix S(x) is the skew-symmetricmatrix such that
S(x)y = x ⊗ y for any vectors x, y ∈ R3, with “⊗” being the
vector cross product.

The dynamical model of the 𝑖th spacecraft motion can be
found from Euler’s moment equation, and it is given by [36]

J
𝑖
�̇�
𝑖

𝑏
= −S (𝜔𝑖

𝑏
) J

𝑖
𝜔
𝑖

𝑏
+ u

𝑖
, (2)

where J
𝑖
∈ R3×3 (positive and definite) is the total inertia

matrix of the 𝑖th spacecraft and u
𝑖
= [𝑢

𝑖

1
𝑢
𝑖

2
𝑢
𝑖

3
]
T
∈ R3

denotes the total control torque generated by all the mounted
actuators.

In this work, information exchange among agents can
be represented as a graph. Graph G consists of a node
set V = {1, 2, . . . , 𝑛}, an edge set E ⊆ V × V, and a
weighted adjacency matrix Λ = [𝑎

𝑗𝑛
] ∈ R𝑛×𝑛. To define the

communication topology in the network we consider 𝑛 agent
spacecraft as nodes of a graph, called communication graph.
The communication links among the agents are considered as
the communication graph edge set.

2.2. Thruster Fault of Each Spacecraft. Because thruster
can generate larger control torque than reaction wheels, it
becomes one type of actuators commonly used in large-angle
attitude maneuver. Thus, all the agents in the distributed
coordinated spacecraft system considered in this work are
controlled by using thrusters. A thruster consists of a flow
control valve and a combustion chamber. When propellant
passes through the combustion chamber, chemical reaction
takes place generating thrust through the nozzle.

Assume that 𝑁
𝑖
thrusters are mounted in the 𝑖th space-

craft. For the 𝑗th thruster in the 𝑖th spacecraft, 𝑗 = 1, 2, . . . , 𝑁
𝑖
,

its configuration is shown in Figure 2; the force component
can be derived as

F
𝑖𝑗
= 𝐹

[
[
[

[

cos𝛼
𝑖𝑗
cos𝛽

𝑖𝑗

cos𝛼
𝑖𝑗
sin𝛽

𝑖𝑗

sin𝛼
𝑖𝑗

]
]
]

]

, (3)

where 𝐹 > 0 is the constant thrust level, 𝛼
𝑖𝑗
is the elevation

angle, and 𝛽
𝑖𝑗
is the azimuth angle. Let r

𝑖𝑗
= 𝑟

𝑥𝑖𝑗
X
𝐵𝑖
+

𝑟
𝑦𝑖𝑗
Y
𝐵𝑖
+ 𝑟

𝑧𝑖𝑗
Z
𝐵𝑖
be the vector representing the placement of

the reaction thruster from the satellite center of mass. Torque
component provided by the 𝑗th thruster can be calculated as

𝜏
𝑖𝑗
= r

𝑖𝑗
× F

𝑖𝑗
. (4)

Then, the applied control torque u
𝑖
generated by𝑁

𝑖
thrusters

is

u
𝑖
=

𝑁𝑖

∑
𝑗=1

𝜏
𝑖𝑗
=

𝑁𝑖

∑
𝑗=1

r
𝑖𝑗
× F

𝑖𝑗
. (5)

In this study, thruster faults includingmisalignment error
and thrust magnitude error are considered. The nature of
those two scenarios is described as follows.

(1) Misalignment Error. In practical aerospace engineering,
the configuration of actuators is not perfect. Misalignment
error may exist due to space debris or finite-manufacturing
technique. As a result, the demanded torque from controller
is different from the torque produced by the actuators. For
the 𝑗th thruster in the 𝑖th spacecraft, misalignment error
may exist in r

𝑖𝑗
and the alignment angles 𝛼

𝑖𝑗
, 𝛽

𝑖𝑗
. Let r0

𝑖𝑗
, Δr

𝑖𝑗

denote the nominal and the alignment error distance between
satellite center and the thruster, respectively. Then, r

𝑖𝑗
can

be rewritten as r
𝑖𝑗
= r0

𝑖𝑗
+ Δr

𝑖𝑗
. Assume that the thruster

is tilted over nominal direction with small constant angles,
Δ𝛼

𝑖𝑗
and Δ𝛽

𝑖𝑗
. Then, the alignment angle can be denoted as

𝛼
𝑖𝑗
= 𝛼

0

𝑖𝑗
+ Δ𝛼

𝑖𝑗
and 𝛽

𝑖𝑗
= 𝛽

0

𝑖𝑗
+ Δ𝛽

𝑖𝑗
, where 𝛼0

𝑖𝑗
and 𝛽0

𝑖𝑗
are the

nominal alignment angle.

(2) Thrust Magnitude Error. As discussed in [37], due to
reduction in the amount of propellant’s mass, the amount
of thrust generated is reduced. Moreover, due to wear and
tear, the conductivity of the wires, capacitor, and electrodes
may decrease. Consequently, the amount of discharge current
producedduring the generation of pulses is reduced, resulting
in the reduction of the amount of thrust produced. Those
two issues will inevitably introduce the problem of thrust
magnitude error for thruster. For the 𝑗th thruster in the 𝑖th
spacecraft, let 𝐹

0
and Δ𝐹

𝑖𝑗
represent the nominal and error of

thrust magnitude, respectively. The actual thrust 𝐹 can thus
be denoted by

𝐹 = 𝐹
0
+ Δ𝐹

𝑖𝑗
. (6)

Taking thrustermagnitude error and alignment error into
consideration, 𝜏

𝑖𝑗
in (4) can be rewritten as

𝜏
𝑖𝑗
= (𝐹

0
+ Δ𝐹

𝑖𝑗
) (r0

𝑖𝑗
+ Δr

𝑖𝑗
)

×
[
[
[

[

cos (𝛼0
𝑖𝑗
+ Δ𝛼

𝑖𝑗
) cos (𝛽0

𝑖𝑗
+ Δ𝛽

𝑖𝑗
)

cos (𝛼0
𝑖𝑗
+ Δ𝛼

𝑖𝑗
) sin (𝛽0

𝑖𝑗
+ Δ𝛽

𝑖𝑗
)

sin (𝛼0
𝑖𝑗
+ Δ𝛼

𝑖𝑗
)

]
]
]

]

= 𝐹
0
(r0

𝑖𝑗
) ×D0

𝑖𝑗
+ Δ𝐹 (r0

𝑖𝑗
) ×D0

𝑖𝑗

+ (𝐹
0
+ Δ𝐹

𝑖𝑗
) [(r0

𝑖𝑗
) × ΔD

𝑖𝑗
+ Δr

𝑖𝑗
× (D0

𝑖𝑗
+ ΔD

𝑖𝑗
)] ,

(7)
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where

D0

𝑖𝑗
=
[
[
[

[

cos𝛼0
𝑖𝑗
cos𝛽0

𝑖𝑗

cos𝛼0
𝑖𝑗
sin𝛽0

𝑖𝑗

sin𝛼0
𝑖𝑗

]
]
]

]

, (8)

ΔD
𝑖𝑗
=
[
[
[

[

cos (𝛼0
𝑖𝑗
+ Δ𝛼

𝑖𝑗
) cos (𝛽0

𝑖𝑗
+ Δ𝛽

𝑖𝑗
)

cos (𝛼0
𝑖𝑗
+ Δ𝛼

𝑖𝑗
) sin (𝛽0

𝑖𝑗
+ Δ𝛽

𝑖𝑗
)

sin (𝛼0
𝑖𝑗
+ Δ𝛼

𝑖𝑗
)

]
]
]

]

−
[
[
[

[

cos𝛼0
𝑖𝑗
cos𝛽0

𝑖𝑗

cos𝛼0
𝑖𝑗
sin𝛽0

𝑖𝑗

sin𝛼0
𝑖𝑗

]
]
]

]

.

(9)

From (5) and (7), the real/total thrust force with mag-
nitude error and misalignment is expressed as the sum of
nominal and thrust error terms in the body-fixed frame:
u𝑖

= 𝐹0

𝑁𝑖

∑

𝑗=1

(r0
𝑖𝑗
) ×D0
𝑖𝑗

⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟

unor 𝑖

+

𝑁𝑖

∑

𝑗=1

{Δ𝐹𝑖𝑗 (r
0

𝑖𝑗
) ×D0

𝑖𝑗
+ (𝐹0 + Δ𝐹𝑖𝑗) [(r

0

𝑖𝑗
) × ΔD𝑖𝑗 + Δr𝑖𝑗 × (D0

𝑖𝑗
+ ΔD𝑖𝑗)]}

⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟

ufault 𝑖

,

(10)

where the vector unor 𝑖 ∈ R3 is the nominal control torque
commanded by the controller of the 𝑖th spacecraft and
ufault 𝑖 ∈ R3 denotes the faulty torque induced by misalign-
ment error and thrust magnitude error of thrusters in the 𝑖th
spacecraft.

2.3. Problem Statement. In this study, our objective to be
achieved can be stated as follows: Consider the distributed
coordinate spacecraft attitude control system and design an
observer-based reconstruction approach to reconstruct all
possible faults occurring in thrusters of all the distributed
coordinate system. Moreover, the reconstruction error of the
faults should be governed to zero in finite time, and a faster
reconstruction of thruster fault should be accomplished.

3. Sliding Mode Observer-Based Fault
Reconstruction Approach Design

A slidingmode observer-based fault reconstruction approach
will be developed for the distributed coordinate system.With
application of this approach, the thruster fault occurring in
each spacecraft will be reconstructed. The reconstruction
error will converge to zero with finite-time convergence. In
this section, the upper bound of the thruster faults will be
firstly analyzed or estimated.This estimated upper boundwill
be useful for the choice of the observer gains in the following
proposed sliding mode observer.

3.1. Analysis of the Upper Bound of the Thruster Fault. Define
a matrix T

𝑖
(𝜎

𝑖

𝑏
) = (G

𝑖
(𝜎

𝑖

𝑏
))
−1; combining with the spacecraft

kinematics (1) and its dynamics (2), taking thruster fault (10)
into consideration, it can establish the following transformed
two-order differential equation:

J
𝑖
(𝜎

𝑖

𝑏
) �̈�

𝑖

𝑏
+ C

𝑖
(𝜎

𝑖

𝑏
, �̇�

𝑖

𝑏
) �̇�

𝑖

𝑏

= (T
𝑖
(𝜎

𝑖

𝑏
))

T
unor 𝑖 + (T𝑖

(𝜎
𝑖

𝑏
))

T
ufault 𝑖,

(11)

where C
𝑖
(𝜎

𝑖

𝑏
, �̇�

𝑖

𝑏
) = (T

𝑖
(𝜎

𝑖

𝑏
))
TJ

𝑖
Ṫ
𝑖
(𝜎

𝑖

𝑏
) +

(T
𝑖
(𝜎

𝑖

𝑏
))
TS(T

𝑖
(𝜎

𝑖

𝑏
)�̇�

𝑖

𝑏
)J
𝑖
T
𝑖
(𝜎

𝑖

𝑏
), J

𝑖
= (T

𝑖
(𝜎

𝑖

𝑏
))
TJ

𝑖
T
𝑖
(𝜎

𝑖

𝑏
).

Property 1. Thematrix G
𝑖
(𝜎

𝑖

𝑏
) is such that [38]

T
𝑖
(𝜎

𝑖

𝑏
) =

16

(1 + (𝜎𝑖
𝑏
)
T
𝜎
𝑖

𝑏
)
2
(G

𝑖
(𝜎

𝑖

𝑏
))

T
,

(G
𝑖
(𝜎

𝑖

𝑏
))

T
G

𝑖
(𝜎

𝑖

𝑏
) = (

1 + (𝜎
𝑖

𝑏
)
T
𝜎
𝑖

𝑏

4
)

2

I
3
.

(12)

Property 2. The matrix J
𝑖
(𝜎

𝑖

𝑏
) is positive-definite and sym-

metric. There exist two positive scalars 𝜆min 𝑖
∈ R and

𝜆max 𝑖
∈ R such that 𝜆min 𝑖

‖x‖2 ≤ xTJ
𝑖
(𝜎

𝑖

𝑏
)x ≤ 𝜆max 𝑖

‖x‖2

for any vector x ∈ R3.

Property 3. The matrix C
𝑖
(𝜎

𝑖

𝑏
, �̇�

𝑖

𝑏
) and the time-derivative

of J
𝑖
(𝜎

𝑖

𝑏
) satisfy the skew-symmetric relationship [38]

xT( ̇J
𝑖
(𝜎

𝑖

𝑏
) − 2C

𝑖
(𝜎

𝑖

𝑏
, �̇�

𝑖

𝑏
))x = 0 for all x ∈ R3.

Theorem 1. For the thruster fault u
𝑓𝑎𝑢𝑙𝑡 𝑖

in (10), it is bounded
by a positive and known constant 𝛾

𝑖
∈ R. Moreover, if the

term (T
𝑖
(𝜎

𝑖

𝑏
))
Tu

𝑓𝑎𝑢𝑙𝑡 𝑖
in (11) is viewed as a lumped fault,

then this can be bounded by a positive constant 8𝛾
𝑖
; that is,

‖(T
𝑖
(𝜎

𝑖

𝑏
))
Tu

𝑓𝑎𝑢𝑙𝑡 𝑖
‖ ≤ 8𝛾

𝑖
.

Proof. As shown in (10), it is known that

ufault 𝑖 =
𝑁𝑖

∑
𝑗=1

{Δ𝐹
𝑖𝑗
(r0

𝑖𝑗
) ×D0

𝑖𝑗
+ (𝐹

0
+ Δ𝐹

𝑖𝑗
)

⋅ [(r0
𝑖𝑗
) × ΔD

𝑖𝑗
+ Δr

𝑖𝑗
× (D0

𝑖𝑗
+ ΔD

𝑖𝑗
)]} .

(13)

According to the physical limitation of thruster, the thrust
magnitude error should absolutely satisfy


Δ𝐹

𝑖𝑗


≤ 𝐹. (14)

On the other hand, although there exists alignment error in
each thruster of the 𝑖th spacecraft, this misalignment should
be finite, and it will be always such that


Δr

𝑖𝑗


≤

r0
𝑖


. (15)
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From (14) and (15), the following inequality can be
obtained:

ufault 𝑖
 ≤

𝑁𝑖

∑
𝑗=1


Δ𝐹

𝑖𝑗
(r0

𝑖𝑗
) ×D0

𝑖𝑗
+ (𝐹

0
+ Δ𝐹

𝑖𝑗
)

⋅ [(r0
𝑖𝑗
) × ΔD

𝑖𝑗
+ Δr

𝑖𝑗
× (D0

𝑖𝑗
+ ΔD

𝑖𝑗
)]


≤ 𝐹

𝑁𝑖

∑
𝑗=1

{

(r0

𝑖𝑗
) ×D0

𝑖𝑗



+2 [

(r0

𝑖𝑗
) × ΔD

𝑖𝑗
+ Δr

𝑖𝑗
× (D0

𝑖𝑗
+ ΔD

𝑖𝑗
)

]} .

(16)

With the definition ΔD
𝑖𝑗
and D0

𝑖𝑗
in (8) and (9), respec-

tively, it follows that ‖ΔD
𝑖𝑗
‖ ≤ 2√3 and ‖D0

𝑖𝑗
‖ ≤ √3. Then, it

leaves inequality (16) as

ufault 𝑖
 ≤ 𝐹

𝑁𝑖

∑
𝑗=1

{

(r0

𝑖𝑗
) ×D0

𝑖𝑗



+2 [

(r0

𝑖𝑗
) ×D0

𝑖𝑗
+ Δr

𝑖𝑗
× (D0

𝑖𝑗
+ ΔD

𝑖𝑗
)

]}

≤ 𝐹

𝑁𝑖

∑
𝑗=1

{√3

r0
𝑖𝑗


+ 2 [2√3


r0
𝑖𝑗


+ 3√3


r0
𝑖𝑗


]}

= 11√3𝐹

𝑁𝑖

∑
𝑗=1


r0
𝑖𝑗


.

(17)

It can be concluded from (17) that the possible thruster fault
ufault 𝑖 is bounded by 𝛾𝑖 ≤ 11√3𝐹∑

𝑁𝑖

𝑗=1
‖r0

𝑖𝑗
‖; that is, ‖ufault 𝑖‖ ≤

𝛾
𝑖
.
In addition, it can be obtained from (12) in Property 1 that


T
𝑖
(𝜎

𝑖

𝑏
)

≤



16

(1 + (𝜎𝑖
𝑏
)
T
𝜎
𝑖

𝑏
)
2




(G

𝑖
(𝜎

𝑖

𝑏
))


≤ 16

(G

𝑖
(𝜎

𝑖

𝑏
))

≤ 8.

(18)

Consequently, using inequalities (17) and (18), it yields that
the lumped fault (T

𝑖
(𝜎

𝑖

𝑏
))
Tufault 𝑖 in (11) is bounded by


(T

𝑖
(𝜎

𝑖

𝑏
))

T
ufault 𝑖


≤

(T

𝑖
(𝜎

𝑖

𝑏
))

T
ufault 𝑖

 ≤ 8𝛾𝑖. (19)

To this end, the upper bounds of the thruster fault ufault 𝑖
and the lumped fault (T

𝑖
(𝜎

𝑖

𝑏
))
Tufault 𝑖 are thus successfully

analyzed. Thereby, the proof is completed here.

3.2. Fault Reconstruction Approach Design. For the trans-
formed attitude dynamics (11), the following change of
coordinates will be firstly introduced:

x
𝑖 1
= 𝜎

𝑖

𝑏
, (20)

x
𝑖 2
= �̇�

𝑖

𝑏
, (21)

y
𝑖 1
= (T

𝑖
(𝜎

𝑖

𝑏
))

T
ufault 𝑖. (22)

Then, it can rewrite (11) as the following nonlinear system:

ẋ
𝑖 1
= x

𝑖 2
, (23)

J
𝑖
(x

𝑖 1
) ẋ

𝑖 2
= −C

𝑖
(x

𝑖 1
, x

𝑖 2
) x

𝑖 2
+ (T

𝑖
(𝜎

𝑖

𝑏
))

T
unor 𝑖 + y

𝑖 1
.

(24)

Before presenting the details of the sliding mode
observer-based fault reconstruction approach, the following
lemma is firstly presented; it is useful for proving the stability
of the proposed observer.

Lemma 2 (see [39]). Suppose that there exists a continuous
positive-definite function𝑉

1
(𝑡) satisfying the following inequal-

ity:

�̇�
1
(𝑡) + 𝛼

1
𝑉
1
(𝑡) + 𝛿

1
𝑉
𝜅

1
(𝑡) ≤ 0, ∀𝑡 ≥ 0. (25)

Then, 𝑉
1
(𝑡) will converge to zero in a finite-time 𝑡

𝑓
∈ R,

𝑡
𝑓
≤

1

𝛼
1
(1 + 𝜅)

ln
𝛼
1
𝑉
1−𝜅

1
(0) + 𝛿

1

𝛿
1

, (26)

where 𝛼
1
> 0, 𝛿

1
> 0, and 0 < 𝜅 < 1 are scalars.

To accomplish the reconstruction of thruster fault in finite
time, a sliding mode observer will be developed. The sliding
surface is given as follows for each spacecraft:

M
𝑖
= x

𝑖 2
− 𝜉

𝑖
. (27)

In (27), 𝜉
𝑖
is designed as follows:

�̇�
𝑖
= J

𝑖

−1

(x
𝑖 1
) [𝐾

𝑖
M

𝑖
+ 𝜇

𝑖
sgn (M

𝑖
) + 𝜀

𝑖
M

𝑖

𝜋𝑖/𝜗𝑖

+ (T
𝑖
(𝜎

𝑖

𝑏
))

T
unor 𝑖 − C

𝑖
(x

𝑖 1
, x

𝑖 2
) 𝜉

𝑖
] ,

(28)

where 𝐾
𝑖
> 0, 𝜇

𝑖
> 0, and 𝜀

𝑖
> 0 are constants. 𝜋

𝑖
and 𝜗

𝑖
are

odd positive integers such that 𝜋
𝑖
< 𝜗

𝑖
.

Theorem 3. Consider the faulty distributed coordinate space-
craft attitude control system; for each spacecraft, design the
following sliding mode-base observer ŷ

𝑖 1
to reconstruct the

lumped fault y
𝑖 1
:

ŷ
𝑖 1
= 𝐾

𝑖
M

𝑖
+ 𝜇

𝑖
sgn (M

𝑖
) + 𝜀

𝑖
M

𝑖

𝜋𝑖/𝜗𝑖 + C
𝑖
(x

𝑖 1
, x

𝑖 2
)M

𝑖
.

(29)
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If the observer gain 𝜇
𝑖
is chosen such that

𝜇
𝑖
> 8𝛾

𝑖
(30)

then ŷ
𝑖 1

will converge to y
𝑖 1

with finite-time convergence, and
its reconstruction error ỹ

𝑖 1
= ŷ

𝑖 1
− y

𝑖 1
will converge to zero in

finite time.

Proof. Choose a Lyapunov candidate function as 𝑉
𝑖
=

(1/2)MT
𝑖
J
𝑖
(x

𝑖 1
)M

𝑖
. Then, differentiating both sides of 𝑉

𝑖
, it

leads to

�̇�
𝑖
=
1

2
MT

𝑖

̇J
𝑖
(x

𝑖 1
) Ṁ

𝑖
+MT

𝑖
J
𝑖
(x

𝑖 1
) Ṁ

𝑖

=
1

2
MT

𝑖

̇J
𝑖
(x

𝑖 1
) Ṁ

𝑖
+MT

𝑖
J
𝑖
(x

𝑖 1
) (ẋ

𝑖 2
− �̇�

𝑖
) .

(31)

Using (27) and Property 3, inserting (24) into (31) yields

�̇�
𝑖
= −MT

𝑖
[𝐾

𝑖
M

𝑖
+ 𝜇

𝑖
sgn (M

𝑖
) + 𝜀

𝑖
M

𝑖

𝜋𝑖/𝜗𝑖

+ (T
𝑖
(𝜎

𝑖

𝑏
))

T
unor 𝑖 − C

𝑖
(x

𝑖 1
, x

𝑖 2
) 𝜉

𝑖
]

+
1

2
MT

𝑖

̇J
𝑖
(x

𝑖 1
)M

𝑖

+MT
𝑖
[−C

𝑖
(x

𝑖 1
, x

𝑖 2
) x

𝑖 2
+ (T

𝑖
(𝜎

𝑖

𝑏
))

T
unor 𝑖 + y

𝑖 1
]

= −𝐾
𝑖
MT

𝑖
M

𝑖
− 𝜇

𝑖
MT

𝑖
sgn (M

𝑖
)

− 𝜀
𝑖
M

𝑖

(𝜋𝑖+𝜗𝑖)/𝜗𝑖 +MT
𝑖
y
𝑖 1
.

(32)

FromTheorem 1, it is known that ‖(T
𝑖
(𝜎

𝑖

𝑏
))
Tufault 𝑖‖ ≤ 8𝛾𝑖;

that is, ‖y
𝑖 1
‖ ≤ 8𝛾

𝑖
.Then, with the choice of the observer gain

in (30), it leaves (32) as

�̇�
𝑖
≤ −𝐾

𝑖
MT

𝑖
M

𝑖
− 𝜀

𝑖
M

𝑖

(𝜋𝑖+𝜗𝑖)/𝜗𝑖

≤ −2𝐾
𝑖
𝑉
𝑖
− 𝜀

𝑖
2
(𝜋𝑖+𝜗𝑖)/2𝜗𝑖 (𝑉

𝑖
)
(𝜋𝑖+𝜗𝑖)/2𝜗𝑖 .

(33)

Consequently, using Lemma 2, it can be obtained from (33)
that 𝑉

𝑖
(𝑡) ≡ 0 for all 𝑡 ≥ 𝑡

𝑓 𝑖
:

𝑡
𝑓
≤

1

2𝐾
𝑖
(1 + (𝜋

𝑖
+ 𝜗

𝑖
) /2𝜗

𝑖
)

⋅ ln
2𝐾

𝑖
𝑉
𝑖

(𝜗𝑖−𝜋𝑖)/2𝜗𝑖 (0) + 𝜀
𝑖
2
(𝜋𝑖+𝜗𝑖)/2𝜗𝑖

𝜀
𝑖
2(𝜋𝑖+𝜗𝑖)/2𝜗𝑖

.

(34)

At this time, applying the definition of 𝑉
𝑖
, one hasM

𝑖
(𝑡) ≡ 0

for all 𝑡 ≥ 𝑡
𝑓 𝑖
. Therefore, for all 𝑡 ≥ 𝑡

𝑓 𝑖
, it leads to

Ṁ
𝑖
(𝑡) ≡ 0. (35)

On the other hand, it follows from the reconstruction
error ỹ

𝑖 1
that

ỹ
𝑖 1
= ŷ

𝑖 1
− y

𝑖 1

= 𝐾
𝑖
M

𝑖
+ 𝜇

𝑖
sgn (M

𝑖
) + 𝜀

𝑖
M

𝑖

𝜋𝑖/𝜗𝑖

+ C
𝑖
(x

𝑖 1
, x

𝑖 2
)M

𝑖
− J

𝑖
(x

𝑖 1
) ẋ

𝑖 2

+ (T
𝑖
(𝜎

𝑖

𝑏
))

T
unor 𝑖 − C

𝑖
(x

𝑖 1
, x

𝑖 2
) x

𝑖 2

= −J
𝑖
(x

𝑖 1
) [ẋ

𝑖 2
− J

𝑖

−1

(x
𝑖 1
)

⋅ (𝐾
𝑖
M

𝑖
+ 𝜇

𝑖
sgn (M

𝑖
) + 𝜀

𝑖
M

𝑖

𝜋𝑖/𝜗𝑖

+ (T
𝑖
(𝜎

𝑖

𝑏
))

T
unor 𝑖 − C

𝑖
(x

𝑖 1
, x

𝑖 2
) 𝜉

𝑖
)]

= −J
𝑖

−1

(x
𝑖 1
) Ṁ

𝑖
.

(36)

As a result, it is obtained from (35) and (36) that ỹ
𝑖 1
(𝑡) ≡ 0

for all 𝑡 ≥ 𝑡
𝑓 𝑖
. From this, we can conclude that the lumped

fault reconstruction error ỹ
𝑖 1
(𝑡) of the proposed slidingmode

observer converges to zero within finite time. Thereby the
proof is completed here.

Theorem4. For all possible thruster faults in each spacecraft of
the considered distributed coordinated attitude system, the fault
u
𝑓𝑎𝑢𝑙𝑡 𝑖

occurring in the 𝑖th spacecraft can be reconstructed by
the signal (G

𝑖
(𝜎

𝑖

𝑏
))
Tŷ

𝑖 1
in finite-time 𝑡

𝑓 𝑖
. That is, u

𝑓𝑎𝑢𝑙𝑡 𝑖
(𝑡) ≡

(G
𝑖
(𝜎

𝑖

𝑏
))
Tŷ

𝑖 1
for all 𝑡 ≥ 𝑡

𝑓 𝑖
.

Proof. It follows from (22) that

ufault 𝑖 = (G𝑖
(𝜎

𝑖

𝑏
))

T
(ŷ

𝑖 1
− ỹ

𝑖 1
) . (37)

As stated in Theorem 3, it is seen that ŷ
𝑖 1

will converge
to y

𝑖 1
with finite-time convergence. More specifically, it has

ỹ
𝑖 1
(𝑡) ≡ 0 for all 𝑡 ≥ 𝑡

𝑓 𝑖
. Hence, it leaves (37)

ufault 𝑖 (𝑡) ≡ (G𝑖
(𝜎

𝑖

𝑏
))

T
ŷ
𝑖 1
, 𝑡 ≥ 𝑡

𝑓 𝑖
, (38)

which implies that ufault 𝑖 can be reconstructed by
(G

𝑖
(𝜎

𝑖

𝑏
))
Tŷ

𝑖 1
with zero reconstruction error in a finite-time

𝑡
𝑓 𝑖
. If one defines the reconstruction error between ufault 𝑖

and (G
𝑖
(𝜎

𝑖

𝑏
))
Tŷ

𝑖 1
as e

𝑖
(𝑡) = [𝑒

𝑖1
𝑒
𝑖2
𝑒
𝑖3
]
T, then it has e

𝑖
(𝑡) ≡

0 for all 𝑡 ≥ 𝑡
𝑓 𝑖
. Hence, the proof of Theorem 3 is com-

pleted.

4. Simulation Results

To illustrate the performance of the proposed fault recon-
struction approach, three spacecrafts in a distributed coor-
dinate configuration are considered in the simulation;
that is, 𝑛 = 3. Those spacecrafts’ inertia are J

1
=

diag([20 17 15]
T
), J

2
= diag([22.5 25 27.5]

T
), and J

3
=

diag( [27.5 30 25.5]
T
), respectively. Each spacecraftmounts
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Table 1: Thruster’s layout (𝑖 = 1, 2, . . . , 𝑛 and 𝑗 = 1, 2, . . . , 12).

Thruster
number

Position inF𝑖

𝑏
of the

attitude control system Orientation inF𝑖

𝑏

𝑟
0

𝑥𝑖𝑗
(mm) 𝑟

0

𝑦𝑖𝑗
(mm) 𝑟

0

𝑧𝑖𝑗
(mm) 𝛼

0

𝑖𝑗
(deg) 𝛽

0

𝑖𝑗
(deg)

#T
1

700 0 0 0 −90
#T

2
700 0 0 0 90

#T
3

−700 0 0 0 −90
#T

4
−700 0 0 0 90

#T
5

0 800 0 −90 90
#T

6
0 800 0 90 90

#T
7

0 −800 0 −90 90
#T

8
0 −800 0 90 90

#T
9

0 0 −700 0 0
#T

10
0 0 −700 0 180

#T
11

0 0 700 0 0
#T

12
0 0 700 0 180

twelve thrusters to perform large-angle attitude maneuver;
that is, 𝑁

𝑖
= 12, 𝑖 = 1, 2, . . . , 𝑛. For the 𝑖th spacecraft, those

twelve thrusters are assumed to be distributed symmetrically
on three axes ofF𝑖

𝑏
, and the propulsion force is perpendicular

to the corresponding axis such that the distribution matrix
can be simply determined by the distance r0

𝑖𝑗
, 𝑗 = 1, 2, . . . , 12.

The mechanical configuration of thrusters is illustrated in
Figure 3. The thrusters are commanded in pulse delay and
duration, providing a nominal force 𝐹 of 0.8N. The nominal
positions (i.e., the point of application of the main thrust
force) and orientation (azimuth and elevation) of thrusters
are reported in Table 1.

In simulation, the initial conditions of the 𝑖th spacecraft
with the quaternion and the angular velocity are 𝜎1

𝑏
(0) =

[0.288 −0.143 −0.020]
T,𝜎2

𝑏
(0) = [0.4 0.3 −0.15]

T,𝜎3
𝑏
(0) =

[−0.65 0.23 0.45]
T, and 𝜔𝑖

𝑏
(0) = [0 0 0]

T rad/sec, respec-
tively. The parameters for the proposed reconstruction
scheme are chosen as 𝐾

𝑖
= 0.75, 𝜀

𝑖
= 1.5, 𝜇

𝑖
= 14.5, 𝜋

𝑖
= 13,

and 𝜗
𝑖
= 19, 𝑖 = 1, 2, . . . , 𝑛.

4.1. Thruster Faults. To investigate the fault reconstruction
performance of the proposed scheme, the following thrust
magnitude error scenarios and thruster’s misalignments are
introduced and simulated.

(i) A random misalignment is added each time the
thruster is switched on, which corresponds to a
random thrust misalignment. The model for this
misalignment is aGaussian noise on both the azimuth
and the elevation angles (i.e., Δ𝛼

𝑖𝑗
and Δ𝛽

𝑖𝑗
, resp.;

𝑖 = 1, 2, . . . , 𝑛 and 𝑗 = 1, 2, . . . , 12), eachwith standard
deviation of 2.5% (Figure 1).

(ii) Supplementary position of thruster Δr
𝑖𝑗
, 𝑖 = 1, 2,

. . . , 𝑛, 𝑗 = 1, 2, . . . , 12, is modeled as a Gaussian noise,
each with standard deviation of 4%.

(iii) For all the twelve thrusters in each spacecraft, the
force delivered ismodeledwith a nominal value signal

ZBi

XBi

YBiOi

𝛽ij

𝛼ij

F

Figure 1: Azimuth and elevation of the 𝑗th thruster in the 𝑖th space-
craft.
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Figure 2: The reconstruction error e
1
.

of𝐹 = 0.8Ncorrupted by a zero-meanGaussiannoise
with a constant standard deviation of 0.35N.

4.2. Control Performance. When the proposed reconstruc-
tion approach for thruster faults is applied to each spacecraft
of the distributed coordinate attitude system, the sliding
mode observer-based reconstruction scheme leads to a good
reconstruction performance. Figure 2 illustrates the error
between ufault 1 and its reconstruction value (G

1
(𝜎

1

𝑏
))
Tŷ

1 1
.

It is seen that the reconstruction error e
1
(𝑡) converges to

zero in a finite-time 𝑡
𝑓 1

= 7.3 seconds. For the 2nd space-
craft, it is obtained from the reconstruction approach that
the reconstruction error e

2
(𝑡) is finite-time stable, and its

converging time is 𝑡
𝑓 2

= 17.5 seconds, as we can see in
Figure 3. Moreover, it is shown in Figure 4 that the recon-
struction approach is able to reconstruct the faults occurring
in the third spacecraft. This reconstruction is accomplished
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Figure 4: The reconstruction error e
3
for the third spacecraft.

in a finite-time 𝑡
𝑓 3

= 25 seconds. From those results, it is
seen that a faster reconstruction of the thruster faults in the
considered distributed coordinate spacecraft attitude control
system is achieved.

5. Conclusions and Future Work

A sliding mode observer-based fault reconstruction scheme
was proposed for each agent in a distributed coordinated

spacecraft attitude control system.Thruster faults were inves-
tigated. The proposed reconstruction approach guaranteed
that all possible thruster faults were reconstructed with zero
reconstruction error. Moreover, it was able to accomplish a
faster fault reconstruction, because it was capable of making
the reconstructed signal converge to the actual fault within
finite time. By choosing the observer gains, such finite time
can be tuned by the designer. If the spacecraft was only
under the effect of external disturbance, then this approach
can also reconstruct the magnitude of external disturbance
with finite-time convergence. This was another feature of
this approach. However, this work only carried out fault
reconstruction for distributed coordinate spacecraft system;
the attitude controller design was not done. As some of
future works, reliable attitude controller should be carried out
by using the reconstructed fault signals obtained from the
reconstruction approach in this work.
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To construct a corresponding distributed system from a continuous system, the most convenient way is to partition the system into
parts according to its topology and deploy the parts on separated nodes directly. However, system error will be introduced during
this process because the computing pattern is changed from the sequential to the parallel. In this paper, themathematical expression
of the introduced error is studied. A theorem is proposed to prove that a distributed system preserving the stability property of the
continuous system can be found if the system error is limited to be small enough. Then, the compositions of the system error are
analyzed one by one and the complete expression is deduced, where the advancing step T in distributed environment is one of the
key factors associated. At last, the general steps to determine the step T are given. The significance of this study lies in the fact that
the maximum T can be calculated without exceeding the expected error threshold, and a larger T can reduce the simulation cost
effectively without causing too much performance degradation compared to the original continuous system.

1. Introduction

Engineering problems involve dealing with physical sys-
tems. Since most physical laws are described by differential
equations, simulation in engineering is in fact related to
numerical resolution of differential equations. This is called
continuous system simulation and even the components (i.e.,
the subsystems or submodels) of it are generally described in
time discretization manner [1].

The large engineering system has sustained requirement
on distributed simulation for two reasons. First, the continu-
ous growth on system scale and complexity results in intense
demand on computing capacity, which can be mitigated in
distributed environment by scattering the computing load
to networked nodes. Second, the system itself is sometimes
geographically fragmented; thus, the distributed structure
is needed to be consistent with its topology. Except those
constructed in distributed manner from scratch, there are
still many classic continuous systems that were constructed
in the nondistributed way, in that the system was designed
and tested without considering the possible scenario of
distributed simulation.Thedemand to transform such system
into the distributed one emerges.

The classic continuous system is characterized by com-
puting its components in pipeline, where a computing
sequence is set up and the components are computed one
by one within a step; the sequence is determined by the
component’s input/output characteristics and the data depen-
dence. By contrast, the computation on each component in
the distributed environment will start simultaneously and
advance in a parallel manner; the updating data is exchanged
periodically through the network for synchronization.

The difference between two computing patterns can
be formulized as follows. Suppose a system containing 𝑛
components:𝑀 = {𝑚

1
, 𝑚
2
, . . . , 𝑚

𝑛
}. A single component can

be represented as 𝑚
𝑖
= {𝑥
𝑖
, 𝑦
𝑖
, 𝑓
𝑖
}, where 𝑥

𝑖
is the input, 𝑦

𝑖
is

the output, and 𝑓
𝑖
is the model function. We have 𝑦

𝑖
= 𝑓
𝑖
(𝑥
𝑖
).

Assuming a computing sequence 𝑄 = {𝑞
1
, . . . , 𝑞

𝑖
, . . . , 𝑞

𝑛
}

has been determined in the nondistributed environment, the
pipeline computing within one step can be described as

𝑥
𝑘×ℎ

𝑞
1

= 𝐼
𝑘×ℎ
,

𝑦
𝑘×ℎ

𝑞
1

= 𝑓
𝑞
1

(𝑥
𝑘×ℎ

𝑞
1

) ,

𝑥
𝑘×ℎ

𝑞
𝑖

= 𝑦
𝑘×ℎ

𝑞
𝑖−1

,
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𝑦
𝑘×ℎ

𝑞
𝑖

= 𝑓
𝑞
𝑖

(𝑥
𝑘×ℎ

𝑞
𝑖

) = 𝑓
𝑞
𝑖

(𝑦
𝑘×ℎ

𝑞
𝑖−1

) ,

𝑖 = 2, . . . , 𝑛,

(1)

where 𝑘 = 0, 1, 2, . . . , ℎ is the step size and the subscript 𝑞
𝑖

refers to the index in 𝑄. In the pipeline computing, the first
component is assumed to get the input from a signal source
𝐼, and the others get inputs following the data dependence
among themselves.

By contrast, the one-step computing in distributed envi-
ronment can be described as

𝑥
𝑘×𝑇

1
= 𝐼
𝑘×𝑇
,

𝑦
𝑘×𝑇

1
= 𝑓
𝑖
(𝑥
𝑘×𝑇

1
) ,

𝑥
𝑘×𝑇

𝑖
= 𝑦
(𝑘−1)×𝑇

𝑖−1
,

𝑦
𝑘×𝑇

𝑖
= 𝑓
𝑖
(𝑥
𝑘×𝑇

𝑖
) = 𝑓
𝑖
(𝑦
(𝑘−1)×𝑇

𝑖−1
) ,

𝑖 = 2, . . . , 𝑛,

(2)

where 𝑇 is the advancing step of the distributed system. It
should be noted that the computing sequence is not held any
more in this case.

There are two differences comparing these two comput-
ing processes. First, the computing is synchronous in the
nondistributed environment. For each component, the input
is updated to time step 𝑘 firstly, and then the output at 𝑘
is computed (the data dependence among components is
assumed to be consistent with the computing sequence). On
the other hand, the computation is parallel in the distributed
environment and each component starts simultaneously.The
input of a component will still hold the value of step (𝑘 −
1) when the output at 𝑘 needs to be computed. Second,
the advancing steps of two environments, ℎ and 𝑇, may be
different. In the nondistributed environment, ℎ is determined
by the equation solver; either fixed or variable step is
employed.However, the determination of𝑇needs to consider
the bandwidth of the underlying network, signal frequency,
human perception limitation, and so forth. It is often the case
where the whole system advances with a fixed 𝑇 and 𝑇 ≥ ℎ.

A formal approach capable of partitioning a system
into parallel parts and properly handling the above two
issues is the key to build a distributed simulation from a
nondistributed one.This problem, denoted as the Partitioning
Problem, was early studied in the simulation of complex
mechanical systems [2, 3] and then became a research focus
in the field of discrete event simulation [2, 4, 5] and the
decentralized, large-scale control system [6, 7]. However, the
proposed approaches all involved extra efforts to reformulize
or reengineer the simulated system and did not consider the
possible difference on ℎ and 𝑇 either.These drawbacks set up
barriers to apply these approaches broadly.

In [4], anovel partitioning approach is proposed using the
system’s topology.This approach is easy to perform sincemost
classic simulations have block-diagram structures, but it is
“lossy” because the disorder of the component’s input/output
data cannot be avoided, thus leading to the error on state

trajectory of the resulting distributed system. To reduce
the error, a portioning rule was proposed to eliminate the
possible cumulative delays caused by improper partitioning,
which contribute a lot to the overall error.

This paper will study the mathematical expression of this
error. The correlation between the error and the advancing
step 𝑇 in distributed environment is revealed. Then, a max-
imum 𝑇 can be calculated according to the error threshold
specified by the system engineer. The significance to find
the maximum 𝑇 lies in the fact that a larger 𝑇 will improve
the parallelism of the partitioned system by reducing the
synchronization frequency between nodes, without causing
too much performance degradation at the same time.

2. Literature Review

The Partitioning Problem was early studied in the coupled
problem [2, 5] of complex mechanical system simulation,
where the fluids, thermal, control, and structure subsystems
interacted with each other and formed multi-physical-field
system [8]. The partitioning is applied to decompose such
system into partitions with physical or computational con-
siderations. The resulting system could separately advance
in time over each partition, thus gained high simulation
efficiency. However, these studies were focused on the finite
element analysis, not for general purpose simulation.

The Partitioning Problem is also critical to build the
decentralized, large-scale control system [6, 7]. A graph-
based approach was employed in that the system states were
connected as vertexes and the coupling strength (measured
by weight factor) between any two of them was evalu-
ated. Small weight connections were more likely to form
the partitioning edge by which the system was split into
relative independent parts. Another methodwas to use the
delay differential equations [9, 10] to describe the dynamic
of the distributed system. Networked control scheme [11]
was constructed to obtain the convergence and stability in
control of the system. However, this approach focuses on
the influence of signal delay associated with network latency,
rather than the errors caused by the change of computing
pattern. In our opinion, such errorswill still exist even though
the underlying network is perfect and has no delay.

In the Modeling and Simulation (M&S) domain, DEVS
(Discrete Event System Specification) theory casts light into
the solving of Partitioning Problem. The basic idea was to
transform a continuous system into the DEVS form by
quantizing the system states. A DEVS system is comprised
of a set of connected components (called “atomic model”
or “coupled model”). The output of each component will
hold unchanged until the values of the states it maintained
exceed some predefined quantized level. As a result, the
time driving continuous system is transformed into an event
driving system; thus, it can be decoupled and partitioned
easily [12–14]. The transformed system is suitable for asyn-
chronous, distributed environment in nature; however, the
“illegitimacy” phenomenon, where the states may transit for
unlimited times within a limited period, often causes the
simulation to fail to converge correctly.
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Figure 1: An inverted pendulum system.The states are “cart position” and “pendulum angle.” A computing sequence is maintained (indicated
by red numbers) in the nondistributed environment.

As an extension of DEVS, the QSS approach [15–17] was
proposed to resolve the “illegitimacy” problem by using a
special “hysteretic quantization” method, where the output
of each component (or model, as called in DEVS system)
will not transit to the next quantization level during its
descending period until the change has exceeded certain
threshold. QSS provides a general approach for the Partition-
ing Problem since each QSS model interacts with discrete,
states updating events. However, the QSS model needs to
be particularly designed to allow states transiting between
quantization levels. The changes of states are triggered by
unpredicted threshold crossing events inQSS. In otherwords,
the advancing “step” of QSS system is unpredicted and
time-varying. This characteristic makes QSS unsuitable for
applications such as the Hardware-In-the-Loop (HIL) or
Man-In-the-Loop (MIL) simulation, where the system has
to advance with some fixed step 𝑇 to align the hardware’s
working frequency or to take care of the needs of human
perception.

The approaches mentioned above all involve extra efforts
to reformulize or reengineer the simulated system. For
example, in the graph-based approach, the detailed analysis
of the coupling strength between system states requests the
engineer to have full knowledge of system dynamics.TheQSS
approach also needs the system components to be modified
to follow the DEVS formulation. Additionally, the possible
difference between ℎ and 𝑇 was not considered either. These
drawbacks set up barriers to apply these approaches broadly.

By contrast, the partitioning approach proposed in [4]
took the advantage of the system’s structure characteristics;
no extra work is needed except for decomposing the sys-
tem according to the data transferring route. However, the
incurred error needs to be further studied considering the
possible correlation with 𝑇.

The content of this paper is organized as follows: in
Section 3, the previous work is briefly reviewed. In Section 4,
the mathematical expression of the errors is given with
theorems. In Section 5, a series of steps are concluded to
determine the maximum 𝑇.

3. Problem Description

Normally, a continuous system can be represented by a block
diagram as Figure 1 shows [4]. This assembling approach
based on basic components is commonly seen in the con-
struction of complex system.

The components within this system can be classified into
two categories: the Direct-Feed-Through (DFT) component
and the Non-Direct-Feed-Through (NDFT) component. The
output ofDFT component is directly associatedwith its input;
that is, the output at time 𝑡 is determined by the input at
the same time. On the other hand, the output of NDFT
component is only determined by its current state and has
nothing to do with the current input. It implies that, when
computing a DFT component, the components it depends
on should be computed firstly to maintain the correct data
dependence.TheNDFT component has no such requirement
since its current output does not rely on the current input.

With parallel computing in the distributed environment,
more deductions can be deduced from the foregoing. First,
if part of the system deployed on a separate node formed
a NDFT component (both DFT and NDFT component can
have recursive structure), its output would be delayed for
𝑇 when updating to other nodes. Second, if two or more
DFT components were cascaded, they should not be divided
into different nodes; otherwise, the output delay would
accumulate from the first DFT component. For example, if
the components (5), (7), and (9) in Figure 1 were deployed
to different nodes, the output of component (9) will be 3𝑇
delayed compared to the original system, component (7) is
2𝑇 delayed, and component (5) is 𝑇 delayed.

These outcomes have been observed in the experiments
of [4], and a partitioning rule was proposed to reduce
the accumulated delays. The rule is simple: the distributed
DFT component should be avoided; each partitioned part
should be ensured to form a NDFT component. The system
performance was improved by applying this rule, as shown in
Figure 2.

Although the partitioning rule made the distributed
system more close to the original continuous system, there
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Figure 2: (a)The comparison of the trajectories (“cart position”). (a)The distributed system became unstable when 𝑇 = 2ℎ without applying
the partitioning rule. (b) By applying this rule, the distributed system was stable even when 𝑇 = 100ℎ.

is still one step (𝑇) delay among each node.This delay cannot
be eliminated completely because of the parallelism nature
of distributed environment, leading to the system error
(denoted as Δ𝐸). To understand the influence of 𝑇 to Δ𝐸, the
mathematical expression of Δ𝐸 needs to be formulized.

To simplify the analysis of Δ𝐸, an abstract control system
containing two components is employed here: one compo-
nent is the Controller and the other is the Plant. This system
is assumed to be Asymptotically Stable. Denoting the original
continuous system asCS and the distributed system asDS, the
controller and plant can be described as differential equations
in CS [15]:

Controller (CS) :
{
{
{
{

{
{
{
{

{

̇
𝑥
𝑐
(𝑡) = 𝑓

𝑐
(𝑥
𝑐
(𝑡) , 𝑢
𝑐
(𝑡))

𝑦
𝑐
(𝑡) = 𝑔

𝑐
(𝑥
𝑐
(𝑡) , 𝑢
𝑐
(𝑡))

𝑢
𝑐
= 𝑦
𝑝
,

(3a)

Plant (CS) :
{
{
{
{

{
{
{
{

{

̇
𝑥
𝑝
(𝑡) = 𝑓

𝑝
(𝑥
𝑝
(𝑡) , 𝑢
𝑝
(𝑡))

𝑦
𝑝
(𝑡) = 𝑔

𝑝
(𝑥
𝑝
(𝑡))

𝑢
𝑝
= 𝑦
𝑐
,

(3b)

where 𝑥
𝑐
(𝑡) and 𝑥

𝑝
(𝑡) are system states, 𝑦

𝑐
(𝑡) and 𝑦

𝑝
(𝑡) are

outputs, 𝑢
𝑐
(𝑡) and 𝑢

𝑝
(𝑡) are inputs, 𝑓

𝑐
(∗) and 𝑓

𝑝
(∗) are state

functions, and 𝑔
𝑐
(∗) and 𝑔

𝑝
(∗) are output functions. In DS,

the controller and the plant are described as

Controller (DS) :
{
{
{
{

{
{
{
{

{

̇
𝑥
𝑐
(𝑡) = 𝑓

𝑐
(𝑥
𝑐
(𝑡) , (𝑢

𝑐
)
𝑑
(𝑡))

𝑦
𝑐
(𝑡) = 𝑔

𝑐
(𝑥
𝑐
(𝑡) , (𝑢

𝑐
)
𝑑
(𝑡))

(𝑢
𝑐
)
𝑑
(𝑡) = (𝑦

𝑝
)
𝑑
(𝑡 − 𝑇) ,

(4a)

Plant (DS) :
{
{
{
{

{
{
{
{

{

̇
𝑥
𝑝
(𝑡) = 𝑓

𝑝
(𝑥
𝑝
(𝑡) , (𝑢

𝑑
)
𝑞
(𝑡))

𝑦
𝑝
= 𝑔
𝑝
(𝑥
𝑑
(𝑡))

(𝑢
𝑝
)
𝑑
(𝑡) = (𝑦

𝑐
)
𝑑
(𝑡 − 𝑇) ,

(4b)

where (∗)
𝑑

is the discretization operator. This operator
indicates the operand updates its value to the external world
following the advancing step 𝑇, just like being discretized.

Perturbation Analysis is used here to analyze the com-
position of Δ𝐸. Perturbation analysis treats Δ𝐸 as the out-
come of disturbances to CS such as the output delay and
discretization. The difference between CS and DS can be
determined without formulizing the differential equations of
both systems and then comparing the eigenvalues. First of
all, the DS system is expressed in the form of perturbation
equations:

̇𝑥
𝑝
= 𝑓
𝑝
(𝑥
𝑝
, (𝑔
𝑐
)
𝑑
(𝑥
𝑐
(𝑡 − 𝑇) , 𝑔

𝑝
(𝑥
𝑝
(𝑡 − 𝑇))))

= 𝑓
𝑝
(𝑥
𝑝
, 𝑔
𝑐
(𝑥
𝑐
+ Δ𝑥
𝑐
, 𝑔
𝑝
(𝑥
𝑝
+ Δ𝑥
𝑝
) + Δ𝑦

𝑝
)

+ Δ𝑦
𝑐𝑑
) ,

(5a)

̇𝑥
𝑐
= 𝑓
𝑐
(𝑥
𝑐
, (𝑔
𝑝
)
𝑑
(𝑥
𝑝
(𝑡 − 𝑇)))

= 𝑓
𝑐
(𝑥
𝑐
, 𝑔
𝑝
(𝑥
𝑝
+ Δ𝑥
𝑝
) + Δ𝑦

𝑝𝑑
) ,

(5b)

where

(i) Δ𝑥
𝑐
= 𝑥
𝑐
(𝑡−𝑇)−𝑥

𝑐
, the error of controller state caused

by time delay;
(ii) Δ𝑥

𝑝
= 𝑥
𝑝
(𝑡 − 𝑇) − 𝑥

𝑝
, the error of plant state caused

by time delay;
(iii) Δ𝑦

𝑝
= 𝑔
𝑝
(𝑥
𝑝
(𝑡−𝑇))−𝑔

𝑝
(𝑥
𝑝
), the error of plant output

caused by time delay;
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(iv) Δ𝑦
𝑐𝑑
= (𝑔
𝑐
)
𝑑
−𝑔
𝑐
, the error of controller output caused

by discretization;

(v) Δ𝑦
𝑝𝑑
= (𝑔
𝑝
)
𝑑
− 𝑔
𝑝
, the plant output error caused by

discretization.

The system error is represented as

Δ𝐸 =






(Δ𝑥
𝑐
, Δ𝑥
𝑝
, Δ𝑦
𝑝
, Δ𝑦
𝑐𝑑
, Δ𝑦
𝑝𝑑
)






. (6)

To find out the detailed expression of Δ𝐸, a preparation
theorem is proposed as follows.

4. The Mathematical Analysis

4.1. A Preparation Theorem. Based on the assumption of
Asymptotically Stable, the functions of 𝑓

𝑝
(∗), 𝑔

𝑝
(∗), 𝑓

𝑐
(∗),

and 𝑔
𝑐
(∗) in (3a), (3b), (4a), and (4b) are further assumed

to be Lipschitz Continuous over a region 𝐷, where 𝐷 is a
nonsaturation region defined by 𝑥

𝑝
and 𝑥

𝑐
:

𝐷 = {𝑥
𝑝
, 𝑥
𝑐
| 𝑥
𝑝
∈ 𝐷
𝑥
𝑝

, 𝑥
𝑐
∈ 𝐷
𝑥
𝑐

, 𝑔
𝑝
(𝑥
𝑝
)

∈ 𝐷
𝑦
𝑝

, 𝑔
𝑐
(𝑥
𝑐
, 𝑔
𝑝
(𝑥
𝑝
)) ∈ 𝐷

𝑦
𝑐

} .

(7)

For convenience, the time symbol 𝑡 is omitted unless neces-
sary. 𝐷

𝑥
𝑝

and 𝐷
𝑥
𝑐

are nonsaturation regions for 𝑥
𝑝
and 𝑥

𝑐
,

respectively, that is, the state spaces of the controller and the
plant. 𝐷

𝑦
𝑝

and 𝐷
𝑦
𝑐

are nonsaturation regions for 𝑦
𝑝
and 𝑦

𝑐
,

respectively, that is, the output spaces of the controller and
the plant. With this assumption, a preparation theorem [18]
is given.

Theorem 1 (preparation theorem). For an asymptotically
stable CS as shown in (3a) and (3b), if (a) the functions 𝑓(∗)
and 𝑔(∗) are continuously differentiable and (b) a Lyapunov
function 𝑉 is defined over an open region 𝐷 containing the
original point (assumed to be the equilibrium point), then a DS
can be obtained from CS, in that all start positions lying in an
arbitrary interior region (denoted as 𝐷

1
) of 𝐷 are attracted to

another arbitrary interior region (𝐷
2
) of 𝐷

1
in finite time. 𝐷

1

and𝐷
2
are defined by sections of𝑉 crossed by two level surfaces.

This theorem is critical because it guarantees that DS can
be derived from a CS given that CS is stable. The assumption
that the original point is the equilibrium is easy to be satisfied
by translation transformation of the state variables.

Proof. Define an auxiliary function:

𝛼 (𝑥, Δ𝑥
𝑐
, Δ𝑥
𝑝
, Δ𝑦
𝑝
, Δ𝑦
𝑐𝑑
, Δ𝑦
𝑝𝑑
) =

𝜕𝑉

𝜕𝑥
𝑝

⋅ 𝑓
𝑝
(𝑥
𝑝
, 𝑔
𝑐
(𝑥
𝑐
+ Δ𝑥
𝑐
, 𝑔
𝑝
(𝑥
𝑝
+ Δ𝑥
𝑝
) + Δ𝑦

𝑝
)

+ Δ𝑦
𝑐𝑑
) +

𝜕𝑉

𝜕𝑥
𝑐

⋅ 𝑓
𝑐
(𝑥
𝑐
, 𝑔
𝑝
(𝑥
𝑝
+ Δ𝑥
𝑝
) + Δ𝑦

𝑝𝑑
) .

(8)

We have

𝛼 (𝑥, 0, 0, 0, 0) =
̇V (𝑥), (9)

where 𝑥 = (𝑥
𝑝
, 𝑥
𝑐
) and V(𝑥) is the Lyapunov function of CS.

Define the second auxiliary function 𝛽(∗) over a region
𝐷
3
:

𝛽 (Δ𝑥
𝑐
, Δ𝑥
𝑝
, Δ𝑦
𝑝
, Δ𝑦
𝑐𝑑
, Δ𝑦
𝑝𝑑
)

= sup
𝑥∈𝐷
3

(𝛼 (𝑥, Δ𝑥
𝑐
, Δ𝑥
𝑝
, Δ𝑦
𝑝
, Δ𝑦
𝑐𝑑
, Δ𝑦
𝑝𝑑
)) ,

(10)

where 𝐷
3
= 𝐷
2
− 𝐷
1
. 𝛽(∗) is continuous since 𝛼(∗) is

continuous. Then, we have

𝛼 (𝑥, Δ𝑥
𝑐
, Δ𝑥
𝑝
, Δ𝑦
𝑝
, Δ𝑦
𝑐𝑑
, Δ𝑦
𝑝𝑑
)

< 𝛽 (Δ𝑥
𝑐
, Δ𝑥
𝑝
, Δ𝑦
𝑝
, Δ𝑦
𝑐𝑑
, Δ𝑦
𝑝𝑑
)

(11a)

and then

𝛽 (0, 0, 0, 0, 0) = sup
𝑥∈𝐷
3

(𝛼 (𝑥, 0, 0, 0, 0)) = sup
𝑥∈𝐷
3

(
̇V (𝑥)) . (11b)

A positive real number 𝑠 can be found since ̇V(𝑥) is the
negative definition to satisfy:

̇V (𝑥) < −𝑠. (12a)

Combining (11b), then

𝛽 (0, 0, 0, 0, 0) < −𝑠. (12b)

As a result, a region𝐷
4
can always be found in the vicinity of

the origin of 𝛽(∗):

𝐷
4
= {(Δ𝑥

𝑐
, Δ𝑥
𝑝
, Δ𝑦
𝑝
, Δ𝑦
𝑐𝑑
, Δ𝑦
𝑝𝑑
) |






(Δ𝑥
𝑐
, Δ𝑥
𝑝
, Δ𝑦
𝑝
, Δ𝑦
𝑐𝑑
, Δ𝑦
𝑝𝑑
)






= Δ𝐸 < 𝜌} ,

(13)

where 𝜌 is a positive real number defining the radius of 𝐷
4
.

Another positive real number 𝑠
1
(0 < 𝑠

1
< 𝑠) can be found to

satisfy (14) over𝐷
4
:

𝛽 (Δ𝑥
𝑐
, Δ𝑥
𝑝
, Δ𝑦
𝑝
, Δ𝑦
𝑐𝑑
, Δ𝑦
𝑝𝑑
) < −𝑠

1
. (14)

Considering inequality (11a), we have

𝛼 (𝑥, Δ𝑥
𝑐
, Δ𝑥
𝑝
, Δ𝑦
𝑝
, Δ𝑦
𝑐𝑑
, Δ𝑦
𝑝𝑑
) < −𝑠

1
, 𝑥 ∈ 𝐷

3
. (15)

Consider (9), and we have

̇V (𝑥) < −𝑠
1
, 𝑥 ∈ 𝐷

3
. (16)

To integrate both sides of (16) in [0, 𝑡],

𝑉 (𝑥 (𝑡)) − 𝑉 (𝑥
0
) < −𝑠

1
∗ 𝑡, (17a)

𝑉 (𝑥 (𝑡)) < 𝑉 (𝑥
0
) − 𝑠
1
∗ 𝑡, (17b)

where 𝑥
0
∈ 𝐷
3
is the start point of state trajectory. Inequation

(17b) means the state trajectory in DS is strictly constrained
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by a diminishing function in 𝐷
3
. Considering the fact that

̇V(𝑥) < 0, we have

𝑉 (𝑥
0
) < 𝑉
𝐷
1

, (18a)

𝑉 (𝑥 (𝑡)) < 𝑉
𝐷
1

− 𝑠
1
∗ 𝑡, (18b)

where 𝑉
𝐷
1

is the value of 𝑉(𝑥) where the state trajectory
crosses the level surface that defines region 𝐷

1
. Inequations

(18a) and (18b) mean that the state trajectory of DS will stay
inside𝐷

1
. Considering ̇V(𝑥) < 0, we also have

𝑉 (𝑥
0
) > 𝑉
𝐷
2

, (19)

where 𝑉
𝐷
2

is the value of 𝑉(𝑥) where the state trajectory
crosses the level surface that defines region 𝐷

2
. Then, the

solution trajectory of DS will go from the start point to 𝐷
2

within finite time:

Δ𝑡 <

𝑉 (𝑥
0
) − 𝑉
𝐷
2

𝑠
1

. (20)

Inequation (20) means a DS can be found, whose trajectory
will converge to the equilibriumpoint of CS eventually within
finite time, given CS being asymptotically stable and the
system error being constrained as (13) shows.

4.2. TheMathematical Expression of System Error. Themath-
ematical expression of Δ𝐸 is studied by analyzing each
component of it.

4.2.1. Δ𝑥
𝑐
. Δ𝑥
𝑐
is the variation of the controller’s state value

within time interval𝑇. According to the definition in (5a) and
(5b),

Δ𝑥
𝑐
= 𝑥
𝑐
(𝑡 − 𝑇) − 𝑥

𝑐

= ∫

𝑡

𝑡−𝑇

𝑓
𝑐
(𝑥
𝑐
(𝜏) , 𝑢

𝑐
(𝜏)) ⋅ 𝑑𝜏,

(21a)





Δ𝑥
𝑐





=










∫

𝑡

𝑡−𝑇

𝑓
𝑐
(𝑥
𝑐
(𝜏) , 𝑢

𝑐
(𝜏)) ⋅ 𝑑𝜏










. (21b)

Integrating both sides of (21b),





Δ𝑥
𝑐





=










∫

𝑡

𝑡−𝑇

𝑓
𝑐
(𝑥
𝑐
(𝜏) , 𝑢

𝑐
(𝜏)) ⋅ 𝑑𝜏










≤ ∫

𝑡

𝑡−𝑇





𝑓
𝑐
(𝑥
𝑐
(𝜏) , 𝑢

𝑐
(𝜏))





⋅ 𝑑𝜏.

(22)

𝑓
𝑐
(∗) is bounded in [𝑡 − 𝑇, 𝑡] since it is continuously

differentiable (one of the conditions inTheorem 1). Then, we
have





Δ𝑥
𝑐





≤ ∫

𝑡

𝑡−𝑇

𝑀
𝑓
𝑐

⋅ 𝑑𝜏 = 𝑀
𝑓
𝑐

⋅ 𝑇, (23)

where𝑀
𝑓
𝑐

is the upper bound of 𝑓
𝑐
(∗) within [𝑡 − 𝑇, 𝑡].

4.2.2. Δ𝑥
𝑝
. Δ𝑥
𝑝
is the variation of the plant’s state value

within time interval 𝑇. Following a similar approach in the
analysis of Δ𝑥

𝑐
, we have






Δ𝑥
𝑝






≤ 𝑀
𝑓
𝑝

⋅ 𝑇, (24)

where𝑀
𝑓
𝑝

is the upper bound of 𝑓
𝑝
(∗) within [𝑡 − 𝑇, 𝑡].

4.2.3. Δ𝑦
𝑝
. Δ𝑦
𝑝
is the variation of the plant’s output within

time interval 𝑇. According to (5a) and (5b), we have

Δ𝑦
𝑝
= 𝑔
𝑝
(𝑥
𝑝
(𝑡 − 𝑇)) − 𝑔

𝑝
(𝑥
𝑝
)

= 𝑔
𝑝
(𝑥
𝑝
+ Δ𝑥
𝑝
) − 𝑔
𝑝
(𝑥
𝑝
) ,

(25a)






Δ𝑦
𝑝






=






𝑔
𝑝
(𝑥
𝑝
+ Δ𝑥
𝑝
) − 𝑔
𝑝
(𝑥
𝑝
)






. (25b)

Considering 𝑔
𝑝
(∗) is Lipschitz Continuous (Theorem 1), we

have





Δ𝑦
𝑝






=






𝑔
𝑝
(𝑥
𝑝
+ Δ𝑥
𝑝
) − 𝑔
𝑝
(𝑥
𝑝
)







≤ 𝑀
𝑔
𝑝

⋅






(𝑥
𝑝
+ Δ𝑥
𝑝
) − (𝑥

𝑝
)







= 𝑀
𝑔
𝑝

⋅






Δ𝑥
𝑝






.

(26a)

Considering (24), we have





Δ𝑦
𝑝






≤ 𝑀
𝑔
𝑝

⋅ 𝑀
𝑓
𝑝

⋅ 𝑇, (26b)

where𝑀
𝑔
𝑝

is the Lipschitz Const of 𝑔
𝑝
(∗).

4.2.4. Δ𝑦
𝑝𝑑
. Δ𝑦
𝑝𝑑

is caused by discretization on the plant’s
output, where the discrete interval is 𝑇. Δ𝑦

𝑝𝑑
is bounded by

the changing rate of the output, as shown in Figure 3.
According to the definitions in (5a) and (5b), we have






Δ𝑦
𝑝𝑑






=






(𝑔
𝑝
)
𝑑
− 𝑔
𝑝






≤ Δ𝑦
𝑝
. (27)

Considering (26b),





Δ𝑦
𝑝𝑑






≤ 𝑀
𝑔
𝑝

⋅ 𝑀
𝑓
𝑝

⋅ 𝑇. (28)

4.2.5. Δ𝑦
𝑐𝑑
. Similarly, we have





Δ𝑦
𝑐𝑑





≤ 𝑀
𝑔
𝑐

⋅ 𝑀
𝑓
𝑐

⋅ 𝑇. (29)

Combining (6), (23), (24), (26b), (28), and (29),

Δ𝐸 =






(Δ𝑥
𝑐
, Δ𝑥
𝑝
, Δ𝑦
𝑝
, Δ𝑦
𝑐𝑑
, Δ𝑦
𝑝𝑑
)







≤ √𝑀
2

𝑓
𝑐

(1 +𝑀
2

𝑔
𝑐

) +𝑀
2

𝑓
𝑝

⋅ (1 + 2𝑀
2

𝑔
𝑝

) ⋅ 𝑇,

(30)

where √𝑀2
𝑓
𝑐

(1 + 𝑀
2

𝑔
𝑐

) + 𝑀
2

𝑓
𝑝

⋅ (1 + 2𝑀
2

𝑔
𝑝

) ⋅ 𝑇 defines the
upper bound of Δ𝐸. Once an expected Δ𝐸 is given (denoted
as Δ𝐸∗), 𝑇max can be determined:

𝑇max =
Δ𝐸
∗

√𝑀
2

𝑓
𝑐

(1 +𝑀
2

𝑔
𝑐

) +𝑀
2

𝑓
𝑝

⋅ (1 + 2𝑀
2

𝑔
𝑝

)

(31)
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The value of Δypd is
bounded by the

changing rate of y

T 2T 3T 4T 5T 6T T 2T 3T 4T 5T 6T

yy

Figure 3: Δ𝑦
𝑝𝑑

is bounded by the changing rate of the output value.

0 1 2 3 4 5 6 7 8 9 10

0

0.5

1

1.5

Time (s)

x1
x2

−0.5

−1

−1.5

Figure 4: The trajectories of 𝑥
1
, 𝑥
2
, where 𝑘 = 5, 𝑅 = 5, 𝑚 = 1, and

the initial value 𝑥𝑡=0
1
= 𝑥
𝑡=0

2
= 1.

1

s

x1

Integrator

Partitioning

fx2 =
−k

m
x1 −

−R

m
x2

1

s

x2

Integrator

Figure 5: This simple system is partitioned into two parts by the
dash line to form a distributed system.

for any 𝑇 < 𝑇max, and the overall error will be less than
Δ𝐸
∗. Equation (31) also indicates the way to partition CS

will influence𝑇max: themore the parts partitioned (supposing
each part is deployed on a node), the greater the denominator
of the right part of (31), thus the smaller that of the allowable
𝑇max.

0 2 4 6 8 10

0

0.5

1.0

Time (s)

The upper bound: 1.0

−0.5

−1.0

−1.5

The lower bound: −1.3844

Figure 6: The plot of ̇𝑥
1
.𝑀
𝑓𝑥1

is determined by the bound of it in
this example.

5. Experiment

Adistributed simulation is constructed in this section to show
the determination of 𝑇. The original continuous system is a
point mass system with fraction as follows:

̇𝑥
1
= 𝑥
2
,

̇𝑥
2
=

−𝑘

𝑚

𝑥
1
−

𝑅

𝑚

𝑥
2
,

(32)

where 𝑘 is spring const,𝑚 ismass, and𝑅 is friction coefficient.
This system is asymptotically stable; the trajectories of 𝑥

1
and

𝑥
2
are shown in Figure 4.
A distributed system can be partitioned from the original

system, where the structure has the block-diagram represen-
tation (see Figure 5).

The differential equations of these two parts are

Component I:
{

{

{

̇𝑥
1
= 𝑓
𝑥
1

= 𝑥
2

𝑦
1
= 𝑔
𝑥
1

= 𝑥
1
,

(33a)

Component II:
{

{

{

̇𝑥
2
= 𝑓
𝑥
2

=

−𝑘

𝑚

𝑥
1
−

𝑅

𝑚

𝑥
2

𝑦
2
= 𝑔
𝑥
2

= 𝑥
2
,

(33b)
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Figure 7: The comparison of 𝑥
1
and 𝑥

2
. In the distributed simulation, 𝑇 is set to be 0.1 s, 0.15 s, and 0.2 s, respectively; the trajectories of 𝑥

1

and 𝑥
2
are compared in each case.
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where 𝑦
1
, 𝑦
2
are the output of components I and II, respec-

tively. These two parts are deployed on two nodes, forming
the simple distributed system.

Equation (31) indicates that the parameters reflecting
system dynamic need to be determined firstly, which are as
follows:

𝑀
𝑓
𝑥1

: the upper bound of function 𝑓
𝑥
1

within any time
interval [𝑡 − 𝑇, 𝑡];

𝑀
𝑔
𝑥1

: the Lipschitz Const of function 𝑔
𝑥
1

;

𝑀
𝑓
𝑥2

: the upper bound of function 𝑓
𝑥
2

within any time
interval [𝑡 − 𝑇, 𝑡];

𝑀
𝑔
𝑥2

: the Lipschitz Const of function 𝑔
𝑥
2

.

From the engineering perspective, these parameters can be
directly observed from the simulation results of the original
system. In this case,𝑀

𝑓
𝑥1

is determined by the lower bound
of ̇𝑥
1
as Figure 6 shows.

As a result,𝑀
𝑓
𝑥1

= −1.3844. According to the definition
of Lipschitz Const, 𝑀

𝑔
𝑥1

is limited by the upper bound of
̇𝑔
𝑥
1

, that is, the upper bound of ̇𝑥
1
in this case. Then, we

have𝑀
𝑔
𝑥1

= −1.3844. Following similar procedures, we have
𝑀
𝑓
𝑥2

= −1.7796,𝑀
𝑔
𝑥2

= −1.7796. According to (31), 𝑇max is
estimated as follows:

𝑇max ≈ √𝑀
2

𝑓
𝑥2

(1 +𝑀
2

𝑔
𝑥2

) +𝑀
2

𝑓
𝑥1

⋅ (1 + 2𝑀
2

𝑔
𝑥1

)

≈ 0.211 ⋅ Δ𝐸.

(34)

The distributed system described in (33a) and (33b) is
simulated. The trajectories of the system states are compared
to those of the original continuous system, as Figure 7 shows.
The threshold value of Δ𝐸 is 0.5, and then 𝑇max is estimated
to be 0.1055 s according to (34). Three configurations, where
𝑇 = 0.1 s, 𝑇 = 0.15 s, and 𝑇 = 0.2 s, are tested in the form of
distributed simulation. As expected, only the case 𝑇 = 0.1 s
satisfies that both 𝑥

1
and 𝑥
2
do not exceed the threshold value

of Δ𝐸.
However, the actual error does not exceed the threshold

value immediately when 𝑇 is configured to be greater than
0.1 s, as shown in Figures 7(c) and 7(d).The reason is that𝑇max
is not strictly estimated sincemany associated parameters use
their boundary values.

6. Conclusion

The mathematical expression of Δ𝐸 helps us to gain the
insight of system error produced in the construction of the
distributed system using the partitioning approach. Giving
an expected threshold of Δ𝐸, a proper advancing step 𝑇
of the distributed system can be determined. A larger 𝑇,
compared to the integral step in the nondistributed system,
will reduce the data-exchange frequency between simulation
nodes, leading to the reduction of demands on system timing
performance and network bandwidth. Then, the simulation
cost is saved eventually. In fact, this approach can also

play a role in multicore or multi-CPU parallel computing
environments.

However, for systems that may become unstable after
system partitioning, this approach is not so convenient since
a Lyapunov function of the continuous system needs to
be found firstly. The parameters defining specific regions
satisfying (13)–(15) also need to be determined. More work
needs to be done to improve this approach’s availability.
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Exponential cluster synchronization of neural networks with proportional delays is studied in this paper. Unlike previous constant
delay or bounded time delay, we consider the time-varying proportional delay is unbounded, less conservative, and more widely
applied. Furthermore, we designed a novel adaptive controller based on Lyapunov function and inequality technique to achieve
exponential cluster synchronization for neural networks and by using a unique way of equivalent system we proved the main
conclusions. Finally, an example is given to illustrate the effectiveness of our proposed method.

1. Introduction

In the past most researches focus on the complete synchro-
nization of neural networks, which means that all the nodes
of the whole network reach the same synchronization state,
and this has achieved significant progress [1–6]. However,
in many real world networks, it is to complete several
functions at the same time, which implies that the network
reaches several different states at last, which is a different
synchronization type: cluster synchronization. As a partic-
ular synchronization phenomenon, cluster synchronization
is achieved when the dynamical nodes realize complete
synchronization in each subgroup which is called cluster,
but no synchronization appears among the different clusters.
Owing to the significant application in biological science
and communication engineering, many results have been
available for cluster synchronization of complex dynamical
networks [7–10]. Ma et al. [9] proposed a coupling scheme
with cooperative and competitive weight-couplings to realize
cluster synchronization for the connected chaotic networks.
In [10], cluster synchronization of complex networks was
investigated with centralized adaptive pinning control.

In fact, there exist natural time delays in the operation
of systems which are due to the limited communication
speed when information transmission exists, extra time
required by the sensor to get the measurement information,
computation time required for generating the control inputs,

and the execution time required for the inputs being acted,
and it may cause undesirable dynamic behaviors such as
oscillation and instability. Recently, it has been revealed
that some types of delayed neural networks (DNNs) exhibit
some complicated dynamics and even chaotic behaviors
if the parameters and time delays are appropriately cho-
sen. Therefore, dynamic behaviors, especially the cluster
synchronization problems of DNNs, have been extensively
considered. So far, most studied models of synchronization
problem are neural networks (NNs) with constant delays,
time-varying and bounded delays, distributed delays, and so
on [11–18]. In [17], the authors discuss the synchronization of
complex dynamical networks by only designing the adaptive
controllers, while we introduce adaptive strategies not only to
the coupling strengths but also to the feedback gains. Dahms
et al. [18] investigate the stability of synchronized states in
delay-coupled networks where synchronization takes place
in groups of different local dynamics or in cluster states in
networks with identical local dynamics. In addition, delay-
dependent stability criteria and synchronization control laws
are related to the size of delay so that they can be used to
design some better networks according to the allowed time
delays of networks. So the cluster synchronization of the
neural network with time delay is the right direction for
further research.

The proportional delay is one of many delay types and
is objectively existent. Unlike previous constant delay or
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bounded time delay, the time-varying proportional delay is
unbounded, less conservative, and more widely applied. For
example, in Web quality of service (QoS) routing decision,
the proportional delay is usually required [19–23]. The pro-
portional delay system as an important mathematical model
often rises in some fields such as physics, biology systems, and
control theory and it has attractedmany scholars’ interest [24,
25]. If the QoS routing algorithms based on neural networks
with proportional delays are proposed, they will be the most
suitable algorithms corresponding to the actual situation.
Since a neural network usually has a spatial nature due to
the presence of an amount of parallel pathways of a variety of
axon sizes and lengths, it is reasonable that the proportional
delays are introduced in the neural networks according to the
topology structure and parameters of neural networks. The
proportional delay function 𝜏(𝑡) = (1 − 𝑞)𝑡 (0 < 𝑞 < 1) is
a monotonically increasing function about the time 𝑡, which
will be convenient to control the network’s running time
according to the time delays of network. So far a few results
of dynamic behaviors of DNNs with proportional delays have
been reported in [26–31]. Zhou [26, 30, 31] has discussed the
global exponential stability, asymptotic stability of cellular
neural networks (CNNs), and the research of synchronization
with proportional delays, by employing matrix theory and
constructing Lyapunov function. Dissipativity of a class of
CNNs with proportional delays has been investigated by
using the inner product properties in [27]. So far, to the best of
the author’s knowledge, there are few studies with the cluster
synchronization of the neural network with proportional
delays.

Motivated by the above discussions, we creatively take the
element of the proportional delays into the model of neural
networks to achieve the exponential cluster synchronization.
As an intersection of multibranches of learning, this model
will be closer to the reality and much more pertinence for
concrete questions. Whether in the study of delays or in the
research of cluster synchronizations, the paper has important
referring value. The main novelty of our contribution is as
follows.

(1) The cluster synchronization model with proportional
delay is considered.

(2) The coupling strength of each edge in the system only
depends on its local information.

(3) We use a uniqueway of equivalent system to prove the
main results.

This paper is organized as follows. In Section 2, the
models and preliminaries are presented. In Section 3, by the
application of Lyapunov function, some inequality analysis
technique, and the way of equivalent system, the results can
be obtained, which is about the cluster synchronization of the
delayed neural network. In Section 4, a numerical example
and its simulation are given to illustrate the effectiveness
of the proposed method. Conclusions are presented in
Section 5.

2. Model Description and Preliminaries

Consider a delayed neural network (DNN) with proportional
delay of𝑁 coupled identical nodes, with each node being an
𝑛-dimensional dynamical system, which can be described by
the following equations [26]:

�̇�
𝑖 (
𝑡) = − 𝐶𝑥𝑖 (

𝑡) + 𝐴𝑓 (𝑥𝑖 (
𝑡)) + 𝐵𝑓 (𝑥𝑖

(𝑞
𝑖
𝑡))

+

𝑁

∑

𝑗=1,𝑗 ̸=𝑖

𝑔
𝑖𝑗 (
𝑡) Γ (𝑥𝑗 (

𝑡) − 𝑥𝑖 (
𝑡)) , 𝑡 ≥ 1,

𝑥
𝑖 (
𝑠) = 𝑥𝑖0

, 𝑞 ≤ 𝑠 ≤ 1, 𝑖 = 1, 2, 3, . . . , 𝑁,

(1)

where 𝑁 ≥ 2 denotes the number of nodes (neurons) in
the network; 𝑥

𝑖
(𝑡) = [𝑥

𝑖1
, 𝑥
𝑖2
, 𝑥
𝑖3
, . . . , 𝑥

𝑖𝑛
]
𝑇
∈ R𝑛 is the

state variable of node 𝑖; 𝐶 = diag(𝑐
1
, 𝑐
2
, 𝑐
3
, . . . , 𝑐

𝑛
) ∈ R𝑛×𝑛

is a diagonal matrix with positive entries. 𝐴 = (𝑎
𝑖𝑗
)
𝑛×𝑛

and
𝐵 = (𝑏

𝑖𝑗
)
𝑛×𝑛

are the corresponding weight and delayed weight
matrices; 𝑓(𝑥

𝑖
(𝑡)) = (𝑓(𝑥

𝑖1
, 𝑥
𝑖2
, 𝑥
𝑖3
, . . . , 𝑥

𝑖𝑛
))
𝑇
∈ R𝑛 denotes

a nonlinear activation function of nodes; 𝐺 = (𝑔
𝑖𝑗
)
𝑛×𝑛

is
the coupling matrix between nodes. If there is a connection
between node 𝑖 and node 𝑗 at time 𝑡, then 𝑔

𝑖𝑗
(𝑡) = 𝑔

𝑗𝑖
(𝑡) >

0 (𝑖 ̸= 𝑗); otherwise 𝑔
𝑖𝑗
(𝑡) = 𝑔

𝑗𝑖
(𝑡) = 0 (𝑖 ̸= 𝑗). The diagonal

item of the matrix 𝐺 is 𝑔
𝑖𝑖
(𝑡) = −∑

𝑁

𝑗=1,𝑗 ̸=𝑖
𝑔
𝑖𝑗
(𝑡). In this

paper, the network is connected in the sense that there are no
isolated clusters in the network, which means that the matrix
𝐺 is symmetric and irreducible [10]. 𝑞

𝑖
(𝑖 = 1, 2, 3, . . . , 𝑁)

are proportional delay coefficient and satisfy 0 < 𝑞
𝑖
≤ 1,

𝑞 = min
1≤𝑖,𝑗≤𝑁

{𝑞
𝑖
}, and 𝑞

𝑖
𝑡 = 𝑡 − (1 − 𝑞

𝑖
)𝑡 in which (1 − 𝑞

𝑖
)𝑡

corresponds to the time delay, and (1 − 𝑞
𝑖
)𝑡 → ∞, as 𝑞 ̸= 1,

𝑡 → ∞. Furthermore, the neural networks described in (1)
possess initial conditions of 𝑥

𝑖
(𝑠) = 𝑥

𝑖0
, 𝑠 ∈ [𝑞, 1], 𝑥

𝑖0
(𝑖 =

1, 2, 3, . . . , 𝑁) are constants, and 𝑥
𝑖0
= [𝑥
𝑖01
, 𝑥
𝑖02
, . . . , 𝑥

𝑖0𝑛
]
𝑇. Γ

is inner matrix, and Γ > 0.
According to the characteristics of the matrix 𝐺, system

network (1) is easily turned to the following further simplified
equations:

�̇�
𝑖 (
𝑡) = − 𝐶𝑥𝑖 (

𝑡) + 𝐴𝑓 (𝑥𝑖 (
𝑡)) + 𝐵𝑓 (𝑥𝑖

(𝑞
𝑖
𝑡))

+

𝑁

∑

𝑗=1

𝑔
𝑖𝑗 (
𝑡) Γ𝑥𝑗 (

𝑡) , 𝑡 ≥ 1,

𝑥
𝑖 (
𝑠) = 𝑥𝑖0

, 𝑞 ≤ 𝑠 ≤ 1, 𝑖 = 1, 2, 3, . . . , 𝑁.

(2)

Assume the whole 𝑁 nodes are divided into𝑀 clusters.
Without loss of generality, the sets of subscripts of these
clusters are 𝐶

1
= {1, 2, 3, . . . , 𝑁

1
}, 𝐶
2
= {𝑁

1
+ 1,𝑁

1
+

2, . . . , 𝑁
1
+𝑁
2
}, . . . , 𝐶

𝑀
= {𝑁
1
+⋅ ⋅ ⋅+𝑁

𝑚−1
+ 1, . . . , 𝑁}, where

𝑁
1
+𝑁
2
+ ⋅ ⋅ ⋅ +𝑁

𝑀
= 𝑁. The network is considered to realize
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cluster synchronization, when the states of nodes achieve the
following states [32]:

𝑥
1 (
𝑡) = 𝑥2 (

𝑡) = ⋅ ⋅ ⋅ = 𝑥𝑁
1
(𝑡) = 𝑠𝑖 (

𝑡) , 𝑖 = 1, 2, . . . , 𝑁1
,

𝑥
𝑛
1
+1 (
𝑡) = 𝑥𝑁

1
+2 (
𝑡) = ⋅ ⋅ ⋅ = 𝑥𝑁

1+𝑁2

(𝑡) = 𝑠𝑖 (
𝑡) ,

𝑖 = 𝑁
1
+ 1,𝑁

1
+ 2, . . . , 𝑁

1
+ 𝑁
2
,

.

.

.

𝑋
𝑁
1
+⋅⋅⋅+𝑁

𝑚−1
+1 (
𝑡)

= 𝑥
𝑁
1
+⋅⋅⋅+𝑁

𝑚−1
+2 (
𝑡) = ⋅ ⋅ ⋅ = 𝑥𝑁 (

𝑡) = 𝑠𝑖 (
𝑡) ,

𝑖 = 𝑁
1
+ 1,𝑁

1
+ 2, . . . , 𝑁

1
+ 𝑁
2
,

(3)

where 𝑠
𝑖
(𝑡) = (𝑠

𝑖1
(𝑡), 𝑠
𝑖2
(𝑡), . . . , 𝑠

𝑖𝑛
(𝑡))
𝑇 is the desired state of

node 𝑖 at time 𝑡 and satisfies

̇𝑠
𝑖 (
𝑡) = −𝐶𝑠𝑖 (

𝑡) + 𝐴𝑓 (𝑠𝑖 (
𝑡)) + 𝐵𝑓 (𝑠𝑖

(𝑞
𝑖
𝑡)) . (4)

In order to make the network (1) realize cluster synchro-
nization, an input control is added in (1) which is designed as
follows:

𝑢
𝑖 (
𝑡) = −

𝑁

∑

𝑗=1,𝑗 ̸=𝑖

𝑔
𝑖𝑗 (
𝑡) Γ (𝑥𝑗 (

𝑡) − 𝑥𝑖 (
𝑡)) . (5)

According to the characteristics of the matrix 𝐺, the
input (5) is easily turned to the following further simplified
equation:

𝑢
𝑖 (
𝑡) = −

𝑁

∑

𝑗=1

𝑔
𝑖𝑗 (
𝑡) Γ𝑥𝑗 (

𝑡) , (6)

where the coupling strength 𝑔
𝑖𝑗
(𝑡) = (𝑔

1

𝑖𝑗
, 𝑔
2

𝑖𝑗
, . . . , 𝑔

𝑛

𝑖𝑗
)

𝑇

between nodes adopts the following local adaptive strategy:

̇𝑔
𝑖𝑗 (
𝑡) = 𝛽






[𝑥
𝑗 (
𝑡) − 𝑠𝑗 (

𝑡)] − [𝑥𝑖 (
𝑡) − 𝑠𝑖 (

𝑡)]

+ [𝑥
𝑗
(𝑞
𝑗
𝑡) − 𝑠
𝑗
(𝑞
𝑗
𝑡)]

− [𝑥
𝑖
(𝑞
𝑖
𝑡) − 𝑠
𝑖
(𝑞
𝑖
𝑡)]






,

(7)

where 𝛽 > 0 is the adaptive gain.
Before starting to discuss the cluster synchronization, we

make the following assumption.

Assumption 1. The activation function 𝑓(𝑥
𝑖
(𝑡)) satisfies that

𝑓 : R𝑛 → R𝑛, |𝑓(𝑢) − 𝑓(V)| ≤ 𝐿|𝑢 − V|, where 𝑢, V ∈ R𝑛 and
𝐿 is positive constant.

Let us consider transformation defined by [27]

𝑦
𝑖 (
𝑡) = 𝑥𝑖

(𝑒
𝑡
) , 𝑖 = 1, 2, . . . , 𝑁. (8)

Case 1. When 𝑒𝑡 ≥ 1, then 𝑡 ≥ 0 and ̇𝑦
𝑖
(𝑡) = �̇�

𝑖
(𝑒
𝑡
)𝑒
𝑡; that is,

�̇�
𝑖
(𝑒
𝑡
) = ̇𝑦
𝑖 (
𝑡) 𝑒
−𝑡
. (9)

Let 𝑒𝑡 = 𝑧, 𝑧 ≥ 1; then (8) is written as

�̇�
𝑖 (
𝑧) = ̇𝑦

𝑖 (
𝑡) 𝑧
−1
. (10)

According to the above various formulas one gets

̇𝑦
𝑖 (
𝑡) 𝑧
−1
= −𝐶𝑥

𝑖 (
𝑧) + 𝐴𝑓 (𝑥𝑖 (

𝑧)) + 𝐵𝑓 (𝑥𝑖
(𝑞
𝑖
𝑧))

+

𝑁

∑

𝑗=1

𝑔
𝑖𝑗 (
𝑧) Γ𝑥𝑗 (

𝑧) + 𝑢𝑖 (
𝑡) .

(11)

That is to say,

�̇�
𝑖
(𝑒
𝑡
) = −𝐶𝑥

𝑖
(𝑒
𝑡
) + 𝐴𝑓 (𝑥

𝑖
(𝑒
𝑡
)) + 𝐵𝑓 (𝑥

𝑖
(𝑞
𝑖
𝑒
𝑡
))

+

𝑁

∑

𝑗=1

𝑔
𝑖𝑗
(𝑒
𝑡
) Γ𝑥
𝑗
(𝑒
𝑡
) + 𝑢
𝑖
(𝑒
𝑡
) .

(12)

According to (8), we have

𝑥
𝑖
(𝑞
𝑖
𝑒
𝑡
) = 𝑥
𝑖
(𝑒
𝑡+ln 𝑞

𝑖
) = 𝑦
𝑖
(𝑡 + ln 𝑞) = 𝑦

𝑖
(𝑡 − 𝜏
𝑖
) . (13)

Using (8) and (13) in (12) one gets

̇𝑦
𝑖 (
𝑡) = 𝑒

𝑡
{

{

{

−𝐶𝑦
𝑖 (
𝑡) + 𝐴𝑓 (𝑦𝑖 (

𝑡)) + 𝐵𝑓 (𝑦𝑖
(𝑡 − 𝜏
𝑖
))

+

𝑁

∑

𝑗=1

𝐺
𝑖𝑗 (
𝑡) Γ𝑢𝑗 (

𝑡)

}

}

}

+ 𝑈
𝑖 (
𝑡) , 𝑡 ≥ 0.

(14)

Case 2. When 𝑒𝑡 ∈ [𝑞, 1], we have

𝑥
𝑖
(𝑒
𝑡
) = 𝑥
𝑖0
, 𝑡 ∈ [−𝜏, 0] , (15)

where 𝜏 = max
1≤𝑖≤𝑁

(𝜏
𝑖
), 𝜏
𝑖
= − ln 𝑞

𝑖
. Thus, the initial

function associated with system (12) is given by

𝑌
𝑖 (
𝑠) = 𝑥𝑖0

, −𝜏 ≤ 𝑠 ≤ 0, 𝑖 = 1, 2, . . . , 𝑁. (16)

The analysis is completed.

Remark 2. Conversely, let 𝜏
𝑖
= − ln 𝑞

𝑖
, 𝜏 = max

1≤𝑖≤𝑁
(𝜏
𝑖
); by

(8), (16) and (14) can be turned to (1), which means that the
transformation is reversible and equivalent.

Above all, let

𝑦
𝑖 (
𝑡) = 𝑥𝑖

(𝑒
𝑡
) ,

𝑤
𝑖 (
𝑡) = 𝑠𝑖

(𝑒
𝑡
) ,

𝐺
𝑖𝑗 (
𝑡) = 𝑔𝑖𝑗

(𝑒
𝑡
) ,

𝑈
𝑖 (
𝑡) = 𝑢𝑖

(𝑒
𝑡
) ,

𝑖 = 1, 2, 3, . . . , 𝑁.

(17)



4 Mathematical Problems in Engineering

System (1) with the input control (5) can be equivalently
turned to the following neural network with a fixed delay,
which can be described as

̇𝑦
𝑖 (
𝑡) = 𝑒

𝑡
{

{

{

−𝐶𝑦
𝑖 (
𝑡) + 𝐴𝑓 (𝑦𝑖 (

𝑡)) + 𝐵𝑓 (𝑦𝑖
(𝑡 − 𝜏
𝑖
))

+

𝑁

∑

𝑗=1

𝐺
𝑖𝑗 (
𝑡) Γ𝑦𝑗 (

𝑡)

}

}

}

+ 𝑈
𝑖 (
𝑡) ,

(18)

�̇�
𝑖 (
𝑡) = 𝑒

𝑡
{−𝐶𝑤

𝑖 (
𝑡) + 𝐴𝑓 (𝑤𝑖 (

𝑡)) + 𝐵𝑓 (𝑤𝑖
(𝑡 − 𝜏
𝑖
))} , (19)

𝑈
𝑖 (
𝑡) = 𝑒

𝑡
{

{

{

−

𝑁

∑

𝑗=1,𝑗 ̸=𝑖

𝐺
𝑖𝑗 (
𝑡) Γ (𝑦𝑗 (

𝑡) − 𝑦𝑖 (
𝑡))

}

}

}

, (20)

�̇�
𝑖𝑗 (
𝑡) = 𝑒

𝑡
{𝛽






[𝑦
𝑗 (
𝑡) − 𝑤𝑗 (

𝑡)] − [𝑦𝑖 (
𝑡) − 𝑤𝑖 (

𝑡)]

+ [𝑦
𝑗
(𝑡 − 𝜏
𝑖
) − 𝑤
𝑗
(𝑡 − 𝜏
𝑖
)]

− [𝑦
𝑖
(𝑞
𝑖
𝑡) − 𝑤

𝑖
(𝑞
𝑖
𝑡)]






} ,

(21)

𝑦
𝑖 (
𝑠) = 𝑥𝑖 (

𝑠) , 𝑠 ∈ [−𝜏, 0] ; 𝑖 = 1, 2, . . . , 𝑁, (22)

where 𝑡 ≥ 0, 𝜏 = max
1≤𝑖≤𝑁

(𝜏
𝑖
), 𝜏
𝑖
= − ln 𝑞

𝑖
> 0, and 𝑥

𝑖
(𝑠) =

𝑥
𝑖0
∈ 𝐶([−𝜏, 0],R𝑛), 𝑖 = 1, 2, . . . , 𝑁, is constant continuous

function.

Remark 3. The translations are to convert the desired cluster
synchronization state to another equivalent control system,
which is convenient to study the cluster synchronization.
Namely, the state when the original system realizes the
cluster synchronizationmeans that the control systemand the
original system realized synchronization.

Definition 4. System (18) and (19) is said to be exponentially
synchronized if there exist constants𝑀 ≥ 1 and 𝜆 > 0 such
that
𝑛

∑

𝑖=1





𝑦
𝑖 (
𝑡) − 𝑤𝑖 (

𝑡)




≤ 𝑀

𝑛

∑

𝑖=1

sup
−𝜏≤𝑠≤0





𝑦
𝑖 (
𝑠) − 𝑤𝑖 (

𝑠)




𝑒
−𝜆𝑡
,

𝑡 ≥ 0,

(23)

where the constant 𝜆 is defined as the exponential synchro-
nization rate.

The goal of this paper is to prove that system (1) with
adaptive control (5) can achieve the desired cluster synchro-
nization. Now it is equivalently turned to prove that system
(18) and (19) can meet the exponential synchronization. In
order to prove that it satisfies the exponential synchroniza-
tion, the following dynamic equations of synchronization
error can be obtained:

̇
ℎ
𝑖 (
𝑡) = 𝑒

𝑡
{

{

{

−𝐶ℎ
𝑖 (
𝑡) + 𝐴𝐹 (ℎ𝑖 (

𝑡)) + 𝐵𝐹 (ℎ𝑖
(𝑡 − 𝜏
𝑖
))

+

𝑁

∑

𝑗=1

𝐺
𝑖𝑗 (
𝑡) Γ𝑦𝑗 (

𝑡)

}

}

}

+ 𝑈
𝑖 (
𝑡)

= 𝑒
𝑡
{

{

{

−𝐶ℎ
𝑖 (
𝑡) + 𝐴𝐹 (ℎ𝑖 (

𝑡))

+ 𝐵𝐹 (ℎ
𝑖
(𝑡 − 𝜏
𝑖
)) +

𝑁

∑

𝑗=1

𝐺
𝑖𝑗 (
𝑡) Γℎ𝑗 (

𝑡)

}

}

}

,

(24)

where 𝑡 ≥ 0, 𝑖 = 1, 2, . . . , 𝑁, and ℎ
𝑖
(𝑡) = 𝑦

𝑖
(𝑡) − 𝑤

𝑖
; 𝐹(ℎ
𝑖
(𝑡)) =

𝑓(𝑦
𝑖
(𝑡))−𝑓(𝑤

𝑖
(𝑡)); 𝐹(ℎ

𝑖
(𝑡−𝜏
𝑖
)) = 𝑓(𝑦

𝑖
(𝑡−𝜏
𝑖
))−𝑓(𝑤

𝑖
(𝑡−𝜏
𝑖
)),

𝜏
𝑖
= − ln 𝑞

𝑖
> 0.

Thus the goal of this paper is further equivalently turned
into the proof of the dynamic equations of synchronization
error to achieve an exponential stabilization.

3. Main Results

Theorem 5. Assume that Assumption 1 holds. If |𝐴|𝐿 +
|𝐵|𝐿𝑒
𝜎𝜏
+ 𝜎 − 1 < |𝐶| is true, system (18) and (19) can achieve

exponential stabilization with the synchronization rate 𝛼 =
𝜎 − 1 > 0, where 𝐿 > 0; 𝜎 > 1; 𝜏 = max

1≤𝑖≤𝑁
(𝜏
𝑖
).

Proof. According to the definition of ̇ℎ
𝑖
(𝑡) and Assumption 1,

we get




𝐹 (ℎ
𝑖 (
𝑡))




≤ 𝐿




ℎ
𝑖 (
𝑡)




,





𝐹 (ℎ
𝑖
(𝑡 − 𝜏
𝑖
))




≤ 𝐿




ℎ
𝑖
(𝑡 − 𝜏
𝑖
)




.

(25)

Consider the following function:

𝐻
𝑖 (
𝑡) = 𝑒

𝜎𝑡 



ℎ
𝑖 (
𝑡)




, 𝜎 > 1. (26)

From (24) to (26) one gets

�̇�
𝑖 (
𝑡) = 𝜎𝑒

𝜎 



ℎ
𝑖 (
𝑡)




+ 𝑒
𝜎𝑡
𝑑




ℎ
𝑖 (
𝑡)





𝑑𝑡

= 𝜎𝑒
𝜎 



ℎ
𝑖 (
𝑡)




+ 𝑒
𝜎𝑡 ℎ𝑖 (

𝑡)
̇
ℎ
𝑖 (
𝑡)





ℎ
𝑖 (
𝑡)





= 𝜎𝑒
𝜎 



ℎ
𝑖 (
𝑡)





+ 𝑒
𝜎𝑡
((ℎ
𝑖 (
𝑡) ∗ 𝑒
𝑡

∗ [

[

−𝐶ℎ
𝑖 (
𝑡) + 𝐴𝐹 (ℎ𝑖 (

𝑡))

+ 𝐵𝐹 (ℎ
𝑖
(𝑡 − 𝜏
𝑖
))

+

𝑁

∑

𝑗=1

𝐺
𝑖𝑗 (
𝑡) Γℎ𝑗 (

𝑡)
]

]

)

⋅




ℎ
𝑖
(𝑡)





−1
)
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≤ 𝜎𝑒
𝜎 



ℎ
𝑖 (
𝑡)





+ 𝑒
𝜎𝑡
𝑒
𝑡
{

{

{

− |𝐶|




ℎ
𝑖 (
𝑡)





+ |𝐴| 𝐿




ℎ
𝑖 (
𝑡)




+ |𝐵| 𝐿





ℎ
𝑖
(𝑡 − 𝜏
𝑖
)





+

𝑁

∑

𝑗=1






𝐺
𝑖𝑗 (
𝑡)






Γ






ℎ
𝑗 (
𝑡)







}

}

}

= 𝜎𝐻
𝑖 (
𝑡) + 𝑒
𝑡
{

{

{

− |𝐶|𝐻𝑖 (
𝑡) + |𝐴| 𝐿𝐻𝑖 (

𝑡)

+ |𝐵| 𝐿𝑒
𝜎𝜏
𝑖
𝐻
𝑖
(𝑡 − 𝜏
𝑖
)

+

𝑁

∑

𝑗=1






𝐺
𝑖𝑗 (
𝑡)






Γ𝐻
𝑖 (
𝑡)

}

}

}

.

(27)

Now construct the following positive Lyapunov func-
tional as follows:

𝑉 (𝑡) = 𝑒
−𝑡

𝑁

∑

𝑖=1

𝐻
𝑖 (
𝑡) + |𝐵|

𝑁

∑

𝑖=1

𝐿𝑒
𝜎𝜏
𝑖
∫

𝑡

𝑡−𝜏
𝑖

𝐻
𝑖 (
𝑠) 𝑑𝑠

+

1

2𝛽

∑

𝜀

(ℎ
𝑖𝑗
− 𝐺
𝑖𝑗
(𝑡))

𝑇

(ℎ
𝑖𝑗
− 𝐺
𝑖𝑗 (
𝑡)) ,

(28)

where 𝑡 ≥ 0, 𝜎 > 1; 𝜀 is the edges’ set of the network; ℎ
𝑖𝑗
is a

constant.
Then the differential of 𝑉(𝑡) is

�̇� (𝑡) = −𝑒
−𝑡

𝑁

∑

𝑖=1

𝐻
𝑖 (
𝑡) + 𝑒
−𝑡

𝑁

∑

𝑖=1

�̇�
𝑖 (
𝑡)

+ |𝐵|

𝑁

∑

𝑖=1

𝐿𝑒
𝜎𝜏
𝑖
(𝐻
𝑖 (
𝑡) − 𝐻𝑖

(𝑡 − 𝜏
𝑖
)) 𝜀𝜀

−

1

𝛽

∑

𝜀

(ℎ
𝑖𝑗
− 𝐺
𝑖𝑗
(𝑡))

𝑇

�̇�
𝑖𝑗 (
𝑡) .

(29)

According to (27), we can get

�̇� (𝑡) = −𝑒
−𝑡

𝑁

∑

𝑖=1

𝐻
𝑖 (
𝑡)

+ 𝑒
−𝑡

𝑁

∑

𝑖=1

{

{

{

𝜎𝐻
𝑖 (
𝑡) + 𝑒
𝑡
{

{

{

− |𝐶|𝐻𝑖 (
𝑡)

+ |𝐴| 𝐿𝐻𝑖 (
𝑡)

+ |𝐵| 𝐿𝑒
𝜎𝜏
𝑖
𝐻
𝑖
(𝑡 − 𝜏
𝑖
)

+

𝑁

∑

𝑗=1






𝐺
𝑖𝑗 (
𝑡)






Γ𝐻
𝑖 (
𝑡)

}

}

}

}

}

}

+ |𝐵|

𝑁

∑

𝑖=1

𝐿𝑒
𝜎𝜏
𝑖
(𝐻
𝑖 (
𝑡) − 𝐻𝑖

(𝑡 − 𝜏
𝑖
))

+∑

𝜀

(ℎ
𝑖𝑗
− 𝐺
𝑖𝑗
(𝑡))

𝑇

𝑒
𝑡
𝛽

⋅






[𝑦
𝑗 (
𝑡) − 𝑤𝑗 (

𝑡)] − [𝑦𝑖 (
𝑡) − 𝑤𝑖 (

𝑡)]

+ [𝑦
𝑗
(𝑞
𝑗
𝑡) − 𝑤

𝑗
(𝑞
𝑗
𝑡)]

− [𝑦
𝑖
(𝑞
𝑖
𝑡) − 𝑤

𝑖
(𝑞
𝑖
𝑡)]







=

𝑁

∑

𝑖=1

{

{

{

(𝜎 − 1) 𝑒
−𝑡
− |𝐶| + |𝐴| 𝐿

+ |𝐵| 𝐿𝑒
𝜎𝜏
𝑖
+

𝑁

∑

𝑗=1

𝐺
𝑖𝑗 (
𝑡) Γ

}

}

}

𝐻
𝑖 (
𝑡)

− ∑

𝜀

(ℎ
𝑖𝑗
− 𝐺
𝑖𝑗
(𝑡))

𝑇

⋅ 𝑒
𝑡
{𝛽






[𝑦
𝑗 (
𝑡) − 𝑤𝑗 (

𝑡)] − [𝑦𝑖 (
𝑡) − 𝑤𝑖 (

𝑡)]

+ [𝑦
𝑗
(𝑞
𝑗
𝑡) − 𝑤

𝑗
(𝑞
𝑗
𝑡)]

− [𝑦
𝑖
(𝑞
𝑖
𝑡) − 𝑤

𝑖
(𝑞
𝑖
𝑡)]






}

=

𝑁

∑

𝑖=1

𝑒
𝜎𝑡
{

{

{

(𝜎 − 1) 𝑒
−𝑡
− |𝐶| + |𝐴| 𝐿 + |𝐵| 𝐿𝑒

𝜎𝜏
𝑖

+

𝑁

∑

𝑗=1






𝐺
𝑖𝑗 (
𝑡)






Γ

}

}

}





ℎ
𝑖 (
𝑡)





− ∑

𝜀

(ℎ
𝑖𝑗
− 𝐺
𝑖𝑗
(𝑡))

𝑇

𝑒
𝑡

⋅ {𝛽






[𝑦
𝑗 (
𝑡) − 𝑤𝑗 (

𝑡)] − [𝑦𝑖 (
𝑡) − 𝑤𝑖 (

𝑡)]

+ [𝑦
𝑗
(𝑞
𝑗
𝑡) − 𝑤

𝑗
(𝑞
𝑗
𝑡)]

− [𝑦
𝑖
(𝑞
𝑖
𝑡) − 𝑤

𝑖
(𝑞
𝑖
𝑡)] } .

(30)

According to Assumption 1 and (25), we can get

�̇� (𝑡) ≤

𝑁

∑

𝑖=1

𝑒
𝜎𝑡
{(𝜎 − 1) − |𝐶| + |𝐴| 𝐿 + |𝐵| 𝐿𝑒

𝜎𝜏
} |




ℎ
𝑖 (
𝑡)





+

𝑁

∑

𝑖=1

𝑁

∑

𝑗=1

𝑒
𝜎𝑡 



𝐺
𝑖𝑗 (
𝑡)






Γ




ℎ
𝑖 (
𝑡)





+ ∑

𝜀

(ℎ
𝑖𝑗
− 𝐺
𝑖𝑗
(𝑡))

𝑇

⋅ 𝑒
𝑡
𝛽






[𝑦
𝑗 (
𝑡) − 𝑤𝑗 (

𝑡)] − [𝑦𝑖 (
𝑡) − 𝑤𝑖 (

𝑡)]
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+ [𝑦
𝑗
(𝑞
𝑗
𝑡) − 𝑤

𝑗
(𝑞
𝑗
𝑡)]

− [𝑦
𝑖
(𝑞
𝑖
𝑡) − 𝑤

𝑖
(𝑞
𝑖
𝑡)]







≤

𝑁

∑

𝑖=1

𝑒
𝜎𝑡
{(𝜎 − 1) − |𝐶| + |𝐴| 𝐿 + |𝐵| 𝐿𝑒

𝜎𝜏
} |




ℎ
𝑖 (
𝑡)





+ ∑

𝜀

(ℎ
𝑖𝑗
− 𝐺
𝑖𝑗
(𝑡))

𝑇

⋅ 𝑒
𝑡
𝛽






[𝑦
𝑗 (
𝑡) − 𝑤𝑗 (

𝑡)]

− [𝑦
𝑖 (
𝑡) − 𝑤𝑖 (

𝑡)] + [𝑦𝑗
(𝑞
𝑗
𝑡) − 𝑤

𝑗
(𝑞
𝑗
𝑡)]

− [𝑦
𝑖
(𝑞
𝑖
𝑡) − 𝑤

𝑖
(𝑞
𝑖
𝑡)]






.

(31)

By the conditions of the theorems |𝐴|𝐿 + |𝐵|𝐿𝑒𝜎𝜏 + 𝜎 −
1 < |𝐶|, and, for any edge (𝑖, 𝑗) ∈ 𝜀, there exists the value
ℎ
𝑖𝑗
which is bigger than or equal to the corresponding edge

strength 𝐺
𝑖𝑗
(𝑡), and we get

�̇� (𝑡) ≤ 0, 𝑡 ≥ 0, (32)

which means 𝑉(𝑡) ≤ 𝑉(0), for 𝑡 ≥ 0. Then, by (25) and (28),
one has

𝑁

∑

𝑖=1

𝑒
𝜎𝑡
𝑒
−𝑡 



ℎ
𝑖 (
𝑡)




≤ 𝑉 (𝑡) ≤ 𝑉 (0) . (33)

It follows from (28) that

𝑉 (0) =

𝑁

∑

𝑖=1





ℎ
𝑖 (
0)




+ |𝐵|

𝑁

∑

𝑖=1

𝐿𝑒
𝜎𝜏
𝑖
∫

0

−𝜏
𝑖

𝐻
𝑖 (
𝑠) 𝑑𝑠

≤

𝑁

∑

𝑖=1





ℎ
𝑖 (
0)




+ |𝐵|

𝑁

∑

𝑖=1

𝐿𝜏
𝑖
𝑒
𝜏
𝑖 sup
−𝜏
𝑖
≤𝑠≤0

𝐻
𝑖 (
𝑠)

≤

𝑁

∑

𝑖=1





ℎ
𝑖 (
0)




+ |𝐵|

𝑁

∑

𝑖=1

𝐿𝜏𝑒
𝜏 sup
−𝜏≤𝑠≤0

𝐻
𝑖 (
𝑠)

≤ max
1≤𝑖≤𝑁

(1 + |𝐵| 𝐿𝜏𝑒
𝜏
)

𝑁

∑

𝑖=1

sup
−𝜏≤𝑠≤0

𝐻
𝑖 (
𝑠) ,

(34)

where𝑀 = max
1≤𝑖≤𝑁

(1 + |𝐵|𝐿𝜏𝑒
𝜏
) ≥ 1.

All told, one gets

𝑛

∑

𝑖=1





𝑦
𝑖 (
𝑡) − 𝑤𝑖 (

𝑡)




≤ 𝑀

𝑛

∑

𝑖=1

sup
−𝜏≤𝑠≤0





𝑦
𝑖 (
𝑠) − 𝑤𝑖 (

𝑠)




𝑒
−𝛼𝑡
, (35)

where 𝛼 = 𝜎 − 1, 𝜎 > 1.
The proof is completed.

Remark 6. System (18) and (19) is asymptotically synchro-
nized if the following conditions are satisfied: (1) the expo-
nential synchronization rate is zero; that is, 𝜆 = 0 and𝑀 > 1;
then ∑𝑛

𝑖=1
|𝑦
𝑖
(𝑡) − 𝑤

𝑖
(𝑡)| ≤ 𝑀∑

𝑛

𝑖=1
sup
−𝜏≤𝑠≤0

|𝑦
𝑖
(𝑠) − 𝑤

𝑖
(𝑠)|,

𝑡 ≥ 0; (2) lim
𝑡→∞

||ℎ(𝑡)|| = 0.

According to the foregoing contents𝑦
𝑖
(𝑡) = 𝑥

𝑖
(𝑒
𝑡
),𝑤
𝑖
(𝑡) =

𝑠
𝑖
(𝑒
𝑡
), one gets

𝑛

∑

𝑖=1






𝑥
𝑖
(𝑒
𝑡
) − 𝑠
𝑖
(𝑒
𝑡
)






≤ 𝑀

𝑛

∑

𝑖=1

sup
−𝜏≤𝑠≤0





𝑥
𝑖
(𝑒
𝑠
) − 𝑠
𝑖
(𝑒
𝑠
)




𝑒
−𝛼𝑡
,

𝑒
𝑡
≥ 1.

(36)

Let 𝑒𝑡 = 𝜂; then 𝜂 ≥ 1 and 𝑡 = ln 𝜂 ≥ 0; let 𝑒𝑠 = 𝜉; then
𝑠 = ln 𝜉 ∈ [−𝜏, 0] and 𝜉 ∈ [𝑞, 1]. Thus, it follows from (36)
that

𝑁

∑

𝑖=1





𝑥
𝑖
(𝜂) − 𝑠

𝑖
(𝜂)




≤ 𝑀

𝑛

∑

𝑖=1

sup
𝑞≤𝜉≤1





𝑥
𝑖 (
𝜉) − 𝑠𝑖 (

𝜉)




𝑒
−𝛼 ln 𝜂

,

𝜂 ≥ 1.

(37)

Let 𝜂 = 𝑡; the following inequality is obtained:

𝑁

∑

𝑖=1





𝑥
𝑖 (
𝑡) − 𝑠𝑖 (

𝑡)




≤ 𝑀

𝑛

∑

𝑖=1

sup
𝑞≤𝜉≤1





𝑥
𝑖0
− 𝑠
𝑖0





𝑒
−𝛼 ln 𝑡

,

𝑡 ≥ 1.

(38)

Thus, control system (4) and original system (1) are
considered to be exponentially synchronized, and the expo-
nential synchronization rate is less than 𝛼 because of 0 <
ln 𝑡 < 𝑡; that is, ln 𝑡/𝑡 < 1, as 𝑡 ≥ 1.

Thus, the following theorem is derived.

Inference 1. Assume that Assumption 1 holds. If |𝐴|𝐿 +
|𝐵|𝐿𝑒
𝜎𝜏
+𝜎− 1 < |𝐶| is true, system (1) with the input control

(5) can achieve an exponential cluster synchronization for the
desired state, with the exponential rate being 𝛼 = 𝜎 − 1 > 0,
where 𝐿 > 0; 𝜎 > 1; 𝜏 = max

1≤𝑖≤𝑁
(𝜏
𝑖
), − ln 𝑞

𝑖
> 0.

The proof is omitted.

4. Illustrative Examples

In the following simulation, the whole neural network is
divided into three clusters, which means that 𝑀 = 3. The
desired state 𝑠

𝑖
(𝑡) of node 𝑖 at time 𝑡 is chosen as the average

states of all the nodes in the same cluster at time 𝑡 as follows:

𝑠
1 (
𝑡) = 𝑠2 (

𝑡) = ⋅ ⋅ ⋅ = 𝑠𝑁
1
(𝑡)

=

𝑥
1 (
𝑡) + 𝑥2 (

𝑡) + ⋅ ⋅ ⋅ +𝑥𝑁
1
(𝑡)

𝑁
1

,

𝑠
𝑁
1
+1 (
𝑡) = 𝑠𝑁

1
+2 (
𝑡) = ⋅ ⋅ ⋅ = 𝑠𝑁

1
+𝑁
2
(𝑡)

=

𝑥
𝑁
1
+1 (
𝑡) + 𝑥𝑁

1
+2 (
𝑡) + ⋅ ⋅ ⋅ +𝑥𝑁

1
+𝑁
2
(𝑡)

𝑁
1

,
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𝑠
𝑁
1
+𝑁
2
+1 (
𝑡)

= 𝑠
𝑁
1
+𝑁
2
+2 (
𝑡) = ⋅ ⋅ ⋅ = 𝑠𝑁

1
+𝑁
2
+𝑁
3
(𝑡)

=

𝑥
𝑁
1
+𝑁
2
+1 (
𝑡) + 𝑥𝑁

1
+𝑁
2
+2 (
𝑡) + ⋅ ⋅ ⋅ +𝑥𝑁

1
+𝑁
2
+𝑁
3
(𝑡)

𝑁
1

,

(39)

where the three clusters are𝑁
1
,𝑁
2
, and𝑁

3
, respectively.

Consider the following delayed neural networks
(DCNNs):

̇𝑦
𝑖 (
𝑡) = −𝐶𝑦𝑖 (

𝑡) + 𝐴𝑓 (𝑦𝑖 (
𝑡)) + 𝐵𝑓 (𝑦𝑖

(𝑡 − 𝜏
𝑖
)) , (40)

where 𝑦(𝑡) = [𝑦
1
(𝑡), 𝑦
2
(𝑡)]
𝑇, 𝑓(𝑦) = [tanh(𝑦

1
), tanh(𝑦

2
)]
𝑇,

and the parameters are

𝐶 = [

1 0

0 1

] , 𝐴 = [

2.0 −0.1

−5.0 3.0

] ,

𝐵 = [

−1.5 −0.1

−0.2 −2.5

] .

(41)

The system meets Assumption 1 and Theorem 5 with
𝐿 = 1. The chaotic behavior of system (40) with the initial
condition [𝑦

1
(𝑠), 𝑦
2
(𝑠)]
𝑇
= [0.4, 0.6]

𝑇, (−1 ≤ 𝑠 ≤ 0), has
already been reported in the case of 𝜏

𝑖
= 1𝑠 [33] (see Figure 1).

Example 1. Referring to the classical model, consider the
following improved model with𝑁 nodes:

̇𝑦
𝑖 (
𝑡) = − 𝐶𝑦𝑖 (

𝑡) + 𝐴𝑓 (𝑦𝑖 (
𝑡)) + 𝐵𝑓 (𝑦𝑖

(𝑡 − 𝜏
𝑖
))

+

𝑁

∑

𝑗=1

𝑔
𝑖𝑗 (
𝑡) Γ (𝑥𝑗 (

𝑡) − 𝑠𝑗 (
𝑡)) .

(42)

The system meets Assumption 1 andTheorem 5 with 𝐿 =
1, 𝛽 = 0.2,

𝐶 = [

2 0

0 2

] , 𝐴 = [

2.0 −0.1

−5.0 3.0

] ,

𝐵 = [

−1.5 −0.1

−0.2 −2.5

] , Γ = [

1 0

0 1

] ,

(43)

𝑦(𝑡) = [𝑦
1
(𝑡), 𝑦
2
(𝑡)]
𝑇, and 𝑓(𝑦) = [tanh(𝑦

1
), tanh(𝑦

2
)]
𝑇,

where 𝑞
𝑖
= 0.5 (𝑖 = 1, 2, . . . , 𝑁) is constants, which is the

proportional delay coefficient.

In the simulation experiment, a BA scale-free neural
network is needed,which is constructedwith𝑚 = 𝑚

0
= 5 and

the neural network size𝑁 = 50. The construction method of
the BA scale-free neural network can refer to [34]. Suppose
the whole network will reach three clusters with the cluster
size being 14, 8, and 28, respectively. The initial states 𝑦

𝑖1
(𝑡)

and 𝑦
𝑖2
(𝑡), 𝑖 = 1, 2, . . . , 50, are randomly distributed between

[−1, 1] and [−5, 5].
As shown in Figure 2(a), for 𝑡 > 2 s, 14 black curves

changed into one black curve, 8 red curves changed into

0.0 0.4 0.8

0

2

4

−0.8 −0.4

−4

−2

x1

x
2

Figure 1: The chaotic DCNNs with 𝜏
𝑖
= 1𝑠 in (40).

one red curve, and the remaining 28 blue curves changed
into one blue curve; that is, the 50 state lines of 𝑥

𝑖1
(𝑡), (𝑖 =

1, 2, . . . , 50), in system gradually merged into 3 lines, which
means that each node of the neural network realizes the
desired cluster synchronization. It reflects that the number
of the nodes in the cluster influences the rate of the cluster
synchronization. Then in Figure 2(b), for 𝑡 > 1.8 s, it can
still be observed that 14 black curves changed into one
black curve, 8 red curves changed into one red curve, and
the remaining 28 blue curves changed into one blue curve;
that is, the 50 state lines of 𝑥

𝑖1
(𝑡), (𝑖 = 1, 2, . . . , 50), in

system gradually merged into 3 lines, which means that
each node of the neural network realizes the desired cluster
synchronization. It reflects that the number of the nodes in
the cluster influences the rate of the cluster synchronization.
So the conclusion is that the larger the cluster in the delay
systems, the slower the rate of the cluster synchronization
with the same way of the coupling mode.

Figure 3 depicts the synchronization error of the state
variables between system (42) and the desired state, which
makes it easy to see that the exponential convergence rate
of the red curves within all the curves of the 3 cluster’s
nodes is relatively quick (14 were black, 8 red, and 24 blue
classification). And it proves that from another aspect the
number of nodes affects the rate of cluster synchroniza-
tion. Furthermore the shape of the curves indicates that
system (42) realizes the cluster synchronization with the
exponential synchronization rules, and it is feasible to further
study the cluster synchronization of the neural system with
proportional delay through the exponential analysis of the
synchronization.

In Figure 4, it can be seen that when 𝑡 > 2 s, the
edge coupling strength 𝑔

𝑖𝑗
(𝑡) between node 𝑖 and node 𝑗 is

kept constant in all its dimensions. Combined with Figure 2,
it is found that when the neural network realizes cluster
synchronization, the edge coupling strengths are fixed, which
implies that the left side of (7) will be zero. According to
Figure 4, it is shown that most edge coupling strengths are
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Figure 2: Cluster synchronization in the BA scale-free neural network with the proportional delay and the adaptive gain 𝛽 = 0.2 and the
proportional delay coefficient 𝑞

𝑖
= 0.5. (a)The curve of the state of 𝑥

𝑖1
changing over time; (b) the curve of the state of 𝑥

𝑖2
changing over time.
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Figure 3: The synchronization error between system (42) and the
system which the desired state is equivalently turned into.

less than 0.20, and only a small amount of edge coupling
strengths is distributed in the interval [0.2, 0.255]. If we
do not use the adaptive coupling strength in the neural
network with the proportional delay, the network will realize
the cluster synchronization only when all the edge coupling
strengths are greater than 0.20, which means that a lot of
unnecessary coupling strengths are wasted. All in all, it is
easy to design coupling intensity for each edge by using the
adaptive coupling strength, in order to achieve the desired

0 10 15
t

5

g
ij

0.3

0.2

0.1

0.0

Figure 4: Edge strengths’ evolution during the interval of the BA
scale-free neural network in Figure 2 to realize cluster synchroniza-
tion.

cluster synchronization with faster cluster synchronization
rate, which can be implemented in real networks.

5. Conclusions

In this paper, an exponential cluster synchronization control
frame of the neural networks with time delay has been
established. Different from the prior works, delays in the
paper are proportional delays which are unbounded and
time-varying, and the coupling strength of each edge in the
systemonly depends on its local information. By constructing
the appropriate Lyapunov function and using the inequality
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technique, several sufficient conditions were obtained to
make the neural network with the proportional delay realize
cluster synchronization. Finally, a numerical simulation has
been given to verify the theoretical results. Further the
example indicates that the cluster synchronization rate is
related to the clusters size. This strategy may be extended
to study the effects of the rate of the neural system with
proportional delay in order to realize cluster synchronization.

Furthermore we can also extend the current result to
the Networked Control Systems (NCS) under scheduling
protocol [35–37]. Based on this paper, we can provide
a stability certificate that takes into account the network
imperfections: communication delays (proportional delays),
scheduling protocols, and quantization in order to offer sev-
eral practical advantages: reduced costs, ease of installation
and maintenance, and increased flexibility.

Conflict of Interests

The authors declare that there is no conflict of interests
regarding the publication of this paper.

Acknowledgments

This work was jointly supported by the National Natural
Science Foundation of China (Grants nos. 11375033, 61104152,
and 61377067) and the Fundamental Research Funds for the
Central Universities (no. 2013XZ02).

References

[1] X. F. Wang, “Complex networks: topology, dynamics and syn-
chronization,” International Journal of Bifurcation and Chaos,
vol. 12, no. 5, pp. 885–916, 2002.

[2] L. M. Pecora and T. L. Carroll, “Synchronization in chaotic
systems,” Physical Review Letters, vol. 64, no. 8, pp. 821–824,
1990.

[3] M. Feki, “An adaptive chaos synchronization scheme applied to
secure communication,” Chaos, Solitons & Fractals, vol. 18, no.
1, pp. 141–148, 2003.

[4] A. Pikovsky, M. Rosenblum, and J. Kurths, Synchronization:
A Universal Concept in Nonlinear Sciences (Paperback), Cam-
bridge Nonlinear Science Series, 2003.

[5] P. de Lellis, M. di Bernardo, and F. Garofalo, “Synchronization
of complex networks through local adaptive coupling,” Chaos,
vol. 18, no. 3, Article ID 037110, 2008.

[6] W. Ren, “Synchronization of coupled harmonic oscillators with
local interaction,” Automatica, vol. 44, no. 12, pp. 3195–3200,
2008.

[7] W. Lu, B. liu, and T. Chen, “Cluster synchronization in networks
of coupled non-identical dynamical systems,”Chaos, vol. 20, no.
1, Article ID 013120, 2010.

[8] Y. Wang and J. Cao, “Cluster synchronization in nonlinearly
coupled delayed networks of non-identical dynamic systems,”
Nonlinear Analysis: Real World Applications, vol. 14, no. 1, pp.
842–851, 2013.

[9] Z. Ma, Z. Liu, and G. Zhang, “A new method to realize cluster
synchronization in connected chaotic networks,” Chaos, vol. 16,
no. 2, Article ID 023103, 2006.

[10] W. Wu, W. Zhou, and T. Chen, “Cluster synchronization of
linearly coupled complex networks under pinning control,”
IEEE Transactions on Circuits and Systems I: Regular Papers, vol.
56, no. 4, pp. 829–839, 2009.

[11] J. Zhou, T. Chen, and L. Xiang, “Robust synchronization
of delayed neural networks based on adaptive control and
parameters identification,” Chaos, Solitons and Fractals, vol. 27,
no. 4, pp. 905–913, 2006.

[12] C.-J. Cheng, T.-L. Liao, J.-J. Yan, andC.-C.Hwang, “Exponential
synchronization of a class of neural networks with time-varying
delays,” IEEE Transactions on Systems, Man, and Cybernetics,
Part B: Cybernetics, vol. 36, no. 1, pp. 209–215, 2006.

[13] J.-S. Lin, M.-L. Hung, J.-J. Yan, and T.-L. Liao, “Decentralized
control for synchronization of delayed neural networks subject
to dead-zone nonlinearity,”Nonlinear Analysis,Theory,Methods
& Applications, vol. 67, no. 6, pp. 1980–1987, 2007.

[14] X. Li and M. Bohner, “Exponential synchronization of chaotic
neural networks with mixed delays and impulsive effects via
output coupling with delay feedback,” Mathematical and Com-
puter Modelling, vol. 52, no. 5-6, pp. 643–653, 2010.

[15] J. Lu, D. W. C. Ho, J. Cao, and J. Kurths, “Exponential synchro-
nization of linearly coupled neural networks with impulsive
disturbances,” IEEE Transactions on Neural Networks, vol. 22,
no. 2, pp. 329–335, 2011.

[16] X. Yang, Z. Wu, and J. Cao, “Finite-time synchronization of
complex networks with non-identical discontinuous nodes,”
Nonlinear Dynamics, vol. 73, no. 4, pp. 2313–2327, 2013.

[17] W.-T. Miao, T. Yuan, J.-W. Xiao, and Y.-W. Wang, “Adaptive
synchronization of complex dynamical networks with two
types of time-varying delays,” in Proceedings of the 8th IEEE
International Conference onControl andAutomation (ICCA ’10),
pp. 1584–1588, IEEE, Xiamen, China, June 2010.

[18] T. Dahms, J. Lehnert, and E. Schöll, “Cluster and group
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The stabilization problem of networked distributed systems with partial and event-based couplings is investigated. The channels,
which are used to transmit different levels of information of agents, are considered. The channel matrix is introduced to indicate
the work state of the channels. An event condition is designed for each channel to govern the sampling instants of the channel.
Since the event conditions are separately given for different channels, the sampling instants of channels are mutually independent.
To stabilize the system, the state feedback controllers are implemented in the system. The control signals also suffer from the two
communication constraints. The sufficient conditions in terms of linear matrix equalities are proposed to ensure the stabilization
of the controlled system. Finally, a numerical example is given to demonstrate the advantage of our results.

1. Introduction

Recent years have witnessed a thriving research activity
on how to assemble and coordinate networked distributed
systems (NDSs) into a coherent whole to perform a common
task [1]. NDSs have obvious advantages in practice, such as
energy saving, easy installation, and higher reliability [2–6].
Thus, studying stabilization of NDSs is of theoretical and
practical importance. To realize the stabilization, a control
strategy is needed.However, due to the absence of central data
fusion, the classical centralized control scheme is not feasible
for NDSs. Accordingly, the cooperative control strategy is a
preferred choice. Since an NDS consists of a large number
of agents, it is impossible and unnecessary to control every
agent. An effective approach is to implement controllers for a
fraction of the NDSs to stabilize the whole system, which is
referred to as the pinning stabilization problem [7, 8].

To achieve stabilization, the communication in NDSs
plays a crucial role. However, due to physical and environ-
mental limitations, communication constraints, such as time
delays [9–11] and noise [12, 13], are unavoidable. In fact,
incomplete information is universal. As each agent of anNDS
hasmultiple levels of information, the coupling has to be split
intomultiple channels to transmit the corresponding levels of
information.Due to the physical limitatioins, only some parts

of the channels can transmit information successfully, which
brings the partial-coupling problem. Such a phenomenon
can be observed in many real systems. For example, in brain
networks, only 5% excitatory synapses sent from a cortical
area can be received by another connected cortical area [14];
in sensor networks, the information packet of a target may be
partly lost during communication between sensors [5].Thus,
it is highly desirable to analyze NDSs with partial couplings.

The sampling issue has received intense attention, ever
since the rapid development of digital technology and intel-
ligent equipment. A traditional sampling protocol is time-
based sampling technique [15–17]. Recently, the event-based
sampling has been investigated as an alternative to time-
based sampling.The distinct feature of event-based sampling
is the real-time scheduling algorithm. The information is
sampled only when a certain event occurs, for example,
when the system state exceeds a predefined threshold. The
advantage of the event-based sampling is the capability of fast
reacting to sudden events and, therefore, being more efficient
[18, 19]. In an NDS, the event conditions are individually
designed for each agent. Thus, the agents are sampled at
mutually independent instants. This means that the event-
based sampling scheme does not require a common sampling
schedule, which makes it applicable for a system with large
size. For the single system, an event-triggered method was
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designed in [20], in which the lower bound of two successive
sampling instants was given; in [21, 22], the event-triggered
controller was designed for networked control systems with
transmission delay. In [23], the event-based control was used
in multiagent system drive the agents to average consensus.
However, until now, few results have been given for the
NDS with partial and event-based couplings. The difficulty
of this problem is threefold. Firstly, two communication con-
straints are considered, both of which make less information
available for communication. Secondly, each agent samples
information separately; however, they should cooperatively
converge. Thus, how to design the event conditions of the
agents? Finally, the stabilization conditions should be given
to guarantee the stabilization of the NDS.

In this paper, we focus on the stabilization problem of
NDSs with partial and event-based couplings. By designing
an event condition for each agent, an event-based sampling
scheme is proposed for NDSs. Due to the constraint of
partial information transmission, the channels are considered
in the event condition. Thus, for different channels of one
agent, the sampling instants are distinct. The sampled data
are used for the communication among agents and building
the feedback controllers. The sufficient conditions are given
to ensure the stabilization of the controlled NDS with both
communication constraints. Finally, a numerical example is
given to demonstrate the advantage of our results.

Notations. The standard notations will be used in this paper.
Throughout this paper, R denotes the set of real numbers.
R𝑛 denotes the 𝑛 dimensional Euclidean space. R𝑛×𝑛 are
the set of 𝑛 × 𝑛 real matrices. 𝐼

𝑛
∈ R𝑛×𝑛 is the identity

matrix. For real symmetric matrices 𝑋 and 𝑌, the notation
𝑋 ≤ 𝑌 (resp., 𝑋 < 𝑌) means that the matrix 𝑋 − 𝑌 is
negative semidefinite (resp., negative definite). ‖ ⋅ ‖ denotes
the Euclidean norm for vector or the spectral norm ofmatrix.
diag{⋅ ⋅ ⋅ } denotes a diagonalmatrix.The superscripts “⊤” and
“−1” represent thematrix transposition andmatrix inverse. ∗
in a matrix represents the elements below the main diagonal
of a symmetric matrix. Matrices, if not explicitly stated, are
assumed to have compatible dimensions.

2. Problem Formulation and Preliminaries

An NDS with 𝑁 agents can be described by the following:

�̇�
𝑖
(𝑡) = 𝐴𝑥

𝑖
(𝑡) + 𝑢

𝑖1
(𝑡) , 𝑖 ∈ {1, 2, . . . , 𝑁} , (1)

where 𝑥
𝑖
(𝑡) = [𝑥

𝑖1
(𝑡), 𝑥
𝑖2

(𝑡), . . . , 𝑥
𝑖𝑛

(𝑡)] ∈ R𝑛 is the state of the
𝑖th system; 𝐴 = [𝑎

𝑖𝑗
]
𝑛×𝑛

is the system matrix. Assuming that
each agent can only receive the information of its neighbors,
the coupling control 𝑢

𝑖1
(𝑡) can be constructed as follows:

𝑢
𝑖1

(𝑡) = 𝛼

𝑁

∑

𝑗=1

𝑔
𝑖𝑗
𝑅
𝑖𝑗

(𝑥
𝑗
(𝑡) − 𝑥

𝑖
(𝑡)) , (2)

where 𝛼 is the coupling strength; 𝐺 = [𝑔
𝑖𝑗
]
𝑁×𝑁

is the
Laplacian matrix representing the coupling structure of the
NDS. The elements of 𝐺 are defined as follows: if there is a
connection from the 𝑗th agent to 𝑖th agent, then 𝑔

𝑖𝑗
> 0;

otherwise, 𝑔
𝑖𝑗

= 0, and the diffusive coupling condition

𝑔
𝑖𝑖

= ∑
𝑁

𝑗=1,𝑗 ̸=𝑖
𝑔
𝑖𝑗
is satisfied. 𝑅

𝑖𝑗
, named as channel matrix,

is a diagonal matrix with the diagonal element 𝑟
𝑘

𝑖𝑗
= 0 or 1

(𝑘 = 1, 2, . . . , 𝑛).

Remark 1. Since the state of each agent consists of 𝑛 levels
of information, the couplings in the NDS have to be divided
into 𝑛 channels to transmit the corresponding levels of
information. Due to practical constraints, only part of the 𝑛

channels can work normally. The diagonal element 𝑟
𝑘

𝑖𝑗
(𝑘 =

1, 2, . . . , 𝑛) of the channel matrix 𝑅
𝑖𝑗
is employed to indicate

the activity of the 𝑘th channel connecting agents 𝑗 and 𝑖.
Specifically, 𝑅

𝑖𝑗
𝑥
𝑗

= [𝑟
1

𝑖𝑗
𝑥
𝑗1

, . . . , 𝑟
𝑛

𝑖𝑗
𝑥
𝑗𝑛

]
⊤. When 𝑟

𝑘

𝑖𝑗
= 1,

𝑟
𝑘

𝑖𝑗
𝑥
𝑗𝑘

= 𝑥
𝑗𝑘
, the 𝑘th level of state of agent 𝑗 can be transmitted

to agent 𝑖 (i.e., the 𝑘th channel of the connection is active);
otherwise, when 𝑟

𝑘

𝑖𝑗
= 0, 𝑟𝑘
𝑖𝑗
𝑥
𝑗𝑘

= 0, the 𝑘th level of state of 𝑥
𝑗

is lost (i.e., the 𝑘th channel of the connection fails to transmit
the information).

In the coupling control (2), each agent can receive the
real-time information of its neighboring agents. However, the
real-time information will increase the burden of the com-
munication media. More importantly, it is unnecessary. For
the sake of energy saving, the event-based controlmechanism
has been recently proposed as an effective alternative to the
more conventional execution of control tasks. In this paper,
the communication of agents will be carried out in an event-
based manner; that is, the state of the agent will be sampled,
if a given event is triggered.

To realize the event-based sampling, an event condition
is designed for each agent. When the event condition is
violated, the agent will sample its information and send it to
its neighbors. Considering that the information is transmitted
through channels, the event condition is given as follows:






𝑥
𝑖𝑘

(𝑡
𝑖𝑘

𝑚
) − 𝑥
𝑖𝑘

(𝑡
𝑖𝑘

𝑚
+ 𝑙ℎ)







≤ 𝛾
𝑖𝑘






𝑥
𝑖𝑘

(𝑡
𝑖𝑘

𝑚
+ 𝑙ℎ)






,

𝑖 ∈ {1, 2, . . . , 𝑁} , 𝑘 ∈ {1, 2, . . . , 𝑛} ,

(3)

where 𝑙 = 1, 2, . . .; 𝛾
𝑖𝑘
is a positive scalar; ℎ > 0 is the sampling

period; 𝑡
𝑖𝑘

𝑚
is the latest sampling instant of the 𝑘th level of

information of the 𝑖th agent. Thus, the next event-triggered
instant is the time when event condition (3) is violated; that
is,

𝑡
𝑖𝑘

𝑚+1
= 𝑡
𝑖𝑘

𝑚
+ ℎ inf {𝑙 ∈ N :






𝑥
𝑖𝑘

(𝑡
𝑖𝑘

𝑚
) − 𝑥
𝑖𝑘

(𝑡
𝑖𝑘

𝑚
+ 𝑙ℎ)







> 𝛾
𝑖𝑘






𝑥
𝑖
(𝑡
𝑖𝑘

𝑚
+ 𝑙ℎ)






} .

(4)

Without loss of generality, 𝑡𝑖𝑘
0

= 0 is the initial sampling time,
for all 𝑖 and 𝑘.

Let 𝑥
𝑖𝑘

(𝑡) = 𝑥
𝑖𝑘

(𝑡
𝑖𝑘

𝑚
), for 𝑡 ∈ [𝑡

𝑖𝑘

𝑚
, 𝑡
𝑖𝑘

𝑚+1
) and 𝑥

𝑖
(𝑡) =

[𝑥
𝑖1

(𝑡), 𝑥
𝑖2

(𝑡), . . . , 𝑥
𝑖𝑛

(𝑡)]. Thus, NDS (1) with partial and
event-based couplings can be described as

�̇�
𝑖
(𝑡) = 𝐴𝑥

𝑖
(𝑡) + 𝛼

𝑁

∑

𝑗=1,𝑗 ̸=𝑖

𝑔
𝑖𝑗
𝑅
𝑖𝑗

(𝑥
𝑗
(𝑡) − 𝑥

𝑖
(𝑡)) . (5)

Remark 2. Due to the traffic jam and physical characteristics
of transmission media, communication constraints, such as
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transmission delay [24–26], data packet dropout [27], and
noise [28], commonly happen in real systems. In this paper,
two kinds of communication constraints including partial
information transmission of system and event-based sampled
data are simultaneously considered in the couplings of NDS
(5). Although both constraints cause information loss, their
mechanisms are different. The event-based sampled data
makes the real-time information available at the instants
when event condition (3) is violated.The constraint of partial
information transmission implies that the information sent
at every instant is a lack of integrity. When we consider these
two communication constraints simultaneously in NDSs,
only part of the sampled information can be used for coupling
control. Thus, the stabilization of the NDS is much harder to
be realized.

Remark 3. Event condition (3) governs the sampling oper-
ation of NDS (5). When a subsystem is diverging, that is,
the left hand side of the event condition becomes large, the
subsystem has to update its state by sampling. In other words,
the sampling happens only when it is needed.Thus, the event-
based sampling scheme is more flexible and effective. It is
able to realize fast reaction to emergency and avoid redun-
dant samplings. Besides energy saving, another advantage
of event-based sampling scheme is feasibility for large-scale
systems. The sampling instants are independently decided
by the event conditions of different subsystems. Thus, the
common sampling schedule is unnecessary, which is hardly
carried out in a system with large number of components.
These two advantagesmake the event-based sampling scheme
more applicable in engineering.

In order to stabilize the NDS, the state feedback con-
trollers will be implemented. Considering that it is difficult
and unnecessary to install the controller for every agent,
we only choose a small fraction of agents to be controlled.
In addition, we also assume that the control signal suffers
from the two communication constraints. Thus, the pinning
controller of agent 𝑖 can be constructed as follows:

𝑢
𝑖2

(𝑡) = −𝑑
𝑖
𝐻
𝑖
𝑥
𝑖
(𝑡) , (6)

where 𝑑
𝑖

≥ 0 is the control strength. In particular, when
𝑑
𝑖

= 0, it means that the 𝑖th agent will not be controlled.
𝐻
𝑖

= diag{ℎ
𝑖1

, ℎ
𝑖2

, . . . , ℎ
𝑖𝑛

} with ℎ
𝑖𝑘

= 1 or 0, which indicates
that the 𝑘th level of the event-based sampled information of
𝑥(𝑡) can be or cannot be sent from the controller.

Combining (5) and (6), the controlled NDS with partial
and event-based couplings can be described by following
equation:

�̇�
𝑖
(𝑡) = 𝐴𝑥

𝑖
(𝑡) + 𝛼

𝑁

∑

𝑗=1,𝑗 ̸=𝑖

𝑔
𝑖𝑗
𝑅
𝑖𝑗

(𝑥
𝑗
(𝑡) − 𝑥

𝑖
(𝑡)) − 𝑑

𝑖
𝐻
𝑖
𝑥
𝑖
(𝑡) .

(7)

Note that, for 𝑡 ∈ [𝑡
𝑖𝑘

𝑚
+ 𝑙ℎ, 𝑡

𝑖𝑘

𝑚
+ 𝑙ℎ + ℎ) (𝑙 ≥ 0, 𝑚 ≥ 0,

𝑖 = 1, 2, . . . , 𝑁 and 𝑘 = 1, 2, . . . , 𝑛),

𝑥
𝑗𝑘

(𝑡) − 𝑥
𝑖𝑘

(𝑡) = 𝑥
𝑗𝑘

(𝑡
𝑗𝑘

𝑚

) − 𝑥
𝑖𝑘

(𝑡
𝑖𝑘

𝑚
)

= 𝑥
𝑗𝑘

(𝑡
𝑗𝑘

𝑚

) − 𝑥
𝑗𝑘

(𝑡
𝑖𝑘

𝑚
+ 𝑙ℎ) − 𝑥

𝑖𝑘
(𝑡
𝑖𝑘

𝑚
)

+ 𝑥
𝑖𝑘

(𝑡
𝑖𝑘

𝑚
+ 𝑙ℎ) + 𝑥

𝑗𝑘
(𝑡
𝑖𝑘

𝑚
+ 𝑙ℎ)

− 𝑥
𝑖𝑘

(𝑡
𝑖𝑘

𝑚
+ 𝑙ℎ)

= 𝑒
𝑗𝑘

(𝑡
𝑖𝑘

𝑚
+ 𝑙ℎ) − 𝑒

𝑖𝑘
(𝑡
𝑖𝑘

𝑚
+ 𝑙ℎ)

+ 𝑥
𝑗𝑘

(𝑡
𝑖𝑘

𝑚
+ 𝑙ℎ) − 𝑥

𝑖𝑘
(𝑡
𝑖𝑘

𝑚
+ 𝑙ℎ) ,

(8)

where 𝑒
𝑖𝑘

(𝑡
𝑖𝑘

𝑚
+𝑙ℎ) = 𝑥

𝑖𝑘
(𝑡
𝑖𝑘

𝑚
+𝑙ℎ)−𝑥

𝑖𝑘
(𝑡
𝑖𝑘

𝑚
+𝑙ℎ), 𝑡𝑗𝑘

𝑚


= max{𝑡 | 𝑡 ∈

𝑡
𝑗𝑘

𝑚
, 𝑚 = 0, 1, . . . , 𝑡 ≤ 𝑡

𝑖𝑘

𝑚
+ 𝑙ℎ}, and 𝑥

𝑗𝑘
(𝑡
𝑗𝑘

𝑚

) = 𝑥
𝑗𝑘

(𝑡
𝑗𝑘

𝑚
+ 𝑙ℎ). Let

𝑒
𝑖
(𝑡) = [𝑒

𝑖1
(𝑡), 𝑒
𝑖2

(𝑡), . . . , 𝑒
𝑖𝑛

(𝑡)]
⊤. Thus, for 𝑡 ∈ [𝑚ℎ, (𝑚 + 1)ℎ),

(7) can be written as

�̇�
𝑖
(𝑡) = 𝐴𝑥

𝑖
(𝑡) + 𝛼

𝑁

∑

𝑗=1,𝑗 ̸=𝑖

𝑔
𝑖𝑗
𝑅
𝑖𝑗

(𝑒
𝑗
(𝑚ℎ) + 𝑥

𝑗
(𝑚ℎ))

− 𝑑
𝑖
𝐻
𝑖
(𝑥
𝑖
(𝑚ℎ) + 𝑒

𝑖
(𝑚ℎ)) .

(9)

Let 𝐶
𝑖𝑗

= 𝑔
𝑖𝑗
𝑅
𝑖𝑗
, for 𝑖, 𝑗 = 1, 2, . . . , 𝑁, 𝑖 ̸= 𝑗 and 𝐶

𝑖𝑖
=

− ∑
𝑁

𝑗=1,𝑗 ̸=𝑖
𝐶
𝑖𝑗
. Thus, 𝐶

𝑖𝑗
are diagonal matrices with diagonal

elements 𝑐
1

𝑖𝑗
, 𝑐
2

𝑖𝑗
, . . . , 𝑐

𝑛

𝑖𝑗
(𝑐𝑘
𝑖𝑗

= 𝑔
𝑖𝑗

⋅ 𝑟
𝑘

𝑖𝑗
). For each 𝑘 = 1, 2, . . . , 𝑛,

it can be followed from (9) that

�̇�
𝑖𝑘

(𝑡) =

𝑛

∑

𝑗=1

𝑎
𝑘𝑗

𝑥
𝑖𝑗

(𝑡) + 𝛼

𝑁

∑

𝑗=1

𝑐
𝑘

𝑖𝑗
(𝑒
𝑗𝑘

(𝑚ℎ) + 𝑥
𝑗𝑘

(𝑚ℎ))

− 𝑑
𝑖
ℎ
𝑖𝑘

(𝑒
𝑗𝑘

(𝑚ℎ) + 𝑥
𝑗𝑘

(𝑚ℎ)) .

(10)

Let 𝛿𝑥
𝑘
(𝑡) = [𝑥

1𝑘
(𝑡), 𝑥
2𝑘

(𝑡), . . . , 𝑥
𝑁𝑘

(𝑡)]
⊤ and 𝛿𝑒

𝑘
(𝑡) = [𝑒

1𝑘
(𝑡),

𝑒
2𝑘

(𝑡), . . . , 𝑒
𝑁𝑘

(𝑡)]
⊤. From (10) we can get

̇
𝛿𝑥
𝑘

(𝑡) =

𝑛

∑

𝑗=1

𝑎
𝑘𝑗

𝛿𝑥
𝑗
(𝑡) + (𝛼𝐶

𝑘
− 𝐷
𝑘
) (𝛿𝑒
𝑘

(𝑚ℎ) + 𝛿𝑥
𝑘

(𝑚ℎ)) ,

(11)

where 𝐶
𝑘

= [𝑐
𝑘

𝑖𝑗
]
𝑁×𝑁

and 𝐷
𝑘

= diag{𝑑
1
ℎ
1𝑘

, 𝑑
2
ℎ
2𝑘

, . . . ,

𝑑
𝑁

ℎ
𝑁𝑘

}.
The following definition and lemma are needed for the

derivation of our main results in this paper.

Definition 4. NDS (7) with partial and event-based couplings
is said to achieve globally exponential stabilization, if there
exist 𝑀 > 0, 𝜀 > 0 such that ‖𝑥

𝑖
(𝑡)‖
2

< 𝑀𝑒
−𝜀𝑡 is satisfied with

any initial states 𝑥
𝑖
(0) for ∀𝑖 ∈ {1, 2, . . . , 𝑁}.

The purpose of this paper is to propose a set of sufficient
conditions for controlled NDS (7) with partial and event-
triggered communication to ensure the globally exponential
stabilization.

Lemma 5 (see [29]). For any real vectors 𝑎, 𝑏 and scalar 𝜀 > 0,
one has

𝑎
⊤

𝑏 + 𝑏
⊤

𝑎 ≤ 𝜀𝑎
⊤

𝑎 + 𝜀
−1

𝑏
⊤

𝑏. (12)
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3. Main Results

In this section, the stabilization conditions will be derived for
controlled NDS (7) with partial and event-based couplings.

Theorem 6. For any 𝑘 = 1, 2, . . . , 𝑛, let Γ
𝑘

=

diag{𝛾
2

1𝑘
, 𝛾
2

2𝑘
, . . . , 𝛾

2

𝑁𝑘
}. NDS (7) with partial and event-

based couplings can be globally exponentially stabilized, if
there exist positive scalars 𝜀

1𝑘
, 𝜀
2𝑘

and matrices 𝑃
𝑘

> 0,
𝑄
𝑘

= diag{𝑞
1𝑘

, 𝑞
2𝑘

, . . . , 𝑞
𝑁𝑘

} > 0, W
𝑘

= [

𝑊
1𝑘
𝑊
2𝑘
𝑊
4𝑘

∗ 𝑊
3𝑘
0

∗ ∗ 𝑊
5𝑘

] > 0,
𝑈
1𝑘
, 𝑈
2𝑘
, 𝑈
3𝑘
, 𝑈
4𝑘
, 𝑉
1𝑘
, 𝑉
2𝑘
, 𝑋
𝑘
, 𝑋
1𝑘
, such that the following

LMIs are satisfied:

[

[

[

[

[

[

[

[

[

𝑃
𝑘

+ ℎ

𝑋
𝑘

+ 𝑋
⊤

𝑘

2

+ 𝑊
1𝑘

−ℎ𝑋
𝑘

+ ℎ𝑋
1𝑘

− 𝑊
1𝑘

𝑊
2𝑘

𝑊
4𝑘

∗ −ℎ𝑋
1𝑘

− ℎ𝑋
⊤

1𝑘
+ ℎ

𝑋
𝑘

+ 𝑋
⊤

𝑘

2

+ 𝑊
1𝑘

−𝑊
2𝑘

−𝑊
4𝑘

∗ ∗ 𝑊
3𝑘

0

∗ ∗ ∗ 𝑊
5𝑘

]

]

]

]

]

]

]

]

]

> 0, (13)

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

Φ
𝑘

11
Φ
𝑘

12
Φ
𝑘

13
Φ
𝑘

14
ℎ𝑈
⊤

1𝑘
𝑛𝑉
⊤

1𝑘
0

∗ Φ
𝑘

22
Φ
𝑘

23
Φ
𝑘

24
ℎ𝑈
⊤

2𝑘
0 0

∗ ∗ Φ
𝑘

33
Φ
𝑘

34
ℎ𝑈
⊤

3𝑘
0 𝑛𝑉

⊤

2𝑘

∗ ∗ ∗ Φ
𝑘

44
ℎ𝑈
⊤

4𝑘
0 0

∗ ∗ ∗ ∗ −ℎ𝑊
1𝑘

0 0

∗ ∗ ∗ ∗ ∗ −𝑛𝜀
1𝑘

𝐼
𝑁

0

∗ ∗ ∗ ∗ ∗ ∗ −𝑛𝜀
2𝑘

𝐼
𝑁

]

]

]

]

]

]

]

]

]

]

]

]

]

]

]

]

< 0, (14)

[

[

[

[

[

[

[

[

[

[

[

[

[

Φ
𝑘

11
Φ
𝑘

12
Π
𝑘

13
Φ
𝑘

14
𝑛𝑉
⊤

1𝑘
0

∗ Π
𝑘

22
Π
𝑘

23
Φ
𝑘

24
0 0

∗ ∗ Π
𝑘

33
Π
𝑘

34
0 𝑛𝑉

⊤

2𝑘

∗ ∗ ∗ Π
𝑘

44
0 0

∗ ∗ ∗ ∗ −𝑛𝜀
1𝑘

𝐼
𝑁

0

∗ ∗ ∗ ∗ −𝑛𝜀
2𝑘

𝐼
𝑁

]

]

]

]

]

]

]

]

]

]

]

]

]

< 0, (15)

where

Φ
𝑘

11
= −

𝑋
𝑘

+ 𝑋
⊤

𝑘

2

− 𝑈
1𝑘

− 𝑈
⊤

1𝑘
+

𝑛

∑

𝑗=1

(𝜀
1𝑗

+ 𝜀
2𝑗

) 𝑎
2

𝑗𝑘
𝐼
𝑛
,

Φ
𝑘

12
= 𝑋
𝑘

− 𝑋
1𝑘

− 𝑊
2𝑘

+ 𝑈
⊤

1𝑘
− 𝑈
2𝑘

+ 𝑉
⊤

1𝑘
(𝛼𝐶
𝑘

− 𝐷
𝑘
) ,

Φ
𝑘

13
= 𝑃
𝑘

− 𝑈
3𝑘

− 𝑉
⊤

1𝑘
,

Φ
𝑘

14
= −𝑊

4𝑘
− 𝑈
4𝑘

+ 𝑉
⊤

1𝑘
(𝛼𝐶
𝑘

− 𝐷
𝑘
) ,

Φ
𝑘

22
= 𝑋
1𝑘

+ 𝑋
⊤

1𝑘
−

𝑋
𝑘

+ 𝑋
⊤

𝑘

2

+ 𝑊
2𝑘

+ 𝑊
⊤

2𝑘

+ 𝑈
2𝑘

+ 𝑈
⊤

2𝑘
+ 𝑄
𝑘
Γ
𝑘

− ℎ𝑊
3𝑘

,

Φ
𝑘

23
= 𝑈
3𝑘

+ (𝛼𝐶
⊤

𝑘
− 𝐷
𝑘
) 𝑉
2𝑘

,

Φ
𝑘

24
= 𝑊
4𝑘

+ 𝑈
4𝑘

,

Φ
𝑘

33
= −𝑉
2𝑘

− 𝑉
⊤

2𝑘
,

Φ
𝑘

34
= 𝑉
⊤

2𝑘
(𝛼𝐶
𝑘

− 𝐷
𝑘
) ,

Φ
𝑘

44
= −𝑄
𝑘

− ℎ𝑊
5𝑘

,

Π
𝑘

13
= ℎ

𝑋
𝑘

+ 𝑋
⊤

𝑘

2

+ 𝑃
𝑘

− 𝑈
3𝑘

− 𝑉
⊤

1𝑘
,

Π
𝑘

22
= 𝑋
1𝑘

+ 𝑋
⊤

1𝑘
−

𝑋
𝑘

+ 𝑋
⊤

𝑘

2

+ 𝑊
2𝑘

+ 𝑊
⊤

2𝑘

+ 𝑈
2𝑘

+ 𝑈
⊤

2𝑘
+ 𝑄
𝑘
Γ
𝑘

+ ℎ𝑊
3𝑘

,

Π
𝑘

23
= ℎ𝑊

⊤

2𝑘
+ ℎ𝑋
⊤

1𝑘
− ℎ𝑋
⊤

𝑘
+ 𝑈
3𝑘

+ (𝛼𝐶
⊤

𝑘
− 𝐷
𝑘
) 𝑉
2𝑘

,

Π
𝑘

33
= ℎ𝑊
1𝑘

− 𝑉
2𝑘

− 𝑉
⊤

2𝑘
,

Π
𝑘

34
= ℎ𝑊
4𝑘

+ 𝑉
⊤

2𝑘
(𝛼𝐶
𝑘

− 𝐷
𝑘
) ,

Π
𝑘

44
= −𝑄
𝑘

+ ℎ𝑊
5𝑘

.

(16)
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Proof. For 𝑡 ∈ [𝑚ℎ, (𝑚+1)ℎ), define the Lyapunov functional
𝑉(𝑡) = ∑

𝑛

𝑘=1
𝑉
𝑘
(𝑡), where

𝑉
𝑘

(𝑡) = 𝛿𝑥
⊤

𝑘
(𝑡) 𝑃
𝑘
𝛿𝑥
𝑘

(𝑡)

+ 𝜍 (𝑡) ∫

𝑡

𝑚ℎ

[

[

[

[

̇
𝛿𝑥
𝑘
(𝑠)

𝛿𝑥
𝑘
(𝑚ℎ)

𝛿𝑒
𝑘
(𝑚ℎ)

]

]

]

]

⊤

W
𝑘

[

[

[

[

̇
𝛿𝑥
𝑘

(𝑠)

𝛿𝑥
𝑘

(𝑚ℎ)

𝛿𝑒
𝑘

(𝑚ℎ)

]

]

]

]

𝑑𝑠

+ 𝜍 (𝑡) [

𝛿𝑥
𝑘
(𝑡)

𝛿𝑥
𝑘
(𝑚ℎ)

]

⊤

X
𝑘

[

𝛿𝑥
𝑘

(𝑡)

𝛿𝑥
𝑘

(𝑚ℎ)

] ,

(17)

and 𝜍(𝑡) = (𝑚 + 1)ℎ − 𝑡,X
𝑘

= [
(𝑋
𝑘
+𝑋
⊤

𝑘
)/2 −𝑋

𝑘
+𝑋
1𝑘

∗ −𝑋
1𝑘
−𝑋
⊤

1𝑘
+(𝑋
𝑘
+𝑋
⊤

𝑘
)/2

].
Before proceeding our proof, it should be pointed out that

𝑉(𝑡) is well defined. Based onW
𝑘

> 0 and Schur complement
[30], we have that

�̂�
𝑘

≜ 𝑊
1𝑘

− 𝑊
2𝑘

𝑊
−1

3𝑘
𝑊
⊤

2𝑘
− 𝑊
4𝑘

𝑊
−1

5𝑘
𝑊
⊤

4𝑘
. (18)

Thus, it follows that

W
𝑘

−

[

[

[

[

�̂�
𝑘

0 0

∗ 0 0

∗ ∗ 0

]

]

]

]

=

[

[

[

[

𝑊
2𝑘

𝑊
−1

3𝑘
𝑊
⊤

2𝑘
+ 𝑊
4𝑘

𝑊
−1

5𝑘
𝑊
⊤

4𝑘
𝑊
2𝑘

𝑊
4𝑘

∗ 𝑊
3𝑘

0

∗ ∗ 𝑊
5𝑘

]

]

]

]

≥ 0,

(19)

which implies

W
𝑘

≥

[

[

[

[

�̂�
𝑘

0 0

∗ 0 0

∗ ∗ 0

]

]

]

]

. (20)

Based on the above inequality, it can be got that

[

[

[

[

̇
𝛿𝑥
𝑘
(𝑠)

𝛿𝑥
𝑘
(𝑚ℎ)

𝛿𝑒
𝑘
(𝑚ℎ)

]

]

]

]

⊤

W
𝑘

[

[

[

[

̇
𝛿𝑥
𝑘

(𝑠)

𝛿𝑥
𝑘

(𝑚ℎ)

𝛿𝑒
𝑘

(𝑚ℎ)

]

]

]

]

≥
̇

𝛿𝑥

⊤

𝑘
(𝑠) �̂�
𝑘

̇
𝛿𝑥
𝑘

(𝑠) . (21)

Thus, it follows from (17) and (21) that

𝑉
𝑘

(𝑡) ≥ 𝛿𝑥
⊤

𝑘
(𝑡) 𝑃
𝑘
𝛿𝑥
𝑘

(𝑡)

+ 𝜍 (𝑡) ∫

𝑡

𝑚ℎ

̇
𝛿𝑥

⊤

𝑘
(𝑠) �̂�
𝑘

̇
𝛿𝑥
𝑘

(𝑠) 𝑑𝑠

+ 𝜍 (𝑡) [

𝛿𝑥
𝑘
(𝑡)

𝛿𝑥
𝑘
(𝑚ℎ)

]

⊤

X
𝑘

[

𝛿𝑥
𝑘

(𝑡)

𝛿𝑥
𝑘

(𝑚ℎ)

] .

(22)

By applying the Jensen inequality [31], we have

∫

𝑡

𝑚ℎ

̇
𝛿𝑥

⊤

𝑘
(𝑠) �̂�
𝑘

̇
𝛿𝑥
𝑘

(𝑠) 𝑑𝑠

≥

1

𝜏 (𝑡)

∫

𝑡

𝑚ℎ

̇
𝛿𝑥

⊤

𝑘
(𝑠) 𝑑𝑠�̂�

𝑘
∫

𝑡

𝑚ℎ

̇
𝛿𝑥
𝑘

(𝑠) 𝑑𝑠

≥

1

ℎ

[𝛿𝑥
𝑘

(𝑡) − 𝛿𝑥
𝑘

(𝑚ℎ)]
⊤

�̂�
𝑘

[𝛿𝑥
𝑘

(𝑡) − 𝛿𝑥
𝑘

(𝑚ℎ)] ,

(23)

where 𝜏(𝑡) = 𝑡 − 𝑚ℎ. From (22) and (23), it can be obtained
that

𝑉
𝑘

(𝑡) ≥ [

𝛿𝑥
𝑘
(𝑡)

𝛿𝑥
𝑘
(𝑚ℎ)

]

⊤

H
𝑘

[

𝛿𝑥
𝑘

(𝑡)

𝛿𝑥
𝑘

(𝑚ℎ)

] , (24)

whereH
𝑘

= (𝜍(𝑡)/ℎ)[P
𝑘

+ ℎX
𝑘

+
̂W
𝑘
] + (𝜏(𝑡)/ℎ)P

𝑘
,P
𝑘

=

[
𝑃
𝑘
0

∗ 0
] and ̂W

𝑘
= [
�̂�
𝑘
−�̂�
𝑘

∗ �̂�
𝑘

]. Based on the Schur complement
[30], it follows from (13) thatP

𝑘
+ℎX
𝑘
+

̂W
𝑘

> 0.Thus, we can
always find a positive scalar𝛽 < 1, such thatP

𝑘
+ℎX
𝑘
+

̂W
𝑘

>

𝛽P
𝑘
, which further means that

𝑉 (𝑡) =

𝑛

∑

𝑘=1

𝑉
𝑘

(𝑡) >

𝑛

∑

𝑘=1

𝛽 [

𝛿𝑥
𝑘
(𝑡)

𝛿𝑥
𝑘
(𝑚ℎ)

]

⊤

P
𝑘

[

𝛿𝑥
𝑘

(𝑡)

𝛿𝑥
𝑘

(𝑚ℎ)

]

= 𝛽

𝑁

∑

𝑖=1





𝑥
𝑖
(𝑡)






2

.

(25)

Therefore,𝑉(𝑡) defined in (17) is a valid Lyapunov functional.
The derivative of 𝑉

𝑘
(𝑡) can be got that

�̇�
𝑘

(𝑡) = 2
̇

𝛿𝑥
𝑘

(𝑡) 𝑃
𝑘
𝛿𝑥
𝑘

(𝑡)

− ∫

𝑡

𝑚ℎ

[

[

[

[

̇
𝛿𝑥
𝑘
(𝑠)

𝛿𝑥
𝑘
(𝑚ℎ)

𝛿𝑒
𝑘
(𝑚ℎ)

]

]

]

]

⊤

̃W
𝑘

[

[

[

[

̇
𝛿𝑥
𝑘

(𝑠)

𝛿𝑥
𝑘

(𝑚ℎ)

𝛿𝑒
𝑘

(𝑚ℎ)

]

]

]

]

𝑑𝑠

+ 𝜍 (𝑡)

[

[

[

[

̇
𝛿𝑥
𝑘
(𝑡)

𝛿𝑥
𝑘
(𝑚ℎ)

𝛿𝑒
𝑘
(𝑚ℎ)

]

]

]

]

⊤

W
𝑘

[

[

[

[

̇
𝛿𝑥
𝑘

(𝑡)

𝛿𝑥
𝑘

(𝑚ℎ)

𝛿𝑒
𝑘

(𝑚ℎ)

]

]

]

]

− [

𝛿𝑥
𝑘

(𝑡)

𝛿𝑥
𝑘

(𝑚ℎ)

]

⊤

X
𝑘

[

𝛿𝑥
𝑘

(𝑡)

𝛿𝑥
𝑘

(𝑚ℎ)

]

+ 2𝜍 (𝑡) [

̇
𝛿𝑥
𝑘

(𝑡)

0

]

⊤

X
𝑘

[

𝛿𝑥
𝑘

(𝑡)

𝛿𝑥
𝑘

(𝑚ℎ)

]

− 𝜒
1

∫

𝑡

𝑚ℎ







̇
𝛿𝑥
𝑘
(𝑠)







2

𝑑𝑠,

(26)
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where ̃W
𝑘

= W
𝑘

− diag{𝜒
1
𝐼
𝑁

, 0, 0} and 𝜒
1
is a positive scalar

such that ̃W
𝑘

> 0. By employing the Jensen inequality [31], it
follows that

∫

𝑡

𝑚ℎ

[

[

[

[

̇
𝛿𝑥
𝑘
(𝑠)

𝛿𝑥
𝑘
(𝑚ℎ)

𝛿𝑒
𝑘
(𝑚ℎ)

]

]

]

]

⊤

̂W
𝑘

[

[

[

[

̇
𝛿𝑥
𝑘

(𝑠)

𝛿𝑥
𝑘

(𝑚ℎ)

𝛿𝑒
𝑘

(𝑚ℎ)

]

]

]

]

𝑑𝑠

≥ 𝜏 (𝑡) 𝜙
⊤

𝑘
(𝑡) (𝑊

1𝑘
− 𝜒
1
𝐼
𝑁

) 𝜙
𝑘

(𝑡)

+ 𝜏 (𝑡) 𝛿𝑥
⊤

𝑘
(𝑚ℎ) 𝑊

3𝑘
𝛿𝑥
𝑘

(𝑚ℎ)

+ 𝜏 (𝑡) 𝛿𝑒
⊤

𝑘
(𝑚ℎ) 𝑊

5𝑘
𝛿𝑒
𝑘

(𝑚ℎ)

+ 2 [𝛿𝑥
𝑘

(𝑡) − 𝛿𝑥
𝑘

(𝑚ℎ)]
⊤

𝑊
2𝑘

𝛿𝑥
𝑘

(𝑚ℎ)

+ 2 [𝛿𝑥
𝑘

(𝑡) + 𝛿𝑥
𝑘

(𝑚ℎ)]
⊤

𝑊
4𝑘

𝛿𝑒
𝑘

(𝑚ℎ) ,

(27)

where 𝜙(𝑡) = (1/𝜏(𝑡)) ∫

𝑡

𝑚ℎ

̇
𝛿𝑥
𝑘
(𝑠)𝑑𝑠.

According to the Newton-Leibnitz formula, it can be
obtained that

0 = 2 [𝛿𝑥
⊤

𝑘
(𝑡) 𝑈
⊤

1𝑘
+ 𝛿𝑥
⊤

𝑘
(𝑚ℎ) 𝑈

⊤

2𝑘
+

̇
𝛿𝑥
𝑘

(𝑡) 𝑈
⊤

3𝑘

+ 𝛿𝑒
⊤

𝑘
(𝑚ℎ) 𝑈

⊤

4𝑘
]

⋅ [−𝛿𝑥
𝑘

(𝑡) + 𝛿𝑥
𝑘

(𝑚ℎ) + 𝜏 (𝑡) 𝜙
𝑘

(𝑡)] .

(28)

From (11), one can have that

0 = 2 [𝛿𝑥
⊤

𝑘
(𝑡) 𝑉
⊤

1𝑘
+

̇
𝛿𝑥
𝑘

(𝑡) 𝑉
⊤

2𝑘
]

⋅
[

[

−
̇

𝛿𝑥
𝑘

(𝑡) +

𝑛

∑

𝑗=1

𝑎
𝑘𝑗

𝛿𝑥
𝑗
(𝑡)

+ (𝛼𝐶
𝑘

− 𝐷
𝑘
) (𝛿𝑒
𝑘

(𝑚ℎ) + 𝛿𝑥
𝑘

(𝑚ℎ))
]

]

.

(29)

By employing Lemma 5, it follows that

2𝛿𝑥
⊤

𝑘
(𝑡) 𝑉
⊤

1𝑘

𝑛

∑

𝑗=1

𝑎
𝑘𝑗

𝛿𝑥
𝑗
(𝑡)

≤ 𝑛𝜀
−1

1𝑘
𝛿𝑥
⊤

𝑘
(𝑡) 𝑉
⊤

1𝑘
𝑉
1𝑘

𝛿𝑥
𝑘

(𝑡) + 𝜀
1𝑘

𝑛

∑

𝑗=1

𝑎
2

𝑘𝑗
𝛿𝑥
⊤

𝑗
(𝑡) 𝛿𝑥

𝑗
(𝑡) ,

2
̇

𝛿𝑥

⊤

𝑘
(𝑡) 𝑉
⊤

2𝑘

𝑛

∑

𝑗=1

𝑎
𝑘𝑗

𝛿𝑥
𝑗
(𝑡)

≤ 𝑛𝜀
−1

2𝑘

̇
𝛿𝑥

⊤

𝑘
(𝑡) 𝑉
⊤

2𝑘
𝑉
2𝑘

̇
𝛿𝑥
𝑘

(𝑡) + 𝜀
2𝑘

𝑛

∑

𝑗=1

𝑎
2

𝑘𝑗
𝛿𝑥
⊤

𝑗
(𝑡) 𝛿𝑥

𝑗
(𝑡) .

(30)

From event condition (3), it can be got that |𝑒
𝑖𝑘

(𝑚ℎ)| ≤

𝛾
𝑖𝑘

|𝑥
𝑖𝑘

(𝑚ℎ)|, which is equivalent to √𝑞
𝑖𝑘

|𝑒
𝑖𝑘

(𝑚ℎ)| ≤

√𝑞
𝑖𝑘

𝛾
𝑖𝑘

|𝑥
𝑖𝑘

(𝑚ℎ)|. Thus, we have that

𝛿𝑒
⊤

𝑘
(𝑚ℎ) 𝑄

𝑘
𝛿𝑒
𝑘

(𝑚ℎ) ≤ 𝛿𝑥
⊤

𝑘
(𝑚ℎ) 𝑄

𝑘
Γ
𝑘
𝛿𝑥
𝑘

(𝑚ℎ) . (31)

Combining (26)–(31) yields that

�̇� (𝑡) =

𝑛

∑

𝑘=1

{𝜂
⊤

𝑘
(𝑡) [

𝜍 (𝑡)

ℎ

Ψ
𝑘

+

𝜏 (𝑡)

ℎ

Ψ
𝑘
] 𝜂
𝑘

(𝑡)

−𝜒
1

∫

𝑡

𝑚ℎ







̇
𝛿𝑥
𝑘
(𝑠)







2

𝑑𝑠} ,

(32)

where 𝜂
𝑘
(𝑡) = [𝛿𝑥

𝑘
(𝑡) 𝛿𝑥

𝑘
(𝑚ℎ)

̇
𝛿𝑥
𝑘
(𝑡) 𝛿𝑒

𝑘
(𝑚ℎ) 𝜙

𝑘
(𝑡)]

⊤

and Ψ
𝑘

= [
Ψ


𝑘
0

∗ 0

],

Ψ
𝑘

=

[

[

[

[

[

[

[

[

[

[

Φ
𝑘

11
+ 𝑛𝜀
−1

1𝑘
𝑉
⊤

1𝑘
𝑉
1𝑘

Φ
𝑘

12
Φ
𝑘

13
Φ
𝑘

14
ℎ𝑈
⊤

1𝑘

∗ Φ
𝑘

22
Φ
𝑘

23
Φ
𝑘

24
ℎ𝑈
⊤

2𝑘

∗ ∗ Φ
𝑘

33
+ 𝑛𝜀
−1

2𝑘
𝑉
⊤

2𝑘
𝑉
2𝑘

Φ
𝑘

34
ℎ𝑈
⊤

3𝑘

∗ ∗ ∗ Φ
𝑘

44
ℎ𝑈
⊤

4𝑘

∗ ∗ ∗ ∗ −ℎ𝑊
1𝑘

+ ℎ𝜒
1
𝐼
𝑁

]

]

]

]

]

]

]

]

]

]

,

Ψ


𝑘
=

[

[

[

[

[

[

[

Φ
𝑘

11
+ 𝑛𝜀
−1

1𝑘
𝑉
⊤

1𝑘
𝑉
1𝑘

Φ
𝑘

12
Π
𝑘

13
Φ
𝑘

14

∗ Π
𝑘

22
Φ
𝑘

23
Φ
𝑘

24

∗ ∗ Π
𝑘

33
+ 𝑛𝜀
−1

2𝑘
𝑉
⊤

2𝑘
𝑉
2𝑘

Π
𝑘

34

∗ ∗ ∗ Π
𝑘

44

]

]

]

]

]

]

]

.

(33)

By using the Schur complement [30], it follows from (14)
and (15) that Ψ

𝑘
|
𝜒
1
=0

< 0 and Ψ


𝑘
< 0. Furthermore,

we can always choose sufficiently small scalars 𝜒
1
, 𝜒
2
, 𝜒
3
,

and 𝜒
4
to ensure Ψ

𝑘
+ diag{𝜒

2
𝐼
𝑁

, 𝜒
3
𝐼
𝑁

, 0, 𝜒
4
𝐼
𝑁

, 0} < 0 and
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Ψ


𝑘
+ diag{𝜒

2
𝐼
𝑁

, 𝜒
3
𝐼
𝑁

, 0, 𝜒
4
𝐼
𝑁

} < 0. It follows from (32)
that

�̇� (𝑡) <

𝑛

∑

𝑘=1

{−𝜒
2





𝛿𝑥
𝑘
(𝑡)






2

− 𝜒
3





𝛿𝑥
𝑘
(𝑚ℎ)






2

−𝜒
4





𝛿𝑒
𝑘
(𝑚ℎ)






2

− 𝜒
1

∫

𝑡

𝑚ℎ







̇
𝛿𝑥
𝑘
(𝑠)







2

𝑑𝑠} .

(34)

From (17), we have that

𝛿𝑥
⊤

𝑘
(𝑡) 𝑃
𝑘
𝛿𝑥
𝑘

(𝑡) + 𝜍 (𝑡) [

𝛿𝑥
𝑘
(𝑡)

𝛿𝑥
𝑘
(𝑚ℎ)

]

⊤

X
𝑘

[

𝛿𝑥
𝑘

(𝑡)

𝛿𝑥
𝑘

(𝑚ℎ)

]

= [

𝛿𝑥
𝑘
(𝑡)

𝛿𝑥
𝑘
(𝑚ℎ)

]

⊤

{

𝜍 (𝑡)

ℎ

[P
𝑘

+ ℎX
𝑘
] +

𝜏 (𝑡)

ℎ

P
𝑘
}

⋅ [

𝛿𝑥
𝑘

(𝑡)

𝛿𝑥
𝑘

(𝑚ℎ)

]

≤ [

𝛿𝑥
𝑘

(𝑡)

𝛿𝑥
𝑘

(𝑚ℎ)

]

⊤

⋅ {

𝜍 (𝑡)

ℎ

[P
𝑘

+ ℎX
𝑘

+ U
𝑘
] +

𝜏 (𝑡)

ℎ

P
𝑘
} [

𝛿𝑥
𝑘

(𝑡)

𝛿𝑥
𝑘

(𝑚ℎ)

] ,

(35)

where U
𝑘

= [
𝑊
1𝑘
−𝑊
1𝑘

𝑊
1𝑘

] ≥ 0. From (13), we have that there
exists a positive scalar 𝜌 such that

P
𝑘

+ ℎX
𝑘

+ U
𝑘

< 𝜌
1
𝐼
2𝑁

, 𝑃
𝑘

< 𝜌
1
𝐼
𝑁

. (36)

Furthermore, a positive number 𝜌
2
can be chosen such that

𝜍 (𝑡) ∫

𝑡

𝑚ℎ

[

[

[

[

̇
𝛿𝑥
𝑘
(𝑠)

𝛿𝑥
𝑘
(𝑚ℎ)

𝛿𝑒
𝑘
(𝑚ℎ)

]

]

]

]

⊤

W
𝑘

[

[

[

[

̇
𝛿𝑥
𝑘

(𝑠)

𝛿𝑥
𝑘

(𝑚ℎ)

𝛿𝑒
𝑘

(𝑚ℎ)

]

]

]

]

𝑑𝑠

≤ 𝜌
2

∫

𝑡

𝑚ℎ







̇
𝛿𝑥
𝑘
(𝑠)







2

𝑑𝑠 + 𝜌
2





𝛿𝑥
𝑘
(𝑚ℎ)






2

+ 𝜌
2





𝛿𝑒
𝑘
(𝑚ℎ)






2

.

(37)

Thus, from (35) to (37), it follows that

𝑉 (𝑡) ≤

𝑛

∑

𝑘=1

{𝜌
1





𝛿𝑥
𝑘
(𝑡)






2

+ (𝜌
1

+ 𝜌
2
)





𝛿𝑥
𝑘
(𝑚ℎ)






2

+𝜌
2





𝛿𝑒
𝑘
(𝑚ℎ)






2

+ 𝜌
2

∫

𝑡

𝑚ℎ







̇
𝛿𝑥
𝑘
(𝑠)







2

𝑑𝑠} .

(38)

Let 𝜀 > 0 such that

𝜀𝜌
1

− 𝜒
2

≤ 0, 𝜀 (𝜌
1

+ 𝜌
2
) − 𝜒
3

≤ 0,

𝜀𝜌
2

− 𝜒
4

≤ 0, 𝜀𝜌
2

− 𝜒
1

≤ 0.

(39)

According to (34), (38), and (39), we can get �̇�(𝑡) + 𝜀𝑉(𝑡) ≤

0∀𝑡 ∈ [𝑚ℎ, (𝑚 + 1)ℎ). Thus, 𝑉(𝑡) ≤ 𝑒
−𝜀(𝑡−𝑚ℎ)

𝑉(𝑚ℎ). By

mathematical induction, it can be concluded that 𝑉(𝑡) ≤

𝑒
−𝜀𝑡

𝑉(0), ∀𝑡 > 0. From (25), we yield that





𝑥
𝑖
(𝑡)






2

≤

𝑁

∑

𝑖=1





𝑥
𝑖
(𝑡)






2

≤ 𝛽
−1

𝑉 (𝑡) ≤ 𝛽
−1

𝑉 (0) 𝑒
−𝜀𝑡

,

𝑖 ∈ {1, 2, . . . , 𝑁} .

(40)

Hence, fromDefinition 4, controlledNDS (1) with partial and
event-based couplings can achieve globally exponentially sta-
bilization under event condition (3) and pinning controllers
(6). This completes the proof.

When all the channel matrices 𝑅
𝑖𝑗
are identity matrices,

that is, 𝑅
𝑖𝑗

= 𝐼
𝑛
(𝑖, 𝑗 = 1, 2, . . . , 𝑁), the communication

constraint of partial information transmission is removed.
Furthermore, we assume that if an agent is controlled, every
level of information of the controller can be well transmitted
by the controller; that is, 𝐻

𝑖
(𝑖 = 1, 2, . . . , 𝑁) in (6) are also

identity matrices. Overall, the controlled NDS with event-
based couplings can be constructed by following differential
equation:

�̇�
𝑖
(𝑡) = 𝐴𝑥

𝑖
(𝑡) + 𝛼

𝑁

∑

𝑗=1,𝑗 ̸=𝑖

𝑔
𝑖𝑗

(𝑥
𝑗
(𝑡) − 𝑥

𝑖
(𝑡)) − 𝑑

𝑖
𝑥
𝑖
(𝑡) .

(41)

The main difference between NDS (7) and (41) is that the
channels are not considered in (41).Thus, the event condition
of each system can be described as






𝑥
𝑖
(𝑡
𝑖

𝑚
) − 𝑥
𝑖
(𝑡
𝑖

𝑚
+ 𝑙ℎ)







≤ 𝛾
𝑖






𝑥
𝑖
(𝑡
𝑖

𝑚
+ 𝑙ℎ)







,

𝑖 ∈ {1, 2, . . . , 𝑁} ,

(42)

where 𝑙 = 1, 2, . . ., 𝛾
𝑖

> 0. Similarly, the next event-triggered
instant is 𝑡

𝑖

𝑚+1
= 𝑡
𝑖

𝑚
+ ℎ inf{𝑙 ∈ N : ‖𝑥

𝑖
(𝑡
𝑖

𝑚
) − 𝑥
𝑖
(𝑡
𝑖

𝑚
+ 𝑙ℎ)‖ >

𝛾
𝑖
‖𝑥
𝑖
(𝑡
𝑖

𝑚
+ 𝑙ℎ)‖}. We also assume that 𝑡

𝑖

0
= 0 for each agent 𝑖.

Based onTheorem 6, the stabilization conditions of NDS
(41) with event condition (42) can be easily obtained as
follows.

Corollary 7. Let Γ = diag{𝛾
2

1
, 𝛾
2

2
, . . . , 𝛾

2

𝑁
} and 𝐷 =

diag{𝑑
1
, 𝑑
2
, . . . , 𝑑

𝑁
}. NDS (41) with event-based couplings can

be exponentially stabilized, if there exist positive scalars 𝜀
1
, 𝜀
2

and matrices 𝑃 > 0, 𝑄 = diag{𝑞
1
, 𝑞
2
, . . . , 𝑞

𝑁
} > 0, W =

[

𝑊
1
𝑊
2
𝑊
4

∗ 𝑊
3
0

∗ ∗ 𝑊
5

] > 0, 𝑈
1
, 𝑈
2
, 𝑈
3
, 𝑈
4
, 𝑉
1
, 𝑉
2
, 𝑋, 𝑋

1
, such that the

following LMIs are satisfied:

[

[

[

[

[

[

𝑃
𝑘
+ ℎ

𝑋 + 𝑋
⊤

2

+𝑊
1

−ℎ𝑋 + ℎ𝑋
1
−𝑊
1

𝑊
2
𝑊
4

∗ −ℎ𝑋
1
− ℎ𝑋
⊤

1
+ ℎ

𝑋 + 𝑋
⊤

2

+𝑊
1
−𝑊
2
−𝑊
4

∗ ∗ 𝑊
3
0

∗ ∗ ∗ 𝑊
5

]

]

]

]

]

]

> 0,
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[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

Φ
11

Φ
12

Φ
13

Φ
14

ℎ𝑈
⊤

1
𝑛𝑉
⊤

1
0

∗ Φ
22

Φ
23

Φ
24

ℎ𝑈
⊤

2
0 0

∗ ∗ Φ
33

Φ
34

ℎ𝑈
⊤

3
0 𝑛𝑉

⊤

2

∗ ∗ ∗ Φ
44

ℎ𝑈
⊤

4
0 0

∗ ∗ ∗ ∗ −ℎ𝑊
1

0 0

∗ ∗ ∗ ∗ ∗ −𝑛𝜀
1
𝐼
𝑁

0

∗ ∗ ∗ ∗ ∗ ∗ −𝑛𝜀
2
𝐼
𝑁

]

]

]

]

]

]

]

]

]

]

]

]

]

]

]

< 0,

[

[

[

[

[

[

[

[

[

[

[

[

Φ
11

Φ
12

Π
13

Φ
14

𝑛𝑉
⊤

1
0

∗ Π
22

Π
23

Φ
24

0 0

∗ ∗ Π
33

Π
34

0 𝑛𝑉
⊤

2

∗ ∗ ∗ Π
44

0 0

∗ ∗ ∗ ∗ −𝑛𝜀
1
𝐼
𝑁

0

∗ ∗ ∗ ∗ −𝑛𝜀
2
𝐼
𝑁

]

]

]

]

]

]

]

]

]

]

]

]

< 0,

(43)

where

Φ
11

= −

𝑋 + 𝑋
⊤

2

− 𝑈
1

− 𝑈
⊤

1
+

𝑛

∑

𝑗=1

(𝜀
1𝑗

+ 𝜀
2𝑗

) 𝑎
2

𝑗
,

Φ
12

= 𝑋 − 𝑋
1

− 𝑊
2

+ 𝑈
⊤

1
− 𝑈
2

+ 𝑉
⊤

1
(𝛼𝐺 − 𝐷) ,

Φ
13

= 𝑃 − 𝑈
3

− 𝑉
⊤

1
,

Φ
14

= −𝑊
4

− 𝑈
4

+ 𝑉
⊤

1
(𝛼𝐺 − 𝐷) ,

Φ
22

= 𝑋
1

+ 𝑋
⊤

1
−

𝑋 + 𝑋
⊤

2

+ 𝑊
2

+ 𝑊
⊤

2

+ 𝑈
2

+ 𝑈
⊤

2
+ 𝑄Γ − ℎ𝑊

3
,

Φ
23

= 𝑈
3

+ (𝛼𝐺
⊤

− 𝐷) 𝑉
2
,

Φ
24

= 𝑊
4

+ 𝑈
4
,

Φ
33

= −𝑉
2

− 𝑉
⊤

2
,

Φ
34

= 𝑉
⊤

2
(𝛼𝐺 − 𝐷) ,

Φ
44

= −𝑄 − ℎ𝑊
5
,

Π
13

= ℎ

𝑋 + 𝑋
⊤

2

+ 𝑃 − 𝑈
3

− 𝑉
⊤

1
,

Π
22

= 𝑋
1

+ 𝑋
⊤

1
−

𝑋 + 𝑋
⊤

2

+ 𝑊
2

+ 𝑊
⊤

2

+ 𝑈
2

+ 𝑈
⊤

2
+ 𝑄Γ + ℎ𝑊

3
,

Π
23

= ℎ𝑊
⊤

2
+ ℎ𝑋
⊤

1
− ℎ𝑋
⊤

𝑘
+ 𝑈
3

+ (𝛼𝐺
⊤

− 𝐷) 𝑉
2
,

Π
33

= ℎ𝑊
1

− 𝑉
2

− 𝑉
⊤

2
,

1 2

34

Figure 1: The topological structure of the NDS with 4 subsystems.

Π
34

= ℎ𝑊
4

+ 𝑉
⊤

2
(𝛼𝐺 − 𝐷) ,

Π
44

= −𝑄 + ℎ𝑊
5
.

(44)

4. Numerical Example

In this section, a numerical example will be given to demon-
strate the effectiveness of our main results.

An NDS with 4 agents is constructed (𝑁 = 4), the
topological structure of which is depicted in Figure 1. The

Laplacian matrix of the NDS is given as 𝐺 = [

−3 1 1 1

1 −2 1 0

0 1 −2 1

1 0 1 −2

].

The other parameters of the NDS are 𝛼 = 0.35 and 𝐴 =

[
0.12 −0.08

−0.06 0.12
]. Thus, each agent of the NDS has 2 levels of

information (𝑛 = 2). Due to the constraint of the partial
information transmission, the couplings have to be divided
into 2 levels of channels to transmit the information. For
each coupling of the NDS, a channel matrix is given to reflect
the work state of the channels of the coupling. The channel
matrices of the couplings are listed as follows:

𝑅
12

= diag {0, 1} , 𝑅
13

= diag {0, 1} ,

𝑅
14

= diag {1, 0} , 𝑅
21

= diag {1, 0} ,

𝑅
23

= diag {0, 1} , 𝑅
32

= diag {1, 0} ,

𝑅
34

= diag {0, 1} , 𝑅
41

= diag {0, 1} ,

𝑅
43

= diag {1, 0} .

(45)

Thus, the Laplacian matrices of the channels of the 2 levels
can be, respectively, built:

𝐶
1

=

[

[

[

[

[

[

−1 0 0 1

1 −1 0 0

0 1 −1 0

0 0 1 −1

]

]

]

]

]

]

,

𝐶
2

=

[

[

[

[

[

[

−2 1 1 0

0 −1 1 0

0 0 −1 1

1 0 0 −1

]

]

]

]

]

]

.

(46)
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Figure 2: Without controllers, the trajectories of the NDS are
divergent.

As discussed above, the event-based sampling scheme is
used in the communication among agents of the NDS and
the control signals. We assume that, in event condition (3),
the sampling period ℎ = 0.1 and 𝛾

𝑖𝑘
= 0.15, for 𝑖 =

1, 2, 3, 4 and 𝑘 = 1, 2. Let the coupling strength 𝛼 = 0.35.
Without controllers, the constructed NDS is not stable. The
trajectories of the uncontrolled NDS are shown in Figure 2,
where 𝑖 = 1, 2, 3, 4.

To achieve stabilization, controllers are distributed,
implemented in the NDS with the control strengths: 𝑑

1
= 1,

𝑑
2

= 1, 𝑑
3

= 1, and 𝑑
4

= 0; that is, except the 4th agent, the
other agents are controlled. Furthermore, for the controlled
agents, only part of the control signals can be well received.
Let 𝐻

1
= diag{1, 0}, 𝐻

2
= diag{0, 1}, and 𝐻

3
= diag{1, 1}.

Thus, 𝐷
1

= diag{1, 0, 1, 0} and 𝐷
2

= diag{0, 1, 1, 0}. Based
on the above parameters, a feasible solution can be found for
conditions (13)–(15). The solution is listed as follows:

𝑃
1

=

[

[

[

[

[

[

6.7804 0.9268 −0.0993 −1.2156

0.9268 6.5528 −1.2156 −1.0043

−0.0993 −1.2156 6.7804 0.9268

−1.2156 −1.0043 0.9268 6.5528

]

]

]

]

]

]

,

𝑃
2

=

[

[

[

[

[

[

9.9491 0.8285 1.4249 0.2072

0.8285 10.3109 0.9803 −0.2967

1.4249 0.9803 8.2046 −1.1263

0.2072 −0.2967 −1.1263 7.4406

]

]

]

]

]

]

,

𝑄
1

= diag {12.7657, 8.8809, 12.7657, 8.8809} ,

𝑄
2

= diag {13.1103, 22.4816, 14.3887, 12.1669} .

(47)

According to Theorem 6, the controlled NDS can be stabi-
lized by the partial and event-based couplings. To show this

0 10 20 30 40

0

2

0 10 20 30 40

0

4

t

−5

−4

x
i1
(
t
)

x
i2
(
t
)

Figure 3: When the NDS is equipped with controllers, the trajecto-
ries of NDS tend to zero.

0 10 20 30 40

Channel 2

Channel 1

Channel 2

Channel 1

Channel 2

Channel 1

Channel 2

Channel 1

t

x1

x2

x3

x4

Figure 4: The sampling instants of all the channels of the NDS.

fact, the trajectories of the controlled NDS are depicted in
Figure 3. It can be found that all the trajectories tend to zero.

Figure 4 shows the sampling instants of the 2 channels
of all the 4 agents of the NDS. The total number of the
sampling instants of the NDS is 415. If the NDS employed
the time-based sampling scheme with sampling period ℎ =

0.1, the sampling number would be 3200. Thus, the sampling
number of the event-based sampling scheme is only 12.97% of
that of the time-based sampling scheme. In other words, the
event-based sampling scheme can save 87% communication
resource.

5. Conclusion

The stabilization problem of NDSs with partial and event-
based couplings has been investigated. The communication
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among the agents has been assumed to suffer from two com-
munication constraints: partial information transmission and
event-based sampling. The former constraint leads to the
information packet of each agent lack of integrity. However,
the constraint of sampling makes the real-time information
available at somediscrete sampling instants. Furthermore, the
sampling instants cannot be figured out in advance.Thus, the
two constraints make the stabilization problemmuch harder.
Furthermore, the control signals also suffered from these
two constraints. By building the channel Laplacian matrices
for different levels of information, the stabilization condition
has been derived for the NDS with partial and event-based
couplings. The numerical simulation has been given to show
the effectiveness of our theoretical results. In this paper,
the partial information transmission is considered as the
communication constraint. However, some other constraints
are also significant, such as the quantization and saturation.
When we consider the event-based sampling scheme simul-
taneously, how would they impact the dynamical behaviour
of NDSs? It is an interesting yet challenging problem.We will
investigate it in our future work.
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This paper is concerned with the problem of robust stabilization and𝐻
∞
control for a class of uncertain neural networks. For the

robust stabilization problem, sufficient conditions are derived based on the quadratic convex combination property together with
Lyapunov stability theory. The feedback controller we design ensures the robust stability of uncertain neural networks with mixed
time delays.We further design a robust𝐻

∞
controller which guarantees the robust stability of the uncertain neural networks with a

given𝐻
∞
performance level.The delay-dependent criteria are derived in terms of LMI (linearmatrix inequality). Finally, numerical

examples are provided to show the effectiveness of the obtained results.

1. Introduction

Neural networks have received a great deal of attention
due to their successful applications in various engineering
fields such as associative memory [1], pattern recognition
[2], adaptive control, and optimization. When designing or
implementing a neural network such as Hopfield neural
networks and cellular neural networks, the occurrence of
time delays is unavoidable in the processing of storage and
transmission. Since the existence of time delays is usually one
of themain sources of instability and oscillations, the stability
problem of neural networks with time delays has been
widely considered by many researchers (see [3–13]). Gener-
ally speaking, stability criteria of neural networks with time
delays are classified into two categories: delay-independent
stability criteria and delay-dependent stability criteria. Delay-
dependent stability criteria are less conservative than delay-
independent ones. Therefore, people always consider the
delay-dependent stability criteria. Neural networks usually
have a spatial extent due to the presence of many parallel
pathways of a variety of axon sizes and lengths [7]. Thus,
there will be a distribution of conduction velocities along
these pathways and a distribution of propagation delays [14],

and both the discrete and the distributed delays should be
considered in the neural network model [6, 7, 15–18].

However, in practical application of neural networks,
uncertainties are inevitable in neural networks because of
the existence of modeling errors and external disturbances.
Parameter uncertainties will destroy the stability, so that
taking uncertainty into account is important when studying
the dynamical behaviors of neural networks (see [12, 19–21]).
To facilitate the design of neural networks, it is important
to consider neural networks with various activation func-
tions, because the conditions to be imposed on the neural
network are determined by the characteristics of various
activation functions as well as network parameters [22]. The
generalization of activation functions will provide a wider
scope for neural network designs and applications [23].
Stability and stabilization results for delayed neural networks
with various activation functions can be found in [22–26].
References [24, 25] investigated the stability problem of
neural networks with various activation functions. Phat and
Trinh [23] dealt with the exponential stabilization problem
for neural networks with various activation functions via
the Lyapunov-Krasovskii functional. Nevertheless, the results
reported therein do not consider the parameter uncertainties
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and disturbances. Sakthivel et al. [26] studied the problem of
robust stabilization and 𝐻

∞
control for a class of uncertain

neural networks with various activation functions andmixed
time delays by employing the Lyapunov functional method
and the matrix inequality technique. In recent years, control
of time-delay systems is a subject of both practical and
theoretical importance. The performance of a neural control
system is influenced by external disturbances. Thus, it is
important to use the 𝐻

∞
robust technique to eliminate the

effect of external disturbances. The 𝐻
∞

control problem for
time-delay systems has been addressed in [6, 26–34]. How-
ever, to the best of our knowledge, the robust stabilization and
𝐻
∞

control for uncertain systems with time-varying delays
have not yet been fully investigated.

In this paper, we consider the problem of robust stabiliza-
tion and𝐻

∞
control for a class of uncertain neural networks

by employing a new augmented Lyapunov-Krasovskii func-
tional and estimating its derivative from a novel viewpoint.
Our aim is to obtain a 𝐻

∞
control law to guarantee the

robust stability of the closed-loop system with parameter
uncertainties and a given disturbance attenuation level 𝛾 >

0. The results employ the quadratic convex combination
technique, which is different from the linear convex combina-
tion and inverse convex combination techniques extensively
used in other literature studies. The criteria are derived with
the framework of LMIs, which can be easily calculated by
the MATLAb LMI control toolbox. Numerical examples are
provided to illustrate the effectiveness of the results.

Notations. The notations used throughout the paper are fairly
standard. 𝑅𝑛 denotes the 𝑛-dimensional Euclidean space;
𝑅
𝑛×𝑚 is the set of all 𝑛 × 𝑚 real matrices; the notation 𝐴 >

0 (<0) means 𝐴 is a symmetric positive (negative) definite
matrix; 𝐴−1 and 𝐴

𝑇 denote the inverse of matrix 𝐴 and
the transpose of matrix 𝐴; 𝐼 represents the identity matrix
with proper dimensions, respectively; a symmetric term in
a symmetric matrix is denoted by (∗); sym(𝐴) represents
(𝐴+𝐴

𝑇

); diag{⋅} stands for a block-diagonalmatrix.Matrices,
if their dimensions are not explicitly stated, are assumed to be
compatible for algebraic operations.

2. Problem Formulation

We consider the following uncertain neural networks with
discrete and distributed time-varying delays:

�̇� (𝑡) = − (𝐴 + Δ𝐴) 𝑥 (𝑡) + (𝑀
0
+ Δ𝑀

0
) 𝑓 (𝑥 (𝑡))

+ (𝑀
1
+ Δ𝑀

1
) 𝑔 (𝑥 (𝑡 − 𝑑 (𝑡)))

+ (𝑀
2
+ Δ𝑀

2
) ∫

𝑡

𝑡−𝑟(𝑡)

ℎ (𝑥 (𝑠)) 𝑑𝑠

+ (𝐵 + Δ𝐵) V (𝑡) + 𝑢 (𝑡) ,

𝑧 (𝑡) = 𝐶𝑥 (𝑡) ,

𝑥 (𝑡) = 𝜙 (𝑡) , 𝑡 ∈ [−𝜏, 0] ,

(1)

where 𝑥(𝑡) = [𝑥
1
(𝑡), 𝑥
2
(𝑡), . . . , 𝑥

𝑛
(𝑡)]
𝑇

∈ 𝑅
𝑛 is the state

vector of the neural networks, 𝑢(𝑡) ∈ 𝑅
𝑛 is the control input

vector of the neural networks, V(𝑡) ∈ 𝑅
𝑟 is the disturbance

input vector, and 𝑧(𝑡) ∈ 𝑅
𝑚 is the output vector; 𝑓(𝑥(𝑡)),

𝑔(𝑥(𝑡)), and ℎ(𝑥(𝑡)) denote the neuron activation function;
𝐴 = diag{𝑎

1
, 𝑎
2
, . . . , 𝑎

𝑛
} with 𝑎

𝑖
> 0, 𝑖 = 1, 2, . . . , 𝑛

is the positive diagonal matrix; 𝐶 ∈ 𝑅
𝑚×𝑛 represent the

output matrix; 𝑀
0
,𝑀
1
,𝑀
2
∈ 𝑅
𝑛×𝑛, and 𝐵 ∈ 𝑅

𝑛×𝑟 denote
the connection weights, the delayed connection weights, the
distributively connection weights, and the disturbance input
weights, respectively. 𝑑(𝑡) and 𝑟(𝑡) represent the discrete and
distributed time-varying delays that satisfy the condition

0 ⩽ 𝑑 (𝑡) ⩽ 𝜏,

̇
𝑑 (𝑡) ⩽ 𝜇,

0 ⩽ 𝑟 (𝑡) ⩽ 𝑟,

(2)

where 𝜏, 𝑟, and 𝜇 are constants. The function 𝜙(𝑡) is continu-
ous, defined on [−𝜏, 0], 𝜏 = max(𝑟, 𝜏).

In order to conduct the analysis, the following assump-
tions are necessary.

Assumption 1. The parametric uncertainties Δ𝐴, Δ𝑀
0
, Δ𝑀
1
,

Δ𝑀
2
, and Δ𝐵 are time-varying matrices and satisfy

[Δ𝐴 (𝑡) , Δ𝑀
0
(𝑡) , Δ𝑀

1
(𝑡) , Δ𝑀

2
(𝑡) , Δ𝐵 (𝑡)]

= 𝑁𝐹 (𝑡) [𝐽
1
, 𝐽
2
, 𝐽
3
, 𝐽
4
, 𝐽
5
] ,

(3)

where𝑁, 𝐽
1
, 𝐽
2
, 𝐽
3
, 𝐽
4
, and 𝐽

5
are some given constantmatrices

with appropriate dimensions and 𝐹(𝑡) satisfies 𝐹𝑇(𝑡)𝐹(𝑡) ≤ 𝐼,
for any 𝑡 ≥ 0.

Assumption 2. The neuron activation functions are bounded
and satisfy

𝐹
−

𝑖
⩽

𝑓
𝑖
(𝑥) − 𝑓

𝑖
(𝑦)

𝑥 − 𝑦

⩽ 𝐹
+

𝑖
, ∀𝑥, 𝑦 ∈ 𝑅, 𝑥 ̸= 𝑦,

𝑓
𝑖
(0) = 0,

𝐺
−

𝑖
⩽

𝑔
𝑖
(𝑥) − 𝑔

𝑖
(𝑦)

𝑥 − 𝑦

⩽ 𝐺
+

𝑖
, ∀𝑥, 𝑦 ∈ 𝑅, 𝑥 ̸= 𝑦,

𝑔
𝑖
(0) = 0,

𝐻
−

𝑖
⩽

ℎ
𝑖
(𝑥) − ℎ

𝑖
(𝑦)

𝑥 − 𝑦

⩽ 𝐻
+

𝑖
, ∀𝑥, 𝑦 ∈ 𝑅, 𝑥 ̸= 𝑦,

ℎ
𝑖
(0) = 0,

(4)

where 𝐹
−

𝑖
, 𝐹+
𝑖
, 𝐺−
𝑖
, 𝐺+
𝑖
, 𝐻−
𝑖
, 𝐻+
𝑖
, 𝑖 = 1, 2, . . . , 𝑛 are known

constants. And we denote

𝐿
1
= diag {𝐹−

1
𝐹
+

1
, 𝐹
−

2
𝐹
+

2
, . . . , 𝐹

−

𝑛
𝐹
+

𝑛
} ,

𝐿
2
= diag{

𝐹
−

1
+ 𝐹
+

1

2

,

𝐹
−

2
+ 𝐹
+

2

2

, . . . ,

𝐹
−

𝑛
+ 𝐹
+

𝑛

2

} ,



Mathematical Problems in Engineering 3

𝐺
1
= diag {𝐺−

1
𝐺
+

1
, 𝐺
−

2
𝐺
+

2
, . . . , 𝐺

−

𝑛
𝐺
+

𝑛
} ,

𝐺
2
= diag{

𝐺
−

1
+ 𝐺
+

1

2

,

𝐺
−

2
+ 𝐺
+

2

2

, . . . ,

𝐺
−

𝑛
+ 𝐺
+

𝑛

2

} ,

𝐻
1
= diag {𝐻−

1
𝐻
+

1
, 𝐻
−

2
𝐻
+

2
, . . . , 𝐻

−

𝑛
𝐻
+

𝑛
} ,

𝐻
2
= diag{

𝐻
−

1
+ 𝐻
+

1

2

,

𝐻
−

2
+ 𝐻
+

2

2

, . . . ,

𝐻
−

𝑛
+ 𝐻
+

𝑛

2

} .

(5)

Definition 3 (see [26]). Given a prescribed level of distur-
bance attenuation 𝛾 > 0, the uncertain neural networks are
said to be robustly asymptotically stable if they are robustly
stable, and the response 𝑧(𝑡) under zero initial condition
satisfies

∫

∞

0

𝑧
𝑇

(𝑡) 𝑧 (𝑡) 𝑑𝑡 ⩽ 𝛾
2

∫

∞

0

V𝑇 (𝑡) V (𝑡) 𝑑𝑡, (6)

for every nonzero V(𝑡) ∈ 𝐿
2
[0,∞).

Lemma 4 (see [35]). For any constant matrix 𝑍 ∈ 𝑅
𝑛×𝑛

, 𝑍 =

𝑍
𝑇

> 0, scalars ℎ
2
> ℎ
1
> 0, and vector function 𝑥: [ℎ

1
, ℎ
2
] →

𝑅
𝑛 such that the following integrations are well defined; then

− (ℎ
2
− ℎ
1
) ∫

𝑡−ℎ
1

𝑡−ℎ
2

𝑥
𝑇

(𝑠) 𝑍𝑥 (𝑠) 𝑑𝑠

⩽ −∫

𝑡−ℎ
1

𝑡−ℎ
2

𝑥
𝑇

(𝑠) 𝑑𝑠𝑍∫

𝑡−ℎ
1

𝑡−ℎ
2

𝑥 (𝑠) 𝑑𝑠.

(7)

Lemma 5 (see [36]). Let 𝑊 > 0, and 𝜔(𝑠) an appropriate
dimensional vector. Then, we have the following facts for any
scalar function 𝛽(𝑠) ≥ 0, 𝑠 ∈ [𝑡

1
, 𝑡
2
]:

− ∫

𝑡
2

𝑡
1

𝜔
𝑇

(𝑠)𝑊𝜔 (𝑠) 𝑑𝑠

⩽ (𝑡
2
− 𝑡
1
) 𝜁
𝑇

𝐹
𝑇

1
𝑊
−1

𝐹
1
𝜁 + 2𝜁

𝑇

𝐹
𝑇

1
∫

𝑡
2

𝑡
1

𝜔 (𝑠) 𝑑𝑠,

− ∫

𝑡
2

𝑡
1

𝛽 (𝑠) 𝜔
𝑇

(𝑠)𝑊𝜔 (𝑠) 𝑑𝑠

⩽ ∫

𝑡
2

𝑡
1

𝛽 (𝑠) 𝑑𝑠𝜁
𝑇

𝐹
𝑇

2
𝑊
−1

𝐹
2
𝜁 + 2𝜁

𝑇

𝐹
𝑇

2
∫

𝑡
2

𝑡
1

𝛽 (𝑠) 𝜔 (𝑠) 𝑑𝑠,

− ∫

𝑡
2

𝑡
1

𝛽
2

(𝑠) 𝜔
𝑇

(𝑠)𝑊𝜔 (𝑠) 𝑑𝑠

⩽ (𝑡
2
− 𝑡
1
) 𝜁
𝑇

𝐹
𝑇

3
𝑊
−1

𝐹
3
𝜁 + 2𝜁

𝑇

𝐹
𝑇

3
∫

𝑡
2

𝑡
1

𝛽 (𝑠) 𝜔 (𝑠) 𝑑𝑠,

(8)

and matrices 𝐹
𝑖
(𝑖 = 1, 2, 3) and vector 𝜁 independent of the

integral variable are appropriate dimensional arbitrary ones.

Lemma 6 ((Schur complement) [26]). Given constant sym-
metric matrices 𝑆

1
, 𝑆
2
, and 𝑆

3
, where 𝑆

1
= 𝑆
𝑇

1
and 𝑆
2
= 𝑆
𝑇

2
> 0,

then 𝑆
1
+ 𝑆
𝑇

3
𝑆
−1

2
𝑆
3
< 0 if and only if

[
𝑆
1

𝑆
𝑇

3

𝑆
3
−𝑆
2

] < 0, or

[

−𝑆
2
𝑆
3

𝑆
𝑇

3
𝑆
1

] < 0.

(9)

Lemma7 (see [36]). For symmetricmatrices𝑍
0
,𝑍
1
, a positive

semidefinite matrix 𝑍
2
≥ 0 and nonzero vector 𝜁

𝑡
, a necessary

and sufficient condition for

𝑓 (𝛼) = 𝜁
𝑇

𝑡
(𝑍
0
+ 𝛼𝑍
1
+ 𝛼
2

𝑍
2
) 𝜁
𝑡
< 0, 𝛼 ∈ [𝛼

1
, 𝛼
2
] (10)

is that the following set of inequalities hold simultaneously
𝑓(𝛼
1
) < 0, 𝑓(𝛼

2
) < 0.

3. Robust Stabilization

We use the following control law to tackle the robust stabi-
lization problem in this paper:

𝑢 (𝑡) = 𝐾
1
𝑥 (𝑡) , (11)

where𝐾
1
are the gain matrix of the controller.

When the disturbance input V(𝑡) = 0, the neural networks
(1) can be rewritten in the form

�̇� (𝑡) = − (𝐴 − 𝐾
1
) 𝑥 (𝑡) + 𝑀

0
𝑓 (𝑥 (𝑡))

+ 𝑀
1
𝑔 (𝑥 (𝑡 − 𝑑 (𝑡)))

+ 𝑀
2
∫

𝑡

𝑡−𝑟(𝑡)

ℎ (𝑥 (𝑠)) 𝑑𝑠 + 𝑁𝜑 (𝑡) ,

𝜑 (𝑡) = 𝐹 (𝑡) [−𝐽
1
𝑥 (𝑡) + 𝐽

2
𝑓 (𝑥 (𝑡))

+ 𝐽
3
𝑔 (𝑥 (𝑡 − 𝑑 (𝑡)))

+ 𝐽
4
∫

𝑡

𝑡−𝑟(𝑡)

ℎ (𝑥 (𝑠)) 𝑑𝑠] ,

𝑧 (𝑡) = 𝐶𝑥 (𝑡) .

(12)

Theorem 8. Under Assumptions 1 and 2, for given scalars 𝜏,
𝜇, and 𝑟, the system (12) is robustly asymptotically stabilizable
via the control law 𝑢(𝑡) if there exist positive diagonal matrices
𝐷 = diag{𝑑

1
, 𝑑
2
, . . . , 𝑑

𝑛
}, 𝑊
𝑖
> 0, 𝑖 = 1, 2, 3, 4, positive

definite matrices 𝑃
1
∈ 𝑅
2𝑛×2𝑛, 𝑆

𝑖
∈ 𝑅
2𝑛×2𝑛

(𝑖 = 1, 2, 3, 4, 5),
𝑄
𝑖
∈ 𝑅
2𝑛×2𝑛

(𝑖 = 1, 2, 3, 4, 5), 𝑅
𝑖
∈ 𝑅
𝑛×𝑛

(𝑖 = 1, 2), scalar
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matrix 𝑈 > 0, and any matrices with appropriate dimensions
𝐹
𝑖
(𝑖 = 1, 2, . . . , 6), 𝛿 such that the following LMIs hold:

Ω
1
=

[

[

[

[

Φ
0

𝜏𝐹
𝑇

1
𝜏𝐹
𝑇

2
√3𝜏𝐹

𝑇

3

∗ −𝜏𝑄
3

0 0

∗ ∗ −𝑅1 0

∗ ∗ ∗ −𝜏𝑅
2

]

]

]

]

< 0,

Ω
2
=

[

[

[

[

Φ
0
+ 𝜏Φ
1

𝜏𝐹
𝑇

4
𝜏𝐹
𝑇

5
√3𝜏𝐹

𝑇

6

∗ −𝜏𝑄
3

0 0

∗ ∗ −𝑅1 0

∗ ∗ ∗ −𝜏𝑅
2

]

]

]

]

< 0,

(13)

where

Φ
1
= sym (2E1F5 + 3E1F6 − 2E2F2 − 3E2F3)

+ sym ([𝐸
5
, 0] 𝑄
1
[𝐸
1
, 0]
𝑇

) ,

Φ
0
= sym (𝐹

𝑇

1
[𝐸
8
, 𝐸
2
− 𝐸
3
]
𝑇

+ 2𝜏𝐹
𝑇

2
𝐸
𝑇

2
− 2𝐹
𝑇

2
𝐸
𝑇

8

+ 3𝜏𝐹
𝑇

3
𝐸
𝑇

2
− 3𝐹
𝑇

3
𝐸
𝑇

8
+ 𝐹
𝑇

4
[𝐸
9
, 𝐸
1
− 𝐸
2
]
𝑇

− 2𝐹
𝑇

5
𝐸
𝑇

9
− 3𝐹
𝑇

6
𝐸
𝑇

9
)

+ sym ([𝐸
1
, 𝐸
3
] 𝑃
1
[𝐸
5
, 𝐸
23
]
𝑇

+ 𝐸
6
𝐷𝐸
𝑇

5
)

+ [𝐸
10
, 𝐸
6
] (𝑆
1
+ 𝑆
2
+ 𝑆
5
) [𝐸
10
, 𝐸
6
]
𝑇

− (1 − 𝜇) [𝐸
11
, 𝐸
14
] 𝑆
1
[𝐸
11
, 𝐸
14
]
𝑇

+ [𝐸
1
, 𝐸
1
] (𝑄
1
+ 𝑄
2
) [𝐸
1
, 𝐸
1
]
𝑇

+ (𝜇 − 1) [𝐸
1
, 𝐸
2
] 𝑄
1
[𝐸
1
, 𝐸
2
]
𝑇

+ sym ([𝐸
5
, 0] 𝑄
1
[0, 𝐸
9
]
𝑇

) − [𝐸
19
, 𝐸
20
] 𝑆
2
[𝐸
19
, 𝐸
20
]
𝑇

+ [𝐸
5
, 𝐸
7
] (𝑆
3
+ 𝑆
4
) [𝐸
5
, 𝐸
7
]
𝑇

− [𝐸
23
, 𝐸
24
] 𝑆
3
[𝐸
23
, 𝐸
24
]
𝑇

− [𝐸
1
, 𝐸
3
] 𝑄
2
[𝐸
1
, 𝐸
3
]
𝑇

+ sym ([𝐸
5
, 0] 𝑄
2
[𝜏𝐸
1
, 𝐸
8
+ 𝐸
9
]
𝑇

)

− [𝐸
15
, 𝐸
16
] 𝑆
4
[𝐸
15
, 𝐸
16
]
𝑇

− [𝐸
17
, 𝐸
18
] 𝑆
5
[𝐸
17
, 𝐸
18
]
𝑇

+ 𝜏 [𝐸
1
, 𝐸
5
] 𝑄
3
[𝐸
1
, 𝐸
5
]
𝑇

+ 𝐸
5
(𝜏
2

𝑅
1
+ 𝜏
3

𝑅
2
) 𝐸
𝑇

5

+ 𝑟
2

[𝐸
5
, 𝐸
7
] 𝑄
4
[𝐸
5
, 𝐸
7
]
𝑇

− [𝐸
1
− 𝐸
4
, 𝐸
12
] 𝑄
4
[𝐸
1
− 𝐸
4
, 𝐸
12
]
𝑇

+ 𝑟
2

[𝐸
10
, 𝐸
6
] 𝑄
5
[𝐸
10
, 𝐸
6
]
𝑇

− [𝐸
21
, 𝐸
22
] 𝑄
5
[𝐸
21
, 𝐸
22
]
𝑇

− 𝐸
1
𝐿
1
𝑊
1
𝐸
𝑇

1
− 𝐸
6
𝑊
1
𝐸
𝑇

6

+ sym (𝐸
1
𝐿
2
𝑊
1
𝐸
𝑇

6
) − 𝐸
1
𝐺
1
𝑊
2
𝐸
𝑇

1
− 𝐸
10
𝑊
2
𝐸
𝑇

10

+ sym (𝐸
1
𝐺
2
𝑊
2
𝐸
𝑇

10
) − 𝐸
1
𝐻
1
𝑊
3
𝐸
𝑇

1
− 𝐸
7
𝑊
3
𝐸
𝑇

7

+ sym (𝐸
1
𝐻
2
𝑊
3
𝐸
𝑇

7
) − 𝐸
2
𝐺
1
𝑊
4
𝐸
𝑇

2
− 𝐸
11
𝑊
4
𝐸
𝑇

11

+ sym (𝐸
2
𝐺
2
𝑊
4
𝐸
𝑇

11
)

+ sym (− (𝐸
1
+ 𝐸
5
) (𝛿𝐴 − Λ

1
) 𝐸
𝑇

1
+ (𝐸
1
+ 𝐸
5
) 𝛿𝑀
0
𝐸
𝑇

6

+ (𝐸
1
+ 𝐸
5
) 𝛿𝑀
1
𝐸
𝑇

11
+ (𝐸
1
+ 𝐸
5
) 𝛿𝑀
2
𝐸
𝑇

12

+ (𝐸
1
+ 𝐸
5
) 𝛿𝑁𝐸

𝑇

13
− (𝐸
1
+ 𝐸
5
) 𝛿𝐸
𝑇

5
)

+ 𝐽
𝑇

𝑈𝐽 − 𝐸
13
𝑈𝐸
𝑇

13
,

(14)

with

𝐸
𝑖
= [0
𝑛×(𝑖−1)𝑛

, 𝐼
𝑛
, 0
𝑛×(24−𝑖)𝑛

]
𝑇

, 𝑖 = 1, 2, . . . , 24,

Λ
1
= 𝛿𝐾
1
,

𝐽 = [−𝐽
1
, 0, 0, 0, 0, 𝐽

2
, 0, 0, 0, 0, 𝐽

3
, 𝐽
4
,

0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0] .

(15)

Proof. Construct a new class of Lyapunov-Krasovskii func-
tional as follows:

𝑉 (𝑡, 𝑥 (𝑡)) =

6

∑

𝑖=1

𝑉
𝑖
(𝑥 (𝑡)) , (16)

where

𝑉
1
(𝑡, 𝑥 (𝑡)) = 𝜂

𝑇

1
(𝑡, 𝑡 − 𝜏) 𝑃

1
𝜂
1
(𝑡, 𝑡 − 𝜏)

+ 2

𝑛

∑

𝑖=1

𝑑
𝑖
∫

𝑥
𝑖
(𝑡)

0

𝑓
𝑖
(𝑠) 𝑑𝑠,

𝑉
2
(𝑡, 𝑥 (𝑡)) = ∫

𝑡

𝑡−𝑑(𝑡)

[𝜂
𝑇

1
(𝑡, 𝑠) 𝑄

1
𝜂
1
(𝑡, 𝑠) + 𝜂

𝑇

4
(𝑠) 𝑆
1
𝜂
4
(𝑠)] 𝑑𝑠,

𝑉
3
(𝑡, 𝑥 (𝑡)) = ∫

𝑡

𝑡−𝜏

[𝜂
𝑇

1
(𝑡, 𝑠) 𝑄

2
𝜂
1
(𝑡, 𝑠)

+ 𝜂
𝑇

4
(𝑠) 𝑆
2
𝜂
4
(𝑠) + 𝜂

𝑇

3
(𝑠) 𝑆
3
𝜂
3
(𝑠)] 𝑑𝑠,

𝑉
4
(𝑡, 𝑥 (𝑡)) = ∫

𝑡

𝑡−𝑟

[𝜂
𝑇

3
(𝑠) 𝑆
4
𝜂
3
(𝑠) + 𝜂

𝑇

4
(𝑠) 𝑆
5
𝜂
4
(𝑠)] 𝑑𝑠,

𝑉
5
(𝑡, 𝑥 (𝑡)) = ∫

𝑡

𝑡−𝜏

∫

𝑡

𝜃

𝜂
𝑇

2
(𝑠) 𝑄
3
𝜂
2
(𝑠) 𝑑𝑠 𝑑𝜃

+ 2∫

𝑡

𝑡−𝜏

∫

𝑡

𝜃
1

∫

𝑡

𝜃
2

�̇�
𝑇

(𝑠) 𝑅
1
�̇� (𝑠) 𝑑𝑠 𝑑𝜃

1
𝑑𝜃
2

+ 6∫

𝑡

𝑡−𝜏

∫

𝑡

𝜃
1

∫

𝑡

𝜃
2

∫

𝑡

𝜃
3

�̇�
𝑇

(𝑠) 𝑅
2
�̇� (𝑠) 𝑑𝑠 𝑑𝜃

1
𝑑𝜃
2
𝑑𝜃
3
,

𝑉
6
(𝑡, 𝑥 (𝑡)) = 𝑟∫

0

−𝑟

∫

𝑡

𝑡+𝜃

𝜂
𝑇

3
(𝑠) 𝑄
4
𝜂
3
(𝑠) 𝑑𝑠 𝑑𝜃

+ 𝑟∫

0

−𝑟

∫

𝑡

𝑡+𝜃

𝜂
𝑇

4
(𝑠) 𝑄
5
𝜂
4
(𝑠) 𝑑𝑠 𝑑𝜃,

(17)
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where

𝜂
𝑇

1
(𝑡, 𝑠) = [𝑥

𝑇

(𝑡) 𝑥
𝑇

(𝑠)] ,

𝜂
𝑇

2
(𝑡) = [𝑥

𝑇

(𝑡) �̇�
𝑇

(𝑡)] ,

𝜂
𝑇

3
(𝑡) = [�̇�

𝑇

(𝑡) ℎ
𝑇

(𝑥 (𝑡))] ,

𝜂
𝑇

4
(𝑡) = [𝑔

𝑇

(𝑥 (𝑡)) 𝑓
𝑇

(𝑥 (𝑡))] .

(18)

We define a vector 𝜁
𝑡
as

𝜁
𝑇

𝑡
= [𝑥
𝑇

(𝑡) , 𝑥
𝑇

(𝑡 − 𝑑 (𝑡)) , 𝑥
𝑇

(𝑡 − 𝜏) , 𝑥
𝑇

(𝑡 − 𝑟 (𝑡)) ,

�̇�
𝑇

(𝑡) , 𝑓
𝑇

(𝑥 (𝑡)) , ℎ
𝑇

(𝑥 (𝑡)) , ∫

𝑡−𝑑(𝑡)

𝑡−𝜏

𝑥
𝑇

(𝑠) 𝑑𝑠,

∫

𝑡

𝑡−𝑑(𝑡)

𝑥
𝑇

(𝑠) 𝑑𝑠, 𝑔
𝑇

(𝑥 (𝑡)) , 𝑔
𝑇

(𝑥 (𝑡 − 𝑑 (𝑡))) ,

∫

𝑡

𝑡−𝑟(𝑡)

ℎ
𝑇

(𝑥 (𝑠)) 𝑑𝑠, 𝜑
𝑇

(𝑡) , 𝑓
𝑇

(𝑥 (𝑡 − 𝑑 (𝑡))) ,

�̇�
𝑇

(𝑡 − 𝑟) , ℎ
𝑇

(𝑥 (𝑡 − 𝑟)) , 𝑔
𝑇

(𝑥 (𝑡 − 𝑟)) , 𝑓
𝑇

(𝑥 (𝑡 − 𝑟)) ,

𝑔
𝑇

(𝑥 (𝑡 − 𝜏)) , 𝑓
𝑇

(𝑥 (𝑡 − 𝜏)) , ∫

𝑡

𝑡−𝑟(𝑡)

𝑔
𝑇

(𝑥 (𝑠)) 𝑑𝑠,

∫

𝑡

𝑡−𝑟(𝑡)

𝑓
𝑇

(𝑥 (𝑠)) 𝑑𝑠, �̇�
𝑇

(𝑡 − 𝜏) , ℎ
𝑇

(𝑥 (𝑡 − 𝜏))] .

(19)

Remark 1. Our paper uses the idea of second-order convex
combination, and the property of quadratic convex function
is given in Lemma 7.

Remark 2. We fully consider the various activation functions
in constructing the Lyapunov-Krasovskii functional. So the
augmented vector 𝜁

𝑡
uses more information about 𝑓(𝑥(𝑡)),

𝑔(𝑥(𝑡)), and ℎ(𝑥(𝑡)) than in [26].The Lyapunov functional in
our paper is more general than that in [26], and the criteria
in our paper may be more applicable.

Remark 3. In our paper, the augmented vector 𝜁
𝑡
utilizesmore

information on state variables than in [26], such as �̇�(𝑡 −
𝜏). This leads to reducing the conservatism of stabilization
condition.

The time derivative of 𝑉(𝑡, 𝑥(𝑡)) along the trajectory of
system is given by

�̇�
1
(𝑡, 𝑥 (𝑡))

= 2𝜂
𝑇

1
(𝑡, 𝑡 − 𝜏) 𝑃

1
̇𝜂
𝑇

1
(𝑡, 𝑡 − 𝜏) + 2𝑓

𝑇

(𝑥 (𝑡))𝐷�̇� (𝑡)

= 2𝜁
𝑇

𝑡
[𝐸
1
, 𝐸
3
] 𝑃
1
[𝐸
5
, 𝐸
23
]
𝑇

𝜁
𝑡
+ 2𝜁
𝑇

𝑡
𝐸
6
𝐷𝐸
𝑇

5
𝜁
𝑡

= 𝜁
𝑇

𝑡
sym ([𝐸

1
, 𝐸
3
] 𝑃
1
[𝐸
5
, 𝐸
23
]
𝑇

+ 𝐸
6
𝐷𝐸
𝑇

5
) 𝜁
𝑡
,

�̇�
2
(𝑡, 𝑥 (𝑡))

= 𝜂
𝑇

4
(𝑡) 𝑆
1
𝜂
4
(𝑡) + 𝜂

𝑇

1
(𝑡, 𝑡) 𝑄

1
𝜂
1
(𝑡, 𝑡)

− (1 −
̇

𝑑 (𝑡)) 𝜂
𝑇

4
(𝑡 − 𝑑 (𝑡)) 𝑆

1
𝜂
4
(𝑡 − 𝑑 (𝑡))

− (1 −
̇

𝑑 (𝑡)) 𝜂
𝑇

1
(𝑡, 𝑡 − 𝑑 (𝑡)) 𝑄

1
𝜂
1
(𝑡, 𝑡 − 𝑑 (𝑡))

+ 2∫

𝑡

𝑡−𝑑(𝑡)

𝜕𝜂
𝑇

1
(𝑡, 𝑠)

𝜕𝑡

𝑄
1
𝜂
1
(𝑡, 𝑠) 𝑑𝑠

⩽ 𝜁
𝑇

𝑡
[𝐸
10
, 𝐸
6
] 𝑆
1
[𝐸
10
, 𝐸
6
]
𝑇

𝜁
𝑡

− (1 − 𝜇) 𝜁
𝑇

𝑡
[𝐸
11
, 𝐸
14
] 𝑆
1
[𝐸
11
, 𝐸
14
]
𝑇

𝜁
𝑡

+ 𝜁
𝑇

𝑡
[𝐸
1
, 𝐸
1
] 𝑄
1
[𝐸
1
, 𝐸
1
]
𝑇

𝜁
𝑡

+ (𝜇 − 1) 𝜁
𝑇

𝑡
[𝐸
1
, 𝐸
2
] 𝑄
1
[𝐸
1
, 𝐸
2
]
𝑇

𝜁
𝑡

+ 2𝜁
𝑇

𝑡
[𝐸
5
, 0] 𝑄
1
[𝑑 (𝑡) 𝐸

1
, 𝐸
9
]
𝑇

𝜁
𝑡
,

�̇�
3
(𝑡, 𝑥 (𝑡))

= 𝜂
𝑇

4
(𝑡) 𝑆
2
𝜂
4
(𝑡) − 𝜂

𝑇

4
(𝑡 − 𝜏) 𝑆

2
𝜂
4
(𝑡 − 𝜏)

+ 𝜂
𝑇

3
(𝑡) 𝑆
3
𝜂
3
(𝑡) − 𝜂

𝑇

3
(𝑡 − 𝜏) 𝑆

3
𝜂
3
(𝑡 − 𝜏)

+ 𝜂
𝑇

1
(𝑡, 𝑡) 𝑄

2
𝜂
1
(𝑡, 𝑡)

− 𝜂
𝑇

1
(𝑡, 𝑡 − 𝜏)𝑄

2
𝜂
1
(𝑡, 𝑡 − 𝜏)

+ 2∫

𝑡

𝑡−𝜏

𝜕𝜂
𝑇

1
(𝑡, 𝑠)

𝜕𝑡

𝑄
2
𝜂
1
(𝑡, 𝑠) 𝑑𝑠

= 𝜁
𝑇

𝑡
[𝐸
10
, 𝐸
6
] 𝑆
2
[𝐸
10
, 𝐸
6
]
𝑇

𝜁
𝑡

− 𝜁
𝑇

𝑡
[𝐸
19
, 𝐸
20
] 𝑆
2
[𝐸
19
, 𝐸
20
]
𝑇

𝜁
𝑡

+ 𝜁
𝑇

𝑡
[𝐸
5
, 𝐸
7
] 𝑆
3
[𝐸
5
, 𝐸
7
]
𝑇

𝜁
𝑡

− 𝜁
𝑇

𝑡
[𝐸
23
, 𝐸
24
] 𝑆
3
[𝐸
23
, 𝐸
24
]
𝑇

𝜁
𝑡

+ 𝜁
𝑇

𝑡
[𝐸
1
, 𝐸
1
] 𝑄
2
[𝐸
1
, 𝐸
1
]
𝑇

𝜁
𝑡

− 𝜁
𝑇

𝑡
[𝐸
1
, 𝐸
3
] 𝑄
2
[𝐸
1
, 𝐸
3
]
𝑇

𝜁
𝑡

+ 2𝜁
𝑇

𝑡
[𝐸
5
, 0] 𝑄
2
[𝜏𝐸
1
, 𝐸
8
+ 𝐸
9
]
𝑇

𝜁
𝑡
,

�̇�
4
(𝑡, 𝑥 (𝑡))

= 𝜂
𝑇

3
(𝑡) 𝑆
4
𝜂
3
(𝑡) − 𝜂

𝑇

3
(𝑡 − 𝑟) 𝑆

4
𝜂
3
(𝑡 − 𝑟)

+ 𝜂
𝑇

4
(𝑡) 𝑆
5
𝜂
4
(𝑡) − 𝜂

𝑇

4
(𝑡 − 𝑟) 𝑆

5
𝜂
4
(𝑡 − 𝑟)

= 𝜁
𝑇

𝑡
[𝐸
5
, 𝐸
7
] 𝑆
4
[𝐸
5
, 𝐸
7
]
𝑇

𝜁
𝑡

− 𝜁
𝑇

𝑡
[𝐸
15
, 𝐸
16
] 𝑆
4
[𝐸
15
, 𝐸
16
]
𝑇

𝜁
𝑡

+ 𝜁
𝑇

𝑡
[𝐸
10
, 𝐸
6
] 𝑆
5
[𝐸
10
, 𝐸
6
]
𝑇

𝜁
𝑡

− 𝜁
𝑇

𝑡
[𝐸
17
, 𝐸
18
] 𝑆
5
[𝐸
17
, 𝐸
18
]
𝑇

𝜁
𝑡
,
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�̇�
5
(𝑡, 𝑥 (𝑡))

= 𝜏𝜂
𝑇

2
(𝑡) 𝑄
3
𝜂
2
(𝑡) + �̇�

𝑇

(𝑡) (𝜏
2

𝑅
1
+ 𝜏
3

𝑅
2
) �̇� (𝑡)

+ 𝑉
𝑎
(𝑡, 𝑥 (𝑡))

= 𝜏𝜁
𝑇

𝑡
[𝐸
1
, 𝐸
5
] 𝑄
3
[𝐸
1
, 𝐸
5
]
𝑇

𝜁
𝑡
+ 𝜁
𝑇

𝑡
𝐸
5
(𝜏
2

𝑅
1
+ 𝜏
3

𝑅
2
) 𝐸
𝑇

5
𝜁
𝑡

+ 𝑉
𝑎
(𝑡, 𝑥 (𝑡)) ,

(20)

where

𝑉
𝑎
(𝑡, 𝑥 (𝑡))

= −∫

𝑡

𝑡−𝜏

[𝜂
𝑇

2
(𝑠) 𝑄
3
𝜂
2
(𝑠) + 2 (𝜏 − 𝑡 + 𝑠) �̇�

𝑇

(𝑠) 𝑅
1
�̇� (𝑠)

+ 3 (𝜏 − 𝑡 + 𝑠)
2

�̇�
𝑇

(𝑠) 𝑅
2
�̇� (𝑠)] 𝑑𝑠,

�̇�
6
(𝑡, 𝑥 (𝑡))

= 𝑟
2

𝜂
𝑇

3
(𝑡) 𝑄
4
𝜂
3
(𝑡)

− 𝑟∫

𝑡

𝑡−𝑟

[𝜂
𝑇

3
(𝑠) 𝑄
4
𝜂
3
(𝑠)] 𝑑𝑠 + 𝑟

2

𝜂
𝑇

4
(𝑡) 𝑄
5
𝜂
4
(𝑡)

− 𝑟∫

𝑡

𝑡−𝑟

[𝜂
𝑇

4
(𝑠) 𝑄
5
𝜂
4
(𝑠)] 𝑑𝑠

⩽ 𝑟
2

𝜂
𝑇

3
(𝑡) 𝑄
4
𝜂
3
(𝑡)

− 𝑟 (𝑡) ∫

𝑡

𝑡−𝑟(𝑡)

[𝜂
𝑇

3
(𝑠) 𝑄
4
𝜂
3
(𝑠)] 𝑑𝑠 + 𝑟

2

𝜂
𝑇

4
(𝑡) 𝑄
5
𝜂
4
(𝑡)

− 𝑟 (𝑡) ∫

𝑡

𝑡−𝑟(𝑡)

[𝜂
𝑇

4
(𝑠) 𝑄
5
𝜂
4
(𝑠)] 𝑑𝑠,

(21)

and according to Lemma 4, we can obtain

�̇�
6
(𝑡, 𝑥 (𝑡))

⩽ 𝑟
2

𝜂
𝑇

3
(𝑡) 𝑄
4
𝜂
3
(𝑡)

− (∫

𝑡

𝑡−𝑟(𝑡)

𝜂
3
(𝑠) 𝑑𝑠)

𝑇

𝑄
4
(∫

𝑡

𝑡−𝑟(𝑡)

𝜂
3
(𝑠) 𝑑𝑠)

+ 𝑟
2

𝜂
𝑇

4
(𝑡) 𝑄
5
𝜂
4
(𝑡)

− (∫

𝑡

𝑡−𝑟(𝑡)

𝜂
4
(𝑠) 𝑑𝑠)

𝑇

𝑄
5
(∫

𝑡

𝑡−𝑟(𝑡)

𝜂
4
(𝑠) 𝑑𝑠)

= 𝑟
2

𝜁
𝑇

𝑡
[𝐸
5
, 𝐸
7
] 𝑄
4
[𝐸
5
, 𝐸
7
]
𝑇

𝜁
𝑡

− 𝜁
𝑇

𝑡
[𝐸
1
− 𝐸
4
, 𝐸
12
] 𝑄
4
[𝐸
1
− 𝐸
4
, 𝐸
12
]
𝑇

𝜁
𝑡

+ 𝑟
2

𝜁
𝑇

𝑡
[𝐸
10
, 𝐸
6
] 𝑄
5
[𝐸
10
, 𝐸
6
]
𝑇

𝜁
𝑡

− 𝜁
𝑇

𝑡
[𝐸
21
, 𝐸
22
] 𝑄
5
[𝐸
21
, 𝐸
22
]
𝑇

𝜁
𝑡
.

(22)

It is easy to obtain the following identities:

ℎ − 𝑡 + 𝑠 = [𝑑 (𝑡) − 𝑡 + 𝑠] + [ℎ − 𝑑 (𝑡)] ,

(ℎ − 𝑡 + 𝑠)
2

= [𝑑 (𝑡) − 𝑡 + 𝑠]
2

+ [ℎ
2

− 𝑑
2

(𝑡)]

+ 2 [ℎ − 𝑑 (𝑡)] (𝑠 − 𝑡) .

(23)

Therefore, we can disassemble the integral into two parts as
follows:

𝑉
𝑎
(𝑡, 𝑥 (𝑡))

= −∫

𝑡−𝑑(𝑡)

𝑡−𝜏

[𝜂
𝑇

2
(𝑠) 𝑄
3
𝜂
2
(𝑠) + 2 (𝜏 − 𝑡 + 𝑠) �̇�

𝑇

(𝑠) 𝑅
1
�̇� (𝑠)

+ 3 (𝜏 − 𝑡 + 𝑠)
2

�̇�
𝑇

(𝑠) 𝑅
2
�̇� (𝑠)] 𝑑𝑠

− ∫

𝑡

𝑡−𝑑(𝑡)

[𝜂
𝑇

2
(𝑠) 𝑄
3
𝜂
2
(𝑠) + 2 (𝜏 − 𝑡 + 𝑠) �̇�

𝑇

(𝑠) 𝑅
1
�̇� (𝑠)

+ 3 (𝜏 − 𝑡 + 𝑠)
2

�̇�
𝑇

(𝑠) 𝑅
2
�̇� (𝑠)] 𝑑𝑠

= −∫

𝑡−𝑑(𝑡)

𝑡−𝜏

[𝜂
𝑇

2
(𝑠) 𝑄
3
𝜂
2
(𝑠) + 2 (𝜏 − 𝑡 + 𝑠) �̇�

𝑇

(𝑠) 𝑅
1
�̇� (𝑠)

+ 3 (𝜏 − 𝑡 + 𝑠)
2

�̇�
𝑇

(𝑠) 𝑅
2
�̇� (𝑠)] 𝑑𝑠

− ∫

𝑡

𝑡−𝑑(𝑡)

[𝜂
𝑇

2
(𝑠) 𝑄
3
𝜂
2
(𝑠) + 2 (𝑑 (𝑡) − 𝑡 + 𝑠) �̇�

𝑇

(𝑠) 𝑅
1
�̇� (𝑠)

+ 3 (𝑑 (𝑡) − 𝑡 + 𝑠)
2

�̇�
𝑇

(𝑠) 𝑅
2
�̇� (𝑠)] 𝑑𝑠

− ∫

𝑡

𝑡−𝑑(𝑡)

�̇� (𝑠)
𝑇

[2 (𝜏 − 𝑑 (𝑡)) 𝑅
1
+ 3 (𝜏

2

− 𝑑
2

(𝑡)) 𝑅
2
]

⋅ �̇� (𝑠) 𝑑𝑠

− ∫

𝑡

𝑡−𝑑(𝑡)

6 (𝜏 − 𝑑 (𝑡)) (𝑠 − 𝑡) �̇�
𝑇

(𝑠) 𝑅
2
�̇� (𝑠) 𝑑𝑠

= 𝑉
𝑎1
(𝑡, 𝑥 (𝑡)) + 𝑉

𝑎2
(𝑡, 𝑥 (𝑡)) ,

(24)

where

𝑉
𝑎1
(𝑡, 𝑥 (𝑡))

= −∫

𝑡−𝑑(𝑡)

𝑡−𝜏

[𝜂
𝑇

2
(𝑠) 𝑄
3
𝜂
2
(𝑠) + 2 (𝜏 − 𝑡 + 𝑠) �̇�

𝑇

(𝑠) 𝑅
1
�̇� (𝑠)

+ 3 (𝜏 − 𝑡 + 𝑠)
2

�̇�
𝑇

(𝑠) 𝑅
2
�̇� (𝑠)] 𝑑𝑠

− ∫

𝑡

𝑡−𝑑(𝑡)

[𝜂
𝑇

2
(𝑠) 𝑄
3
𝜂
2
(𝑠) + 2 (𝑑 (𝑡) − 𝑡 + 𝑠) �̇�

𝑇

(𝑠) 𝑅
1
�̇� (𝑠)

+ 3 (𝑑 (𝑡) − 𝑡 + 𝑠)
2

�̇�
𝑇

(𝑠) 𝑅
2
�̇� (𝑠)] 𝑑𝑠,
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𝑉
𝑎2
(𝑡, 𝑥 (𝑡))

= −∫

𝑡

𝑡−𝑑(𝑡)

�̇� (𝑠)
𝑇

[2 (𝜏 − 𝑑 (𝑡)) 𝑅
1
+ 3 (𝜏

2

− 𝑑
2

(𝑡)) 𝑅
2
]

⋅ �̇� (𝑠) 𝑑𝑠

− ∫

𝑡

𝑡−𝑑(𝑡)

6 (𝜏 − 𝑑 (𝑡)) (𝑠 − 𝑡) �̇�
𝑇

(𝑠) 𝑅
2
�̇� (𝑠) 𝑑𝑠.

(25)

It is easy to show the following relation:

𝑉
𝑎2
(𝑡, 𝑥 (𝑡))

= −∫

𝑡

𝑡−𝑑(𝑡)

�̇� (𝑠)
𝑇

[2 (𝜏 − 𝑑 (𝑡)) 𝑅
1
+ 3 (𝜏

2

− 𝑑
2

(𝑡)) 𝑅
2
]

⋅ �̇� (𝑠) 𝑑𝑠

− ∫

𝑡

𝑡−𝑑(𝑡)

6 (𝜏 − 𝑑 (𝑡)) (𝑠 − 𝑡) �̇�
𝑇

(𝑠) 𝑅
2
�̇� (𝑠) 𝑑𝑠

= −2 (𝜏 − 𝑑 (𝑡)) ∫

𝑡

𝑡−𝑑(𝑡)

�̇� (𝑠)
𝑇

𝑅
1
�̇� (𝑠) 𝑑𝑠 − 3 (𝜏 − 𝑑 (𝑡))

⋅ ∫

𝑡

𝑡−𝑑(𝑡)

�̇� (𝑠)
𝑇

[(𝜏 + 𝑑 (𝑡)) + 2 (𝑠 − 𝑡)] 𝑅
2
�̇� (𝑠) 𝑑𝑠

⩽ −2∫

𝑡

𝑡−𝑑(𝑡)

(𝜏 − 𝑑 (𝑡)) �̇� (𝑠)
𝑇

𝑅
1
�̇� (𝑠) 𝑑𝑠

− 3∫

𝑡

𝑡−𝑑(𝑡)

(𝜏 − 𝑑 (𝑡))
2

�̇� (𝑠)
𝑇

𝑅
2
�̇� (𝑠) 𝑑𝑠 ⩽ 0.

(26)

Applying Lemma 5 to 𝑉
𝑎1
(𝑡, 𝑥(𝑡)), we get

𝑉
𝑎1
(𝑡, 𝑥 (𝑡))

⩽ (𝜏 − 𝑑 (𝑡)) 𝜁
𝑇

𝑡
𝐹
𝑇

1
𝑄
−1

3
𝐹
1
𝜁
𝑡

+ 2𝜁
𝑇

𝑡
𝐹
𝑇

1
[∫

𝑡−𝑑(𝑡)

𝑡−𝜏

𝑥
𝑇

(𝑠) 𝑑𝑠, 𝑥
𝑇

(𝑡 − 𝑑 (𝑡)) − 𝑥
𝑇

(𝑡 − 𝜏)]

𝑇

+ (𝜏 − 𝑑 (𝑡))
2

𝜁
𝑇

𝑡
𝐹
𝑇

2
𝑅
−1

1
𝐹
2
𝜁
𝑡

+ 4𝜁
𝑇

𝑡
𝐹
𝑇

2
[(𝜏 − 𝑑 (𝑡)) 𝑥 (𝑡 − 𝑑 (𝑡)) − ∫

𝑡−𝑑(𝑡)

𝑡−𝜏

𝑥 (𝑠) 𝑑𝑠]

+ 3 (𝜏 − 𝑑 (𝑡)) 𝜁
𝑇

𝑡
𝐹
𝑇

3
𝑅
−1

2
𝐹
3
𝜁
𝑡

+ 6𝜁
𝑇

𝑡
𝐹
𝑇

3
[(𝜏 − 𝑑 (𝑡)) 𝑥 (𝑡 − 𝑑 (𝑡)) − ∫

𝑡−𝑑(𝑡)

𝑡−𝜏

𝑥 (𝑠) 𝑑𝑠]

+ 𝑑 (𝑡) 𝜁
𝑇

𝑡
𝐹
𝑇

4
𝑄
−1

3
𝐹
4
𝜁
𝑡

+ 2𝜁
𝑇

𝑡
𝐹
𝑇

4
[∫

𝑡

𝑡−𝑑(𝑡)

𝑥
𝑇

(𝑠) 𝑑𝑠, 𝑥
𝑇

(𝑡) − 𝑥
𝑇

(𝑡 − 𝑑 (𝑡))]

𝑇

+ 𝑑 (𝑡)
2

𝜁
𝑇

𝑡
𝐹
𝑇

5
𝑅
−1

1
𝐹
5
𝜁
𝑡

+ 4𝜁
𝑇

𝑡
𝐹
𝑇

5
[𝑑 (𝑡) 𝑥 (𝑡) − ∫

𝑡

𝑡−𝑑(𝑡)

𝑥 (𝑠) 𝑑𝑠]

+ 3𝑑 (𝑡) 𝜁
𝑇

𝑡
𝐹
𝑇

6
𝑅
−1

2
𝐹
6
𝜁
𝑡

+ 6𝜁
𝑇

𝑡
𝐹
𝑇

6
[𝑑 (𝑡) 𝑥 (𝑡) − ∫

𝑡

𝑡−𝑑(𝑡)

𝑥 (𝑠) 𝑑𝑠]

⩽ (𝜏 − 𝑑 (𝑡)) 𝜁
𝑇

𝑡
𝐹
𝑇

1
𝑄
−1

3
𝐹
1
𝜁
𝑡
+ 2𝜁
𝑇

𝑡
𝐹
𝑇

1
[𝐸
8
, 𝐸
2
− 𝐸
3
]
𝑇

𝜁
𝑡

+ (𝜏 − 𝑑 (𝑡))
2

𝜁
𝑇

𝑡
𝐹
𝑇

2
𝑅
−1

1
𝐹
2
𝜁
𝑡

+ 4𝜁
𝑇

𝑡
𝐹
𝑇

2
[(𝜏 − 𝑑 (𝑡)) 𝐸

2
− 𝐸
8
]
𝑇

𝜁
𝑡

+ 3 (𝜏 − 𝑑 (𝑡)) 𝜁
𝑇

𝑡
𝐹
𝑇

3
𝑅
−1

2
𝐹
3
𝜁
𝑡

+ 6𝜁
𝑇

𝑡
𝐹
𝑇

3
[(𝜏 − 𝑑 (𝑡)) 𝐸

2
− 𝐸
8
]
𝑇

𝜁
𝑡

+ 𝑑 (𝑡) 𝜁
𝑇

𝑡
𝐹
𝑇

4
𝑄
−1

3
𝐹
4
𝜁
𝑡
+ 2𝜁
𝑇

𝑡
𝐹
𝑇

4
[𝐸
9
, 𝐸
1
− 𝐸
2
]
𝑇

𝜁
𝑡

+ 𝑑 (𝑡)
2

𝜁
𝑇

𝑡
𝐹
𝑇

5
𝑅
−1

1
𝐹
5
𝜁
𝑡
+ 4𝜁
𝑇

𝑡
𝐹
𝑇

5
[𝑑 (𝑡) 𝐸

1
− 𝐸
9
]
𝑇

𝜁
𝑡

+ 3𝑑 (𝑡) 𝜁
𝑇

𝑡
𝐹
𝑇

6
𝑅
−1

2
𝐹
6
𝜁
𝑡
+ 6𝜁
𝑇

𝑡
𝐹
𝑇

6
[𝑑 (𝑡) 𝐸

1
− 𝐸
9
]
𝑇

𝜁
𝑡
.

(27)

According to Assumption 2, we have

(𝑓
𝑖
(𝑥
𝑖
(𝑡)) − 𝐹

−

𝑖
𝑥
𝑖
(𝑡)) (𝑓

𝑖
(𝑥
𝑖
(𝑡)) − 𝐹

+

𝑖
𝑥
𝑖
(𝑡)) ⩽ 0,

𝑖 = 1, 2, . . . , 𝑛,

(28)

which is equivalent to

[

𝑥 (𝑡)

𝑓 (𝑥 (𝑡))
]

𝑇
[

[

[

[

𝐹
−

𝑖
𝐹
+

𝑖
𝑒
𝑖
𝑒
𝑇

𝑖
−

𝐹
−

𝑖
+ 𝐹
+

𝑖

2

𝑒
𝑖
𝑒
𝑇

𝑖

−

𝐹
−

𝑖
+ 𝐹
+

𝑖

2

𝑒
𝑖
𝑒
𝑇

𝑖
𝑒
𝑖
𝑒
𝑇

𝑖

]

]

]

]

⋅ [

𝑥 (𝑡)

𝑓 (𝑥 (𝑡))
] ⩽ 0, 𝑖 = 1, 2, . . . , 𝑛,

(29)

where 𝑒
𝑖
is the unit column vector.

Let 𝑊
1

= diag{𝑤
11
, 𝑤
12
, . . . , 𝑤

1𝑛
} > 0, 𝑊

2
=

diag{𝑤
21
, 𝑤
22
, . . . , 𝑤

2𝑛
} > 0, 𝑊

3
= diag{𝑤

31
, 𝑤
32
, . . . , 𝑤

3𝑛
} >

0,𝑊
4
= diag{𝑤

41
, 𝑤
42
, . . . , 𝑤

4𝑛
} > 0; then

𝑛

∑

𝑖=1

𝑤
1𝑖
[

𝑥 (𝑡)

𝑓 (𝑥 (𝑡))
]

𝑇
[

[

[

[

𝐹
−

𝑖
𝐹
+

𝑖
𝑒
𝑖
𝑒
𝑇

𝑖
−

𝐹
−

𝑖
+ 𝐹
+

𝑖

2

𝑒
𝑖
𝑒
𝑇

𝑖

−

𝐹
−

𝑖
+ 𝐹
+

𝑖

2

𝑒
𝑖
𝑒
𝑇

𝑖
𝑒
𝑖
𝑒
𝑇

𝑖

]

]

]

]

⋅ [

𝑥 (𝑡)

𝑓 (𝑥 (𝑡))
] ⩽ 0, 𝑖 = 1, 2, . . . , 𝑛,

(30)

and it is equivalent to

[

𝑥 (𝑡)

𝑓 (𝑥 (𝑡))
]

𝑇

[

𝐿
1
𝑊
1

−𝐿
2
𝑊
1

−𝐿
2
𝑊
1

𝑊
1

] [

𝑥 (𝑡)

𝑓 (𝑥 (𝑡))
] ⩽ 0. (31)
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Similarly, we obtain

[

𝑥 (𝑡)

𝑔 (𝑥 (𝑡))
]

𝑇

[

𝐺
1
𝑊
2

−𝐺
2
𝑊
2

−𝐺
2
𝑊
2

𝑊
2

] [

𝑥 (𝑡)

𝑔 (𝑥 (𝑡))
] ⩽ 0,

[

𝑥 (𝑡)

ℎ (𝑥 (𝑡))
]

𝑇

[

𝐻
1
𝑊
3

−𝐻
2
𝑊
3

−𝐻
2
𝑊
3

𝑊
3

] [

𝑥 (𝑡)

ℎ (𝑥 (𝑡))
] ⩽ 0,

[

𝑥 (𝑡 − 𝑑 (𝑡))

𝑔 (𝑥 (𝑡 − 𝑑 (𝑡)))
]

𝑇

⋅ [

𝐺
1
𝑊
4

−𝐺
2
𝑊
4

−𝐺
2
𝑊
4

𝑊
4

] [

𝑥 (𝑡 − 𝑑 (𝑡))

𝑔 (𝑥 (𝑡 − 𝑑 (𝑡)))
] ⩽ 0.

(32)

By using (31)-(32), we have

− 𝑥 (𝑡)
𝑇

𝐿
1
𝑊
1
𝑥 (𝑡) − 𝑓

𝑇

(𝑥 (𝑡))𝑊
1
𝑓 (𝑥 (𝑡))

+ 𝑥 (𝑡)
𝑇

𝐿
2
𝑊
1
𝑓 (𝑥 (𝑡)) + 𝑓

𝑇

(𝑥 (𝑡)) 𝐿
2
𝑊
1
𝑥 (𝑡)

− 𝑥 (𝑡)
𝑇

𝐺
1
𝑊
2
𝑥 (𝑡) − 𝑔

𝑇

(𝑥 (𝑡))𝑊
2
𝑔 (𝑥 (𝑡))

+ 𝑥 (𝑡)
𝑇

𝐺
2
𝑊
2
𝑔 (𝑥 (𝑡)) + 𝑔

𝑇

(𝑥 (𝑡)) 𝐺
2
𝑊
2
𝑥 (𝑡)

− 𝑥 (𝑡)
𝑇

𝐻
1
𝑊
3
𝑥 (𝑡) − ℎ

𝑇

(𝑥 (𝑡))𝑊
3
ℎ (𝑥 (𝑡))

+ 𝑥 (𝑡)
𝑇

𝐻
2
𝑊
3
𝑓 (𝑥 (𝑡)) + ℎ

𝑇

(𝑥 (𝑡))𝐻
2
𝑊
3
𝑥 (𝑡)

− 𝑥 (𝑡 − 𝑑 (𝑡))
𝑇

𝐺
1
𝑊
4
𝑥 (𝑡 − 𝑑 (𝑡)) − 𝑔

𝑇

(𝑥 (𝑡 − 𝑑 (𝑡)))

⋅ 𝑊
4
𝑔 (𝑥 (𝑡 − 𝑑 (𝑡)))+ 𝑥 (𝑡 − 𝑑 (𝑡))

𝑇

𝐺
2
𝑊
4
𝑔 (𝑥 (𝑡 − 𝑑 (𝑡)))

+ 𝑔
𝑇

(𝑥 (𝑡 − 𝑑 (𝑡))) 𝐺
2
𝑊
4
𝑥 (𝑡 − 𝑑 (𝑡))

= 𝜁
𝑇

𝑡
[−𝐸
1
𝐿
1
𝑊
1
𝐸
𝑇

1
− 𝐸
6
𝑊
1
𝐸
𝑇

6
+ 𝐸
1
𝐿
2
𝑊
1
𝐸
𝑇

6
+ 𝐸
6
𝐿
2
𝑊
1
𝐸
𝑇

1

− 𝐸
1
𝐺
1
𝑊
2
𝐸
𝑇

1
− 𝐸
10
𝑊
2
𝐸
𝑇

10
+ 𝐸
1
𝐺
2
𝑊
2
𝐸
𝑇

10

+ 𝐸
10
𝐺
2
𝑊
2
𝐸
𝑇

1
− 𝐸
1
𝐻
1
𝑊
3
𝐸
𝑇

1
− 𝐸
7
𝑊
3
𝐸
𝑇

7

+ 𝐸
1
𝐻
2
𝑊
3
𝐸
𝑇

7
+ 𝐸
7
𝐻
2
𝑊
3
𝐸
𝑇

1
− 𝐸
2
𝐺
1
𝑊
4
𝐸
𝑇

2

− 𝐸
11
𝑊
4
𝐸
𝑇

11
+ 𝐸
2
𝐺
2
𝑊
4
𝐸
𝑇

11
+ 𝐸
11
𝐺
2
𝑊
4
𝐸
𝑇

2
] 𝜁
𝑡

≥ 0.

(33)

The following equality holds:

2 (𝑥
𝑇

(𝑡) + �̇�
𝑇

(𝑡))

⋅ 𝛿 {− (𝐴 − 𝐾
1
) 𝑥 (𝑡)+ 𝑀

0
𝑓 (𝑥 (𝑡))+ 𝑀

1
𝑔 (𝑥 (𝑡 − 𝑑 (𝑡)))

+𝑀
2
∫

𝑡

𝑡−𝑟(𝑡)

ℎ (𝑥 (𝑠)) 𝑑𝑠 + 𝑁𝜑 (𝑡) − �̇� (𝑡)} = 0,

(34)

which is equivalent to

𝜁
𝑇

𝑡
[−2 (𝐸

1
+ 𝐸
5
) 𝛿 (𝐴 − 𝐾

1
) 𝐸
𝑇

1
+ 2 (𝐸

1
+ 𝐸
5
) 𝛿𝑀
0
𝐸
𝑇

6

+ 2 (𝐸
1
+ 𝐸
5
) 𝛿𝑀
1
𝐸
𝑇

11
+ 2 (𝐸

1
+ 𝐸
5
) 𝛿𝑀
2
𝐸
𝑇

12

+2 (𝐸
1
+ 𝐸
5
) 𝛿𝑁𝐸

𝑇

13
− 2 (𝐸

1
+ 𝐸
5
) 𝛿𝐸
𝑇

5
] 𝜁
𝑡
= 0,

(35)

where 𝛿 is any matrix.
From Assumption 1, the following inequality holds:

𝜑
𝑇

(𝑡) 𝜑 (𝑡) ≤ 𝜁
𝑇

𝑡
𝐽
𝑇

𝐽𝜁
𝑡
, where

𝐽 = [−𝐽
1
, 0, 0, 0, 0, 𝐽

2
, 0, 0, 0, 0, 𝐽

3
, 𝐽
4
,

0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0] .

(36)

Furthermore, there exits a positive scalar matrix𝑈, such that
the following inequality holds:

𝜁
𝑇

𝑡
𝐽
𝑇

𝑈𝐽𝜁
𝑡
− 𝜑
𝑇

(𝑡) 𝑈𝜑 (𝑡) ≥ 0. (37)

Combining (16)–(27) and (33), (35), and (37), we obtain

�̇� (𝑡, 𝑥 (𝑡)) ⩽ 𝜁
𝑇

𝑡
[Φ
0
+ 𝑑 (𝑡)Φ

1
+ Φ
𝑑
] 𝜁
𝑡
, (38)

where Φ
0
, Φ
1
are defined in the theorem context, and

Φ
𝑑
= (𝜏 − 𝑑 (𝑡)) 𝐹

𝑇

1
𝑄
−1

3
𝐹
1
+ (𝜏 − 𝑑 (𝑡))

2

𝐹
𝑇

2
𝑅
−1

1
𝐹
2

+ 3 (𝜏 − 𝑑 (𝑡)) 𝐹
𝑇

3
𝑅
−1

2
𝐹
3
+ 𝑑 (𝑡) 𝐹

𝑇

4
𝑄
−1

3
𝐹
4

+ 𝑑 (𝑡)
2

𝐹
𝑇

5
𝑅
−1

1
𝐹
5
+ 3𝑑 (𝑡) 𝐹

𝑇

6
𝑅
−1

2
𝐹
6
.

(39)

Note that 𝜁𝑇
𝑡
[Φ
0
+ 𝑑(𝑡)Φ

1
+ Φ
𝑑
]𝜁
𝑡
is a quadratic function

on 𝑑(𝑡), and the second-order coefficient is 𝜁𝑇
𝑡
[𝐹
𝑇

2
𝑅
−1

1
𝐹
2
+

𝐹
𝑇

5
𝑅
−1

1
𝐹
5
]𝜁
𝑡
:

[Φ
0
+ 𝑑 (𝑡)Φ

1
+ Φ
𝑑
]
𝑑(𝑡)=0

= [Φ
0
+ Φ
𝑑
]
𝑑(𝑡)=0

= Φ
0
+ 𝜏𝐹
𝑇

1
𝑄
−1

3
𝐹
1
+ 𝜏
2

𝐹
𝑇

2
𝑅
−1

1
𝐹
2

+ 3𝜏𝐹
𝑇

3
𝑅
−1

2
𝐹
3
< 0;

(40)

applying Lemma 6, we getΩ
1
< 0:

[Φ
0
+ 𝑑 (𝑡)Φ

1
+ Φ
𝑑
]
𝑑(𝑡)=𝜏

= Φ
0
+ 𝜏Φ
1
+ 𝜏𝐹
𝑇

4
𝑄
−1

3
𝐹
4
+ 𝜏
2

𝐹
𝑇

5
𝑅
−1

1
𝐹
5
+ 3𝜏𝐹

𝑇

6
𝑅
−1

2
𝐹
6

< 0,

(41)

which is equivalent toΩ
2
< 0.

Finally, employing Lemma 7, we get

Φ
0
+ 𝑑 (𝑡)Φ

1
+ Φ
𝑑
< 0, ∀ ∈ [0, 𝜏] . (42)

Thus we can obtain from (38) and (42) that

�̇� (𝑡, 𝑥 (𝑡)) ⩽ 𝜁
𝑇

𝑡
[Φ
0
+ 𝑑 (𝑡)Φ

1
+ Φ
𝑑
] 𝜁
𝑡
< 0, (43)

which means that the system is asymptotically stable. This
completes the proof.
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4. 𝐻
∞

Controller Design

In this section, we study the 𝐻
∞

control for the considered
neural networks with a given disturbance attenuation level
𝛾 > 0. The neural networks (1) can be rewritten in the form

�̇� (𝑡) = − (𝐴 − 𝐾
1
) 𝑥 (𝑡) + 𝑀

0
𝑓 (𝑥 (𝑡)) + 𝑀

1
𝑔 (𝑥 (𝑡 − 𝑑 (𝑡)))

+ 𝑀
2
∫

𝑡

𝑡−𝑟(𝑡)

ℎ (𝑥 (𝑠)) 𝑑𝑠 + 𝐵V (𝑡) + 𝑁𝜑 (𝑡) ,

𝜑 (𝑡) = 𝐹 (𝑡) [−𝐽
1
𝑥 (𝑡) + 𝐽

2
𝑓 (𝑥 (𝑡)) + 𝐽

3
𝑔 (𝑥 (𝑡 − 𝑑 (𝑡)))

+𝐽
4
∫

𝑡

𝑡−𝑟(𝑡)

ℎ (𝑥 (𝑠)) 𝑑𝑠 + 𝐽
5
V (𝑡)] ,

𝑧 (𝑡) = 𝐶𝑥 (𝑡) .

(44)

Theorem9. Under Assumptions 1 and 2, for given disturbance
attenuation level 𝛾 > 0, scalars 𝜏, 𝜇, and 𝑟, the system (44) is
robustly asymptotically stabilizable under the control law𝑢(𝑡) if
there exist positive diagonal matrices𝐷 = diag{𝑑

1
, 𝑑
2
, . . . , 𝑑

𝑛
},

𝑊
𝑖
> 0, 𝑖 = 1, 2, 3, 4, positive definite matrices 𝑃

1
∈ 𝑅
2𝑛×2𝑛,

𝑆
𝑖
∈ 𝑅
2𝑛×2𝑛

(𝑖 = 1, 2, 3, 4, 5), 𝑄
𝑖
∈ 𝑅
2𝑛×2𝑛

(𝑖 = 1, 2, 3, 4, 5),
𝑅
𝑖
∈ 𝑅
𝑛×𝑛

(𝑖 = 1, 2), scalar matrix 𝑈 > 0, and any matrices
with appropriate dimensions 𝐹

𝑖
(𝑖 = 1, 2, . . . , 6), 𝛿 such that

the following LMIs hold:

Ω̃
1
=

[

[

[

[

Φ̃
0

𝜏𝐹
𝑇

1
𝜏𝐹
𝑇

2
√3𝜏𝐹

𝑇

3

∗ −𝜏𝑄
3

0 0

∗ ∗ −𝑅1 0

∗ ∗ ∗ −𝜏𝑅
2

]

]

]

]

< 0,

Ω̃
2
=

[

[

[

[

Φ̃
0
+ 𝜏Φ̃
1

𝜏𝐹
𝑇

4
𝜏𝐹
𝑇

5
√3𝜏𝐹

𝑇

6

∗ −𝜏𝑄
3

0 0

∗ ∗ −𝑅1 0

∗ ∗ ∗ −𝜏𝑅
2

]

]

]

]

< 0,

(45)

where

Φ̃
1
= sym (2𝐸

1
𝐹
5
+ 3𝐸
1
𝐹
6
− 2𝐸
2
𝐹
2
− 3𝐸
2
𝐹
3
)

+ sym ([𝐸
5
, 0] 𝑄
1
[𝐸
1
, 0]
𝑇

) ,

Φ̃
0
= sym (𝐹

𝑇

1
[𝐸
8
, 𝐸
2
− 𝐸
3
]
𝑇

+ 2𝜏𝐹
𝑇

2
𝐸
𝑇

2
− 2𝐹
𝑇

2
𝐸
𝑇

8

+ 3𝜏𝐹
𝑇

3
𝐸
𝑇

2
− 3𝐹
𝑇

3
𝐸
𝑇

8
+ 𝐹
𝑇

4
[𝐸
9
, 𝐸
1
− 𝐸
2
]
𝑇

− 2𝐹
𝑇

5
𝐸
𝑇

9
− 3𝐹
𝑇

6
𝐸
𝑇

9
)

+ sym ([𝐸
1
, 𝐸
3
] 𝑃
1
[𝐸
5
, 𝐸
23
]
𝑇

+ 𝐸
6
𝐷𝐸
𝑇

5
)

+ [𝐸
10
, 𝐸
6
] (𝑆
1
+ 𝑆
2
+ 𝑆
5
) [𝐸
10
, 𝐸
6
]
𝑇

− (1 − 𝜇) [𝐸
11
, 𝐸
14
] 𝑆
1
[𝐸
11
, 𝐸
14
]
𝑇

+ [𝐸
1
, 𝐸
1
] (𝑄
1
+ 𝑄
2
) [𝐸
1
, 𝐸
1
]
𝑇

+ (𝜇 − 1) [𝐸
1
, 𝐸
2
] 𝑄
1
[𝐸
1
, 𝐸
2
]
𝑇

+ sym ([𝐸
5
, 0] 𝑄
1
[0, 𝐸
9
]
𝑇

)

− [𝐸
19
, 𝐸
20
] 𝑆
2
[𝐸
19
, 𝐸
20
]
𝑇

+ [𝐸
5
, 𝐸
7
] (𝑆
3
+ 𝑆
4
) [𝐸
5
, 𝐸
7
]
𝑇

− [𝐸
23
, 𝐸
24
] 𝑆
3
[𝐸
23
, 𝐸
24
]
𝑇

− [𝐸
1
, 𝐸
3
] 𝑄
2
[𝐸
1
, 𝐸
3
]
𝑇

+ sym ([𝐸
5
, 0] 𝑄
2
[𝜏𝐸
1
, 𝐸
8
+ 𝐸
9
]
𝑇

)

− [𝐸
15
, 𝐸
16
] 𝑆
4
[𝐸
15
, 𝐸
16
]
𝑇

− [𝐸
17
, 𝐸
18
] 𝑆
5
[𝐸
17
, 𝐸
18
]
𝑇

+ 𝜏 [𝐸
1
, 𝐸
5
] 𝑄
3
[𝐸
1
, 𝐸
5
]
𝑇

+ 𝐸
5
(𝜏
2

𝑅
1
+ 𝜏
3

𝑅
2
) 𝐸
𝑇

5

+ 𝑟
2

[𝐸
5
, 𝐸
7
] 𝑄
4
[𝐸
5
, 𝐸
7
]
𝑇

− [𝐸
1
− 𝐸
4
, 𝐸
12
] 𝑄
4
[𝐸
1
− 𝐸
4
, 𝐸
12
]
𝑇

+ 𝑟
2

[𝐸
10
, 𝐸
6
] 𝑄
5
[𝐸
10
, 𝐸
6
]
𝑇

− [𝐸
21
, 𝐸
22
] 𝑄
5
[𝐸
21
, 𝐸
22
]
𝑇

− 𝐸
1
𝐿
1
𝑊
1
𝐸
𝑇

1
− 𝐸
6
𝑊
1
𝐸
𝑇

6
+ sym (𝐸

1
𝐿
2
𝑊
1
𝐸
𝑇

6
)

− 𝐸
1
𝐺
1
𝑊
2
𝐸
𝑇

1
− 𝐸
10
𝑊
2
𝐸
𝑇

10
+ sym (𝐸

1
𝐺
2
𝑊
2
𝐸
𝑇

10
)

− 𝐸
1
𝐻
1
𝑊
3
𝐸
𝑇

1
− 𝐸
7
𝑊
3
𝐸
𝑇

7
+ sym (𝐸

1
𝐻
2
𝑊
3
𝐸
𝑇

7
)

− 𝐸
2
𝐺
1
𝑊
4
𝐸
𝑇

2
− 𝐸
11
𝑊
4
𝐸
𝑇

11
+ sym (𝐸

2
𝐺
2
𝑊
4
𝐸
𝑇

11
)

+ sym (− (𝐸
1
+ 𝐸
5
) (𝛿𝐴 − Λ

1
) 𝐸
𝑇

1
+ (𝐸
1
+ 𝐸
5
) 𝛿𝑀
0
𝐸
𝑇

6

+ (𝐸
1
+ 𝐸
5
) 𝛿𝑀
1
𝐸
𝑇

11
+ (𝐸
1
+ 𝐸
5
) 𝛿𝑀
2
𝐸
𝑇

12

+ (𝐸
1
+ 𝐸
5
) 𝛿𝑁𝐸

𝑇

13
− (𝐸
1
+ 𝐸
5
) 𝛿𝐸
𝑇

5
)

+ sym ((𝐸
1
+ 𝐸
5
) 𝛿𝐵𝐸
𝑇

25
)

+ 𝐸
1
𝐶
𝑇

𝐶𝐸
𝑇

1
− 𝛾
2

𝐸
25
𝐸
𝑇

25
+ 𝐽
𝑇

𝑈𝐽 − 𝐸
13
𝑈𝐸
𝑇

13
,

(46)

with

𝐽 = [−𝐽
1
, 0, 0, 0, 0, 𝐽

2
, 0, 0, 0, 0, 𝐽

3
, 𝐽
4
,

0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 𝐽
5
] ,

Λ
1
= 𝛿𝐾
1
,

𝐸
𝑖
= [0
𝑛𝑥(𝑖−1)𝑛

, 𝐼
𝑛
, 0
𝑛𝑥(25−𝑖)𝑛

]
𝑇

, 𝑖 = 1, 2, . . . , 25.

(47)
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Proof. By using the �̇�(𝑡, 𝑥(𝑡)) obtained inTheorem 8, we can
obtain

𝑥
𝑇

(𝑡) 𝐶
𝑇

𝐶𝑥 (𝑡) − 𝛾
2V𝑇 (𝑡) V (𝑡) + �̇� (𝑡, 𝑥 (𝑡))

⩽ 𝜁

𝑇

𝑡
[Φ̃
0
+ 𝑑 (𝑡) Φ̃

1
+ Φ̃
𝑑
] 𝜁
𝑡
,

(48)

where

𝜁 (𝑡) = [𝜁
𝑇

(𝑡) , V𝑇 (𝑡)]
𝑇

,

Φ̃
0
= Φ
0
+ sym ((𝐸

1
+ 𝐸
5
) 𝛿𝐵𝐸
𝑇

25
) + 𝐸
1
𝐶
𝑇

𝐶𝐸
𝑇

1

− 𝛾
2

𝐸
25
𝐸
𝑇

25
,

Φ̃
1
= Φ
1
,

Φ̃
𝑑
= Φ
𝑑
.

(49)

If (45) holds, the inequality 𝜁
𝑇

𝑡
[Φ̃
0
+𝑑(𝑡)Φ̃

1
+Φ̃
𝑑
]𝜁
𝑡
< 0 holds,

and we can easily obtain

∫

∞

0

[𝑥
𝑇

(𝑡) 𝐶
𝑇

𝐶𝑥 (𝑡) − 𝛾
2V𝑇 (𝑡) V (𝑡) + �̇� (𝑡, 𝑥 (𝑡))] 𝑑𝑡 < 0,

∫

∞

0

[𝑧
𝑇

(𝑡) 𝑧 (𝑡) − 𝛾
2V𝑇 (𝑡) V (𝑡) + �̇� (𝑡, 𝑥 (𝑡))] 𝑑𝑡 < 0.

(50)

Since 𝑉(𝑡, 𝑥(𝑡)) > 0, we have

∫

∞

0

𝑧
𝑇

(𝑡) 𝑧 (𝑡) 𝑑𝑡 < 𝛾
2

∫

∞

0

V𝑇 (𝑡) V (𝑡) 𝑑𝑡. (51)

Hence the considered neural networks (44) are robustly
stable for a given disturbance attenuation level 𝛾 > 0

according to Definition 3. This completes the proof.

5. Numerical Examples

In this section, numerical examples are provided to illustrate
effectiveness of the developed method for uncertain neural
networks with discrete and distributed time-varying delays.

Example 1. We consider the neural networks (12) when the
disturbance input V(𝑡) = 0. The parameters are as follows:

𝐴 = (

2 0

0 3
) ,

𝑁 = 𝐶 = diag {0.2, 0.2} ,

𝑀
0
= (

0.5 0.7

0.3 0.2
) ,

𝑀
1
= (

0.2 −0.5

0.3 0.2
) ,

𝑀
2
= (

0.3 0.2

0.4 0.5
) ,

𝐽
1
= (

0.2 0

0 0.5
) ,

𝐽
2
= (

0.2 0.3

0.5 0.1
) ,

𝐽
3
= (

0.1 0

0.3 0.2
) ,

𝐽
4
= (

0.3 0.1

0.1 0.2
) ,

(52)

and the activation functions are

𝑓 (𝑥) = (

tanh (4𝑥
1
)

tanh (4𝑥
2
)
) ,

𝑔 (𝑥) = (

tanh (2𝑥
1
)

tanh (2𝑋
2
)
) ,

ℎ (𝑥) = (

tanh (𝑥
1
)

tanh (𝑥
2
)
) ,

(53)

so that

𝐿
1
= 𝐺
1
= 𝐻
1
= (

0 0

0 0
) ,

𝐿
2
= (

2 0

0 2
) ,

𝐺
2
= (

1 0

0 1
) ,

𝐻
2
= (

0.5 0

0 0.5
) .

(54)

If we set 𝑑(𝑡) = 2.5 + 2.5 sin(0.2𝑡), the upper bound of time
delay 𝜏 = 5 and 𝜇 = 0.5. And we set the upper bounds of time
delays 𝑟 = 5. By solving through the MATLAB LMI toolbox,
we obtain the gain matrix of the stabilization controller:

𝐾
1
= (

−40.9083 −38.3622

−36.8673 −61.2507
) . (55)

Figures 1 and 2 present the state responses of the considered
neural networks. Figure 1 shows the time response of the
state variables 𝑥

1
(𝑡) and 𝑥

2
(𝑡) of the open-loop system from

initial values (1, −1). Figure 2 shows the time response of the
state variables 𝑥

1
(𝑡) and 𝑥

2
(𝑡) of the closed-loop system from

initial values (1, −1).The open-loop systemmeans the system
without feedback control, and the closed-loop system means
the system with the feedback control. It is clear that 𝑥

1
(𝑡)

and 𝑥
2
(𝑡) converge rapidly to zero under the feedback control

law and they cannot converge to zero without the feedback
control. The simulation results reveal that the considered
system with discrete and distributed time-varying delays is
robustly asymptotically stable under the feedback control law.
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Figure 1: State responses of the open-loop system.
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Figure 2: State responses of the closed-loop system.

Example 2. We consider the neural networks (44) with the
disturbance input. The parameters are as follows:

𝐴 = (

2 0

0 3
) ,

𝑁 = 𝐶 = diag {0.2, 0.2} ,

𝑀
0
= (

1 2

3 −1
) ,

𝑀
1
= (

1 −1

1 1
) ,

𝑀
2
= (

0.5 0.2

0.3 0.5
) ,

𝐵 = (

1 0.2

0.5 −1
) ,

𝐽
1
= (

0.2 0

0 0.5
) ,

𝐽
2
= (

0.2 0.3

0.5 0.1
) ,

𝐽
3
= (

0.1 0

0.3 0.2
) ,

𝐽
4
= (

0.3 0.1

0.1 0.2
) ,

𝐽
5
= (

0.2 0

−1 0.1
) ,

(56)

and the activation functions are

𝑓 (𝑥) = (

tanh (4𝑥
1
)

tanh (4𝑥
2
)
) ,

𝑔 (𝑥) = (

tanh (2𝑥
1
)

tanh (2𝑋
2
)
) ,

ℎ (𝑥) = (

tanh (𝑥
1
)

tanh (𝑥
2
)
) ,

(57)

so that

𝐿
1
= 𝐺
1
= 𝐻
1
= (

0 0

0 0
) ,

𝐿
2
= (

2 0

0 2
) ,

𝐺
2
= (

1 0

0 1
) ,

𝐻
2
= (

0.5 0

0 0.5
) .

(58)

If we set 𝑑(𝑡) = 2 + 2 sin(0.15𝑡), the upper bound of time
delay 𝜏 = 4 and 𝜇 = 0.3. And we set the upper bounds of time
delays 𝑟 = 4. By solving through the MATLAB LMI toolbox,
we obtain the gain matrix of the stabilization controller with
the guaranteed𝐻

∞
performance 𝛾 = 0.1:

𝐾
1
= (

−410.5111 −126.6215

−162.0641 −409.5459
) . (59)

Figures 3 and 4 present the state responses of the considered
neural networks with the disturbance input V(𝑡) = [1/(0.5 +

𝑡), 1/(1 + 𝑡
2

)]
𝑇. Figure 3 shows the time response of the

state variables 𝑥
1
(𝑡) and 𝑥

2
(𝑡) of the open-loop system from

initial values (0.5, −0.5). Figure 4 shows the time response of
the state variables 𝑥

1
(𝑡) and 𝑥

2
(𝑡) of the closed-loop system

from initial values (0.5, −0.5). It is clear that 𝑥
1
(𝑡) and 𝑥

2
(𝑡)

converge rapidly to zero under the feedback control law and
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Figure 3: State responses of the open-loop system.
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Figure 4: State responses of the closed-loop system.

they cannot converge to zero without the feedback control.
The simulation results reveal that the considered system
with discrete and distributed time-varying delays is robustly
asymptotically stable under the feedback control law.

6. Conclusions

In this paper, we investigated the robust stabilization problem
and 𝐻

∞
control for a class of uncertain neural networks. By

implementing the quadratic convex combination technique
togetherwith Lyapunov-Krasovskii functional approach, new
delay-dependent conditions were established. The stabiliza-
tion criterion was derived by the augmented Lyapunov-
Krasovskii functional, which ensures the robust stability

of the considered uncertain neural networks with various
activation functions. Furthermore, our result was extended
to the design of a robust 𝐻

∞
controller, which guarantees

the closed-loop system robustly asymptotically stable with a
prescribed 𝐻

∞
performance level. The criteria are derived

in terms of LMIs, which can be easily calculated by the
MATLAB toolbox. Numerical examples are provided to
illustrate the effectiveness of the obtained results.
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The problem of state feedback control for a class of nonlinear networked control systems with time delay is discussed in this paper.
The time delay is modeled as a finite state Markov chain of which transition probabilities are partly unknown. The closed-loop
system model is obtained by means of state augmentation. A sufficient condition is given which guarantees the stochastic stability
of the closed-loop system in the form of linear matrix inequalities and the maximum bound of the nonlinearity is also obtained.
Finally, a simulation example is used to show the validity of the proposed method.

1. Introduction

Networked control systems (NCSs) are feedback control
systems with control loops closed via digital communication
channels [1]. As is well known, NCSs are widely used in
many fields such as remote surgery, mobile sensor networks,
and unmanned aerial vehicles especially in a number of
emerging engineering applications such as arrays of microac-
tuators and even social-economical systems [2–4]. Compared
with the point-to-point wiring, the use of communication
channels can reduce the costs of cables and simplify the
installation and maintenance of the system. However, the
insertion of the network will make system analysis and
synthesis more challenging [5–8]. Network-induced delays
can degrade the performance of control systems designed
without considering them and even destabilize the system
[9–11].

Up to now, the effect of time delay on the stability and
performance of NCSs has received great attention [12, 13].
The time delay may be constant, time-varying, and, in most
cases, random [14–16]. For the random cases, the time delays
are commonly modeled as white sequences taking on values
of zero and one with certain probability [17, 18] or as finite
state Markov chains [19–21]. In the real networks, the current
time delays are usually related with the previous delays, so

the Markov chain model is proper compared to the white
sequence model to describe the time delay.

In [22, 23], the random delays are modeled as Markov
chains such that the closed-loop system is a jump linear
system. In [24–26], the random time delays are modeled
as Markov chains, and output feedback controller design
methods for NCSs with random network-induced delays
are proposed. In [27], the mixed 𝐻

2
/𝐻
∞

control issue
of NCSs with random time delays has been investigated
based on Markov jump linear systems method. In the above
literature [22–27], all parts of the elements in the transition
probabilities matrix of the time delays are assumed to be
completely known. However, in almost all kinds of networks,
all parts of the elements in the desired transition probabilities
matrix are hard or costly to obtain. In [28–30], the stability
issue of discrete-time networked control systems with ran-
dom Markov delays and uncertain transition probabilities is
studied. And the controlled plants in [22–30] are assumed to
be linear. However, almost all the practical controlled plants
are nonlinear; it is significant and necessary to further study
nonlinear NCSs with partly unknown transition probabili-
ties. To the best of the authors’ knowledge, up to now, very
limited efforts have been devoted to studying the system with
uncertain transition probabilitymatrices for nonlinear NCSs,
which motivates our investigation.
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Figure 1: NCSs with random delay.

This paper studies the state feedback problem of a class
of nonlinear NCSs. The time delay is modeled as a finite
state Markov chain of which transition probabilities are
partly unknown. The closed-loop system model is obtained
by means of state augmentation and the mode-dependent
state feedback controller is designed which guarantees the
stochastic stability of the closed-loop system. The state
feedback controller is designed which guarantees the stability
of the resulting closed-loop systems.Themaximum bound of
nonlinear disturbance is also obtained.

Notations. The superscript 𝑇 stands for the transpose of a
matrix. 𝑅𝑛 and 𝑅

𝑛×𝑚 denote the 𝑛-dimensional Euclidean
space and the set of all 𝑛 × 𝑚 real matrices, respectively.
diag{⋅ ⋅ ⋅ } denotes the block diagonal matrix. 𝐼 and 0 stand
for unit matrix and zeromatrix with appropriate dimensions,
respectively. ∗ denotes the entry of matrices implied by
symmetry.

2. Problem Formulation

Consider the NCS setup in Figure 1, in which the controlled
plant is a nonlinear time-invariant discrete-time system and
𝜏
𝑘
> 0 is the bounded and random time delay from the senor

to the controller which takes value in Λ = {1, 2, . . . , 𝑑} and
the transition probability matrix of 𝜏

𝑘
is Π = [𝜋

𝑖𝑗
].

That is, 𝜏
𝑘
jump from mode 𝑖 to 𝑗 with probability 𝜋

𝑖𝑗

which is defined by 𝜋
𝑖𝑗
= Pr(𝜏

𝑘+1
= 𝑗 | 𝜏

𝑘
= 𝑖), where 𝜋

𝑖𝑗
≥ 0,

∀𝑖, 𝑗 ∈ Λ, ∑𝑑
𝑗=1

𝜋
𝑖𝑗
= 1. Likewise, the transition probability

matrix is defined by

Π =

[
[
[
[

[

𝜋
11

𝜋
12

⋅ ⋅ ⋅ 𝜋
1𝑑

𝜋
21

𝜋
22

⋅ ⋅ ⋅ 𝜋
2𝑑

.

.

.
.
.
. d

.

.

.

𝜋
𝑑1

𝜋
𝑑2

⋅ ⋅ ⋅ 𝜋
𝑑𝑑

]
]
]
]

]

. (1)

The set Λ contains 𝑑 modes of 𝜏
𝑘
, and the transition prob-

abilities of the jumping process in this paper are considered
to be partly accessed; that is, some elements in matrix Π are
unknown. For example, for the time delay 𝜏

𝑘
with 4 modes,

the transition probabilities matrix Πmay be as follows:

Π =

[
[
[

[

? 𝜋
12

? ?

? ? 𝜋
23

?

𝜋
31

? 𝜋
33

?

? ? ? 𝜋
44

]
]
]

]

, (2)

where “?” represents the inaccessible elements. For notational
clarity, ∀𝑖 ∈ Λ, we denote Λ = Λ

𝑖

𝑘
+ Λ
𝑖

𝑢𝑘
by

Λ
𝑖

𝑘
= {𝑗 : 𝜋

𝑖𝑗
is known} ,

Λ
𝑖

𝑢𝑘
= {𝑗 : 𝜋

𝑖𝑗
is unknown} .

(3)

Moreover, if Λ𝑖
𝑘

̸= 0, it is further described as Λ𝑖
𝑘

=

{𝑘
𝑖

1
, 𝑘
𝑖

2
⋅ ⋅ ⋅ 𝑘
𝑖

𝜇
}, 1 ≤ 𝜇 ≤ 𝑑, where 𝑘𝑖

𝜇
represents the 𝜇th known

element with the index 𝑘𝑖
𝜇
in the 𝑖th row of the matrix Π.

And Λ𝑖
𝑢𝑘

is described as Λ𝑖
𝑢𝑘

= {𝑘
𝑖

1
, 𝑘
𝑖

2
. . . 𝑘
𝑖

𝑑−𝜇
}, where 𝑘

𝑖

𝑑−𝜇

represents the (𝑑 − 𝜇)th unknown element with the index
(𝑑 − 𝜇)th in the 𝑖th row of the matrix Π.

Assume that themodel of the plant is a nonlinear discrete-
time system as follows:

𝑥 (𝑘 + 1) = 𝐴
𝑝
𝑥 (𝑘) + 𝐵

𝑝
𝑢 (𝑘) + 𝑓 (𝑘, 𝑥 (𝑘)) , (4)

where𝑥(𝑘) ∈ 𝑅𝑛 is state vector, 𝑢(𝑘) ∈ 𝑅𝑚 is the control input,
𝐴
𝑝
∈ 𝑅
𝑛×𝑛 and 𝐵

𝑝
∈ 𝑅
𝑛×𝑚 are all real constant matrices, and

𝑓(𝑘, 𝑥(𝑘)) is nonlinear disturbance, satisfying the following
Lipschitz condition [31]:

𝑓
𝑇
(𝑘, 𝑥 (𝑘)) 𝑓 (𝑘, 𝑥 (𝑘)) ≤ 𝛼

2
𝑥
𝑇
(𝑘)𝐻
𝑇
𝐻𝑥 (𝑘) , (5)

where 𝐻 is a real constant matrix and 𝛼 ≥ 0 is the bound of
the nonlinear disturbance.

It is noticed that when the controller is designed, the
exact 𝜏

𝑘
is known. Hence, the controller gain can be designed

depending on 𝜏
𝑘
; that is,

𝑢 (𝑘) = 𝐾 (𝜏
𝑘
) 𝑥 (𝑘 − 𝜏

𝑘
) ,

𝑥 (𝑡) = 𝜂 (𝑡) , 𝑡 ∈ {−𝑑, . . . , 0} .

(6)

Consequently, the closed-loop system from (4) and (6) can be
expressed as

𝑥 (𝑘 + 1) = 𝐴
𝑝
𝑥 (𝑘) + 𝐵

𝑝
𝐾(𝜏
𝑘
) 𝑥 (𝑘 − 𝜏

𝑘
) + 𝑓 (𝑘, 𝑥 (𝑘)) .

(7)

At sampling time 𝑘, if we augment the state variable as

𝑋(𝑘) = [𝑥 (𝑘)
𝑇
𝑥 (𝑘 − 1)

𝑇
⋅ ⋅ ⋅ 𝑥 (𝑘 − 𝑑)

𝑇
]
𝑇

, (8)

the closed-loop system (7) can be written as

𝑋 (𝑘 + 1) = (𝐴 + 𝐵𝐾 (𝜏
𝑘
) 𝐸 (𝜏
𝑘
))𝑋 (𝑘) + 𝐷𝐹 (𝑘,𝑋 (𝑘)) ,

𝑋 (0) = [𝜂 (0)
𝑇
𝜂 (−1)

𝑇
⋅ ⋅ ⋅ 𝜂 (−𝑑)

𝑇
]
𝑇

,

(9)
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where

𝐴 =

[
[
[
[
[
[

[

𝐴
𝑝
0 ⋅ ⋅ ⋅ 0 0

𝐼 0 ⋅ ⋅ ⋅ 0 0

0 𝐼 ⋅ ⋅ ⋅ 0 0

.

.

.
.
.
. d 0 0

0 0 ⋅ ⋅ ⋅ 𝐼 0

]
]
]
]
]
]

]

∈ 𝑅
𝑛(1+𝑑)×𝑛(1+𝑑)

,

𝐵 =

[
[
[
[
[
[

[

𝐵
𝑝

0

0

.

.

.

0

]
]
]
]
]
]

]

∈ 𝑅
𝑛(1+𝑑)×𝑚

,

𝐷 =

[
[
[
[
[
[

[

𝐼

0

0

.

.

.

0

]
]
]
]
]
]

]

∈ 𝑅
𝑛(1+𝑑)×𝑛

,

𝐺 = [𝐼 0 0 ⋅ ⋅ ⋅ 0] ∈ 𝑅
𝑛×𝑛(1+𝑑)

,

𝐹 (𝑘, 𝑋 (𝑘)) = 𝑓 (𝑘, 𝐺𝑋 (𝑘)) ,

𝐸 (𝜏
𝑘
) = [0 0 𝐼 ⋅ ⋅ ⋅ 0] ∈ 𝑅

𝑛×𝑛(1+𝑑)

(10)

has all elements being zeros except for the (1 + 𝜏
𝑘
)th block

being identity. It can be seen that the closed-loop system (9)
is a jump linear system with 𝑑 different modes.

To proceed, we will need the following lemmas.

Lemma 1 (see [2]). Let 𝑇
1
, 𝑇
2
∈ 𝑅
𝑛×𝑛 be symmetric matrices.

The conditions on 𝑥𝑇𝑇
1
𝑥 < 0, ∀𝑥 ̸= 0 such that 𝑥𝑇𝑇

2
𝑥 ≤ 0

hold if there exists a scalar 𝜀 ≥ 0 such that 𝑇
1
− 𝜀𝑇
2
< 0.

Lemma 2 (see [32]). For given scalars 𝜆
𝑖
≥ 0 and matrices

𝑃
𝑖
≥ 0, ∑𝑁

𝑖=1
𝜆
𝑖
𝑃
𝑖
≤ ∑
𝑁

𝑖=1
𝜆
𝑖
∑
𝑁

𝑖=1
𝑃
𝑖
always holds.

Lemma 3 (see [18]). The matrix 𝐸(𝑖)𝑇 is of full-array rank;
then, there exist two orthogonal matrices 𝑈

𝑖
∈ 𝑅
𝑛(1+𝑑)×𝑛(1+𝑑)

and 𝑉
𝑖
∈ 𝑅
𝑔×𝑔, such that 𝐸(𝑖)𝑇 = 𝑈

𝑇

𝑖
[
Σ𝑖

0
] 𝑉
𝑇

𝑖
, where Σ

𝑖
=

diag(𝜎
1
, 𝜎
2
, . . . , 𝜎

𝑔
), where 𝜎

𝑖
(𝑖 = 1, 2, . . . , 𝑔) are nonzero

singular values of 𝐸𝑇
𝑖
. If matrix 𝐹(𝑖) ∈ 𝑅

𝑛(1+𝑑)×𝑛(1+𝑑) has the
following structure,

𝐹 (𝑖) = 𝑈
𝑇

𝑖
[
𝐹
𝑖1

0

0 𝐹
𝑖2

]𝑈
𝑖
, (11)

there exists a nonsingular matrix 𝑋
𝑖

∈ 𝑅
𝑛×𝑛 such that

𝐹(𝑖)𝐸(𝑖)
𝑇

= 𝐸(𝑖)
𝑇
𝑋
𝑖
, where 𝐹

𝑖1
∈ 𝑅
𝑔×𝑔

> 0 and 𝐹
𝑖2

∈

𝑅
𝑛(1+𝑑−𝑔)×𝑛(1+𝑑−𝑔)

> 0.

Throughout this paper, we use the following definition.

Definition 4 (see [20]). The system (9) is stochastically stable
if, for every finite𝑋(0) and initial mode 𝜏

0
∈ Λ, there exists a

finite matrix𝑊 > 0 such that the following holds:

𝐸{

∞

∑

𝑘=0

‖𝑋 (𝑘)‖
2
| 𝑋
0
, 𝜏
0
} < 𝑋

𝑇

0
𝑊𝑋
0
. (12)

Our objective for this paper is to find the controller gain
𝐾(𝜏
𝑘
) such that the closed-loop system (7) is stochastically

stable. In the following, if we know that 𝜏
𝑘
= 𝑖, 𝐾(𝜏

𝑘
) and

𝐸(𝜏
𝑘
) for this paper are denoted by𝐾(𝑖) and𝐸(𝑖), respectively.

3. Controller Design

Theorem 5. Consider system (9) with partly unknown transi-
tion probabilities (3). If there exist matrices 𝐹(𝑖) > 0, 𝑌(𝑖) and
a scalar 𝜀 > 0 such that

[
[
[
[
[

[

−𝐹 (𝑖) 0 Ω
13

Ω
14

𝐹 (𝑖) 𝐺
𝑇
𝐻
𝑇

∗ −𝐼 Ω
23

Ω
24

0

∗ ∗ Ω
33

0 0

∗ ∗ ∗ Ω
44

0

∗ ∗ ∗ ∗ −𝜀𝐼

]
]
]
]
]

]

< 0, (13)

where

Ω
13
= (𝐴𝐹 (𝑖) + 𝐵𝑌 (𝑖) 𝐸 (𝑖))

𝑇

× [√𝜋𝑖𝑘𝑖
1

𝐼 √𝜋𝑖𝑘𝑖
2

𝐼 ⋅ ⋅ ⋅ √𝜋𝑖𝑘𝑖
𝜇

𝐼] ,

Ω
14
= (𝐴𝐹 (𝑖) + 𝐵𝑌 (𝑖) 𝐸 (𝑖))

𝑇

× [√𝜆
𝑖
𝐼 √𝜆

𝑖
𝐼 ⋅ ⋅ ⋅ √𝜆

𝑖
𝐼] ,

Ω
23
= [√𝜋𝑖𝑘𝑖

1

𝐷 √𝜋𝑖𝑘𝑖
2

𝐷 ⋅ ⋅ ⋅ √𝜋𝑖𝑘𝑖
𝜇

𝐷] ,

Ω
24
= [√𝜆

𝑖
𝐷 √𝜆

𝑖
𝐷 ⋅ ⋅ ⋅ √𝜆

𝑖
𝐷] ,

Ω
33
= − diag {𝐹 (𝑘𝑖

1
) 𝐹 (𝑘

𝑖

2
) ⋅ ⋅ ⋅ 𝐹 (𝑘

𝑖

𝜇
)} ,

Ω
44
= − diag {𝐹 (𝑘

𝑖

1
) 𝐹 (𝑘

𝑖

2
) ⋅ ⋅ ⋅ 𝐹 (𝑘

𝑖

𝑑−𝜇
)} ,

𝐹 (𝑖) = 𝑈
𝑇

𝑖
[
𝐹
𝑖1

0

0 𝐹
𝑖2

]𝑈
𝑖
,

𝜆
𝑖
= 1 − ∑

𝑗∈Λ
𝑖

𝑘

𝜋
𝑖𝑗
,

𝜀 =
1

𝛼2
,

(14)

hold for all 𝑖 ∈ Λ; there exists a mode-dependent controller of
the form (6) such that the resulting system (9) is stochastically
stable. Furthermore, if the LMI (13) has a solution, an admis-
sible controller is given by

𝐾 (𝑖) = 𝑌 (𝑖) 𝑉
𝑖
Σ
−1

𝑖
𝐹
−1

𝑖1
Σ
𝑖
𝑉
𝑇

𝑖
. (15)
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Proof. For the closed-loop system (9), consider the quadratic
functionwhich is given by𝑉(𝑋(𝑘), 𝑘) = 𝑋𝑇(𝑘)𝑃(𝜏

𝑘
)𝑋(𝑘).We

have

𝐸 {Δ𝑉 (𝑋 (𝑘) , 𝑘)}

= 𝐸 {𝑋
𝑇
(𝑘 + 1) 𝑃 (𝜏

𝑘+1
)𝑋 (𝑘 + 1) | 𝑋 (𝑘) , 𝜏

𝑘
= 𝑖}

− 𝑋
𝑇
(𝑘) 𝑃 (𝜏

𝑘
)𝑋 (𝑘)

= 𝛿
𝑇
𝐿 (𝜏
𝑘
) 𝛿,

(16)

where

𝐿 (𝜏
𝑘
) =

[
[
[
[
[

[

𝐿
11

(𝐴 + 𝐵𝐾 (𝑖) 𝐸 (𝑖))
𝑇

𝑑

∑

𝑗=1

𝜋
𝑖𝑗
𝑃 (𝑗)𝐷

∗ 𝐷
𝑇

𝑑

∑

𝑗=1

𝜋
𝑖𝑗
𝑃 (𝑗)𝐷

]
]
]
]
]

]

,

𝐿
11
= (𝐴 + 𝐵𝐾 (𝑖) 𝐸 (𝑖))

𝑇

×

𝑑

∑

𝑗=1

𝜋
𝑖𝑗
𝑃 (𝑗) (𝐴 + 𝐵𝐾 (𝑖) 𝐸 (𝑖)) − 𝑃 (𝑖) ,

𝛿 = [𝑋 (𝑘)
𝑇
𝐹 (𝑘,𝑋 (𝑘))

𝑇
]
𝑇

.

(17)

If 𝐿(𝜏
𝑘
) < 0, it can be proved that the closed-loop system (9)

is stochastically stable which is similar to that of [18] and is
omitted here.

From (5), one can get

𝛿
𝑇
[
−𝛼
2
𝐺
𝑇
𝐻
𝑇
𝐻𝐺 0

∗ 𝐼
] 𝛿 ≤ 0. (18)

According to Lemma 1, if there exists a scalar 𝜀 ≥ 0 such that

[
[
[
[
[

[

𝐿
11
+ 𝜀𝛼
2
𝐺
𝑇
𝐻
𝑇
𝐻𝐺 (𝐴 + 𝐵𝐾 (𝑖) 𝐸 (𝑖))

𝑇

𝑑

∑

𝑗=1

𝜋
𝑖𝑗
𝑃 (𝑗)𝐷

∗ 𝐷
𝑇

𝑑

∑

𝑗=1

𝜋
𝑖𝑗
𝑃 (𝑗)𝐷 − 𝜀𝐼

]
]
]
]
]

]

< 0,

(19)

the inequality (16) subject to (18) holds. Assume that 𝜀 ̸= 0;
inequality (19) can be written as

[
[
[
[
[

[

�̃�
11
+ 𝛼
2
𝐺
𝑇
𝐻
𝑇
𝐻𝐺 (𝐴 + 𝐵𝐾 (𝑖) 𝐸 (𝑖))

𝑇

𝑑

∑

𝑗=1

𝜋
𝑖𝑗
�̃� (𝑗)𝐷

∗ 𝐷
𝑇

𝑑

∑

𝑗=1

𝜋
𝑖𝑗
�̃� (𝑗)𝐷 − 𝐼

]
]
]
]
]

]

< 0,

(20)

where

�̃�
11
= (𝐴 + 𝐵𝐾 (𝑖) 𝐸 (𝑖))

𝑇

×

𝑑

∑

𝑗=1

𝜋
𝑖𝑗
�̃� (𝑗) (𝐴 + 𝐵𝐾 (𝑖) 𝐸 (𝑖)) − �̃� (𝑖) ,

�̃� (𝑗) =
𝑃 (𝑗)

𝜀
,

�̃� (𝑖) =
𝑃 (𝑖)

𝜀
.

(21)

According to Lemma 2, one can get
𝑑

∑

𝑗=1

𝜋
𝑖𝑗
�̃� (𝑗) ≤ �̃� (Λ

𝑖

𝑘
) + 𝜆
𝑖
�̃� (Λ
𝑖

𝑢𝑘
) , (22)

where

�̃� (Λ
𝑖

𝑘
) = ∑

𝑗∈Λ
𝑖

𝑘

𝜋
𝑖𝑗
�̃� (𝑗) ,

�̃� (Λ
𝑖

𝑢𝑘
) = ∑

𝑗∈Λ
𝑖

𝑢𝑘

�̃� (𝑗) ,

𝜆
𝑖
= 1 − ∑

𝑗∈Λ
𝑖

𝑘

𝜋
𝑖𝑗
.

(23)

By Schur complement, one can obtain

[
[
[
[
[

[

−�̃� (𝑖) 0 Ω
13

Ω
14

𝐺
𝑇
𝐻
𝑇

0 −𝐼 Ω
23

Ω
24

0

∗ ∗ Ω
33

0 0

∗ ∗ ∗ Ω
44

0

∗ ∗ ∗ ∗ −𝜀𝐼

]
]
]
]
]

]

< 0, (24)

where

Ω
13
= (𝐴 + 𝐵𝐾 (𝑖) 𝐸 (𝑖))

𝑇

× [√𝜋𝑖𝑘𝑖
1

𝐼 √𝜋𝑖𝑘𝑖
2

𝐼 ⋅ ⋅ ⋅ √𝜋𝑖𝑘𝑖
𝜇

𝐼] ,

Ω
14
= (𝐴 + 𝐵𝐾 (𝑖) 𝐸 (𝑖))

𝑇
[√𝜆
𝑖
𝐼 √𝜆

𝑖
𝐼 ⋅ ⋅ ⋅ √𝜆

𝑖
𝐼] ,

Ω
33
= − diag {𝑃−1 (𝑘𝑖

1
) 𝑃
−1
(𝑘
𝑖

2
) ⋅ ⋅ ⋅ 𝑃

−1
(𝑘
𝑖

𝜇
)} ,

Ω
44
= − diag {𝑃−1 (𝑘

𝑖

1
) 𝑃
−1
(𝑘
𝑖

2
) ⋅ ⋅ ⋅ 𝑃

−1
(𝑘
𝑖

𝑑−𝜇
)} .

(25)

Performing a congruence transformation to (24) by
diag {𝑃−1(𝑖) 𝐼 𝐼 𝐼 𝐼} and letting �̃�

−1
(𝑖) = 𝐹(𝑖), diag

{𝑃
−1
(𝑘
𝑖

1
) 𝑃
−1
(𝑘
𝑖

2
) ⋅ ⋅ ⋅ 𝑃

−1
(𝑘
𝑖

𝜇
)} = diag{𝐹(𝑘𝑖

1
) 𝐹(𝑘
𝑖

2
) ⋅ ⋅ ⋅

𝐹(𝑘
𝑖

𝜇
)}, diag {𝑃−1(𝑘

𝑖

1
) 𝑃
−1
(𝑘
𝑖

2
) ⋅ ⋅ ⋅ 𝑃

−1
(𝑘
𝑖

𝑑−𝜇
)} = diag

{𝐹(𝑘
𝑖

1
) 𝐹(𝑘

𝑖

2
) ⋅ ⋅ ⋅ 𝐹(𝑘

𝑖

𝑑−𝜇
)}, we can get

[
[
[
[
[

[

−𝐹 (𝑖) 0 Ω̃
13

Ω̃
14

𝐹 (𝑖) 𝐺
𝑇
𝐻
𝑇

∗ −𝐼 Ω
23

Ω
24

0

∗ ∗ Ω
33

0 0

∗ ∗ ∗ Ω
44

0

∗ ∗ ∗ ∗ −𝜀𝐼

]
]
]
]
]

]

< 0, (26)
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where

Ω̃
13
= 𝐹 (𝑖) (𝐴 + 𝐵𝐾 (𝑖) 𝐸 (𝑖))

𝑇

× [√𝜋𝑖𝑘𝑖
1

𝐼 √𝜋𝑖𝑘𝑖
2

𝐼 ⋅ ⋅ ⋅ √𝜋𝑖𝑘𝑖
𝜇

𝐼] ,

Ω̃
14
= 𝐹 (𝑖) (𝐴 + 𝐵𝐾 (𝑖) 𝐸 (𝑖))

𝑇
[√𝜆
𝑖
𝐼 √𝜆

𝑖
𝐼 ⋅ ⋅ ⋅ √𝜆

𝑖
𝐼] .

(27)

For the matrix 𝐸(𝑖)𝑇 of full-array rank, there always exist two
orthogonal matrices 𝑈

𝑖
∈ 𝑅
𝑛(1+𝑑)×𝑛(1+𝑑) and 𝑉

𝑖
∈ 𝑅
𝑔×𝑔 such

that 𝐸𝑇
𝑖
= 𝑈
𝑇

𝑖
[
Σ𝑖

0
] 𝑉
𝑇

𝑖
, where Σ

𝑖
= diag(𝜎

1
, 𝜎
2
, . . . , 𝜎

𝑔
) and

𝜎
𝑖
(𝑖 = 1, 2, . . . , 𝑔) are nonzero singular values of 𝐸𝑇

𝑖
. Assume

that the matrix 𝐹(𝑖) has the following structure:

𝐹 (𝑖) = 𝑈
𝑇

𝑖
[
𝐹
𝑖1

0

0 𝐹
𝑖2

]𝑈
𝑖
; (28)

according to Lemma 3, there exists matrix 𝑋
𝑖
∈ 𝑅
𝑔×𝑔 such

that 𝐹(𝑖)𝐸(𝑖)𝑇 = 𝐸(𝑖)
𝑇
𝑋
𝑖
; setting 𝑋

𝑖
𝐾(𝑖)
𝑇
= 𝑌(𝑖)

𝑇, we can
obtain (13) from (26). Since 𝐹(𝑖)𝐸(𝑖)𝑇 = 𝐸(𝑖)𝑇𝑋

𝑖
, we can get

𝑈
𝑇

𝑖
[
𝐹
𝑖1

0

0 𝐹
𝑖2

] [
Σ
𝑖

0
]𝑉
𝑇

𝑖
= 𝑈
𝑇

𝑖
[
Σ
𝑖

0
]𝑉
𝑇

𝑖
𝑋
𝑖
; (29)

that is, 𝑋
𝑖
= 𝑉
𝑖
Σ
−1

𝑖
𝐹
𝑖1
Σ
𝑖
𝑉
𝑇

𝑖
, which implies that 𝐾(𝑖) =

𝑌(𝑖)𝑉
𝑖
Σ
−1

𝑖
𝐹
−1

𝑖1
Σ
𝑖
𝑉
𝑇

𝑖
, which completes the proof.

Remark 6. When all the elements in the transition probabil-
ities matrix of the time delays are known, then 𝜆

𝑖
= 0, which

is a special case.

Remark 7. We introduce some structure restrictions on the
matrix variables 𝐹(𝑖)which enable us to present the existence
conditions of the controller in terms of LMIs. Nevertheless,
such restriction will introduce some extents of conservatism
into the controller design.

The maximum bound of nonlinear disturbance 𝛼max =

1/√𝜀 can be found by solving the following optimization
problem:

min 𝜀

s.t. (13) , 𝐹 (𝑖) > 0, 𝜀 > 0.

(30)

4. Numerical Examples

In this section, one numerical example will be given to show
the validity and potential of our developed theoretical results.
Consider the nonlinear time-invariant discrete-time plant
with the following data:

𝐴
𝑝
= [

0.2 0.5

−0.67 0.6
] , 𝐵

𝑝
= [

0.1

0.2
] ,

𝑓 (𝑘, 𝑥 (𝑘)) = [
3 sin (𝑥

1
(𝑘))

0.7𝑥
2
(𝑘) cos (𝑥

2
(𝑘))

] .

(31)
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Figure 3: States of the closed-loop system.

Assume that the time delay 𝜏
𝑘
from the sensor to the

controller takes values from Λ = {1, 2, 3, 4}. Consider the
following transition probabilities matrix:

Π =

[
[
[

[

0.4 0.2 0.3 0.1

? 0.1 ? 0.7

0.5 0.1 0.3 0.1

? 0.6 0.2 ?

]
]
]

]

. (32)

Our purpose is to design a mode-dependent controller of
the form (6) such that the closed-loop system (9) is stochasti-
cally stable with the partly unknown transition probabilities.
Let𝐻 in (5) be unit matrix; by solving (13) inTheorem 5, the
controller gain under the transition probabilities matrix Π is
solved as follows:

𝐾
1
= [−0.2030 0.0564] ,

𝐾
2
= [−0.0834 −0.0229] ,

𝐾
3
= [0.0086 −0.0301] ,

𝐾
4
= [0.0022 −0.0015] .

(33)

The maximum bound of nonlinear disturbance 𝛼max
under the transition probabilities matrix Π is 0.1876.

Figure 2 shows one simulation run of the Markov jump
delays under the transition probabilities matrix Π. Figure 3
shows the state response of the closed-loop system using the
obtained controller under the transition probabilities matrix
Π when 𝑥(0) = [2 −1]

𝑇.
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It can be seen that the closed-loop system with the
partly unknown transition probabilities under the designed
controller is stochastically stable.

5. Conclusions

In this paper, the state feedback stabilization problem has
been considered for a kind of nonlinear networked control
systems with random communication delays. A Markov
chain is employed to describe the random communica-
tion time delay of which transition probabilities are partly
unknown. The closed-loop system is established through
the state augmentation technique and the state feedback
controller is designed which guarantees the stability of the
resulting closed-loop systems. It is shown that the controller
design problem under consideration is solvable if a set of
LMIs is feasible. Simulation results show the validity of the
proposed method.
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This paper is concerned with the problem of designing a fault-tolerant controller for uncertain discrete-time networked control
systems against actuator possible fault. The step difference between the running step 𝑘 and the time stamp of the used plant state is
modeled as a finite state Markov chain of which the transition probabilities matrix information is limited. By introducing actuator
fault indicatormatrix, the closed-loop systemmodel is obtained bymeans of state augmentation technique.The sufficient conditions
on the stochastic stability of the closed-loop system are given and the fault-tolerant controller is designed by solving a linear matrix
inequality. A numerical example is presented to illustrate the effectiveness of the proposed method.

1. Introduction

Networked control systems (NCSs) are used in many fields
such as remote surgery and unmanned aerial vehicles espe-
cially in a number of emerging engineering applications such
as arrays of microactuators and even neurobiological and
socialeconomical systems [1–3]. Compared with the tradi-
tional wiring, the communication channels can simplify the
installation and reduce the costs of cables andmaintenance of
the system. However, the network in the control systems also
brings many problems, such as network-induced delay and
packet dropout, and makes system analysis more challenging
[4, 5]. Network-induced delays can degrade the performance
of control systems designed without considering them and
even destabilize the system [6, 7].

Because of the complexity caused by network, NCSs are
more vulnerable to faults. An effective way to increase the
reliability of the NCSs is to introduce fault-tolerant control
(FTC). Therefore, the research on fault-tolerant control of
NCSs has great theoretical and applied significance; however
research on FTC forNCSs is different from that for traditional
control systems in many aspects [8, 9]. In [10], a fault esti-
mator was proposed for NCSs with transfer delays, process
noise, andmodel uncertainty. On the basis of the information
on fault estimator, a fault-tolerant controller using sliding

mode control theory was designed to recover the system
performance. In [11], the random packet dropout and the
sensor or actuator failure were described as binary random
variables; the sufficient condition for asymptotical mean-
square stability of the NCSs was derived. By using matrix
measure technique, a fault-tolerant controller was designed
for NCSs with network-induced delay andmodel uncertainty
in [12]. In [13], a FTC algorithm considering actuator failure
of an NCS was presented, and the NCS with data packet
dropout was modeled as an asynchronous dynamical system.
Based on information scheduling, FTC design methods were
proposed for NCSs with communication constrains in [14].
In [15], the problem of fault-tolerant control for NCSs with
data packet dropout is studied and the closed-loop system
was modeled as Markov jump system. However, elements of
transition probabilities matrix are assumed to be completely
known and the controller can not be solved by LMIs. To the
best of the authors’ knowledge, up to now, very limited efforts
have been devoted to studying FTC for uncertain NCSs with
uncertain transition probability matrices, which motivates
our investigation.

Problems of partial sensors inactivation are equal to
problems of data pack dropout which can be solved by
common technique; we focus on the problems of reliability
when actuators are inactivated in this paper.
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In this paper, the step difference 𝜏𝑘 between the running
step 𝑘 and the time stamp of the used plant state is modeled
as a finite state Markov chain. And the information of
the transition probabilities matrix is limited; that is, a part
of elements of transition probabilities matrix is unknown.
The closed-loop system model is obtained by means of
state augmentation technique and themode-dependent fault-
tolerant controller is designed which guarantees the stochas-
tic stability of the closed-loop system.

This paper is organized as follows. In Section 2, we
formulate the state feedback controller design problem. In
Section 3, the sufficient conditions to guarantee the stochastic
stability are presented, and the fault-tolerant controller is
also given. A simulation example is used to illustrate the
effectiveness of the proposed method in Section 4. The
conclusion remarks are addressed in Section 5.

2. Problem Formulation

Consider the NCSs setup in Figure 1, in which the controllers
are placed in a remote location, and both sensormeasurement
data and control data are transmitted through network.

By adding a buffer to the actuator, the delay 𝜏
sc
𝑘

from
sensor to controller and the delay 𝜏

ca
𝑘

from controller to
actuator can be lumped together, and the new variable
is described as 𝜏𝑘 = 𝜏

sc
𝑘

+ 𝜏
ca
𝑘

which is modeled as a
Markov chain. And 𝜏𝑘 denotes the step difference between
the running step 𝑘 and the time stamp of the used plant state,
and it depends on the random time-delay and the data packet
drops on the random communication delay and the data
packet dropout [16]. Assume that both time-delay and the
data packet dropout are bounded, so 𝜏𝑘 is bounded. The step
delay 𝜏𝑘 takes values in Λ = {1, 2, . . . , 𝑑} and the transition
probability matrix of 𝜏𝑘 is Π = [𝜋𝑖𝑗]. That is, 𝜏𝑘 jumps
from mode 𝑖 to 𝑗 with probability 𝜋𝑖𝑗 which is defined by
𝜋𝑖𝑗 = Pr(𝜏𝑘+1 = 𝑗 | 𝜏𝑘 = 𝑖), where 𝜋𝑖𝑗 ≥ 0, ∀𝑖, 𝑗 ∈ Λ,
∑
𝑑

𝑗=1
𝜋𝑖𝑗 = 1. The set Λ contains 𝑑 modes of 𝜏𝑘, and the

transition probabilities of the jumping process in this paper
are considered to be partly accessed; that is, some elements
in matrixΠ are unknown. For example, for the time-delay 𝜏𝑘
with 3 modes, the transition probabilities matrixΠmay be as
follows:

Π =
[
[

[

? 𝜋12 ?

𝜋21 ? ?

? 𝜋32 ?

]
]

]

, (1)

where “?” represents the inaccessible elements. For notational
clarity, ∀𝑖 ∈ Λ, we denote Λ = Λ

𝑖

𝑘
+ Λ
𝑖

𝑢𝑘
with

Λ
𝑖

𝑘
= {𝑗 : 𝜋𝑖𝑗 is known} ,

Λ
𝑖

𝑢𝑘
= {𝑗 : 𝜋𝑖𝑗 is unknown} .

(2)

Moreover, if Λ𝑖
𝑘

̸= 0, it is further described as Λ𝑖
𝑘
= {𝑘
𝑖

1
, 𝑘
𝑖

2
,

. . . , 𝑘
𝑖

𝜇
}, 1 ≤ 𝜇 ≤ 𝑑, where 𝑘𝑖

𝜇
represents the 𝜇th known

element with the index 𝑘
𝑖

𝜇
in the 𝑖th row of the matrix Π.

Actuator Controlled 
plant Sensor

Buffer

Controller

Network

Figure 1: Structure of networked control system.

And Λ𝑖
𝑢𝑘

is described as Λ𝑖
𝑢𝑘
= {𝑘
𝑖

1
, 𝑘
𝑖

2
, . . . , 𝑘

𝑖

𝑑−𝜇
}, where 𝑘

𝑖

𝑑−𝜇

represents the (𝑑 − 𝜇)th unknown element with the index
(𝑑 − 𝜇)th in the 𝑖th row of the matrix Π.

Assume that the model of the plant is an uncertain
discrete-time system as follows:

𝑥 (𝑘 + 1) = (𝐴0 + Δ𝐴0) 𝑥 (𝑘) + (𝐵0 + Δ𝐵0) 𝑢 (𝑘) , (3)

where 𝑥(𝑡) ∈ 𝑅
𝑛 is state vector and 𝑢(𝑡) ∈ 𝑅

𝑚 is the
control input. 𝐴0 ∈ 𝑅

𝑛×𝑛 and 𝐵0 ∈ 𝑅
𝑛×𝑚 are all real

constantmatrices. [Δ𝐴0 Δ𝐵0] = 𝐷𝐹(𝑘) [𝐸1 𝐸2], where𝐹(𝑘)
is an uncertain time-varying matrix satisfying the bound
𝐹(𝑘)
𝑇
𝐹(𝑘) < 𝐼, where 𝐼 denotes the identity matrix with

appropriate dimension.
Considering the effect of the random communication

delay and the data packet dropout, we describe the state
feedback control law as

𝑢 (𝑘) = 𝐾 (𝜏𝑘) 𝑥 (𝑘 − 𝜏𝑘) ,

𝑥 (0) = 𝑥0 ∈ 𝑅
𝑛
.

(4)

The fault indicator matrix 𝐿 is given by

𝐿 = diag {𝑙1, . . . , 𝑙𝑚} (5)

with 𝑙𝑗 ∈ {0, 1} for 𝑗 = 1, 2, . . . , 𝑚 and 𝑙𝑗 = 0 means the 𝑗th
actuator experiences a total failure, whereas the 𝑗th actuator is
in healthy state when 𝑙𝑗 = 1. Since there are 𝑚 actuators, the
set of possible related failure modes is finite and is denoted
by �̃� = {𝐿

1
, . . . , 𝐿

𝑁
} with 2

𝑚
− 1 elements, where 𝐿𝑖 (𝑖 =

1, 2, . . . , 𝑁) is a particular pattern of matrix 𝐿.
Consequently, the closed-loop system from (3) and (4)

can be expressed as

𝑥 (𝑘 + 1) = (𝐴0 + Δ𝐴0) 𝑥 (𝑘)

+ (𝐵0 + Δ𝐵0) 𝐿𝐾 (𝜏𝑘) 𝑥 (𝑘 − 𝜏𝑘) .

(6)

At sampling time 𝑘, if we augment the state-variable as 𝛿(𝑘) =
[𝑥(𝑘)
𝑇

𝑥(𝑘 − 1)
𝑇

⋅ ⋅ ⋅ 𝑥(𝑘 − 𝑑)
𝑇
]
𝑇

, the closed-loop system
(6) can be written as

𝛿 (𝑘 + 1) = (𝐴 + 𝐵𝐿𝐾 (𝜏𝑘)𝐻 (𝜏𝑘)) 𝛿 (𝑘) ,

𝛿 (0) = [𝛿(0)
𝑇

𝛿 (−1)
𝑇

⋅ ⋅ ⋅ 𝛿 (−𝑑)
𝑇
]
𝑇

,

(7)
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where

𝐴 =

[
[
[
[
[
[
[
[
[

[

𝐴0 + Δ𝐴0 0 ⋅ ⋅ ⋅ 0 0

𝐼 0 ⋅ ⋅ ⋅ 0 0

0 𝐼 ⋅ ⋅ ⋅ 0 0

.

.

.
.
.
. d 0 0

0 0 ⋅ ⋅ ⋅ 𝐼 0

]
]
]
]
]
]
]
]
]

]

∈ 𝑅
𝑛(1+𝑑)×𝑛(1+𝑑)

,

𝐵 =

[
[
[
[
[
[
[
[
[

[

𝐵0 + Δ𝐵0

0

0

.

.

.

0

]
]
]
]
]
]
]
]
]

]

∈ 𝑅
𝑛(2+1)×𝑚

,

𝐻 (𝜏𝑘) = [0 0 𝐼 ⋅ ⋅ ⋅ 0] ∈ 𝑅
𝑛×𝑛(1+𝑑)

(8)

has all elements being zeros except for the (1 + 𝜏𝑘)th block
being identity.

It can be seen that the closed-loop system (7) is a jump
linear system with 𝑑 different modes.

It is noticed that 𝐴 = 𝐴0 + Δ𝐴0 = 𝐴0 + 𝐷𝐹𝐸1 and 𝐵 =

𝐵0 + Δ𝐵0 = 𝐵0 + 𝐷𝐹𝐸2 where

𝐴0 =

[
[
[
[
[
[
[
[
[

[

𝐴0 0 ⋅ ⋅ ⋅ 0 0

𝐼 0 ⋅ ⋅ ⋅ 0 0

0 𝐼 ⋅ ⋅ ⋅ 0 0

.

.

.
.
.
. d 0 0

0 0 ⋅ ⋅ ⋅ 𝐼 0

]
]
]
]
]
]
]
]
]

]

, Δ𝐴0 =

[
[
[
[
[
[
[
[
[

[

𝐷𝐹𝐸1 0 ⋅ ⋅ ⋅ 0 0

0 0 ⋅ ⋅ ⋅ 0 0

0 0 ⋅ ⋅ ⋅ 0 0

.

.

.
.
.
. d 0 0

0 0 ⋅ ⋅ ⋅ 0 0

]
]
]
]
]
]
]
]
]

]

,

𝐷 =

[
[
[
[
[
[
[
[
[

[

𝐷

0

0

.

.

.

0

]
]
]
]
]
]
]
]
]

]

, 𝐵0 =

[
[
[
[
[
[
[
[
[

[

𝐵0

0

0

.

.

.

0

]
]
]
]
]
]
]
]
]

]

, Δ𝐵0 =

[
[
[
[
[
[
[
[
[

[

𝐷𝐹𝐸2

0

0

.

.

.

0

]
]
]
]
]
]
]
]
]

]

,

𝐸1 = [𝐸1 0 0 ⋅ ⋅ ⋅ 0] .

(9)

Throughout this paper, we use the following definition.

Definition 1. System (7) is stochastically stable if for every
finite 𝛿(0) and initial mode 𝜏0 ∈ Λ there exists a finite𝑊 > 0

such that the following holds:

𝐸{

∞

∑

𝑘=0

‖𝛿 (𝑘)‖
2
| 𝛿0, 𝜏0} < 𝛿

𝑇

0
𝑊𝛿0. (10)

The object of this paper is to construct a fault-tolerant
controller with structure as given by (4) which achieves that
the closed-loop system (7) is stochastically stable under all

actuator failure modes. In the following,𝐾(𝜏𝑘) and𝐻(𝜏𝑘) for
this paper are denoted as 𝐾(𝑖) and 𝐸(𝑖), respectively.

To proceed, we will need the following two lemmas.

Lemma 2 (see [17]). Given matrices 𝑊, 𝑀, and 𝑁 of appro-
priate dimensions and 𝑊 is symmetric, 𝑊 + 𝑁

𝑇
𝐹(𝑘)
𝑇
𝑀
𝑇
+

𝑀𝐹(𝑘)𝑁 < 0 holds for all 𝐹(𝑘) satisfying 𝐹(𝑘)𝑇𝐹(𝑘) ≤ 𝐼 if
and only if there exists a scalar 𝜀 > 0 such that𝑊 + 𝜀𝑀𝑀

𝑇
+

𝜀
−1
𝑁
𝑇
𝑁 < 0.

Lemma 3 (see [18]). The matrix 𝐸(𝑖)
𝑇 is of full-array rank;

then there exist two orthogonal matrices 𝑈𝑖 ∈ 𝑅
𝑛(1+𝑑)×𝑛(1+𝑑)

and 𝑉𝑖 ∈ 𝑅
𝑔×𝑔, such that 𝐸(𝑖)𝑇 = 𝑈

𝑇

𝑖
[
Σ𝑖
0
] 𝑉
𝑇

𝑖
, where Σ𝑖 =

diag(𝜎1, 𝜎2, . . . 𝜎𝑔), where 𝜎𝑖 (𝑖 = 1, 2, . . . , 𝑔) are nonzero
singular values of 𝐸(𝑖)𝑇. If matrix 𝑄(𝑖) ∈ 𝑅𝑛(1+𝑑)×𝑛(1+𝑑) has the
following structure

𝑄 (𝑖) = 𝑈
𝑇

𝑖
[
𝑄𝑖1 0

0 𝑄𝑖2

]𝑈𝑖, (11)

there exists a nonsingular matrix 𝑋𝑖 ∈ 𝑅
𝑛×𝑛 such that

𝑄(𝑖)𝐸(𝑖)
𝑇

= 𝐸(𝑖)
𝑇
𝑋𝑖, where 𝑄𝑖1 ∈ 𝑅

𝑔×𝑔
> 0, 𝑄𝑖2 ∈

𝑅
𝑛(1+𝑑−𝑔)×𝑛(1+𝑑−𝑔)

> 0.

3. Controller Design

With Definition 1, the sufficient conditions on the stochastic
stability of the closed-loop system (7) can be obtained.

Theorem 4. The closed-loop system (7) with partly unknown
transition probabilities (2) is stochastically stable if there exists
matrix 𝑃(𝑖) > 0, 𝑖 ∈ Λ such that

𝐴 (𝑖)
𝑇
∑

𝑗∈Λ𝑖
𝑘

𝜋𝑖𝑗𝑃 (𝑗)𝐴 (𝑖) − ∑

𝑗∈Λ𝑖
𝑘

𝜋𝑖𝑗𝑃 (𝑖) < 0, (12)

𝐴 (𝑖)
𝑇
𝑃 (𝑗)𝐴 (𝑖) − 𝑃 (𝑖) < 0, ∀𝑗 ∈ Λ

𝑖

𝑢𝑘
, (13)

where 𝐴(𝑖) = 𝐴 + 𝐵𝐿𝐾(𝑖)𝐻(𝑖).

Proof. For the closed-loop system (7), consider the quadratic
function which is given by

𝑉 (𝛿 (𝑘) , 𝑘) = 𝛿
𝑇
(𝑘) 𝑃 (𝜏𝑘) 𝛿 (𝑘) . (14)

Then,

𝐸 {Δ𝑉 (𝛿 (𝑘) , 𝑘)}

= 𝐸 {𝛿
𝑇
(𝑘 + 1) 𝑃 (𝜏𝑘+1) 𝛿 (𝑘 + 1) | 𝛿 (𝑘) , 𝜏𝑘 = 𝑖}

− 𝛿
𝑇
(𝑘) 𝑃 (𝜏𝑘) 𝛿 (𝑘)

= 𝛿 (𝑘)
𝑇
(𝐴 + 𝐵𝐿𝐾 (𝑖)𝐻 (𝑖))

𝑇

⋅

𝑑

∑

𝑗=1

𝜋𝑖𝑗𝑃 (𝑗) (𝐴 + 𝐵𝐿𝐾 (𝑖)𝐻 (𝑖))

− 𝛿
𝑇
(𝑘) 𝑃 (𝑖) 𝛿 (𝑘)
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= 𝛿 (𝑘)
𝑇
(𝐴(𝑖)

𝑇
∑

𝑗∈Λ𝑖
𝑘

𝜋𝑖𝑗𝑃 (𝑗)𝐴 (𝑖) − ∑

𝑗∈Λ𝑖
𝑘

𝜋𝑖𝑗𝑃 (𝑖))

⋅ 𝛿 (𝑘) + 𝛿 (𝑘)
𝑇

⋅ (𝐴 (𝑖)
𝑇

∑

𝑗∈Λ𝑖
𝑢𝑘

𝜋𝑖𝑗𝑃 (𝑗)𝐴 (𝑖) − ∑

𝑗∈Λ𝑖
𝑢𝑘

𝜋𝑖𝑗𝑃 (𝑖))𝛿 (𝑘)

= 𝛿 (𝑘)
𝑇
(𝐴(𝑖)

𝑇
∑

𝑗∈Λ𝑖
𝑘

𝜋𝑖𝑗𝑃 (𝑗)𝐴 (𝑖) − ∑

𝑗∈Λ𝑖
𝑘

𝜋𝑖𝑗𝑃 (𝑖))𝛿 (𝑘)

+ 𝛿 (𝑘)
𝑇
( ∑

𝑗∈Λ𝑖
𝑢𝑘

𝜋𝑖𝑗𝐴 (𝑖)
𝑇
𝑃 (𝑗)𝐴 (𝑖) − 𝑃 (𝑖))𝛿 (𝑘) .

(15)

Hence, if (12) and (13) hold, Δ𝑉(𝛿(𝑘), 𝑘) < 0. One has

𝐸 {𝑉 (𝛿 (𝑘) , 𝑘) − 𝑉 (𝛿 (0) , 0)}

= 𝐸{

𝑘

∑

𝑘=0

Δ𝑉 (𝑘)} ≤ 𝛽𝐸{

𝑘

∑

𝑘=0

‖𝛿 (𝑘)‖
2
} ,

(16)

where 𝛽 = 𝜆min(𝐴 + 𝐵𝐿𝐾(𝑖)𝐻(𝑖))
𝑇
∑
𝑑

𝑗=1
𝜋𝑖𝑗𝑃(𝑗)(𝐴 +

𝐵𝐿𝐾(𝑖)𝐻(𝑖)) − 𝑃(𝑖); hence one can get lim𝑘→∞𝐸{∑
𝑘

𝑘=0

‖𝛿(𝑘)‖
2
} ≤ (1/𝛽)𝐸{𝑉(0)}. According to Definition 1, system

(7) is stochastically stable.
Clearly, no knowledge on 𝜋𝑖𝑗, ∀𝑗 ∈ Λ

𝑖

𝑢𝑘
is needed in (12)

and (13), which completes the proof.

Theorem 5. Consider system (7) with partly unknown transi-
tion probabilities (2). If there exist matrices 𝑄(𝑖) > 0, 𝑌(𝑖) and
positive scalars 𝜇1, 𝜇2, 𝜇3, and 𝜇4 such that

[
[
[
[
[
[
[

[

− ∑

𝑗∈Λ𝑖
𝑘

𝜋𝑖𝑗𝑄 (𝑖) ∗ ∗ ∗

Λ
𝑖

𝑘
(𝐴0 + 𝐵0𝐿𝑌 (𝑖)𝐻 (𝑖)) Γ + Ξ

𝑖

𝑘
∗ ∗

𝐸2𝐿𝑌 (𝑖)𝐻 (𝑖) 0 −𝜇1𝐼 ∗

𝐸1 0 0 −𝜇2𝐼

]
]
]
]
]
]
]

]

< 0,

[
[
[

[

−𝑄 (𝑖) ∗ ∗ ∗

𝐴0 + 𝐵0𝐿𝑌 (𝑖)𝐻 (𝑖) −𝑄 (𝑗) + (𝜇3 + 𝜇4)𝐷𝐷
𝑇

∗ ∗

𝐸2𝐿𝑌 (𝑖)𝐻 (𝑖) 0 −𝜇3𝐼 ∗

𝐸1𝑄 (𝑖) 0 0 −𝜇4𝐼

]
]
]

]

< 0, ∀𝑗 ∈ Λ
𝑖

𝑢𝑘
,

(17)

where

Λ
𝑖

𝑘
= [√𝜋𝑖𝑘𝑖

1

𝐼 √𝜋𝑖𝑘𝑖
2

𝐼 ⋅ ⋅ ⋅ √𝜋𝑖𝑘𝑖
𝜇

𝐼]
𝑇

,

Ξ
𝑖

𝑘
= − diag {𝑄 (𝑘

𝑖

1
) 𝑄 (𝑘

𝑖

2
) ⋅ ⋅ ⋅ 𝑄 (𝑘

𝑖

𝜇
)} ,

Γ =

[
[
[
[
[
[
[

[

(𝜇1 + 𝜇2)𝐷𝐷
𝑇

∗ ∗ ∗

(𝜇1 + 𝜇2)𝐷𝐷
𝑇

(𝜇1 + 𝜇2)𝐷𝐷
𝑇

∗ ∗

.

.

.
.
.
. d ∗

(𝜇1 + 𝜇2)𝐷𝐷
𝑇

(𝜇1 + 𝜇2)𝐷𝐷
𝑇

⋅ ⋅ ⋅ (𝜇1 + 𝜇2)𝐷𝐷
𝑇

]
]
]
]
]
]
]

]

,

(18)

then there exists a mode-dependent controller of the form
(4) such that the resulting system (7) is stochastically stable.
Furthermore, an admissible controller is given by

𝐾 (𝑖) = 𝑌 (𝑖) 𝑉𝑖Σ
−1

𝑖
𝑄
−1

𝑖1
Σ𝑖𝑉
𝑇

𝑖
. (19)

Proof. According toTheorem 4, we know that the system (7)
is stochastically stable with the partly unknown transition
probabilities (2) if inequalities (12) and (13) hold. By Schur
complement, inequality (12) is equivalent to

[
[

[

− ∑

𝑗∈Λ𝑖
𝑘

𝜋𝑖𝑗𝑃 (𝑖) ∗

Λ
𝑖

𝑘
(𝐴 + 𝐵0𝐿𝐾 (𝑖)𝐻 (𝑖)) Ω

𝑖

𝑘

]
]

]

+ Ψ𝐹Θ + Ψ
𝑇
𝐹
𝑇
Θ
𝑇
< 0,

(20)

where Ψ = [0 𝐷
𝑇

⋅ ⋅ ⋅ 𝐷
𝑇

𝐷
𝑇
]
𝑇

, Θ =

[𝐸2𝐿𝐾(𝑖) 0 ⋅ ⋅ ⋅ 0 0]
𝑇.

By Lemma 2, there exists a scalar 𝜇1 > 0 such that

[
[
[
[

[

− ∑

𝑗∈Λ𝑖
𝑘

𝜋𝑖𝑗𝑃 (𝑖) ∗ ∗

Λ
𝑖

𝑘
(𝐴0 + 𝐵𝐿𝐾 (𝑖)𝐻 (𝑖)) Γ̃ + Ξ̃

𝑖

𝑘
∗

𝐸2𝐿𝐾 (𝑖)𝐻 (𝑖) 0 −𝜇1

]
]
]
]

]

< 0, (21)

where

Ξ̃
𝑖

𝑘
= − diag {𝑃 (𝑘𝑖

1
)
−1

𝑃 (𝑘
𝑖

2
)
−1

⋅ ⋅ ⋅ 𝑃 (𝑘
𝑖

𝜇
)
−1
} ,

Γ̃ =

[
[
[
[
[
[
[

[

𝜇1𝐷𝐷
𝑇

∗ ∗ ∗

𝜇1𝐷𝐷
𝑇

𝜇1𝐷𝐷
𝑇

∗ ∗

.

.

.
.
.
. d ∗

𝜇1𝐷𝐷
𝑇

𝜇1𝐷𝐷
𝑇

⋅ ⋅ ⋅ 𝜇1𝐷𝐷
𝑇

]
]
]
]
]
]
]

]

.

(22)

Using Schur complement and Lemma 2 again, one can get

[
[
[
[
[
[
[

[

− ∑

𝑗∈Λ𝑖
𝑘

𝜋𝑖𝑗𝑃 (𝑖) ∗ ∗ ∗

Λ
𝑖

𝑘
(𝐴0 + 𝐵0𝐿𝐾 (𝑖)𝐻 (𝑖)) Γ + Ξ̃

𝑖

𝑘
∗ ∗

𝐸2𝐿𝐾 (𝑖)𝐻 (𝑖) 0 −𝜇1𝐼 ∗

𝐸1 0 0 −𝜇2𝐼

]
]
]
]
]
]
]

]

< 0.

(23)
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Similarly, from (13) one can obtain

[
[
[

[

−𝑃 (𝑖) ∗ ∗ ∗

𝐴0 + 𝐵0𝐿𝐾 (𝑖)𝐻 (𝑖) −𝑃 (𝑗) + (𝜇3 + 𝜇4)𝐷𝐷
𝑇

∗ ∗

𝐸2𝐿𝐾 (𝑖)𝐻 (𝑖) 0 −𝜇3𝐼 ∗

𝐸
1

0 0 −𝜇
4
𝐼

]
]
]

]

< 0, ∀𝑗 ∈ Λ
𝑖

𝑢𝑘
.

(24)

Performing a congruence transformation to (23) and (24) by
diag {𝑃(𝑖)−1 𝐼 𝐼 𝐼}, setting 𝑄(𝑖) = 𝑃(𝑖)

−1, one can obtain
(25) and (26), respectively. One has

[
[
[
[
[
[
[

[

− ∑

𝑗∈Λ𝑖
𝑘

𝜋𝑖𝑗𝑄 (𝑖) ∗ ∗ ∗

Λ
𝑖

𝑘
(𝐴0 + 𝐵0𝐿𝐾 (𝑖)𝐻 (𝑖))𝑄 (𝑖) Γ + Ξ

𝑖

𝑘
∗ ∗

𝐸2𝐿𝐾 (𝑖)𝐻 (𝑖) 𝑄 (𝑖) 0 −𝜇1𝐼 ∗

𝐸1𝑄 (𝑖) 0 0 −𝜇2𝐼

]
]
]
]
]
]
]

]

< 0,

(25)

[
[
[

[

−𝑄 (𝑖) ∗ ∗ ∗

(𝐴
0
+ 𝐵
0
𝐿𝐾 (𝑖)𝐻 (𝑖))𝑄 (𝑖) −𝑄 (𝑗) + (𝜇

3
+ 𝜇
4
)𝐷𝐷
𝑇

∗ ∗

𝐸
2
𝐿𝐾 (𝑖)𝐻 (𝑖) 𝑄 (𝑖) 0 −𝜇

3
𝐼 ∗

𝐸
1
𝑄 (𝑖) 0 0 −𝜇

4
𝐼

]
]
]

]

< 0, ∀𝑗 ∈ Λ
𝑖

𝑢𝑘
.

(26)

For the matrix 𝐸(𝑖)𝑇 of full-column rank, there always exist
two orthogonal matrices 𝑈𝑖 ∈ 𝑅

𝑛(1+𝑑)×𝑛(1+𝑑) and 𝑉𝑖 ∈ 𝑅
𝑔×𝑔

such that

𝐸 (𝑖)
𝑇
= 𝑈
𝑇

𝑖
[
Σ𝑖

0
]𝑉
𝑇

𝑖
, (27)

where Σ𝑖 = diag(𝜎1, 𝜎2, . . . 𝜎𝑔), 𝜎𝑖 (𝑖 = 1, 2, . . . , 𝑔) are
nonzero singular values of𝐸(𝑖)𝑇. Assume that thematrix𝑄(𝑖)
has the following structure:

𝑄 (𝑖) = 𝑈
𝑇

𝑖
[
𝑄𝑖1 0

0 𝑄𝑖2

]𝑈𝑖; (28)

according to Lemma 3, there exists matrix 𝑋𝑖 ∈ 𝑅
𝑛×𝑛 such

that 𝐹(𝑖)𝐸(𝑖)𝑇 = 𝐸(𝑖)
𝑇
𝑋𝑖, setting

𝑋𝑖𝐾 (𝑖)
𝑇
= 𝑌 (𝑖)

𝑇
. (29)

Since 𝐹(𝑖)𝐸(𝑖)𝑇 = 𝐸(𝑖)
𝑇
𝑋𝑖, one can get

[
Σ𝑖

0
]𝑉
𝑇

𝑖
= 𝑈
𝑇

𝑖
[
Σ𝑖

0
]𝑉
𝑇

𝑖
𝑋𝑖, (30)

which implies that

𝑋𝑖 = 𝑉𝑖Σ
−1

𝑖
𝐹𝑖1Σ𝑖𝑉

𝑇

𝑖
. (31)

Thus, (19) is obtained from (29) and (31), which completes the
proof.

4. Numerical Example

In this section, a numerical example is given to show the
validity andpotential of our developed theoretical results.The
dynamics are described as follows:

𝐴0 = [
0.7 −0.1

0.1 0.3
] , 𝐵0 = [

0.9 0.6

0.7 1
] ,

𝐷 = [
0.01 0

0 0.02
] , 𝐸1 = [

0.02 0

0 0.03
] ,

𝐸2 = [
0.01 0

0 0.03
] .

(32)

Assume the time-delay 𝜏𝑘 takes values from Λ = {1, 2, 3}

and the transition probabilities matrix is Π = [
0.6 ? ?
? ? 0.7
? 0.8 ?

].
When the first actuator experiences a total failure, that is,
the fault indicator matrix 𝐿 = [ 0 0

0 1
], the fault-tolerant and

delay-dependent controller gain is solved fromTheorem 5 as
follows:

𝐾1 = [
0.0109 −0.002

0 0
] , 𝐾2 = [

0.0026 −0.004

0 0
] ,

𝐾3 = [
0.0100 −0.0020

0 0
] .

(33)

When the second actuator experiences a total failure while
the first actuator works normally, that is, the fault indicator
matrix 𝐿 = [ 1 0

0 0
], the controller gain is solved as follows:

𝐾1 = [
0 0

0.0091 0.0013
] , 𝐾2 = [

0 0

0.0022 −0.0010
] ,

𝐾3 = [
0 0

0.0080 −0.0010
] .

(34)

When both actuators work normally, that is, the fault indica-
tor matrix 𝐿 = [ 1 0

0 1
], the controller gain is solved as

𝐾1 = [
0.0204 −0.0098

−0.0108 0.0108
] , 𝐾2 = [

0.0048 −0.0020

−0.0024 0.0018
] ,

𝐾3 = [
0.0018 −0.0007

−0.0009 −0.0005
] .

(35)

Zero-input responses of states 𝑥1, 𝑥2 are shown in Figures 2
and 3 when 𝑥(0) = [−0.02 0.01]

𝑇.
The curves of zero-input response states 𝑥1, 𝑥2 show

that the NCS with partly unknown transition probabilities is
stochastically stable against actuator possible fault.
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Figure 2: Zero-input response of 𝑥1.
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Figure 3: Zero-input response of 𝑥2.

5. Conclusions

This paper is concerned with the problem of fault-tolerant
control for uncertain discrete-time networked systems
against actuator possible fault. The time-delay is modeled
as a finite state Markov chain and the Markov chain’s
transition probabilities the information is limited.The closed-
loop system is established through the state augmentation
technique and the state feedback controller is designed
which guarantees the stability of the resulting closed-loop
systems. It is shown that the controller design problem under
consideration is solvable if a set of LMIs is feasible. Simulation
results show that the closed-loop systems are stochastically
stable against actuator fault.
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A novel biometric authentication information hiding method based on the sparse representation is proposed for enhancing the
security of biometric information transmitted in the network. In order to make good use of abundant information of the cover
image, the sparse representation method is adopted to exploit the correlation between the cover and biometric images. Thus, the
biometric image is divided into two parts. The first part is the reconstructed image, and the other part is the residual image. The
biometric authentication image cannot be restored by any one part. The residual image and sparse representation coefficients are
embedded into the cover image. Then, for the sake of causing much less attention of attackers, the visual attention mechanism
is employed to select embedding location and embedding sequence of secret information. Finally, the reversible watermarking
algorithm based on histogram is utilized for embedding the secret information. For verifying the validity of the algorithm, the
PolyUmultispectral palmprint and the CASIA iris databases are used as biometric information.The experimental results show that
the proposed method exhibits good security, invisibility, and high capacity.

1. Introduction

In recent years, with the rapid development of the informa-
tion technology, Internet has become an indispensable part of
people’s lives. In the meantime, Internet fraud and network
attack have become a major problem to Internet users.
Network service systemputs forward higher requirements for
the accuracy, security, and reliability of identity recognition.
The traditional identity recognition methods, such as smart
card, ID, and password, have been unable to meet the need
of people. Biometric characteristics of the human body, such
as palmprint, iris, and face, have the properties of uniqueness
and invariability, which have become an important founda-
tion for identity recognition.

The biometrics is a new identification technique. An
individual is identified by their distinct physiological or
behavioral characteristics. The identification method based
on biometric technology is better than traditional methods.
However, biometric data itself has no confidentiality and

security. Therefore, the security problem of biometric data
has already become an urgent and important problem. Infor-
mation hiding is an effective solution to protect security and
integrity of biometric data. Many researchers have proposed
various methods for protecting biometric data.

Bedi et al. presented the multimodal biometric authenti-
cation method using PSO based watermarking [1]. The key
idea is that the multimodal biometric image was used as the
watermark image. PSO was used to select best DCT coeffi-
cient in the face image. Vatsa et al. presented a three-level
RDWT biometric watermarking algorithm for embedding
the voice biometric MFC coefficient into a color face image
[2]. The watermarking algorithm used adaptive user-specific
parameters for improving performance. A novel method of
empirical mode decomposition and gene expression pro-
gramming together was used to embed biometric informa-
tion in the literature [3]. The singular value decomposition
and lifting based discrete wavelet transform were employed
in the watermarking algorithm. Li et al. proposed Tamper
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Figure 1: The flowchart of biometric information hiding method.

detection and self-recovery of biometric images using salient
region-based authentication watermarking scheme [4]. Che
et al. took into account the content relevance of the cover
image and the watermarked image; they proposed content-
based image hiding method [5]. The biometric information
hiding methods based on correlation analysis were proposed
in the literature [6]. For the video data, the dual video
watermark authentication method has been proposed by Shi
et al. [7].

Through analyzing existing biometric information hiding
methods, we found almost all of hidingmethods adopt digital
watermarking and hide one or more biometric images or
their features into another biometric image directly based on
transform domain for verification. These methods are robust
against some types of attacks, but the hiding capacity is low.
At the same time, the existing methods rarely consider the
content correlation between the biometric image and the
cover image.The cover image is only used as a hidden carrier
and their rich content cannot be fully utilized. Therefore, a
novel biometric authentication image hiding method based
on the sparse representation is proposed in this paper, which
considers the content correlation between the biometric
image and the cover image adequately.

2. The Proposed Method

The sparse representation and visual attention model are
used in the biometric hiding method, which uses the sparse
representation theory to analyze the content correlation
between the cover image and the biometric image. First,
the dictionary is built by the cover images for calculating
the sparse representation coefficients of a biometric image.
The biometric image is reconstructed by the dictionary and

sparse representation coefficients.The difference between the
original biometric image and the reconstructed biometric
image is used as one part of the secret information. The
sparse representation coefficients are another part of the
secret information. The two parts of secret information are
embedded into the cover image. In order to facilitate the
embedding of secret information, the secret information is
converted into a binary sequence.Through statistical analysis
of a large number of experimental data, we found that the
absolute value of each pixel value in the residual image is
less than 31. Therefore, each pixel value of residual image
can be represented by six binary bits, where the first one
represents the sign bit and the other five are the pixel values.
The amount of embedded information is greatly reduced
compared with the original image. Besides, the embedding
region of secret information is selected by the saliency image
of cover image. At last, the reversible watermarking algorithm
based on histogram is used to embed secret information,
where the embedded order is determined by the saliency
image of the cover image.

When we extract the secret information, the binary
sequence in stego-image is firstly extracted by the secret
key. Then, the binary sequence is converted to residual
image and sparse representation coefficients. The dictionary
is built by recovered stego-image. Finally, the biometric image
is restored by the residual image and the reconstructed
biometric image.

The flowchart of hiding method is described in Figure 1.
The method is divided into three stages of sparse representa-
tion, vision attention, and image hiding.

2.1. Sparse Representation. With the rapid development of
computer technology, abundant signal processing methods
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have been proposed. As a branch of signal processing, sparse
representation has been wildly applied in image denoising,
image restoration, feature extraction, image compression,
pattern recognition, machine learning, compressed sensing,
and other fields. Nevertheless, the sparse representation
theory is rarely used in the information hiding field. Jost et al.
applied the sparse representation theory to the information
security field; the secret information was embedded into the
decomposition path of the sparse decomposition image. The
receiver extracts the secret information by decomposition
path of the cover image [8]. Cencelli and his colleagues
embedded information by modifying the sparse represen-
tation coefficients of image [9–11]. These methods only use
a sparse representation coefficient and decomposition path
to achieve information hiding. They do not analyze the
correlation between the secret information and the cover
image by sparse representationmethod.Therefore, this paper
uses sparse representation method to analyze the correlation
between secret information and the cover image for reducing
the number of secret information.

The element of decomposition signal is called the atom in
the sparse representation theory. Suppose 𝑦 ∈ 𝑅𝑛 is an image
block representation vector, 𝐷 ∈ 𝑅𝑛×𝐿 represents redundant
dictionary, 𝐿 represents the number of atoms, and sparse
representation process can be described as

�̂� = arg min
𝛼

𝑦 − 𝐷𝛼

2

2
s.t. ‖𝛼‖

0
≤ 𝑆, (1)

where ∗
2 represents the 𝑙2-norm, ∗

0 represents the 𝑙0-
norm, 𝑆 represents sparse degree, 𝐷 is the redundant dictio-
nary,𝐷 = [𝑑

1
, 𝑑
2
, . . . , 𝑑

𝐿
], 𝛼 represents sparse representation

coefficient, and 𝛼
0 represents the number of non-zero

coefficients in 𝛼. Figure 2 is schematic diagram of the sparse
representation theory.

Two of the most critical problems need to be solved
using the sparse representation for information hiding. One
is how to build an effective dictionary 𝐷, and the other is
how to obtain sparse representation coefficient. Taking into
account the characteristics of the cover image and biometric
image, we use the integer value dictionary. In order to reduce
the difficulty and the complexity of building dictionary, data
samplingmethod is used to build the redundant dictionary by
the cover image. Palmprint images and iris images are divided
into blocks for improving the computational efficiency of the
algorithm in this paper. Palmprint image is divided into 16
blocks with the size of 32 × 32; iris image is divided into 8
blocks with the size of 32 × 32. The dictionary is built by
data sampling methods with size of 1024 × 6561. Orthogonal
matching pursuit algorithm (OMP) is used to calculate the
sparse representation coefficient [12] which is an improved
algorithm based on matching pursuit algorithm [13]. The
original image, reconstructed image and residual image are
shown in Figures 3 and 4.

2.2. Vision Attention. Visual attention mechanism is an
emerging research field, which contains neurobiology psy-
chology, computer vision, pattern recognition, artificial intel-
ligence, and many other disciplines. It is one kind of mecha-
nism of human visual systems in selecting regions of interest

y D

a

×=

Figure 2: The schematic diagram of the sparse representation
theory.

from complex scenes. Recently, it has become the focus of
research in computer vision, due to its applications for object
detection [14–16] and digital image processing field [17–20].
Visual attentionmodel is divided into two categories by visual
information processing method in computer vision system.
The first one is a bottom-up visual attention model method,
which is directed by the data. But it is not dependent on the
specific task. The second one is a top-down visual attention
model method, which is affected by subjective consciousness.
It depends on the specific task. In this paper, we use the
method of literature [21].The saliency of object is detected by
the unified approach, which integrates bottom-up for lower-
level features and top-down for higher-level priors.

After multiscale feature extraction, we decompose an
image into small regions by image segmentation. Then the
mean of the feature vectors in a segment is treated as the
feature. The matrix representation of the image is formed by
stacking them. By this means, even when the object size is
large, the number of segments in a salient object is still small,
due to the fact that salient objects usually have spatial and
appearance-wise coherence. At the same time, in order to
ensure that the matrix representing the background has a low
rank, we train a linear feature transformation using labeled
data.This method can achieve good performance on saliency
detection, even without higher-level knowledge. Figures 5
and 6 show the illustration of the method.

In order to ensure the consistency of the saliency image
from the cover image and the stego-image, the saliency
image is computed by the reference subsampling image. The
reference subsampling image is computed by (3) and (4).

2.3. Information Hiding. One target of information hiding
is to hide secret information into another nonsecret cover
image for avoiding the attacker’s attention. The information
hiding technique requires that the secret information cannot
be found in digital media. At the same time, if the attacker
does not get the secret key, anyone cannot extract the secret
information from the digital media.
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Figure 3: Iris image reconstruction result.

Original image Sparse representation results Residual image

Figure 4: Palmprint image reconstruction result.

Cover image Image saliency 

Figure 5: Lena image and its saliency image.

The histogram is the most basic statistical characteristics
of the image. A digital image has 𝐿 gray-level in the range
[0, 𝐺], and the discrete function of the histogram is defined
as

ℎ (𝑘) = 𝑛
𝑘
, (2)

where 𝑘 represents the gray value of the image, 𝑛
𝑘
represents

the number of the pixel that the gray value is 𝑘, and the value
of 𝐺 is 255 in the gray image.

Histogram analysis is an important tool for digital image
processing. Thus, the reversible watermarking algorithm
based onhistogram is used in the process of embedding secret
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Cover image Image saliency 

Figure 6: Airplane image and its saliency image.

information. The research focus of the traditional hiding
algorithm based on histogram is how to determine the peak-
value point and zero-value point, which results in that the
watermark embedding capacity is too small and random.
The application scope of the algorithm is limited because of
these problems. A large number of statistical results show
that the embedding capacity can be increased by segmenting
the image into blocks. Since the pixel value is relatively
concentrated in the image block, more embedded space can
be got from the image [22].

The watermark embedding method of literature [23] is
used in this paper, meanwhile the division block method
of cover image and embedding sequence of watermark are
improved. The cover image is divided into small pieces by
saliency image, each of which is a small cover image. All
image blocks are sorted by significance. The secret informa-
tion is segmented according to the embedding capacity of
each small cover image and embedded in the corresponding
cover image block until all the secret information is embed-
ded.

The embedding method of secret information can be
described as follows.

Step 1. According to the significance, the block of cover image
𝐼 is selected, and the values of sampling coefficients 𝑢 and V
are 2, respectively. All the subsampled images 𝐼

1
, 𝐼
2
, 𝐼
3
, 𝐼
4
are

generated by (3)

𝐼
𝑚
(𝑖, 𝑗) = 𝐼 (𝑖 ⋅ V + floor(𝑚 − 1

𝑢
) , 𝑗 ⋅ 𝑢 + (𝑚 − 1) mod 𝑢) .

(3)

Step 2. 𝐼Ref represents the reference subsampled image. 𝐼Des
represents the target subsampled image. 𝐼Ref−Des represents
the difference of 𝐼Ref and 𝐼Des. All 𝐼Ref−Des are calculated by (5):

𝐼Ref = (Round(
𝑢

2
− 1)) × V + Round( V

2
) , (4)

𝐼Ref−Des (𝑖, 𝑗) = 𝐼Ref (𝑖, 𝑗) − 𝐼Des (𝑖, 𝑗) , (5)

where 0 ≤ 𝑖 ≤ 𝑀/(V − 1), 0 ≤ 𝑗 ≤ 𝑁/(𝑢 − 1).

Step 3. The embedding position of secret information is
determined bymoving the histogrambased on the embedded
level 𝐿. In order to adaptively embed secret information, the
histogram is moved around according to embedding level 𝐿.
When the histogram is modified, the secret information is
embedded in the range of [−𝐿, 𝐿]. The moving method of the
histogram is shown in the following:

𝐻
𝑆
= {
𝐻 + 𝐿 + 1 𝐻 ≥ 𝐿 + 1

𝐻 − 𝐿 − 1 𝐻 ≤ −𝐿 − 1,
(6)

where𝐻 represents the gray values and 𝐿 represents embed-
ding level.

The pixel value of the reference subsampling image
cannot be changed in order to ensure reversibility of the
method. Therefore, we can only modify the pixel value of
the target subsampled image.Themodificationmethod of the
pixel value is shown in the following:

𝐼


Des (𝑖, 𝑗) = {
𝐼Des (𝑖, 𝑗) − (𝐿 + 1) 𝐻 ≥ 𝐿 + 1

𝐼Des (𝑖, 𝑗) + (𝐿 + 1) 𝐻 ≤ −𝐿 − 1.
(7)

Step 4. The secret information is embedded by moving the
histogram. We scan the pixel value of 𝐼Ref−Des. When the
size of the pixel value is 𝐿 or −𝐿, the secret information is
embedded.The scanning process is repeated until all the pixel
values are not equal to 𝐿 or −𝐿. In this case, the embedded
level 𝐿 is −1, and repeat the above process until 𝐿 < 0. The
embedding method is shown in (8). The moving process of
the histogram is shown in Figure 7:

𝐿 > 0,

𝐼


Des (𝑖, 𝑗) =

{{{{{{{

{{{{{{{

{

𝐼


Des (𝑖, 𝑗) − (𝐿 + 1) 𝑃


= 𝐿, 𝑤 (𝑛) = 1

𝐼


Des (𝑖, 𝑗) + (𝐿 + 1) 𝑃


= −𝐿, 𝑤 (𝑛) = 1

𝐼


Des (𝑖, 𝑗) + 𝐿 𝑃


= −𝐿, 𝑤 (𝑛) = 0

𝐼


Des (𝑖, 𝑗) − 𝐿 𝑃


= 𝐿, 𝑤 (𝑛) = 0,
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Figure 7: The moving process of histogram.

Cover image Stego-image

Figure 8: The cover images and the stego-images contain iris information.

𝐿 = 0,

𝐼


Des (𝑖, 𝑗) =
{

{

{

𝐼


Des (𝑖, 𝑗) 𝑃


= 0, 𝑤 (𝑛) = 1

𝐼


Des (𝑖, 𝑗) − 1 𝑃


= 0, 𝑤 (𝑛) = 0.

(8)

The original image and the stego-image are shown in
Figures 8 and 9. The extraction of secret information is an
inverse process of the embedding process. First, the reference
subsampled image is extracted from stego-image for com-
puting the saliency image. Then, the stego-image is divided
into blocks.The image blocks are sorted by the significance of
image block.The reference subsampled image of image block
is extracted by (3) and (4).The secret information is extracted

by the secret key and the reference subsampled image. Finally,
the biometric authentication image is reconstructed by resid-
ual image, dictionary, and sparse representation coefficients.

3. Experiment and Analysis

The proposed method is verified by the biometric authenti-
cation data in this paper, and the performance of the method
is tested from security, invisibility, and embedding capacity.

3.1. Experimental Data. The PolyU multispectral palmprint
database and the CASIA iris database of Chinese Academy of
Sciences are used as biometric information [24, 25].We select
100 images from each database. The size of palmprint image
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Cover image Stego-image

Figure 9: The cover images and the stego-images contain palmprint information.

Figure 10: The iris images.

is 128 × 128; the size of iris image is 128 × 64. Some images in
the database are shown in Figures 10 and 11.The cover images
contain rich texture information and are unrelated with the
biometric image. The cover images are shown in Figure 12.

3.2. Performance Analysis. Firstly, from the security point of
view, the biometric information is hidden into the unnoticed
cover image, which reduces the attacker’s attention. Secondly,
the main part of the biometric image is reconstructed by the
sparse representation method, and the other part is embed-
ded into the cover image. Even if the embedded information
is intercepted, the attacker cannot restore the entire biometric
image. Finally, the visual attention mechanism is used to
select embedding location and embedding sequence of secret
information. The visual attention mechanism increases the
confidentiality of embedded information.

Peak Signal to Noise Ratio (PSNR) is an effective way to
evaluate invisibility of information hiding. The PSNR of an
image is calculated by the following:

PSNR = 10 × log
10
(

255 × 255 ×𝑀 ×𝑁

∑
𝑀

𝑖=1
∑
𝑁

𝑗=1
[𝐶(𝑖, 𝑗) − 𝑆(𝑖, 𝑗)]

2
) , (9)

where 𝐶 represents the cover image and 𝑆 represents the
stego-image. When PSNR is higher than 30 dB, we believe
that the stego-image holds good invisibility. The proposed
method and the method of literature [26] are compared and
the comparison results are shown in Table 1.

From Table 1 we can see that the invisibility of our
method is better than the other. Because the correlation
analysis method based on sparse representation is used in the
information hiding, the PSNR value of our method is higher
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Table 1: PSNR comparison results.

Cover image Cover image (pixel) Database PSNR (dB)
Literature [26] The proposed method

Lena 512 × 512 CASIA 36.52 41.97
Lena 512 × 512 PolyU 34.26 37.62
Airplane 512 × 512 CASIA 38.5 44.90
Airplane 512 × 512 PolyU 34.42 39.42
Barbara 512 × 512 CASIA 36.12 40.50
Barbara 512 × 512 PolyU 33.05 36.05

Figure 11: The palmprint images.

Figure 12: The cover images.

than the other method. At the same time, the cover image is
changed very little in the embedding process due to the fact
that the pixel value of the residual image is very small. The
embedding information has a minor effect on cover image.

The embedding capacity is a main evaluation criterion
for information hiding algorithm.The embedding capacity is
calculated by the following:

bpp =
𝑁
𝑠

𝑀
𝑐
× 𝑁
𝑐

, (10)

where𝑁
𝑠
represents the number of binary bits of secret infor-

mation and𝑀
𝑐
×𝑁
𝑐
represents the size of the cover image.The

proposed method and the method of literature [27–29] are

compared to embedding capacity, and the comparison results
are shown in Table 2.

Table 2 shows the embedding capacity comparison results
of different methods.The embedding capacity of our method
is higher than other methods. Relatively speaking, Vatsa et al.
get the worst results.

4. Conclusions

A novel biometric image hiding method based on the sparse
representation is proposed in this paper. The transmission
security of biometric information is improved in the network.
The biometric image is divided into the reconstructed image
with high energy and the residual image with low energy.
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Table 2: Embedding capacity comparison results.

Algorithm Cover image (pixel) Secret information (bit) bpp
Vatsa et al. [27] 1024 × 768 1000 0.0013
Vatsa et al. [28] 512 × 512 16384 0.0625
Shih and Wu [29] 512 × 512 × 3 86016 0.1094
Our method 512 × 512 142084 0.5420

Residual image is embedded into the cover image. In order to
reduce the attacker’s attention to stego-image, visual attention
mechanism is used in the secret information embedding pro-
cess. At the same time, the hiding strategy is modified in the
information hiding algorithm, where the secret information
embedding process is guided by the saliency image. Since the
reconstruction method has a certain complexity, the secret
key has high secrecy and is difficult to decipher. Because the
biometric image is divided into two parts, the attacker cannot
restore biometric authentication images with any part. A
large number of experimental results show that the proposed
method can protect the biometric authentication information
effectively. Currently, our approach can only process the gray-
scale image. How to hide biometric information into color
image is an important problem in future research.
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The problem of optimal power constrained distributed detection over a noisy multiaccess channel (MAC) is addressed. Under
local power constraints, we define the transformation function for sensor to realize the mapping from local decision to transmitted
waveform.Thedeflection coefficientmaximization (DCM) is used to optimize the performance of power constrained fusion system.
Using optimality conditions, we derive the closed-form solution to the considered problem. Monte Carlo simulations are carried
out to evaluate the performance of the proposed newmethod. Simulation results show that the proposedmethod could significantly
improve the detection performance of the fusion system with low signal-to-noise ratio (SNR). We also show that the proposed new
method has a robust detection performance for broad SNR region.

1. Introduction

Distributed detection of phenomenon of interest constitutes
an important application ofwireless sensor networks.Usually,
a distributed detection system consists of multiple sensors
and a fusion center (FC) [1].

As we know, distributed detection using multiple sensors
has become a fast-growing research area [2]. Current and
future applications of distributed detection range from data
acquisition, health care, and environment monitoring to
battlefield surveillance and disaster warning [3, 4]. Compared
to a centralized scheme where all raw observation data
are communicated to the fusion center, distributed detec-
tion scheme could dramatically reduce the communication
bandwidth and thus are very competitive candidates to
be implemented in wireless sensor networks. However, to
implement distributed detection in networking, we meet
some new challenges. One challenge is the stringent power
constraint. Normally, local sensors are powered by small
batteries and it is difficult or not economic to replace those
batteries when they run out. Therefore, power manage-
ment is considered to be an important issue in detection
fusion.

Traditionally, numerous researches focus on the usual
parallel topology which assumes that each sensor transmits
through a parallel access channel (PAC). In that case, the
target detection system is made up of a large number of
sensors, which are deployed in the environment to collect
observations. Each sensor could give the local detection
decision independently, and then the sensor node has the
ability to communicate with the fusion center via wireless
channels. For this scheme, a dedicated channel will be
established for each sensor that wishes to communicate with
the fusion center [1, 2]. In practical applications, since the
wireless medium is naturally a broadcast medium, the PAC
has to be realized through time division multiple access
(TDMA), frequency division multiple access (FDMA), or
code division multiple access (CDMA) [5].

Recently, distributed detection overmultiple access chan-
nels (MAC) has received much attention; it has been verified
that in some cases the MAC schemes could offer high
efficiency in bandwidth usage and achieve a significant
improvement in performance compared to the PAC scheme
when a large number of sensors are deployed [6–8]. The
problem of distributed detection under power constraints has
been studied by many researchers [9–16].
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Using the PAC, in [9], it was shown that the performance
is asymptotically optimal for binary decentralized detection
using identical sensor nodes under joint power constraint. In
[10], the optimal power scheduling for distributed detection
has been considered, where an optimal power allocation
scheme was developed with respect to the so-called J-
divergence performance index. In [11], when the whole
system is subjected to a total average power constraint in
noisy and band-limited channels, it showed that it is better
to combine as many local decisions as possible rather than
only relying on a few very good local decisions in the case
of deterministic signal detection. They have shown that the
optimal power allocation is determined by the qualities of
the local decisions of the sensors and the communication
channels. In [12], the problem of optimal power allocation
in the cases of both independent and correlated observations
has been addressed by using constrained particle swarm
optimization; however, the algorithm is not economic to
realize in engineering. Using the MAC, in [13], the optimal
quantization function has been studied under the total power
constraint which assumed that the sensors are homogeneous.
Under the local power constraints of sensors, in [14], it
was shown that the optimal fusion rule can be reduced
to a simple threshold test on the signal received by the
fusion center. In [15], a new method for detection fusion
over multiple-access channel based on deflection coefficient
maximization (DCM) and Neyman-Pearson (NP) rule has
been proposed. However, all the above authors assumed that
the local sensors are homogeneous. In [16], it was shown
that, in addition to vastly improved bandwidth efficiency,
MAC fusion with optimal local mapping rules yields better
detection performance as measured by error exponents com-
pared with PAC fusion under the same transmission power
constraint. In reality, the stringent power constraint of local
sensor is also an important issue; therefore we are motivated
to study the distributed detection fusion problem under
power constraints of local sensors over noisy multiaccess
channel.

2. System Model

The model of the distributed detection system considered
here is illustrated in Figure 1, where the system consists of
𝑁 sensors and a fusion center (FC). Here, 𝐻

0
denotes the

null hypothesis (e.g., the target is absent), and 𝐻
1
denotes

the alternative hypothesis (e.g., the target is present). The
prior probabilities for both hypotheses (denoted by 𝑃

0
and

𝑃
1
, resp.) are assumed known. V

𝑖
(𝑖 = 1, 2, . . . , 𝑁) denotes the

observation of the 𝑖th sensor, where 𝑛 is the Gaussian noise
with zero mean and variance 𝜎2.

We do not assume any determined distribution for
observations but do assume that the observations are all
conditionally independent of any hypothesis. Based on its
observation, the 𝑖th sensor makes a local decision 𝑢

𝑖
(𝑖 =

1, 2, . . . , 𝑁). We adopt the OOK mode in this paper, which
means that 𝑢

𝑖
= 1 is sent if 𝐻

1
is decided and 𝑢

𝑖
= 0 is sent

otherwise. The detection performance of the 𝑖th local sensor

H0/H1

u1 u2 uN

T1(u1) T2(u2) TN(uN)

n

S

+

· · ·Sensor 1 Sensor 2 Sensor N

Transformation Transformation Transformation
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Figure 1: Model of underwater distributed detection fusion.

node can be characterized by its corresponding probability of
false alarm 𝑃

𝑓𝑖
and detection 𝑃

𝑑𝑖
, denoted by

𝑃
𝑓𝑖
= 𝑝 (𝑢

𝑖
= 1 | 𝐻

0
) ,

𝑃
𝑑𝑖
= 𝑝 (𝑢

𝑖
= 1 | 𝐻

1
) .

(1)

The 𝑖th sensor will inform the fusion center by trans-
mitting a waveform. We use a local transformation function
𝑇
𝑖
(𝑢
𝑖
) to realize such a mapping from the local decision

to a particular waveform. Under the power constraint of
local sensors, the same as [14], we define the transformation
function of the 𝑖th local sensor as follows:

𝑇
𝑖
(𝑢
𝑖
) = {

√𝜔
𝑖
(1 − 𝛽

𝑖
) , 𝑢

𝑖
= 1,

√𝜔
𝑖
(0 − 𝛽

𝑖
) , 𝑢

𝑖
= 0,

(2)

where 𝜔
𝑖
is a nonnegative multiplication weight coefficient

and 𝛽
𝑖
is an offset. We model the channel between local

sensor and fusion center as a noisy multiple access. Although
perfect synchronization on MAC is a strong assumption,
synchronization error often cannot be completely removed
in practical sensor networks; many authors have developed
effective synchronization schemes to solve this problem [8,
16]. In addition, we consider the case when the number
of the sensors is not large in this paper; thus, we make
the same assumption as in [6, 7, 14] that all the sensors
are fully synchronized and are allowed to communicate
with the fusion center simultaneously over a multiaccess
channel. Then, the data received from the fusion center can
be expressed as

𝑆 =

𝑁

∑

𝑖=1

𝑇
𝑖
(𝑢
𝑖
) + 𝑛. (3)

After receiving the information 𝑆, the global decision is made
based on the NP rule that involves the comparison of 𝑆 with
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a threshold. The fusion center will give a final decision about
the presence or absence of a target according to a certain
fusion rule.

3. Distributed Detection via Deflection
Coefficient Maximization

The deflection coefficient could reflect the output signal-to-
noise ratio and has been widely used in optimizing detectors
[17, 18]. The larger the deflection coefficient is, the better the
performance of the systemwill be.We therefore aremotivated
to optimize the fusion system via maximizing the deflection
coefficient. The deflection coefficient is defined as

𝐷 (𝑆) =
(𝐸 (𝑆 | 𝐻

1
) − 𝐸 (𝑆 | 𝐻

0
))
2

Var (𝑆 | 𝐻
0
)

, (4)

where𝐸(⋅ | 𝐻
𝑗
) andVar(⋅ | 𝐻

𝑗
) (𝑗 = 0, 1)denote the expected

value and variance, respectively. 𝐸(𝑆 | 𝐻
𝑗
) and Var(𝑆 | 𝐻

0
)

are given by

𝐸 (𝑆 | 𝐻
𝑗
) =

𝑁

∑

𝑖=1

√𝜔
𝑖
[𝐸 (𝑢
𝑖
| 𝐻
𝑗
) − 𝛽
𝑖
] , (5)

𝐸 (𝑢
𝑖
| 𝐻
𝑗
) = {

𝑃
𝑑𝑖
,

𝑗 = 1,

𝑃
𝑓𝑖
,

𝑗 = 0,

Var (𝑆 | 𝐻
0
) =

𝑁

∑

𝑖=1

𝜔
𝑖
[Var (𝑢

𝑖
| 𝐻
0
)] + 𝜎

2
,

Var (𝑢
𝑖
| 𝐻
0
) = 𝐸 (𝑢

2

𝑖
| 𝐻
0
) − 𝐸
2
(𝑢
𝑖
| 𝐻
0
) = 𝑃
𝑓𝑖
− 𝑃
2

𝑓𝑖
.

(6)

Based on (6), we have

𝐷 (𝑆) =

[∑
𝑁

𝑖=1√𝜔
𝑖
(𝑃
𝑑𝑖
− 𝛽
𝑖
) − ∑
𝑁

𝑖=1√𝜔
𝑖
(𝑃
𝑓𝑖
− 𝛽
𝑖
)]
2

∑
𝑁

𝑖=1
𝜔
𝑖
(𝑃
𝑓𝑖
− 𝑃
2

𝑓𝑖
) + 𝜎2

. (7)

Under the power constraints of local sensors, we can formu-
late the deflection coefficient maximization problem as

max 𝐷 (𝑆)

s.t. 𝐸 [𝑇
𝑖

2
(𝑢
𝑖
)] ≤ 𝑄

𝑖
,

(8)

where𝑄
𝑖
is the maximum transmission power of the 𝑖th local

sensor. Moreover, we can obtain the explicit expression of the
power constraint

𝐸 [𝑇
𝑖

2
(𝑢
𝑖
)] = 𝜔

𝑖
[𝐸 (𝑢
2

𝑖
) +𝛽
2

𝑖
− 2𝐸 (𝑢

𝑖
) 𝛽
𝑖
] ≤ 𝑄

𝑖
, (9)

with 𝐸(𝑢
2

𝑖
) = 𝐸(𝑢

𝑖
) = 𝑃
0
𝑃
𝑓𝑖
+ 𝑃
1
𝑃
𝑑𝑖
. Then, the constraint (9)

is rewritten as

𝐸 [𝑇
𝑖

2
(𝑢
𝑖
)] = 𝜔

𝑖
[𝛽
2

𝑖
− 2𝛽
𝑖
(𝑃
0
𝑃
𝑓𝑖
+ 𝑃
1
𝑃
𝑑𝑖
)

+𝑃
0
𝑃
𝑓𝑖
+ 𝑃
1
𝑃
𝑑𝑖
] ≤ 𝑄

𝑖
.

(10)

Since theminimumof [𝛽2
𝑖
−2𝛽
𝑖
(𝑃
0
𝑃
𝑓𝑖
+𝑃
1
𝑃
𝑑𝑖
)+𝑃
0
𝑃
𝑓𝑖
+𝑃
1
𝑃
𝑑𝑖
]

is

𝐶
𝑖
= (𝑃
0
𝑃
𝑓𝑖
+ 𝑃
1
𝑃
𝑑𝑖
) − (𝑃

0
𝑃
𝑓𝑖
+ 𝑃
1
𝑃
𝑑𝑖
)
2

> 0, (11)

we have

0 ≤ 𝜔
𝑖
≤
𝑄
𝑖

𝐶
𝑖

. (12)

Denoting a vector

a = (𝑎
1
, 𝑎
2
, . . . , 𝑎

𝑖
, . . . , 𝑎

𝑁
)
𝑇
, (13)

with 𝑎
𝑖
= 𝑃
𝑑𝑖
− 𝑃
𝑓𝑖
> 0, and a diagonal matrix

B = diag (𝑏
1
, 𝑏
2
, . . . , 𝑏

𝑖
, . . . , 𝑏

𝑁
) , (14)

with 𝑏
𝑖
= 𝑃
𝑓𝑖
− 𝑃
2

𝑓𝑖
> 0, and defining 𝑥

𝑖
= √𝜔

𝑖
and 𝑦

𝑖
=

𝑥
𝑖
/√𝑄
𝑖
/𝐶
𝑖
, then the constraint (12) is converted into

0 ≤ 𝑦
𝑖
=

𝑥
𝑖

√𝑄
𝑖
/𝐶
𝑖

≤ 1. (15)

Then (7) is equivalently rewritten as

𝐷 (𝑆) =

(∑
𝑁

𝑖=1
√𝑄
𝑖
/𝐶
𝑖
𝑦
𝑖
𝑎
𝑖
)
2

∑
𝑁

𝑖=1
(𝑄
𝑖
/𝐶
𝑖
) 𝑦
2

𝑖
𝑏
𝑖
+ 𝜎2

. (16)

Further, assuming that

ã = (𝑎
1
√
𝑄
1

𝐶
1

, 𝑎
2
√
𝑄
2

𝐶
2

, . . . , 𝑎
𝑖
√
𝑄
𝑖

𝐶
𝑖

, . . . , 𝑎
𝑁
√
𝑄
𝑁

𝐶
𝑁

)

𝑇

,

B̃ = diag(𝑄
1

𝑏
1

𝐶
1

, 𝑄
2

𝑏
2

𝐶
2

, . . . , 𝑄
𝑖

𝑏
𝑖

𝐶
𝑖

, . . . , 𝑄
𝑁

𝑏
𝑁

𝐶
𝑁

) ,

y = (𝑦
1
, 𝑦
2
, . . . , 𝑦

𝑖
, . . . , 𝑦

𝑁
)
𝑇
,

(17)

then the optimization problem (8) is converted into

max 𝑓 (y) = y𝑇ãã𝑇y
y𝑇B̃y + 𝜎2

s.t. 0 ≤ 𝑦
𝑖
≤ 1, 𝑖 = 1, 2, . . . , 𝑁.

(18)

The gradient of 𝑓(y) is

𝑔 (y) = ∇𝑓 (y) =
2 (ã𝑇y)

2

[((y𝑇B̃y + 𝜎
2
) /𝑎
𝑇
𝑦) 𝑎 − B̃y]

(y𝑇B̃y + 𝜎2)
2

.

(19)

Assume that y∗ is the optimal solution of the problem (18),
𝑦
∗

𝑖
is the 𝑖th component of y∗, and 𝑔

𝑖
(y) is the 𝑖th component

of 𝑔(y). Obviously, we know that 𝑦∗
𝑖

̸= 0, as if 𝑦∗
𝑖

= 0,
then 𝑔

𝑖
(y∗) > 0; thus we can find another 𝑦∗

𝑖
> 0 which

will maximize the objective function. Then, the optimality
conditions are

𝑔
𝑖
(y∗) = 0, 𝑦

∗

𝑖
𝜖 (0, 1]

𝑔
𝑖
(y∗) > 0, 𝑦

∗

𝑖
= 0.

(20)
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We claim that there is no local maximizer for 𝑓(y), which
means that the maximizer is global.

The proof is as follows. Assuming that 𝑦∗ is the global
maximizer and l∗ is the localmaximizer, we define ỹ∗ = (

y∗
1
),

l̃∗ = ( l
∗

1
), â = ( ã

0
), and B̂ = (

B̃ 0
0 𝜎2 ). There ∃0 < 𝜆 < 1 that

satisfies 𝑦
𝜆
= 𝜆y∗ + (1 − 𝜆)l∗; then

√𝑓 (𝑦
𝜆
) = √𝑓 (𝜆y∗ + (1 − 𝜆) l∗)

=

â𝑇 [𝜆ỹ∗ + (1 − 𝜆) l̃∗]

(
√B̃ 0
0 𝜎 ) [𝜆ỹ

∗ + (1 − 𝜆) l̃∗]

≥

â𝑇 [𝜆ỹ∗ + (1 − 𝜆) l̃∗]

𝜆

(
√B̃ 0
0 𝜎 ) ỹ

∗

+ (1 − 𝜆)


(
√B̃ 0
0 𝜎 ) l̃

∗


>
𝑎
𝑇l̃∗


(
√B̃ 0
0 𝜎 ) l̃

∗


= √𝑓 (l∗).

(21)

This is a contradiction.
We also claim that if

𝑎
1

𝑏
1

≥
𝑎
2

𝑏
2

≥ ⋅ ⋅ ⋅
𝑎
𝑘

𝑏
𝑘

≥ ⋅ ⋅ ⋅
𝑎
𝑁

𝑏
𝑁

, (22)

then

𝑦
∗

1
≥ 𝑦
∗

2
≥ ⋅ ⋅ ⋅ 𝑦

∗

𝑖
≥ 𝑦
∗

𝑁
. (23)

The proof is as follows. Without loss of generality, we
assume that 𝑎

𝚤
/𝑏
𝚤

≥ 𝑎
𝚥
/𝑏
𝚥
; then there are four cases of

comparison for 𝑦
∗

𝑖
and 𝑦

∗

𝑗
which are (1) 𝑦

∗

𝑖
= 𝑦
∗

𝑗
= 1,

(2) 𝑦
∗

𝑖
= 1, 0 < 𝑦

∗

𝑗
< 1, (3) 0 < 𝑦

∗

𝑖
< 1, 0 < 𝑦

∗

𝑗
< 1, and

(4) 0 < 𝑦
∗

𝑖
< 1, 𝑦

∗

𝑗
= 1. Cases (1) and (2) are so obvious that

are needless to prove. For case (3), we have 𝑔
𝑖
(y∗) = 𝑔

𝑗
(y∗) =

0. Let

𝑘
1
=

2 (ã𝑇y∗)
2

(y∗𝑇B̃y∗ + 𝜎2)
2
> 0,

𝑘
2
=
y∗𝑇B̃y∗ + 𝜎

2

ã𝑇y∗
> 0,

(24)

and thus we have

𝑔
𝑖
(y∗) = 𝑘

1
(𝑘
2
𝑎
𝚤
− 𝑏
𝚤
𝑦
∗

𝑖
) = 0,

𝑔
𝑗
(y∗) = 𝑘

1
(𝑘
2
𝑎
𝚥
− 𝑏
𝚥
𝑦
∗

𝑗
) = 0.

(25)

Since 𝑎
𝚤
/𝑏
𝚤
≥ 𝑎
𝚥
/𝑏
𝚥
, then 𝑦

∗

𝑖
≥ 𝑦
∗

𝑗
. For case (4), we claim that

it is impossible to happen. Because there exist 𝑔
𝑖
(y∗) = 0 and

𝑔
𝑗
(y∗) ≥ 0 based on the optimality conditions, which induce

𝑦
∗

𝑖
= 𝑘
2
(𝑎
𝚤
/𝑏
𝚤
) ≤ 1 and 𝑦

∗

𝑗
= 1 ≤ 𝑘

2
(𝑎
𝚥
/𝑏
𝚥
), and 𝑎

𝚤
/𝑏
𝚤
≥ 𝑎
𝚥
/𝑏
𝚥
,

it is noted that 𝑦∗
𝑖

= 𝑘
2
(𝑎
𝚤
/𝑏
𝚤
) ≥ 𝑘

2
(𝑎
𝚥
/𝑏
𝚥
) ≥ 1 which is a

contradiction. So far, we have proved the second claim.

Based on the above claim, we rearrange the components
of y∗ in descending order. Without loss of generality, we
assume that

𝑦
∗

1
= 𝑦
∗

2
= ⋅ ⋅ ⋅ = 𝑦

∗

𝑘
= 1,

1 > 𝑦
∗

𝑘+1
≥ ⋅ ⋅ ⋅ ≥ 𝑦

∗

𝑁
> 0,

𝑧
∗
=
y∗𝑇B̃y∗ + 𝜎

2

ã𝑇y∗
.

(26)

From the optimality conditions, we have

𝑦
∗

𝑖
=
𝑎
𝚤

𝑏
𝚤

𝑧
∗
, 𝑘 + 1 ≤ 𝑖 ≤ 𝑁. (27)

Then, we have

y∗𝑇B̃y∗ =
𝑘

∑

𝑖=1

𝑏
𝚤
+

𝑁

∑

𝑖=𝑘+1

𝑏
𝚤
𝑦
∗

𝑖

2
=

𝑘

∑

𝑖=1

𝑏
𝚤
+

𝑁

∑

𝑖=𝑘+1

𝑎
𝚤

2

𝑏
𝚤

(𝑧
∗
)
2
,

ã𝑇y∗ =
𝑘

∑

𝑖=1

𝑎
𝚤
+

𝑁

∑

𝑖=𝑘+1

𝑎
𝚤
𝑦
∗

𝑖
=

𝑘

∑

𝑖=1

𝑎
𝚤
+

𝑁

∑

𝑖=𝑘+1

𝑎
𝚤

2

𝑏
𝚤

𝑧
∗
,

𝑘

∑

𝑖=1

𝑏
𝚤
+

𝑁

∑

𝑖=𝑘+1

𝑎
𝚤

2

𝑏
𝚤

(𝑧
∗
)
2
+ 𝜎
2
= 𝑧
∗
(

𝑘

∑

𝑖=1

𝑎
𝚤
+

𝑁

∑

𝑖=𝑘+1

𝑎
𝚤

2

𝑏
𝚤

𝑧
∗
) ,

𝑧
∗
=
∑
𝑘

𝑖=1
𝑏
𝚤
+ 𝜎
2

∑
𝑘

𝑖=1
𝑎
𝚤

,

𝑦
∗

𝑖
=
𝑎
𝚤

𝑏
𝚤

∑
𝑘

𝑖=1
𝑏
𝚤
+ 𝜎
2

∑
𝑘

𝑖=1
𝑎
𝚤

, 𝑘 + 1 ≤ 𝑖 ≤ 𝑁.

(28)

By using the above linear equations, we can derive all feasible
solutions y∗,s for all 𝑘 (1 ≤ 𝑘 ≤ 𝑁) and calculate 𝑓(y)
for every feasible solution. Then, the optimal solution to the
problem (18) is the y∗ corresponding to the largest value of
𝑓(y). This is a one-dimensional search process. Moreover, we
know that 𝑥

𝑖
= √𝜔

𝑖
and 𝑦

𝑖
= 𝑥
𝑖
/√𝑄
𝑖
/𝐶
𝑖
; then

𝑤
∗

𝑖
=
𝑄
𝑖
(𝑦
∗

𝑖
)
2

𝐶
𝑖

, (1 ≤ 𝑖 ≤ 𝑁) . (29)

By plugging (29) into constraint (10), we get the quadratic
inequality about 𝛽

𝑖
; that is,

𝛽
2

𝑖
− 2𝛽
𝑖
(𝑃
0
𝑃
𝑓𝑖
+ 𝑃
1
𝑃
𝑑𝑖
) + 𝑃
0
𝑃
𝑓𝑖
+ 𝑃
1
𝑃
𝑑𝑖
−
𝑄
𝑖

𝜔
𝑖

≤ 0. (30)

The discriminant is as follows:

Δ = 4 (𝑃
0
𝑃
𝑓𝑖
+ 𝑃
1
𝑃
𝑑𝑖
)
2

− 4(𝑃
0
𝑃
𝑓𝑖
+ 𝑃
1
𝑃
𝑑𝑖
−
𝑄
𝑖

𝜔
𝑖

) . (31)

Since𝑄
𝑖
/𝜔
𝑖
= 𝐶
𝑖
/(𝑦
∗

𝑖
)
2
, 𝐶
𝑖
= (𝑃
0
𝑃
𝑓𝑖
+𝑃
1
𝑃
𝑑𝑖
)−(𝑃
0
𝑃
𝑓𝑖
+𝑃
1
𝑃
𝑑𝑖
)
2,

and (𝑦
∗

𝑖
)
2
≤ 1, then Δ ≥ 0.
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Figure 2: The relationship between SNR and PD (𝑃
0
= 0.3).

Assuming that 𝛽
𝑖
∈ 𝑅
𝛽
𝑖

, under the power constraints,
we could derive the optimal 𝛽

𝑖
by solving the following

optimization problem:

min 𝐸 [𝑇
𝑖

2
(𝑢
𝑖
)]

s.t. 𝛽
𝑖
∈ 𝑅
𝛽
𝑖

, 𝑖 = 1, 2, . . . , 𝑁.

(32)

We note that problem (32) is an easy quadratic extremum
problem of 𝛽

𝑖
.

4. Numerical Simulation and Analysis

To evaluate the performance of the proposed method for
power constrained distributed detection fusion using mul-
tiple sensors, we do the following numerical simulation.
Assume that the detection fusion system is composed of 𝑁
local sensors and one fusion center, while the parameters are
defined as 𝑁 = 8, {𝑃

𝑓𝑖
} = {0.05}, 𝑄

𝑖
= 100, and {𝑃

𝑑𝑖
} =

{0.5, 0.3, 0.4, 0.35, 0.5, 0.45, 0.6, 0.7}. The signal-to-noise ratio
is defined to be SNR = 10 log

10
(1/𝜎
2
) dB. Each curve is

obtained by 106 Monte Carlo runs.
Under given prior probability 𝑃

0
= 0.3 and 0.5, respec-

tively, Figures 2 and 3 illustrate the relationship between SNR
and detection probability (PD) corresponding to different
probabilities of false alarm (PF). In order to compare the per-
formance with other methods, Figure 4 gives the detection
performance of existing likelihood ratio test (LRT) approach
which is applied under noisy channel in this paper; as we
know, the LRT has the best performance among all the rules
under the parallel access channel [19]. When the prior prob-
ability 𝑃

0
= 0.3, Figures 5 and 6 show the receiving operation

characteristic (ROC) curves for the proposed method and
LRT method at different values of SNR, respectively. Figures
7 and 8 illustrate the relationship between SNR and error
detection probability (Pe) corresponding to different PF.
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Figure 3: The relationship between SNR and PD (𝑃
0
= 0.5).
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Figure 4: The relationship between SNR and PD (LRT-PAC).

From the simulation results, we can see that the pro-
posed method could significantly improve the detection
performance of the fusion system especially in low SNR.
From Figures 2–4, we note that the performance of the
proposedmethod is superior to LRT’s;moreover, there is a big
performance gap between the two kinds of methods. Figures
2 and 3 also indicate that the performance of the proposed
method is robust to SNR and prior probability.

From Figures 5 and 6, we can see that under given PF,
as the SNR increases, the ROC curves become more convex,
which conforms to the traditional detection theory. Figures
5 and 6 also verify that the performance of the proposed
method has big superiority to LRT. Figures 7 and 8 show
that as the SNR increases, the error detection probability
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Figure 6: ROC curves (LRT-PAC).

decreases; under given PF, the larger the SNR is, the smaller
the Pe will be.

5. Conclusions

Theproblem of optimal power constrained distributed detec-
tion over a noisy multiaccess channel has been studied in
this paper. Under the local power constraint, the criterion
of deflection coefficient maximization has been used to
optimize the performance of fusion system. The closed-
form solution to the considered optimization problem has
been obtained. Numerical simulation has been carried out to
verify the performance of the proposed new method, which
shows that, under the local power constraints, the detection
performance could be improved and the error probability
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Figure 7: Comparison of error detection probability (𝑃
0
= 0.3).
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Figure 8: Comparison of error detection probability (𝑃
0
= 0.5).

could be decreased effectively for a given low false alarm
probability. We also showed that the proposed new method
has a robust detection performance for broad SNR region
and outperforms LRT which is utilized for the parallel access
channel.
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The modeling, stability, and control characteristics of a large scale highly flexible solar-powered UAV with distributed all-span
multielevons were presented. A geometrically nonlinear intrinsic beam model was introduced to establish the structural/flight
dynamics coupled equation of motion (EOM); based on it, the explicit decoupled linear flight dynamics and structural dynamics
EOM were derived through mean axis theory. Undeformed, deformed, and flexible models were compared through trimming and
modal analysis. Since the deformation ofwing has increased theUAV’smoment of inertia about the pitch axis, the frequency of short
period mode has obviously decreased for the deformed model. The serious coupling between short period mode and 1st bending
mode also significantly influences the roots of short period mode of flexible model. So flexible model was the only one which is
able to accurately estimate the flight dynamics behaviors and was selected as the later control model. Forty distributed elevons and
LQG/LTR controller were employed to control the attitude and suppress the aeroelastic deformation of theUAV simultaneously.The
dynamics performance, robustness, and simulation results show that they were suitable for large scale highly flexible solar-powered
UAV.

1. Introduction

The wing of high aspect-ratio solar-powered UAV is highly
flexible and the surface density of structure is much lower
than other kinds of aircraft, which may lead to the huge scale
of solar-powered UAV in order to carry sufficient payload.
These characteristics will lead to significant geometrically
nonlinear aeroelastic deformation during flight and strong
coupling between aeroelasticity and flight dynamics. If these
issues have not been taken into full account, large error
will occur. One of the key recommendations from the flight
mishap investigation of the most famous solar-powered
UAV “Helios” was to “develop more advanced, multidisci-
plinary (structures, aeroelastic, aerodynamics, atmospheric,
materials, propulsion, controls, etc) “time-domain” analysis
methods appropriate to highly flexible, “morphing” vehicles”
[1].

In the modeling of “morphing” vehicles, fruitful works
have been presented by Hodges, Cesnik, and their coworkers.
The analysis method of Hodges et al. underlying NATASHA

(Nonlinear Aeroelastic TrimAnd Stability of HALEAircraft),
a computer program that is based on geometrically exact,
fully intrinsic beam equations and a finite-state induced
flow model [2–4]. The University of Michigan’s Nonlinear
Aeroelastic Simulation Toolbox (UM/NAST) is developed
by Cesnik and his coworkers [5, 6], which includes nonlin-
ear strain-based beam model, unsteady aerodynamics with
simplified stall models, and a six-degrees-of-freedom flight
dynamic formulation.

In the study of flight dynamics of highly flexible UAV, [2]
found that the behavior is distinctly different from that of a
rigid aircraft while taking into account the flexibility effects.
Because the low-frequencymodes of structure are completely
coupled to the flight dynamics mode, the phugoid as well as
the short period mode is affected by wing flexibility signifi-
cantly. Reference [3] furthered the study, the paper presented
a theoretical basis for the flight dynamic response estimation
of a highly flexible flyingwing,multiple engines, andmultiple
control surfaces are taken into account. The results show
that the phugoid mode may become unstable during large
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dihedral angles caused by large mass of payload pod. The
pair of complex-conjugate short period roots merges to
become two real roots. This is because the deformed “U”-
shape leads to an order-of-magnitude increase in the pitch
moment of inertia and so there is corresponding decrease in
the frequency.Thus, this highly flexible aircraft does not show
a classical short-period mode in its deformed state. Similar
studies by Raghavan and Patil [4] and Su and Cesnik [5]
confirmed this result. All the references paid attention to the
nonlinear model and the results analysis, but the modeling of
linear dynamics was ignored.

In [7], an optimal Static Output Feedback controller was
designed for flutter suppression and gust load alleviation.
However, only an elevon on the wing tip was employed in
the controller, and the performance was highly dependent on
sensor selection and placement.

In [8, 9], dynamic inversion control laws were presented
for the trajectory control for Very Flexible Aircraft (VFA).
However, in the use of dynamic inversion, there is an
assumption that the stability and control derivatives remain
fairly constant during the flight. This is not the case with
highly flexible UAV.

In [10], a reduced-order H
∞

controller was employed to
control a high speed civil transport aircraft, and the results
implied that the reduced-order H

∞
controller was robust in

the presence of unstructured uncertainty arising due to the
model reduction error.However, the reduced order controller
is weakly robust when employed to control the full-order
model with parametric uncertainty.

LQG/LTR is another popular robust control method.The
primary objective of LQG/LTR is to recover the robustness of
LQG, an excellent full-state feedback robust controller. The
procedure of LQG/LTR method is as follows: firstly, design
a target feedback loop, which satisfies desired frequency
performance, such as disturbance rejection and uncertainty
deviation of the unmodeled dynamics, and then design a
model based compensator to recover the properties of the
target feedback loop [11]. LQG/LTR has been used widely in
flight control, but only a few references are concentrated on
the highly flexible aircraft.

In [12], an adaptive LQG/LTR controller was employed
to control a very flexible aircraft, but the dynamicsmodel was
greatly simplified to capture only the unstable phugoidmode,
and there were only 3 traditional control effectors, throttle,
elevator, and aileron, available for the controller.

The large scale highly flexible UAV discussed in this
paper is shown in Figure 1. It is equipped with 8 propulsion
system nacelles (including secondary batteries, electrical
motor, and propeller) and 5 vertical tails. The span is 70m
and the mean aerodynamics chord is 2.44m. In order to
enhance the control ability, trailing-edge elevon spans the
entire wing. Similar to the Helios [1], the elevon is divided
into 40 distributed parts to release the notable aeroelastic
deformation caused by large scale highly flexible wing.

For the aeroelastic flight dynamics analysis of such aUAV,
most papers ignored the aerodynamics force distribution
characteristic along the span and assumed the center of
gravity (CG), elastic center (EC), and aerodynamics center
(AC) to be coincident for simplification. In this paper,
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Figure 1: High aspect-ratio highly flexible solar-powered UAV.

Table 1: The mass parameters of high aspect-ratio solar-powered
UAV.

Coefficient of
mass

CG (from
leading edge) Elastic center

Structure 0.3 35% 35%
Solar array 0.15 45% /
Propulsion
system 0.5 0% /

Payload 0.05 (at the CG of
UAV) /

a more practical UAV model is proposed, in which the
AC and EC is separated, the 3D quasisteady aerodynamics
force is considered, and aerodynamics derivatives in every
wing sections are derived for accuracy. In order to get a
more accurate characteristic of solar-powered UAV, the mass
parameters derived from conceptual design are employed,
shown in Table 1.

In this paper, a nonlinear coupled structural and flight
dynamics model based on geometrically nonlinear intrin-
sic beam was established first, and then its explicit linear
dynamics model is derived for decoupled dynamics modal
analysis by mean axis theory. At last, a LQG/LTR controller is
designed with distributed 40 elevons for attitude control and
aeroelastic deformation suppression for the large-scale highly
flexible solar-powered UAV.

2. Modeling of Nonlinear
Structural/Flight Dynamics

2.1. Structural Dynamics Model. The geometrically nonlinear
structural dynamics and flight dynamics equations are based
on the intrinsic beam equation derived by Hodges et al.
shown as follows [3, 13]:
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The equations above are the core of structural dynamics,
but they still cannot be used for the analysis of aerodynam-
ics and flight dynamics without the relationship between
displacements and rotations. Hence, the kinematics motion
must be established to obtain the relationship between strain
and displacement. The position vector of the origin of the
deformed beam frame (B-) in the root frame (R-) and their
rotational relationship are [14]:
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The spatial derivatives can be replaced by the following
equations, namely, central difference method [15]:

𝑥



𝑖
=

1

2ℎ

(𝑥

𝑖+1
− 𝑥

𝑖−1
) ,

𝑥



𝑖
=

1

ℎ

2
(𝑥

𝑖+1
− 2𝑥

𝑖
+ 𝑥

𝑖−1
) ,

𝑥



𝑖
=

1

2ℎ

3
(𝑥

𝑖+2
− 2𝑥

𝑖+1
+ 2𝑥

𝑖−1
− 𝑥

𝑖−2
) ,

𝑥



𝑖
=

1

ℎ

4
(𝑥

𝑖+2
− 4𝑥

𝑖+1
+ 6𝑥

𝑖
− 4𝑥

𝑖−1
+ 𝑥

𝑖−2
) ,

(3)

where ℎ is the distance between two points.
The mean axis is applied to simplify and linearize the

equation of motion. In the mean axis (M-) frame, the linear
and angular momentums due to elastic deformation are zero
at every instant, which eliminates the coupling between the
rigid body modes and the structural mode and results in a
reduced-order system with only six degrees-of-freedom.

Since the equations in (1) are written in the B-frame,
the equations of motion of rigid mode can be derived by
premultiplying all terms by 𝐶

𝑀𝐵
to obtain components in the

M- frame and integrating in it along the beam axis as follows
[16]:
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where the linear and angular velocities are defined as
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The relationship of coordinate transformation is
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The total moment of inertia of the UAV is solved as follows:
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If the relative position of the rigid body does not vary
significantly, { ̇𝐼

𝑐𝑔
}

𝑀
can be approximated to be zero. If the

motion of the UAV is limited to longitudinal only, the last two
terms at the right hand of (5) can also be equal to zero.

2.2. Force and Moment Model

2.2.1. Internal Forces and Moments Model. The wing of solar-
powered UAV may undergo large deformations during nor-
mal flight, while the strain is small, exhibiting geometrically
nonlinear behaviors. Therefore, the small-strain assumption
is suitable for this problem.The internal forces and moments
are linearly related to the strains and curvatures, shown in (9)
[17]:
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Thewing is assumed to be a prismatic and isotropic beam
with the shear center and tension axis coincident with the
reference axis, by which the above equation can be derived
as follows:
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where 𝐺 represents the shear modulus; 𝐸 represents Young’s
modulus; 𝐽 represents the torsional constant; 𝐼

𝑥
and 𝐼

𝑧

represent the area moment of inertia along the 𝑥 and 𝑧
direction.

2.2.2. AerodynamicsModel. In order to analyze themotion of
the flexible UAV exactly, the aerodynamic force of vibrating-
wings should be analyzed. Unsteady aerodynamics models
that are useful for aeroelastic analysis are usuallyTheodorsen
unsteady aerodynamic model and finite state induced flow
model of Peters and Cao [18]. The Theodorsen model is
derived in frequency domain, but it can be converted into
time domain by rational function approximation. The finite
state induced flow model is derived in time domain, and it
can be used in a state-space model easily. These two types
of aerodynamics are equivalent and can be derived from one
another through Laplace and Fourier transforms.

In this paper, the Theodorsen unsteady aerodynamics
model is adopted, which has been used widely for airfoil or
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large aspect ratio wings, and its quasisteady form is relative to
the traditional aerodynamics derivatives used in rigid aircraft.

For the Theodorsen model, the wing section is described
in Figure 2, where the definitions of points are as follows: LE:
leading edge, 𝐺: center of gravity of the wing section, 𝑔: cen-
ter of gravity of the UAV,𝐴: aerodynamics center,𝑀: middle
point of chord, 𝐸: elastic center, the position in 𝑥 direction of
𝑠-frame is 𝑎𝑏,𝐶: control point of unsteady aerodynamics, and
𝐷: aerodynamics center of control surface.

The definitions of variables are as follows: 𝛼: angle of
attack, 𝑏: length of 1/2 chord, 𝑢: deformation defined in 𝐵-
frame, and 𝑠-frame: the origin is at LE, 𝑥 along the chord and
pointing to the trailing edge, 𝑧 perpendicular to 𝑥 and point
up.

The formulation of Theodorsen unsteady aerodynamics
force and its moment to the elastic center are

𝐶
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where 2𝜋 is the theoretic lift slope of airfoil, the steady
aerodynamics center is at 1/4 chord and unsteady aerody-
namics center and its control point is at 3/4 chord. All
these variables can be replaced by the actual airfoil data.
𝐶(𝑘) is the Theodorsen function, produced by circulation.
𝑘 = 𝜔𝑏/𝑉 is the reduced frequency. If 𝑘 is low enough
and 𝐶(𝑘) = 0, the flow will become quasisteady. As the
flight dynamics and control of solar-powered UAV on low
frequency is more concerned, quasisteady flow assumption
is adopted for analysis in this paper.

By applying the quasisteady flow assumption and ignor-
ing the terms in high orders, (11) becomes
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where the airfoil data have been replaced by the actual ones.
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Figure 2: Illustration of wing section, coordinate systems, and
variables.

The physical meaning of the above equations is that the
lift of wing section is produced by steady and quasisteady flow
together, and the steady part is produced by the angle of attack
𝛼 of the section and its increment �̇�

𝑧
/𝑉

0
caused by relative

elastic deformation. The quasisteady part is caused by �̇�.
It should be noted that, in most cases, the angles of attack

in every sections (denoted as 𝛼
𝐵
) are not easy to be measured

directly. Hence, the relationship between 𝛼
𝐵
and incident

angle at the CG of UAV expressed in 𝑎
𝑀
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⋅ 𝐶

𝑎𝐵𝑎𝑀
𝐶

𝑎𝑀𝑀
𝐶

𝑀𝐵
[1, 0, 0]

𝑇

= (cos𝛼
𝑀
sin𝛽

𝑀
sin𝜑

𝐵𝑀,𝑥
− sin𝛼

𝑀
cos𝜑

𝐵𝑀,𝑥
)

⋅ (cos𝜑
𝐵𝑀,𝑦

cos𝜑
𝐵𝑀,𝑧
) + (cos𝛽

𝑀
sin𝜑

𝐵𝑀,𝑥
)

⋅ (cos𝜑
𝐵𝑀,𝑦

sin𝜑
𝐵𝑀,𝑧
)

− (sin𝛼
𝑀
sin𝛽

𝑀
sin𝜑

𝐵𝑀,𝑥
+ cos𝛼

𝑀
cos𝜑

𝐵𝑀,𝑥
)

⋅ sin𝜑
𝐵𝑀,𝑦
,

(13)

where 𝜑
𝐵𝑀

is the Euler angle from 𝐵-frame to𝑀-frame and
the subscripts 𝑥, 𝑦, and 𝑧 represent the 3 components of Euler
angle, which correspond to the roll, pitch, and yaw angle of
the aircraft, respectively.

If the wing rotates along the 𝑥 axis only, (13) can be
simplified as

sin𝛼
𝐵
= − cos𝛼

𝑀
sin𝛽

𝑀
sin𝜑

𝐵𝑀,𝑥

+ sin𝛼
𝑀
cos𝜑

𝐵𝑀,𝑥
.

(14)

The magnitude of drag is small, and its influence on
the flight dynamics characteristics is limited, so the drag on
every wing section can be divided from the total drag. The
expression of total drag is

𝐶

𝐷
= 𝐶

𝐷0
+ 𝑎induce𝐶

2

𝐿
. (15)
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The aerodynamics force expressed in 𝑎
𝑀
-frame can be

derived by the following axis conversion:

{𝑓

𝑎
}

𝑎𝑀

= 𝐶

𝑎𝑀𝑎𝐵
{𝑓

𝑎
}

𝑎𝐵

, (16)

where

𝐶

𝑎𝑀𝑎𝐵
=

[

[

[

1 0 0

0 cos𝜑
𝐵𝑀,𝑥

− sin𝜑
𝐵𝑀,𝑥

0 sin𝜑
𝐵𝑀,𝑥

cos𝜑
𝐵𝑀,𝑥

]

]

]

. (17)

Substituting (17) into (16), the nondimensional force
coefficients at the 𝑎

𝑀
-coordinate are derived as follows:

{𝐶

𝐷
}

𝑎𝑀

= {𝐶

𝐷
}

𝑎𝐵

,

{𝐶

𝐶
}

𝑎𝑀

= {𝐶

𝐿
}

𝑎𝐵

sin𝜑
𝐵𝑀,𝑥
,

{𝐶

𝐿
}

𝑎𝑀

= {𝐶

𝐿
}

𝑎𝐵

cos𝜑
𝐵𝑀,𝑥
.

(18)

Changing the reference point of moment into CG, the
aerodynamics moment to CG of UAV is

{𝑚

𝑎
}

𝑀
= {𝑚

𝑎,0
}

𝑀
+ {𝑟}

𝑀
× (𝐶

𝑀𝑎𝑀
{𝑓

𝑎
}

𝑎𝑀

) . (19)

It should be noted that the method proposed in this
section can be used to calculate either the aerodynamics force
or the moment of vertical tails, although the incident angle
and Euler angle may vary significantly.

2.2.3. 3D Effect Correction of Aerodynamics. In the analysis
of the aeroelastic flight dynamics of solar-powered UAV,
most papers ignored the aerodynamics force distribution
characteristics along the wing span and considered the flow
condition to be same as the airfoils. Actually, the wing span
is finite, which will make the flow of each section affect
each other; that is to say, 3D effect must be considered for
precision. In this paper, 3D effect is corrected based on lifting-
line theory, and it applies well to wings that have aspect ratio
greater than 5 and sweep angle less than 20 degrees.

According to lifting-line theory, the lift of airfoil is deter-
mined by effective angle of attack 𝛼eff, which is formulated as
follows:

𝛼eff = 𝛼geo − 𝛼ind, (20)

where 𝛼geo and 𝛼ind represent geometric and induced angle of
attack, respectively.

According to the relationship of trailing vortex and
circulation, the equation above becomes

𝛼geo (𝑦0) =
Γ (𝑦

0
)

𝜋𝑉

∞
𝑐 (𝑦

0
)

+ 𝛼

𝐿=0

+

1

4𝜋𝑉

∞

∫

𝑙

0

(𝑑Γ/𝑑𝑦) 𝑑𝑦

𝑦

0
− 𝑦

,

(21)

where 𝑦
0
is an arbitrary spanwise position on the wing and

2𝜋 refers to theoretical lift slope of airfoil, which can be sub-
stituted by true airfoil value in the actual computation. Since

(21) is a nonlinear integral-differential equation, coordinate
transformationmethod should be applied before solving it for
simplification [19].

After solving the circulation distribution Γ(𝑦) from
(21), the lift distribution can be obtained from the Kutta-
Joukowski theorem:

𝐿 (𝑦

0
) = 𝜌𝑉

∞
Γ (𝑦

0
) . (22)

By repeating the above steps for different geometric
angles of attack and taking a derivative, one can obtain the lift
slope of each cross section of the wing considering 3D effect
correction.

3. Model Linearization

3.1. Linearized Aerodynamics. Themovement of wing section
is separated into two parts: the rigid movement of UAV and
the elastic movement of structure. Then, the lift coefficients
applied on the wing section can be deployed in the 𝑎

𝐵
-frame

as follows:

𝐶

𝐿𝛼
,

𝐶

𝐿𝑞
= 0.5𝐶

𝐿𝛼
+ 2𝐶

𝐿𝛼
(

3

4

− {𝑥

𝑔
}

𝑠

) ,

𝐶

𝐿𝑝
= −2𝐶

𝐿𝛼

{𝑦

𝑔
}

𝑠

𝑙

,

𝐶

𝐿𝜑𝑦
= 𝐶

𝐿𝛼
,

𝐶

𝐿�̇�𝑧
= 𝐶

𝐿𝛼

1

𝑉

,

𝐶

𝐿�̇�𝑦
= 𝐶

𝐿𝛼
(1 − 𝑎)

𝑐

2𝑉

.

(23)

It should be noted that the variables in the above equa-
tions are measured in the 𝑎

𝐵
-frame and 𝐵-frame.

According to the 2nd equation of (12), the aerodynamics
moment to the elastic center (EC) is

𝐶

𝑚𝛼,𝐸
= −𝐶

𝐿𝛼
{𝑥

𝐴𝐸
}

𝐵
≈ 𝐶

𝐿𝛼
(

1

4

+

1

2

𝑎) ,

𝐶

𝑚𝑞,𝐸
= 0.5𝐶

𝐿𝛼
{𝑥

𝐶𝐸
}

𝐵
+ 2𝐶

𝐿𝛼
{𝑥

𝐶𝑔
}

𝑠

{𝑥

𝐴𝐸
}

𝐵
,

𝐶

𝑚𝑝,𝐸
= −2𝐶

𝐿𝛼

{𝑦

𝑔
}

𝑠

𝑙

{𝑥

𝐴𝐸
}

𝐵
,

𝐶

𝑚𝜑𝑦 ,𝐸
= 𝐶

𝑚𝛼,𝐸
,

𝐶

𝑚�̇�𝑧 ,𝐸
= 𝐶

𝑚𝛼,𝐸

1

𝑉

,

𝐶

𝑚�̇�𝑦 ,𝐸
= 𝐶

𝐿𝛼
(

1

4

𝑎 −

1

2

𝑎

2

)

𝑐

2𝑉

.

(24)

From the 2nd equation of (18), the difference of lift
expressed in the 𝑎

𝑀
-frame and 𝑎

𝐵
-frame is only cos𝜑

𝐵𝑀,𝑥
.

Hence, by replacing 𝐶
𝐿𝛼

in (23) with 𝐶
𝐿𝛼

cos𝜑
𝐵𝑀,𝑥

, the lift
expressed in the 𝑎

𝐵
-frame will be derived.
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Substituting the expression of lift at 𝑎
𝑀
-frame into (19),

the pitch moment about the center of gravity of the UAV can
be obtained as follows:

𝐶

𝑚𝛼,𝑔
= −𝐶

𝐿𝛼
cos𝜑

𝑀𝐵,𝑥
({𝑥

𝐴
}

𝑠
− {𝑥

𝑔
}

𝑠

) ,

𝐶

𝑚𝑞,𝑔
= 𝐶

𝐿𝛼
cos𝜑

𝑀𝐵,𝑥
(0.5 {𝑥

𝐶𝑔
}

𝐵

− 2{𝑥

𝐶𝑔
}

𝐵

2

) ,

𝐶

𝑚𝑝,𝑔
= −2𝐶

𝐿𝛼

{𝑦

𝑔
}

𝑠

𝑙

{𝑥

𝐶𝑔
}

𝐵

,

𝐶

𝑚𝜑𝑦 ,𝑔
= 𝐶

𝑚𝛼,𝑔
,

𝐶

𝑚�̇�𝑧 ,𝑔
= 𝐶

𝑚𝛼,𝑔

1

𝑉

,

𝐶

𝑚�̇�𝑦 ,𝑔
= −2𝐶

𝐿𝛼
cos𝜑

𝑀𝐵,𝑥
(

1

2

− {𝑥

𝑔
}

𝑠

)

2
𝑏

𝑉

.

(25)

3.2. Linearized Flight Dynamics Equation. It can be found
that the formof (4) and (5) is similar to that of flight dynamics

equations of normal rigid vehicles. Hence, they can also be
linearized by small disturbance method and written into
two sets of equations: longitudinal and lateral-directional.
Different from the normal rigid vehicle, the external force
such as aerodynamics, thrust, and gravity are related to
rigid motion and elastic motion for elastic model. The linear
equation of flight dynamics for elastic UAV is

ẋ
𝑟
= A

𝑟
x
𝑟
+ B

𝑟
u

𝑟
+ A

𝑟𝑒
x
𝑒
, (26)

where x
𝑟
is the independent variable of rigid motion,

with x
𝑟
= [V, 𝛼, 𝑞, 𝜃]𝑇 in longitudinal equations; x

𝑒
=

[�̇�

𝑇

𝑥
, �̇�

𝑇

𝑧
, �̇�

𝑇

𝑦
, 𝑢

𝑥

𝑇

, 𝑢

𝑧

𝑇

, 𝜑

𝑦

𝑇

]

𝑇 is the independent variable of
elastic motion; u

𝑟
is the control variable of rigid motion, u

𝑟
=

[𝛿

𝑒,1
⋅ ⋅ ⋅ 𝛿

𝑒,40
, 𝛿

𝑡
]

𝑇; that is, all the elevons can be controlled
independently, but all throttles act conformably again for
simplification;A

𝑟
is the same as conventional rigid vehicles as

shown in [20]; andB
𝑟
is similar to the rigidmodel also, but the

column is equal to the length of u
𝑟
;A

𝑟𝑒
is the influencematrix

of elastic motion to rigid motion, for longitudinal motion:

A
𝑟𝑒
=

[

[

[

[

[

[

0

1×𝑛
0

1×𝑛
0

1×𝑛
0

1×𝑛
0

1×𝑛
0

1×𝑛

0

1×𝑛
𝑍

�̇�𝑧 ,1
⋅ ⋅ ⋅ 𝑍

�̇�𝑧 ,𝑛
𝑍

�̇�𝑦 ,1
⋅ ⋅ ⋅ 𝑍

�̇�𝑦 ,𝑛
0

1×𝑛
0

1×𝑛
𝑍

𝜑𝑦 ,1
⋅ ⋅ ⋅ 𝑍

𝜑𝑦 ,𝑛

0

1×𝑛
𝑀

�̇�𝑧 ,1
⋅ ⋅ ⋅𝑀

�̇�𝑧 ,𝑛
𝑀

�̇�𝑦 ,1
⋅ ⋅ ⋅𝑀

�̇�𝑦 ,𝑛
0

1×𝑛
0

1×𝑛
𝑀

𝜑𝑦 ,1
⋅ ⋅ ⋅𝑀

𝜑𝑦 ,𝑛

0

1×𝑛
0

1×𝑛
0

1×𝑛
0

1×𝑛
0

1×𝑛
0

1×𝑛

]

]

]

]

]

]

. (27)

The details of A
𝑟𝑒
can be found in [21].

3.3. Linearized Structural Dynamics Equation. Ignoring non-
linear coupling terms in (1), and assuming that the trans-
lational strain is small and the external moment and the
moment of inertia of 𝑥 and 𝑧 direction are equal to zero, (1)
can be reduced into

𝜇

̇

𝑉

𝑥
= 𝐸𝐼

𝑧
𝜅



𝑧
+ 𝑓

𝑥
,

𝜇

̇

𝑉

𝑧
= −𝐸𝐼

𝑥
𝜅



𝑥
+ 𝑓

𝑧
,

𝐼

𝑦𝑦

̇

Ω

𝑦
= 𝐸𝐼

𝑦
𝜅



𝑦
+ 𝑚

𝑧
,

�̇�

𝑥
= 𝑉



𝑧
,

�̇�

𝑦
= Ω



𝑦
,

�̇�

𝑧
= −𝑉



𝑥
,

𝜇

̇

𝑉

𝑦
= 𝑓

𝑦
.

(28)

The equations above can be rearranged into a compact
form as follows:

𝜇�̈� + 𝐸𝐼

𝑧
𝑥



= 𝑓

𝑥
,

𝜇�̈� + 𝐸𝐼

𝑥
𝑧



= 𝑓

𝑧
,

𝐼

𝑦𝑦
�̈�

𝐵𝑔,𝑦
− 𝐺𝐽

𝑧
𝜑



𝐵𝑔,𝑦
= 𝑚

𝑦
,

𝜇

̇

𝑉

𝑦
= 𝑓

𝑦
.

(29)

Since the focus of this paper is the flight dynamics charac-
teristics of the total UAV, the structural dynamics character-
istics are used to derive the increment of aerodynamics force
caused by aeroelasticity only and many assumptions can be
introduced to linearize the equations above for simplification.

Equation (29) can be simplified to the form as in (30) by
rewriting in𝑀-frame and assuming that the structural elastic
vibrations are small perturbations near the static trim state
and the elastic motion in 𝑥 direction is ignorable. In the case
of geometry, it is assumed that the𝑀-frame is parallel to 𝑅-
frame and the sweep angle of wing is zero. Besides, in mean
axis system, the elastic motion is influenced by rigid motion
through aerodynamics force only:

𝜇 {�̈�

𝑥
}

𝑀,𝑥
+ 𝐸𝐼

𝑧
{𝑢

𝑥
}



𝑀,𝑥
= cos𝜑

𝐵𝑀,𝑧
{𝑓}

𝐵,𝑥
,

𝜇 {�̈�

𝑧
}

𝑀,𝑧
+ 𝐸𝐼

𝑥
{𝑢

𝑧
}



𝑀,𝑧
= cos𝜑

𝐵𝑀,𝑥
{𝑓}

𝐵,𝑧
,

𝐼

𝑦𝑦
�̈�

𝐵𝑀,𝑦
− 𝐺𝐽

𝑧
𝜑



𝐵𝑀,𝑦
= {𝑚}

𝐵,𝑦
,

(30)

where 𝜑
𝐵𝑀,𝑦

represents the angle between 𝑥-axis of 𝐵-frame
and the 𝑜𝑥𝑦 plane of 𝑀-frame. All variables in (30) are in
incremental form and the notation Δ has been neglected for
simplification.
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Replacing the spatial derivatives by (3), and knowing the
fact that the wing tip is free, the boundary conditions can be
defined that the bendingmoments and shear forces at the first
and last nodes are zero for the 2nd equation in (30); that is
[15],

𝑢



𝑧,1
= 0,

𝑢



𝑧,𝑛
= 0,

𝑢



𝑧,1
= 0,

(31)

𝑢



𝑧,𝑛
= 0. (32)

Thus, the structural dynamics equation can be derived as
follows:

𝑀

𝑢𝑧
�̈�

𝑧
+ 𝐾

𝑢𝑧
𝑢

𝑧
= 𝑄

𝑢𝑧
, (33)

where

𝑢

𝑧
= [𝑢

1
⋅ ⋅ ⋅ 𝑢

𝑛
]

𝑇

,

𝑀

𝑢𝑧
=

[

[

[

𝜇

1

d

𝜇

𝑛

]

]

]

,

𝐾

𝑢𝑧
=

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

2 −4 2

−2 5 −4 1

1 −4 6 −4 1

d d d d d

1 −4 6 −4 1

1 −4 5 −2

2 −4 2

]

]

]

]

]

]

]

]

]

]

]

]

]

]

]

∗

1

Δ𝑙

4
diag (𝐸𝐼

𝑧,𝑖
) .

(34)

For the 2nd equation in (30), it is the same as (33); that is,

𝑀

𝑢𝑥
�̈�

𝑥
+ 𝐾

𝑢𝑥
𝑢

𝑥
= 𝑄

𝑢𝑥
. (35)

For the 3rd equation in (30), the boundary conditions are
[15]

𝜑



𝐵𝑀,𝑦,1
= 0,

𝜑



𝐵𝑀,𝑦,𝑛
= 0.

(36)

Then, the structural dynamics equation becomes

𝑀

𝜑𝑦
�̈�

𝑦
+ 𝐾

𝜑𝑦
𝜑

𝑦
= 𝑄

𝜑𝑦
, (37)

where

𝜑

𝑦
= [
𝜑

𝐵𝑀,𝑦,1
⋅ ⋅ ⋅ 𝜑

𝐵𝑀,𝑦,𝑛
]

𝑇

,

𝑀

𝜑𝑦
=

[

[

[

𝐼

1

d

𝐼

𝑛

]

]

]

,

𝐾

𝜑𝑦
= −

[

[

[

[

[

[

[

[

[

−2 2

1 −2 1

d d d

1 −2 1

2 −2

]

]

]

]

]

]

]

]

]

∗

1

Δ𝑙

2
diag (𝐺𝐽

𝑖
) .

(38)

In order to further simplify the linear structural dynamics
equations, (33), (35), and (37) can be expanded in the modal
coordinate system, and the final form can be derived as
follows:

ẋ
𝑛𝑒
= A

𝑛𝑒
x
𝑛𝑒
+ A

𝑛𝑒𝑟
x
𝑟
+ B

𝑛𝑒
u

𝑟
, (39)

where the independent variables are

x
𝑛𝑒
= [

ẋ
𝑛

x
𝑛

] ,

x
𝑒
= 𝜇x

𝑛
,

x
𝑒
= [𝑢

𝑇

𝑥
, 𝑢

𝑇

𝑧
, 𝜑

𝑇

𝑦
]

𝑇

,

(40)

where x
𝑛
is the modal displacements of structural elastic

motion, which is the symmetric modes for longitudinal
motion; 𝜇 is the transfer matrix from modal coordinate to
physical coordinate.

For longitudinal motion, the coefficient matrices in (39)
are

𝐴

𝑛𝑒
= [

𝑀

−1

𝑛
𝑄

𝑛1
𝑀

−1

𝑛
(𝑄

𝑛2
− 𝐾

𝑛
)

𝐼 0

] ,

𝐴

𝑛𝑒𝑟
= [

𝑀

−1

𝑛
𝑄

𝑛0

0

] ,

𝐵

𝑛𝑒
= [

𝑀

−1

𝑛
𝑄

𝑛3

0

] ,

𝑀

𝑛
= 𝜇

𝑇

𝑀𝜇,

𝐾

𝑛
= 𝜇

𝑇

𝐾𝜇,

𝑄

𝑛𝑖
= 𝜇

𝑇

𝑄

𝑖
,
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𝑄

𝑛0
= 𝜇

𝑇

𝑄

0
,

𝑄

𝑛1
= 𝜇

𝑇

𝑄

1
𝜇,

𝑄

𝑛2
= 𝜇

𝑇

𝑄

2
𝜇,

𝑄

𝑛3
= 𝜇

𝑇

𝑄

3
𝜇,

𝑄

0
=

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

𝑋V,1

.

.

.

𝑋V,𝑛

𝑋

𝛼,1

.

.

.

𝑋

𝛼,𝑛

0

𝑛×1
0

𝑛×1

𝑍V,1

.

.

.

𝑍V,𝑛

𝑍

𝛼,1

.

.

.

𝑍

𝛼,𝑛

𝑍

𝑞,1

.

.

.

𝑍

𝑞,𝑛

0

𝑛×1

𝑀V,1

.

.

.

𝑀V,𝑛

𝑀

𝛼,1

.

.

.

𝑀

𝛼,𝑛

𝑀

𝑞,1

.

.

.

𝑀

𝑞,𝑛

0

𝑛×1

]

]

]

]

]

]

]

]

]

]

]

]

]

]

]

]

]

]

]

]

]

]

]

,

𝑄

1

=

[

[

[

[

𝑋

�̇�𝑥 ,1
⋅ ⋅ ⋅ 𝑋

�̇�𝑥,𝑛
𝑋

�̇�𝑧 ,1
⋅ ⋅ ⋅ 𝑋

�̇�𝑧 ,𝑛
0

𝑛×1

𝑍

�̇�𝑥 ,1
⋅ ⋅ ⋅ 𝑍

�̇�𝑥,𝑛
𝑍

�̇�𝑧 ,1
⋅ ⋅ ⋅ 𝑍

�̇�𝑧 ,𝑛
𝑍

�̇�𝑦 ,1
⋅ ⋅ ⋅ 𝑍

�̇�𝑦 ,𝑛

0

𝑛×1
𝑀

�̇�𝑧 ,1
⋅ ⋅ ⋅𝑀

�̇�𝑧 ,𝑛
𝑀

�̇�𝑦 ,1
⋅ ⋅ ⋅𝑀

�̇�𝑦 ,𝑛

]

]

]

]

,

𝑄

2
=

[

[

[

[

0

1×𝑛
0

1×𝑛
𝑋

𝜑𝑦 ,1
⋅ ⋅ ⋅ 𝑋

𝜑𝑦 ,𝑛

0

1×𝑛
0

1×𝑛
𝑍

𝜑𝑦 ,1
⋅ ⋅ ⋅ 𝑍

𝜑𝑦 ,𝑛

0

1×𝑛
0

1×𝑛
𝑀

𝜑𝑦 ,1
⋅ ⋅ ⋅𝑀

𝜑𝑦 ,𝑛

]

]

]

]

,

𝑄

3
=

[

[

[

[

𝑋

𝛿𝑒,1
⋅ ⋅ ⋅ 𝑋

𝛿𝑒,𝑛
𝑋

𝛿𝑡

𝑍

𝛿𝑒,1
⋅ ⋅ ⋅ 𝑍

𝛿𝑒,𝑛
𝑍

𝛿𝑡

𝑀

𝛿𝑒,1
⋅ ⋅ ⋅ 𝑀

𝛿𝑒,𝑛
𝑀

𝛿𝑡

]

]

]

]

,

(41)

where𝑍
�̇�𝑧
is related to some derivatives (e.g.,𝐶

𝐿�̇�𝑧

).The exact
expressions are the same as the derivatives of general flight
dynamics equations. More details about them can be referred
to [21].

3.4. Total Linearized Equation. Combining (26) and (39), the
final total linear equations can be derived as follows:

ẋ
𝑟
= A

𝑟
x
𝑟
+ A

𝑟𝑛𝑒
x
𝑛𝑒
+ B

𝑟
u

𝑟
,

ẋ
𝑛𝑒
= A

𝑛𝑒𝑟
x
𝑟
+ A

𝑛𝑒
x
𝑛𝑒
+ B

𝑛𝑒
u

𝑟
.

(42)

The independent variable is

x = [x𝑇

𝑟
, x𝑇

𝑛𝑒
]

𝑇 (43)

and the state matrix is

𝐴 = [

𝐴

𝑟
𝐴

𝑟𝑛𝑒

𝐴

𝑛𝑒𝑟
𝐴

𝑛𝑒

] . (44)
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Figure 3: Beam deformation with increasing tip moment.

And the control matrix is:

𝐵 = [

𝐵

𝑟

𝐵

𝑛𝑒

] . (45)

The eigenvalues of the above state matrix are the modal
eigenvalues of the elastic UAV considering the coupling of
aeroelastic and flight dynamics:

ẋ = Ax + Bu. (46)

4. Model Verification

4.1. Geometrically Nonlinear Deformation. In order to vali-
date the effectiveness of the geometrically nonlinear struc-
tural model and central difference method proposed in this
paper, a cantilever beam with bending rigidity 𝐸𝐼 = 1
and length 𝑙 = 1m is employed. While applying increasing
moment 𝑀 at the tip of the beam, the deformation of the
beam is shown in Figure 3. It can be seen that while𝑀 = 2𝜋,
the angular displacement is 2𝜋, the tip coincides with the root
and the beam is deformed into a circle, which is consistent
with the analytical results [16]. The effectiveness of structural
model is validated.

4.2. Aerodynamics Model. Aerodynamics model is the most
complex and important external force model in the problem
of flight dynamics and control, so itmust be checked carefully
before further studies. The lift coefficient distribution along
the wing span obtained from two methods are compared
in Figure 4; one is derived from the Thin-Strip lifting-line
theory proposed in Section 3.1 in this paper, and the other is
the Vortex-Lattice method from AVL software. It can be seen
that the precision of Thin-Strip lifting-line theory model can
satisfy the application requirements of this paper.

4.3. Linear Structural Model. In order to investigate the error
of different modal truncation, 4 linear structural models
of the wing are compared with the geometrically nonlinear
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one: truncating at the 1st, 2nd, 4th, and 6th bending mode,
respectively, and then applying a flapwise impulse force to the
tip of the wing. The time domain responses of the wing tip of
different models are shown in Figure 5.

It can be seen that, if the deformation is not large enough,
for the flapwise deformation, if we employ the first 6 bending
modes to constitute the linear structuralmodel, the responses
of the wing tip are coincident with the nonlinear one well.
Similarly, it can be found from simulation that the first 4
twist modes and 2 chordwise modes are precise enough. So,
the first 6 flapwise bending, 4 twist and 2 chordwise bending
modes are adopted to constitute the linear structural model
of the wing in the following of this paper.

Figure 6: Deformed UAV in trimming.
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Figure 7: Flapwise position of UAV of different calculation model.

5. Flight Dynamics of Highly Flexible UAV

5.1. Trimming. Two kinetics models are employed for trim-
ming: the “Undeformed”model represents the common rigid
flight dynamicsmodel; the “Deformed”model corresponding
to (1) represents the flexible flight dynamics model.

In level flight, assuming that all the 40 distributed elevons
deflect conformably for trimming for simplification, the
highly flexible UAV will deform under the aeroelastic effect.
In fact, the deformed UAV in trimming is shown in Figure 6,
are the flapwise position and pitch angle of the UAV are
shown in Figures 7 and 8.

It can be seen that the maximum wing deformation is
4.58m at the wing tip, and the pitch angle at wing tip is larger
than the root for about 3∘. Larger pitch angle brings larger
lift, and larger lift at wing tip will bring larger deformation.
So, all the distributed elevons deflecting conformably is not
the optimal control case while considering aeroelasticity.

5.2. Modal Analysis. The “Underformed” and “Deformed”
models are corresponding to conventional rigid vehicles, and
the linear “Flexible” model is based on (42). The longitudinal
modes of different calculation models are shown in Table 2.



10 Mathematical Problems in Engineering

5.5

5.0

4.5

4.0

3.5

3.0

2.5

Pi
tc

h 
an

gl
e (

de
g)

0 5 10 15 20 25 30 35

Spanwise position (m)

Undeformed
Deformed

Figure 8: Pitch angle of UAV of different calculation model.

Table 2: Roots of longitudinalmode of different calculationmodels.

Short period Phugoid 1st bending
Undeformed −6.710 ± 3.925𝑖 −0.046 ± 1.003𝑖 /
Deformed −5.985 ± 3.100𝑖 −0.002 ± 1.063𝑖 /
Flexible −0.394 ± 1.707𝑖 0.002 ± 1.031𝑖 −3.819 ± 1.459𝑖

The results showed that the difference of these models is
huge in longitudinalmode. Since the deformation of wing has
increased the UAV’s moment of inertia about the pitch axis,
the frequency of short period mode has obviously decreased
for the deformed model. The serious coupling between
short period mode and 1st bending mode also significantly
influences the roots of short period mode, which then results
in the phugoid changing from stable to unstable. These
tendencies are similar to the results presented byHodges et al.
Through these analyses, it is clear that the flexiblemodel is the
only one which is able to accurately estimate the longitudinal
flight dynamics behaviors.

6. Distributed LQG/LTR Controller Design

6.1. Statement of LQG/LTRControl. For a standard state space
system described in (46), the design procedure of LQG/LTR
controller in the output port is as follows:

(1) Design a LQR regulator 𝐹, which ensures that the
singular value of open loop system 𝐹𝐺(𝑠) on a certain
frequency satisfies the robustness requirement.

(2) Design a target loop: select appropriate Ξ and Θ,
so as to the singular value of full-state feedback
loop transfer function 𝐺

𝑐
(𝑠)𝐺(𝑠) on the considering

frequency close to that of 𝐹𝐺(𝑠) adequately.

Where, the controlled plant 𝐺(𝑠) is

𝐺 (𝑠) = 𝐶 (𝑠𝐼 − 𝐴)

−1

𝐵 (47)

and the derived LQG/LTR controller plant 𝐺
𝑐
(𝑠) is

𝐺

𝑐
(𝑠) = 𝐹 (𝑠𝐼 − 𝐴 + 𝐵𝐹 + 𝐿𝐶)

−1

𝐿. (48)

Themethodology of LQR is searching a full state feedback
controller 𝑢 = −𝐹𝑥 to minimize the quadratic cost function:

𝐽 = min(∫
∞

0

(𝑥

𝑇

𝑄𝑥 + 𝑢

𝑇

𝑅𝑢) 𝑑𝑡) (49)

subject to the system dynamics described in (46).
The expression of 𝐹 can be calculated by

𝐹 = 𝑅

−1

𝐵

𝑇

𝑃, (50)

where 𝑃 is the solution of the following algebraic Riccati
equation:

𝐴

𝑇

𝑃 + 𝑃𝐴 − 𝑃𝐵𝑅

−1

𝐵

𝑇

𝑃 + 𝑄 = 0. (51)

The solution of 𝐿 in (48) is similar to 𝐹; one just needs
to replace the matrix 𝐴, 𝐵, 𝑄, 𝑅 in (49)–(51) to 𝐴𝑇

, 𝐶

𝑇

, Ξ +

𝜌𝐵𝐵

𝑇

, Θ, respectively, where Ξ + 𝜌𝐵𝐵𝑇 represents the noise
intensity; different noise intensity can be adjusted by 𝜌;
Θ represents the sensor noise intensity. A well-designed
LQG/LTR controller should be that, when 𝜌 → ∞, the
singular value of 𝐺

𝑐
(𝑠)𝐺(𝑠) on the considering frequency

close to that of 𝐹𝐺(𝑠) adequately. But it should be noted that
larger 𝜌 will derive larger gain of 𝐺

𝑐
(𝑠).

6.2. Designing LQG/LTR Pitch Angle Controller. Before
designing LQG/LTR control law, one shall augment the plant
to satisfy the specific performance requirement. For example,
adding integrators will assure the zero steady-state errors to
step inputs. So, in order to control the pitch angle precisely,
the integrator of pitch angle 𝜃

𝑖
and velocity 𝑉

𝑖
should be

included in the control plant. Then, the control plant in (46)
becomes

[

[

[

[

ẋ
̇

𝜃

𝑖

̇

𝑉

𝑖

]

]

]

]

=

[

[

[

[

A 0

4×1
0

4×1

[0 0 0 1 0

1×2𝑛
] 0 0

[1 0 0 0 0

1×2𝑛
] 0 0

]

]

]

]

[

[

[

x
𝜃

𝑖

𝑉

𝑖

]

]

]

+

[

[

[

B
0

0

]

]

]

u.

(52)

The critical factor for a practical controller is that not all
the state variables are easy to be measured in engineering. So
only a part of variables can be used to implement the output
feedback control. Because the LTR technology can recover
the stable margin of LQR, which is known as an excellent
state feedback robust controller, the robustness of LQG/LTR
output feedback controller can be guaranteed.

Because the flapwise bendingmotion of thewing is easy to
be measured, so 𝑢

𝑧
together with 𝑉, 𝛼, 𝑞, 𝜃, 𝜃

𝑖
, 𝑉

𝑖
are selected

to be the measured variables for the controller. Then, we can
apply the LQG/LTR method described above in (52).
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Figure 9: Singular values of pitch angle loop.

If we select 𝜌 = 1 × 106, the singular values of pitch angle
loop of𝐹𝐺(𝑠) denoted by LQR and𝐺

𝑐
(𝑠)𝐺(𝑠) denoted by LTR

are compared in Figure 9.
It can be seen from Figure 9 that, after the loop transfer

recovery, the two singular values coincide perfectly on low
frequency band, which indicates that the response of the
close loop system to common control such as step input
is quick and the tracking error is small even with model
deviation. On high frequency band, the singular value of LTR
decreases more quickly than that of LQR, which will pro-
vide excellent robustness to the high frequency disturbance
such as unmodeled high frequency structural dynamics and
unsteady aerodynamics. So, the LTR satisfies the required
performance well.

6.3. Flight Simulation. There are 40 distributed elevons in
the large scale highly flexible solar-powered UAV.The details
about control actuator are omitted temporally for brief while
designing the LQG/LTR controller. But in the stage of flight
simulation, two kinds of actuators are employed to verify
the robustness of the controller. The model of the elevons
actuator is

𝛿ea =
1

0.05𝑠 + 1

𝑢. (53)

The model of the throttles is

𝛿

𝑡
=

1

0.5𝑠 + 1

𝑢. (54)

Their bandwidths are 20 and 2 rad/s, respectively.
Applying the LQG/LTR controller proposed above to

the linear structural and flight dynamics model described
in (52), when given a desired pitch angle 𝜃

𝑐
= 5

∘, the
longitudinal response of solar aircraft is shown in Figures
10–14. As shown in Figure 10, the adjust time of pitch angle
is about 3 seconds; because of the use of integrator, steady-
state error is eliminated. Seen from Figure 11, the variation
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Figure 10: Response of pitch angle.
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of angle of attack in the whole process does not exceed
1.4

∘, so the additional load it brings is very small, indicating
that the overall movement of the highly-flexible UAV is
relatively stable. Seen from Figure 12, the largest deflection
angle of elevons is less than 20 degrees, and it occurs in
the initial phase only, and when approaching a steady state,
the deflections are no more than 5 degrees, far less than
the limitation. It must be noted that the deflection angle
of the 40 elevons are all different, because in addition to
providing pitch angle control, distributed elevons also need
to suppress the elastic deformation movement of the highly-
flexible wing in the LQG/LTR controller. Seen fromFigure 13,
the maximum deformation of the wing occurs in the tip
and the maximum magnitude of wing deformation is only
about 0.09m, far less than the deformation of 4.58m in
trimming, reminding that all the elevons deflect conformably
in trimming. Seen from Figure 14, the max rate of twist angle
is only 0.26 rad/s, corresponding to the reduced frequency
of 0.0144. In a word, with distributed elevons, the use of
LQG/LTR control method allows faster attitude control of
the large scale highly flexible UAV while good aeroelastic
deformation suppression is achieved simultaneously.

In addition, reminding that the linear structural model
coincide with the nonlinear one perfectly on the condition of
small deformation (shown in Figure 5). Since the LQG/LTR
controller has restrained the structural deformation and
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incident angle in a relative small range, it can be deduced that
the simulation results in this section are reliable.

7. Conclusions

In this paper, the modeling, stability, and control character-
istics of a highly flexible large scale solar-powered UAV with
distributed all-span multi elevons were presented.

A geometrically nonlinear intrinsic beam model is intro-
duced to establish the equation of motion of flexible solar-
powered UAV. Based on it, the decoupled linear flight
dynamics and structural dynamics equations of motions are
derived in mean axis frame. Steady aerodynamics model
is derived by theoretical airfoil data and corrected for 3D
effect by lifting-line theory, quasisteady aerodynamics model
is derived by Theodorsen unsteady aerodynamics model,
and the aerodynamics derivatives of every wing sections are
derived and transferred to different frames for the multirole
in linear equations of flight dynamics or structural dynamics.

The nonlinear coupled structural and flight dynamics
model was employed to trim the large scale flexible UAV,
under the assumption that all the 40 distributed elevons
deflect conformably. The maximum aeroelastic defection of
wingtip is 4.58m in flapwise, about 13% to the halfspan. The
pitch angle at wing tip is larger than the root for about 3∘.
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Figure 14: Response of rate of twist angle of wing at different
stations.

Larger pitch angle brings larger lift and leads to larger defor-
mation. So all the distributed elevons deflecting conformably
are not the optimal control case while considering aeroelastic
effects.

Three different linear dynamics models, undeformed,
deformed, and elastic, were compared for longitudinal mode
analysis. The results showed that the difference of three
models is huge. Since the deformation of wing has increased
the UAV’s moment of inertia about the pitch axis, the fre-
quency of short period mode has obviously decreased for the
deformed model. The serious coupling between short period
mode and 1st bending mode also significantly influences the
roots of short periodmode, which then results in the phugoid
changing from stable to unstable. So, it is clear that the flexible
model is the only one which is able to accurately estimate the
longitudinal flight dynamics behaviors and control the large
scale highly flexible UAV exactly.

Forty distributed all-span elevons were employed to
control the attitude and suppress the aeroelastic deformation.
LQG/LTR methodology was employed to accomplish the
dynamics performance and robustness requirement. The
flight simulation showed that the designed LQG/LTR con-
troller can provide the adjust time of pitch angle in 3 seconds
without steady-state error, and the maximum magnitude of
wing deformation is only about 0.09m, far less than the
deformation of 4.58m in trimming. So, LQG/LTR control
method with distributed elevons is suitable for large scale
highly flexible solar-powered UAV.

Nomenclature

𝑃: Linear momentum
𝐻: Angular momentum
𝑀: Mass or moment
𝐼: Moment of inertia
𝑉: Linear velocity
Ω: Angular velocity
𝛾: Strain
𝜅: Curvature
𝑓: External force
𝑚: External moment
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𝑐: Chord
𝑙: Wing span
𝐶

𝑎𝑏
: Direction cosine matrix from 𝑏 to 𝑎

𝛼: Angle of attack
𝛽: Angle of side slip
𝑥, 𝑦, 𝑧: Distance from the origin at 𝑥, 𝑦, and 𝑧

directions.

Subscripts and Superscripts

𝑔: Ground axis frame
𝑅: Deformed beam axis frame at wing root
𝐵: Deformed beam axis frame
𝑏: Undeformed beam axis frame
𝑀: Mean axis frame
𝑠: Structure axis frame
𝑎

𝐵
: Aero axis frame at deformed beam
𝑎

𝑅
: Aero axis frame at wing root
𝑎

𝑀
: Aero axis frame at mean axis frame

{𝑥}

𝑦
: Vector 𝑥 expressed in 𝑦-frame

{𝑥}

𝑦,𝑧
: 𝑍 part of vector 𝑥 expressed in 𝑦-frame

𝑥

: Spatial derivative of variable 𝑥
�̇�: Temporal derivative of variable 𝑥
𝑥: Mean value over the beam element
𝑥: Nodal value.
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Degree constrained minimum spanning tree (DCMST) refers to constructing a spanning tree of minimum weight in a complete
graph with weights on edges while the degree of each node in the spanning tree is no more than d (d ≥ 2). The paper proposes an
improved multicolony ant algorithm for degree constrained minimum spanning tree searching which enables independent search
for optimal solutions among various colonies and achieving information exchanges between different colonies by information
entropy. Local optimal algorithm is introduced to improve constructed spanning tree. Meanwhile, algorithm strategies in dynamic
ant, random perturbations ant colony, and max-min ant system are adapted in this paper to optimize the proposed algorithm.
Finally, multiple groups of experimental data show the superiority of the improved algorithm in solving the problems of degree
constrained minimum spanning tree.

1. Introduction

Minimum spanning tree (MST) is a classic combinato-
rial optimization problem. Many engineering problems in
common cases, for example, pipeline, circuit design, and
transportation network, can be transformed into minimum
spanning tree. Minimum spanning tree means to construct
a minimum cost spanning tree with weight graph by adapt-
ing proven algorithms like avoid cycle method, tear cycle
method, and so forth. However, things will be different when
values, which bring about restrictions to degree of each
vertex in a tree, are given in advance. It is in fact a prob-
lem of so-called degree-constrained minimum spanning tree
(DCMST). As a matter of fact, it means to find out the min-
imum spanning tree with minimum weight while comply-
ing with the vertex constraints in all spanning trees. With the
development of science and society, there is a growing need
for solving the problems of DCMST in different fields such as
computer communication, telephone communication, trans-
portation, and allocation of resources, thus making DCMST
optimization a problem worth studying.

As NP hard problem, various algorithms with high time
complexity such as branch and bound method, approximate

algorithm, iterative method, and multistart hill-climbing are
exploited in DCMST in previous study. Heuristic algorithms,
for instance, genetic algorithms, simulated annealing algo-
rithm, and ant colony algorithm, have been a research focus
to generate acceptable solutions in a valid time. Among
these modern optimization algorithms, ant colony algorithm
comes as a novel bionics algorithm and converges to the
shortest path by information transferring and updating
among ants. It combines distributed computation, positive
feedback mechanism, and greedy search which enables fast
approaching of better solutions.

Many DCNST problems are solved by ant colony algo-
rithm [1–5]; these applications adopt ant colony algorithm
with single colony. It comes with shortcomings of long
search time and stagnation. Ant colony operates through
organized cooperation and task-sharing in nature and their
pheromone regulation mechanisms differ from one colony
to another. These corporations show great significance when
ant colony deals with complex tasks. Algorithms that employ
multicolony ant algorithmwill converge in a shorter period of
time compared to those applied with single colony but feature
the same ant population in total especially when the prob-
lem is in large scale. Taking all these factors into account,
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the paper proposes a degree-constrainedminimum spanning
tree based on improvedmultiant colonies.Theproposed algo-
rithm features multipaths search through multiant colonies
under setting conditions. Moreover, the thinking of dynamic
ant colony is utilized here to dynamically adjust volatilization
factor and enhancement factor during the running process
in order to increase the diversity of solutions. Upper and
lower bounds of pheromone are configured on the basis of the
thinking of max-min ant system during its updating process.
What is more, the tabu list is applied in case of local circling
while random disturbance factor is set here to increase the
possibility of selection among different paths so as to promote
objective and diverse solutions.

2. Background

Providing 𝐺 is a connected complete graph with weights
on edges while the values of the weight are not negative,
supposing𝑇 is the spanning tree of𝐺,𝑤(𝑇)means the sum of
weights of𝑇.Then construct a spanning tree with aminimum
𝑤(𝑇) under the condition that the degree of each node is
no more than 𝑑, where 𝑑 ≥ 2. Spanning trees meeting the
above description are named degree-constrained minimum
spanning tree (DCMST).

DCMST was first proposed by Narula and Ho in 1980.
Then branch and bound algorithm [6, 7], which enables opti-
mal solutions search for DCMST with less nodes, was given
at the same time. After that, a branch and cut algorithm [8]
that promoted a more objective construction when searching
for optimal solutions was raised by Caccetta and Hill, and
so forth. In particular, Volgenant presented double solution
information based Lagrangian algorithm [9] for DCMST.
Soon after that, Behle et al. further optimized this problem
by presenting preferential branch and cut algorithm [10] by
adopting separation standards and principles of 0/1 integer
programming.

With further exploration of DCMST, evolutionary algo-
rithm [11–13] taking genetic immune thinking as a main
representative emerged. During that period of time Japanese
scholar Zhou and Gen achieved a major breakthrough by
solving DCMST using evolutionary algorithm and encoding
spanning tree by Prufe. Nevertheless, the information of
degree cannot be reflected in Prufe coding and infeasible
solutions generated in this procession. Since then, many
evolutionary thinking based algorithms have been proposed
to solve the problem of DCMST. These algorithms mainly
focused on bringing improvements in evolutionary coding
and these improvements are insufficient for a DCMST task.
In addition, randomized primalmethod (RPM) [12], which is
a dynamic table structure, integrated multistart hill-climbing
(MHC) [14], stimulated annealing (SA), and genetic algo-
rithm (GA) [12, 13] and the node weight information as a
whole was presented byKnowles to find the optimal solutions
of DCMST. Many heuristic algorithms, for instance, ant
colony algorithm [3, 15–17] and particle swarm optimization
algorithm [18, 19], have been applied to study DCMST from
different ways and have gained positive effects.

A typical example was given in [2] to solve DCMST by
an improved ant colony algorithm. In this example, a group

of ants were asked to explore the given graph; then a group
of signed edge set which is related to the pheromone on
paths was selected as a candidate set. Afterwards, Kruskal’s
algorithm was adopted to construct a DCMST according
to the candidate set. Finally, local optimization was carried
out in DCMST to better improve the spanning tree. The
algorithm proposed in this paper is basically based on ant
colony algorithm and further optimizes the solutions by
introducing multiant colonies.

3. Mathematical Model of DCMST

In the mathematical model of DCMST, graph 𝐺 = (𝑉, 𝐸,

𝑊) means a connected undirected graph, wherein 𝑉 = {V
1
,

V
2
, . . . , V

𝑛
} is the vertex set, the edge set is 𝐸 = {𝑒

1
, 𝑒
2
, . . . , 𝑒

𝑚
},

and 𝑊 = (𝜔
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)
𝑛×𝑛
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of DCMST can be described as
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wherein variable

𝑋
𝑖𝑗
=

{

{

{

1, edge (𝑖, 𝑗) lies on the optimal tree

0, other.
(6)

Condition (2) limits the number of edges that connected to
node 𝐼 which ensures the restrictions of degree constraint.
Condition (3) makes sure that the obtained subgraph is a
spanning tree of graph 𝐺. Condition (4) ensures that there
are 𝑛 − 1 edges in the final subgraph.

4. Degree-Constrained Minimum Spanning
Tree Based on Multiant Colonies

In this paper, multiple ant colonies are arranged to search
multiple paths following given conditions.They are supposed
to search for optimal solutions independently and to commu-
nicate with each other through information entropy. Entropy
is mainly used for description of the disordered relation in
thermodynamics. In here, information entropy which can
be expressed as 𝑠 = −𝑘∑

𝑛

𝑖=1
𝑝
𝑖
ln𝑝
𝑖
is employed to display

the diversity of solutions, wherein 𝑝
𝑖
is the possibility that

condition 𝑖 can be determined while 𝑝
𝑖
≥ 0, ∑𝑛

𝑖=1
𝑝
𝑖
= 1.

The size of information entropy dominates the diversity of
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Figure 1: Flow chart of the algorithm.

solutions and it is also an important basis for pheromone
updating between ant colonies.

Besides, the improved algorithm enlarged search area of
ant and added to the diversity of solutions by dynamically
adjusting volatilization factor and enhancement factor to
affect the distribution of pheromone. By introducing adaptive
optimization strategy in case of local circling and random
disturbance factor to increase the possibility that each path
is being selected, the obtained solutions are supposed to be
objective and diverse.

At the beginning of the experiment, each ant is allocated
with an initial position; then initial values of pheromone
of edges are given. After DCMST 𝑇best is constructed, ant
colonies start the search process and a set of edge set TE
will be obtained. Kruskal algorithm then will be applied
to construct a spanning tree according to TE. After all rge
spanning trees are constructed by each colony, all these span-
ning trees will be compared with each other and the optimal
spanning tree with the least weight will be note into 𝑇better.
Algorithms 2-EdgeReplacement and 1-EdgeRepalcement will

be exploited to optimize 𝑇better. Then, comparing 𝑇better with
𝑇best after iteration, the one that features the smaller weight
is set to be 𝑇best. Next, globally update the pheromone of
𝑇best and reallocate positions of each ant. If communication
requirements are met between colonies, then pheromone
updating will be conducted between colonies, or next iter-
ation will be conducted. Final solution 𝑇best will not be
obtained until all the iterations are complete. See Algorithm
1.

The flow chart is as shown in Figure 1.

4.1. The Initialization Stage. The edge weight will be com-
puted according to the distances between node sets when
initialization begins. Maximum weight 𝑀 and minimum
weight 𝑚 will be recorded. Then the initial pheromone
concentration of each edge is acquired by analyzing obtained
weight. Assuming the range of weight lies between (𝑀 −

𝑚)/3 and 4(𝑀 − 𝑚)/3, the initial edge set will be obtained
according to initial pheromone matrix. After that, each ant
will be allocated with an initial position. See Algorithm 2.
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Input:
𝐺 = (𝑉, 𝐸): a complete graph with weight;
𝜔: function to calculate weight;
𝑑: degree constraint of vertex, 𝑑 ≥ 2;
MA: the amount of ant colonies

Output:
A degree constrained minimum spanning tree 𝑇

Begin
//Initialization
𝑖 ← 1; 𝑖best ← 0; 𝑖restart ← 0

Create the Multiple set of ants 𝐴[𝑀𝐴] of size |𝑉| with the number of colonies 𝑘
InitAntsEdges(𝑉, 𝐸, 𝜔)
𝑇best ← ConstructSpanningTree(𝐸, 𝑑)
while 𝑖 < 𝑖max and 𝑖 − 𝑖best < 𝑖stop do
for 𝑚𝑎 = 1 to MA do
AntsMove(𝐴[𝑚𝑎], 𝐸) //Exploration
𝑠 ← Calculation Entropy
𝑇 ← ConstructSpanningTree(𝐸, 𝑑)
If 𝜔(𝑇) < 𝜔(𝑇better) then

𝑇better ← 𝑇

𝑚𝑎better ← 𝑚𝑎

//local optimization
𝑇better ← 2-EdgeReplacement(𝑇better, 𝐸, 𝑉, 𝜔)
𝑇better ← 1-EdgeReplacement(𝑇better, 𝐸, 𝑉, 𝜔)

If 𝜔(𝑇better) < 𝜔(𝑇best) then
𝑇best ← 𝑇better
𝑖best ← 𝑖

foreach 𝑒 ∈ 𝑇best do //enhance
e⋅𝑝ℎ𝑚 ← 𝛾 ⋅ 𝑒⋅phm

if 𝑖max(𝑖best, 𝑖restart) > 𝑅 then
𝑖restart ← 𝑖

Restart(𝑇best)

if 𝑖mod gap(s) = 0 then
ExchangePheromone()

𝑖 ← 𝑖 + 1

ResetAnts(𝐴)
Update parameters 𝛾 and 𝜂

return 𝑇best

Algorithm 1

InitAntsEdges(𝑉, 𝐸, 𝜔)
begin

for 𝑖 = 0 to |𝑉| − 1 do
Ant[𝑖]⋅location ← 𝑉[𝑖]

Ant[𝑖]⋅tabuList← 0

foreach 𝑒 ∈ 𝐸 do
e⋅initPhm ← (𝑀 − 𝜔(𝑒)) + (𝑀 − 𝑚)/3

e⋅phm ← e⋅initPhm
e⋅𝑛Visited← 0

Algorithm 2

4.2. The Search Stage. The transfer rule of an improved ant
colony algorithm is employed when ants start their search for
next target position in the search stage.

The algorithm integrates the characteristics of optimized
algorithms like dynamic ant colony algorithm and random

disturbance ant colony algorithm as a whole and each ant is
allocated with its own tabu list. Ants will select next target
according to transfer rule in

𝐶
𝑘

𝑖𝑗
=

{{{{

{{{{

{

𝑠𝑝
𝑘

𝑖𝑗
𝑞 ≤ 𝑞
0

𝑝
𝑘

𝑖𝑗
𝑞 > 𝑞
0

0 other.

(7)

In this formula, 𝑞 is a random number within 0∼1. 𝑞
0
is a

constant; it is set to be 0.5 in here.When 𝑞 is less than or equal
to 𝑞
0
, according to random disturbance strategy, the next

target position will be the node when 𝑠𝑝
𝑘

𝑖𝑗
takes the largest

value. Consider

𝑠𝑝
𝑘

𝑖𝑗
=

(𝜏
𝑖𝑗

𝛼
⋅ 𝜂
𝑖𝑗

𝛽
)
𝛾

∑𝜏
𝑖𝑗

𝛼
⋅ 𝜂
𝑖𝑗

𝛽
, (8)
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AntsMove(𝐴[𝑚𝑎], 𝐸)
begin
for 𝑖 = 1 tomaxSteps do
if 𝑖mod updatePeriod = 0 then

UpdatePheromone(𝐸)
foreach 𝑎 ∈ 𝐴[𝑚𝑎] do

𝑛Attempts← 0

moved← False
while not moved and 𝑛Attempts < 5 do
V
1
← 𝑎⋅location

Select an edge (V
1
, V
2
) at random and proportional to (V

1
, V
2
)⋅phm

if V
2
∉ 𝑎⋅tabuList then

add V
2
into 𝑎⋅tabuList

𝑎⋅location← V
2

(V
1
, V
2
)⋅𝑛Visited++

moved← True
else 𝑛Attempts++

𝑠 ← Calculation Entropy of the current colony

Algorithm 3

wherein 𝛼 is equal to 1 and 𝛽 changes with the number of
iterations, recorded as 𝑚𝑛, by a kind of dynamic ant colony
strategy. 𝛽 = 5 when the number of iterations lies in 1 ∼

𝑚𝑛/3. When it comes to be in 𝑚𝑛/3 ∼ 𝑚𝑛/2, 𝛽 = 4. 𝛽 = 3

when the number lies in 𝑚𝑛/2 ∼ 𝑚𝑛2/3. Similarly, 𝛽 = 2

when this number lies in𝑚𝑛2/3 ∼ 𝑚𝑛.
Γ calculated by 𝛾 = 𝑎 ⋅ 𝑒

𝑏/𝑘 is the disturbance factor. 𝑎
is a random number within 0∼2. 𝑏 is equal to 4 and 𝑘 is the
number of iterations.

When 𝑞 is larger than 𝑞
0
,

𝑝
𝑘

𝑖𝑗
=

𝜏
𝑖𝑗

𝛼
⋅ 𝜂
𝑖𝑗

𝛽

∑𝜏
𝑖𝑗

𝛼
⋅ 𝜂
𝑖𝑗

𝛽
. (9)

𝑝
𝑘

𝑖𝑗
means the possibility that 𝑗 is being selected; the

possibility increases as 𝑝
𝑘

𝑖𝑗
grows rather than forcing 𝑠𝑝

𝑘

𝑖𝑗
to

be the maximum node. Then next target position will be
determined and add this position to tabu list of this ant in case
of being selected again; then add 1 to the number of visits.

Information entropy of a colony will be calculated as (10)
according to obtained 𝑝

𝑘

𝑖𝑗
of each ant after a colony completes

searching:

𝑠 = −𝑘

𝑚

∑

𝑖=1

𝑝
𝑖
ln𝑝
𝑖
. (10)

𝑚 represents the number of ants in a colony. The cal-
culated information entropy of colonies will be a basis for
colonies selection when pheromone exchanges. See Algo-
rithm 3.

4.3. Updating of Pheromone. All ant colonies search for edges
following a given step length. All ants will not stop moving
in parallel in each step and updating pheromone on edges
that have been searched until all the steps have been finished.
Pheromone updating is set to be operated after finishing

UpdatePheromone(𝐸)
begin

foreach 𝑒 ∈ 𝐸 do
𝑒⋅phm← (1 − 𝜂) × 𝑒⋅phm + 𝑒⋅nVisited × 𝑒⋅initPhm
𝑒⋅nVisited← 0

if 𝑒⋅phm >maxPhm then
𝑒⋅phm←maxPhm − 𝑒⋅initPhm

if 𝑒⋅phm <minPhm then
𝑒⋅phm←minPhm + 𝑒⋅initPhm

Algorithm 4

a group of specific steps instead of updating pheromone
concentration after each step in order to promote more
effective search. Pheromone is supposed to be updated when
an ant has finished 1/3 of its maximum step.

Pheromone on each path ranges between minPhm and
maxPhm. It is similar to max-min ant system, which will be
of help to prevent the solution from falling into local optimal:

maxPhm = 1000 ⋅ (𝑀 − 𝑚) +
(𝑀 − 𝑚)

3
,

minPhm =
(𝑀 − 𝑚)

3
.

(11)

𝑀 and 𝑚 are maximum weight and minimum weight
referred to at the beginning.

A counter will be set on each edge to know how many
times it has been visited after an update is complete. Local
update of pheromone is arranged as the formula lists as
follows:

phm = (1 − 𝜂) ⋅ phm + 𝑛Visited ⋅ initPhm. (12)
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ConstructSpanningTree(𝐸, 𝑑)
begin

𝑇
𝑛
← 0

Sort 𝐸 in order of descreasing pheromone level
𝐶 ← top 𝑛Candidates edges from 𝐸

Sort 𝐶 in order of increasing edges cost
while |𝑇

𝑛
| < |𝑉| − 1 do

if 𝐶 ̸= 0 then
Let 𝑒 be the next edge in 𝐶

Remove 𝑒 from 𝐶

if adding e into 𝑇
𝑛
with meet the degree constraint then

𝑇
𝑛
= 𝑇
𝑛
∪ {𝑒}

else
𝐶 ← next 𝑛Candidates edges from 𝐸

Sort 𝐶 in order of increasing edges cost
return 𝑇

𝑛

Algorithm 5

𝜂 means the volatilization factor and it is updating with
the operating of algorithm. Consider

𝜂 = 𝜂 ⋅ (
𝑛Visited
phm

)

𝑘

. (13)

initPhm is the initial pheromone value of edge and
𝑛Visited implies the number on edges being visited. 𝑘 is a
constant and, in here, it is set to be 0.5. It should be noted that
when the value of pheromone on a path exceeds threshold
value, the value of pheromone will be adjusted by adjusting
initial pheromone values of edges for better solution. See
Algorithm 4.

4.4. Constructing Spanning Tree. A group of edges will be
obtained after an ant colony completes searching. Pheromone
matrix is adopted to construct a corresponding DCMST due
to the absolute connectivity of obtained edge sets and they are
all labeled with high pheromone values.

Sort edges sets by pheromone values, from largest to
smallest. Construct a candidate set by choosing the top
𝑛Candidates edges and arrange them from smallest to largest
by weight values. Next, a spanning tree in which the degrees
of nodes meet constraints will be constructed. If the selected
𝑛Candidates set does not meet the requirements to construct
a spanning tree, another 𝑛Candidates set will be selected to
construct a spanning tree until a degree constrained spanning
tree was constructed. After all ant colonies constructed their
own spanning tree, the one that owns the smallest weight
will be selected as the optimal spanning tree in this iteration,
labeled as 𝑇. Then its pheromone matrix and colony number
will be recorded. See Algorithm 5.

4.5. Local Optimization Stage. Spanning tree 𝑇 will be
processed by two local optimization algorithms of 2-
EdgeReplacement and 1-EdgeReplacement. 2-EdgeReplace-
ment means to replace any two edges of spanning tree with
two other edges, wherein the weights of two other edges
are smaller than two previous edges being replaced. Fur-
thermore, spanning tree has to meet degree constraints after

two edges being replaced. What makes 1-EdgeReplacement
different from 2-EdgeReplacement is that only one edge
rather than two edges is replaced in a spanning tree in 1-
EdgeReplacement. Finally, optimized spanning tree is noted
as 𝑇. See Algorithms 6 and 7.

4.6. Global Optimization Stage. Spanning tree 𝑇
 after iter-

ative optimization is compared with optimal spanning tree
𝑇best generated in latest iteration; the one that gets the smaller
weight will be noted as𝑇best.Then pheromonewill be updated
globally in 𝑇best and ants will be allocated with new positions.
Only if communication requirements between colonies are
met will pheromone be updated between colonies, or a new
iteration will be conducted.

4.7. Information Exchanges between Colonies. Information
exchanges between colonies are conducted at certain time
intervals, which is determined according to information
entropy of all colonies; in other words, it changes by the
convergence of all colonies. Time intervals gap of information
exchanges between colonies is in accordance with the follow-
ing formula:

gap = 𝑘
1
⋅ 𝑒
∑
ℎ

𝑖=1
𝑠𝑖/ℎ

, (14)

wherein 𝑘
1
is a constant, ℎ is the number of subcolonies, and

𝑠
𝑖
is the information entropy of the 𝑖th subcolony.
Selection criteria of colonies, where information ex-

changes existed between colonies, are determined by infor-
mation entropies of each colony. Provided that colony 𝑗 is the
selected colony of colony 𝑖 for information exchanging, then
𝑗 is determined by the following formula:

𝑗 = arg max
1≤𝑗≤ℎ

(

𝑠
𝑖
− 𝑠
𝑗


) , (15)

in which 𝑠
𝑖
and 𝑠

𝑗
are information entropies of colonies 𝑖

and 𝑗, respectively. Colonies with greater entropy will choose
colonies with smaller entropy as objects to exchange infor-
mation. Then colonies with small information entropy are
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2-EdgeReplacement(𝑇better, 𝐸, 𝑉, 𝜔)
begin

𝑇
𝑛
← 𝑇better

𝑛𝑇𝑟𝑖𝑒𝑠 ← 0

while 𝑛𝑇𝑟𝑖𝑒𝑠 < |𝑉|/2 do
𝑒
1
← a random edge in 𝑇

𝑛

𝑒
𝑏
← 𝑒
1
; 𝑐
𝑏
← 0

foreach 𝑒
2
∈ 𝑇better and 𝑒

1
, 𝑒
2
are not adjacent do

{𝑒
𝑟1
, 𝑒
𝑟2
} ← rep2Opt(𝑒

1
, 𝑒
2
)

if 𝜔(𝑒
1
) + 𝜔(𝑒

2
) − 𝜔(𝑒

𝑟1
) − 𝜔(𝑒

𝑟2
) > 𝑐
𝑏
then

𝑐
𝑏
← 𝜔(𝑒

1
) + 𝜔(𝑒

2
) − 𝜔(𝑒

𝑟1
) − 𝜔(𝑒

𝑟2
)

𝑒
𝑏
← 𝑒
2

if 𝑐
𝑏
> 0 then

𝑇
𝑛
← (𝑇
𝑛
− {𝑒
1
, 𝑒
𝑏
}) ∪ rep2Opt(𝑒

1
, 𝑒
𝑏
)

𝑛𝑇𝑟𝑖𝑒𝑠 ← 0

else
𝑛𝑇𝑟𝑖𝑒𝑠 ← 𝑛𝑇𝑟𝑖𝑒𝑠 + 1

return 𝑇
𝑛

Algorithm 6

1-EdgeReplacement(𝑇better, 𝐸, 𝑉, 𝜔)
begin

𝑇
𝑛
← 𝑇better

Sort 𝐸 in order of increasing edges cost
repeat

changed← False
Sort 𝑇

𝑛
in order of increasing edges cost

𝑗 ← |𝑉| − 1

while 𝑗 ≥ 0 do
𝑘 ← 0

while 𝜔(𝑇
𝑛
[𝑗]) > 𝜔(𝐸[𝑘]) do

if swapping 𝐸[𝑘] and 𝑇
𝑛
[𝑗] creates no cycle in 𝑇

𝑛
and satisfies degree constraint then

𝑇
𝑛
← 𝑇
𝑛
∪ {𝐸[𝑘]} − {𝑇

𝑛
[𝑗]}

changed← True
break

𝑘 ← 𝑘 + 1

𝑗 ← 𝑗 + 1

until not changed
return 𝑇

𝑛

Algorithm 7

concentratedly distributed and information exchanges with
high entropy colonies will help to improve their pheromone
amount. Similarly, colonies with high information entropy
will be distributed scatteredly to help to improve colonies
with small information entropy.

Pheromone updates will be conducted depending on
formula (16) when colony 𝑖 selects colony 𝑗 as an object to
exchange information. Consider

𝜏
𝑖

𝑢V = 𝜏
𝑖

𝑢V + 𝜆Δ𝜏
𝑖

𝑢V. (16)

𝜆 = 𝑠
𝑖
− 𝑠
𝑗
, 𝜆min < 𝜆 < 𝜆max, and 𝜆min and 𝜆max are

constants and present the minimum and maximum update
coefficient, respectively.Δ𝜏𝑖

𝑢V is the pheromone of colony 𝑗 on
path (𝑢, V). See Algorithm 8.

5. Simulation and Analysis

5.1. Experimental Data. The data in Table 1 was selected
as experimental subjects. Single colony ant algorithm was
compared with multicolony ant algorithm. Experimental
parameters were set as follows: maximum number of loop
iterations 𝑖max = 100, 𝑖stop = 25.The number of ant colonies is
3, the maximum search step of ant 𝑚Steps = 75, update cycle
of local pheromone updatePeriod = 𝑚Steps/3, and the degree
of vertex 𝑑 = 2, 3, 4, 5.

5.2. Experimental Platform. The algorithm is coded with
standard Java and has been compiled and debugged on
the platform of Eclipse. A computer installed with 32-bit
Windows 7 operating system and equipped with 3G RAM
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ExchangePheromone(𝐴, 𝐸)
begin

𝜆 ← 0

for 𝑖 = 0 to |𝑀𝐴| − 1 do
for 𝑗 = 0 to |𝑀𝐴| − 1 do
if |𝑠
𝑖
− 𝑠
𝑗
| > 𝜆 then

𝜆 ← |𝑠
𝑖
− 𝑠
𝑗
|

𝑚𝑗 ← 𝑗

for 𝑘 = 0 to |𝐸| − 1 do
𝐸
𝑖
[𝑘]⋅phm← 𝐸

𝑖
[𝑘]⋅phm + 𝜆 × 𝐸𝑚𝑗[𝑘]⋅phm

Algorithm 8

Table 1

Sample graph
(𝐺)

Number of
vertexes |𝑉|

Sample graph
(𝐺)

Number of
vertexes |𝑉|

att48 20 rand100 100
bier127 127 rat99 99
eil51 51 pr107 107
eil76 76 pr136 136
eil101 101 pr152 152
ulysses16 16 ulysses22 22
kroA100 100 chn31 31
kroA200 200 ch130 130
kroA150 150 ch150 150
rand50 50 st70 70
rand75 75 overil30 30
danzig42 42 bayg29 29
gr96 96 burma14 14
gr120 120 berlin52 52
gr137 137

and 2.20GHz CPU was used to operate the algorithm.
Experimental results are obtained by operating the proposed
algorithm 20 times for each sample data set.

5.3. Parameters Configuration. Parameters are configured as
Table 2 in experiment.

5.4. Evaluation Index. In experiment, the optimal value, aver-
age value, standard deviation, coefficient of variation CV, and
mean deviation valueGapwere selected as evaluation indexes
of experimental results, wherein coefficient of variation CV
reflects the robustness of the algorithm: CV = 𝜎/𝜇 × 100.
The proposed algorithm tends to be more stable as the value
of CV gets smaller. Mean deviation value Gap illustrates the
possibility of better solution obtaining Gap = (𝐶mean −

𝐶opt)/𝐶opt × 100.

5.5. Experimental Results and Analysis. Experiment was con-
ducted when degree of vertex 𝑑was set to be 2, 3, 4, 5, respec-
tively. Each sample graph run 20 times; then a minimum
spanning tree and its weight was gained. If the value 𝑑 of the

Table 2

Parameters Values Notes

𝑖max 100 Maximum number of
iterations

𝑖stop 30 Maximum iterations
without improvement

maxSteps 75
Number of steps that
an ant traverses each

iteration

𝑛Candidates 5|𝑉|
Candidate set
cardinality

𝜂 0.5 Initial pheromone
evaporation factor

𝛾 1.5 Initial pheromone
enhancement factor

updatePeriod maxSteps/3 Pheromone update
period

𝑅 10
Number of iterations
without improvement

before escaping

minimum spanning tree is not within the scope of the above
set, the output answer is invalid.

Tables 3–6 provide the statistical results of optimal value,
average value, standard deviation, coefficient of variation CV,
and mean deviation value Gap after 20 times of operation for
all the sample graphs under various conditions.

According to the deviation coefficient CV and mean
deviation value Gap listed in the table, these values are large
when 𝑑 = 2. Significant changes can be observed comparing
to optimal solution and the changes in optimal search are
obvious.

With the increase of 𝑑, the restrictions of spanning tree
construction will not be tightly controlled. It can be drawn
from the table that optimal solution, taking graph att48 as
an example, tends to be stable while changes in deviation
coefficient and mean deviation value approach zero. Optimal
tree weight tends to be stable and algorithm optimization gets
improvedwith changes of 𝑑 by adopting improved algorithm.
With the increase of degree in sample graph, variation ranges
of deviation coefficient and standard deviation value were
kept within 0.00%–6.00%, even close to 0.00%. The above
results show advantages of improved ant colony algorithm in
solving DCMST of dense graph and advantages of ant colony
algorithm in solving combinatorial optimization problem in
minimum spanning tree.

When𝑑 is equal to 4 or 5, obtained solutions optimized by
ant colony algorithmare basically stable in a certain range and
optimized performance of algorithm and optimized values
of results tend to be constant. The results imply that there
are no more promotions on solution searching when degree
constraints go over a certain range. Therefore, in practical
applications, the degree of limitation on the spanning tree
should be more considered. Excessive restrictions on span-
ning tree will not result in an expected optimization effect.
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Table 3: Experimental results when 𝑑 = 2.

Sample graph
(𝐺)

Optimal value
(best)

Average value
(𝜇)

Standard deviation
(𝜎)

Coefficient of
variation (CV)

Mean deviation
value (Gap)

att48 32699.57 32865.26 193.35 1.00 1.00
bier127 117484.46 118228.23 0.00 1.00 1.00
eil51 402.00 413.50 9.19 2.00 4.00
eil76 524.00 537.50 0.71 0.00 3.00
eil101 519.00 534.50 2.12 0.00 3.00
ulysses16 43.00 45.50 2.12 5.00 6.00
ulysses22 43.00 45.00 2.83 6.00 5.00
kroA100 21802.88 22214.5 89.54 0.00 2.00
kroA200 32001.91 32139.63 145.86 0.00 0.00
rand50 5450.00 5450.00 0.00 0.00 0.00
rand75 7329.46 7384.14 0.00 0.00 1.00
rand100 8212.65 8398.32 262.58 3.00 2.00
rat99 1203.00 1250.00 41.01 3.00 4.00
pr107 38405.70 38943.71 59.19 0.00 1.00
pr136 105046.60 105417.40 405.11 0.00 0.00
pr152 67577.00 67880.68 312.56 0.00 0.00
chn31 13870.83 14041.91 175.49 1.00 1.00
ch130 6268.00 6389.03 171.16 3.00 2.00
ch150 6787.99 6875.00 0.00 0.00 1.00
overil30 367.23 372.11 6.91 2.00 1.00

Table 4: Experimental results when 𝑑 = 3.

Sample graph
(𝐺)

Optimal value
(best)

Average value
(𝜇)

Standard deviation
(𝜎)

Coefficient of
variation (CV)

Mean deviation
value (Gap)

att48 27855.00 27855.00 0.00 0.00 0.00
bier127 94680.00 94680.00 0.00 0.00 0.00
eil51 362.00 363.50 0.71 0.00 0.00
eil76 456.00 459.00 2.83 1.00 1.00
eil101 455.00 458.00 0.00 0.00 1.00
ulysses16 43.00 45.50 2.12 5.00 6.00
ulysses22 43.00 45.00 2.83 6.00 5.00
kroA100 18731.00 18731.00 0.00 0.00 0.00
kroA200 15853.00 25853.00 0.00 0.00 0.00
rand50 4967.00 4967.00 0.00 0.00 0.00
rand75 5996.00 5996.00 0.00 0.00 0.00
rand100 6907.00 6907.00 0.00 0.00 0.00
rat99 1082.00 1082.00 0.00 0.00 0.00
pr107 34890.00 34890.00 0.00 0.00 0.00
pr136 88940.00 88940.00 0.00 0.00 0.00
pr152 59105.00 59105.00 0.00 0.00 0.00
chn31 12111.00 12111.00 0.00 0.00 0.00
ch130 5102.00 5102.50 0.71 0.00 0.00
ch150 5812.00 5812.00 0.00 0.00 0.00
overil30 334.00 334.50 0.71 0.00 0.00
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Table 5: Experimental results when 𝑑 = 4.

Sample graph
(𝐺)

Optimal value
(best)

Average value
(𝜇)

Standard deviation
(𝜎)

Coefficient of
variation (CV)

Mean deviation
value (Gap)

att48 27623.00 27623.00 0.00 0.00 0.00
bier127 94680.00 94680.00 0.00 0.00 0.00
eil76 456.00 457.50 2.12 0.00 0.00
eil51 359.00 359.00 0.00 0.00 0.00
eil101 456.00 458.00 1.41 0.00 0.00
ulysses16 41.00 42.00 0.00 0.00 2.00
ulysses22 41.00 43.00 0.00 0.00 0.00
kroA100 18731.00 18731.00 0.00 0.00 0.00
kroA200 25844.00 25844.00 0.00 0.00 0.00
rand50 4665.00 4665.00 0.00 0.00 0.00
rand75 5996.00 5996.00 0.00 0.00 0.00
rand100 6889.00 6889.00 0.00 0.00 0.00
rat99 1082.00 1082.00 0.00 0.00 0.00
pr107 34756.00 34756.00 0.00 0.00 0.00
pr136 88940.00 88940.00 0.00 0.00 0.00
pr152 59105.00 59105.00 0.00 0.00 0.00
chn31 12111.00 12111.00 0.00 0.00 0.00
ch130 5103.00 5103.50 0.00 0.00 0.00
ch150 5809.00 5809.00 0.00 0.00 0.00
overil30 334.00 334.50 0.71 0.00 0.00

Table 6: Experimental results when 𝑑 = 5.

Sample graph
(𝐺)

Optimal value
(best)

Average value
(𝜇)

Standard deviation
(𝜎)

Coefficient of
variation (CV)

Mean deviation
value (Gap)

att48 27623.00 27623.00 0.00 0.00 0.00
bier127 94680.00 94680.00 0.00 0.00 0.00
eil76 455.00 460 0.00 0.00 1.00
eil51 360.00 360.00 0.00 0.00 0.00
eil101 456.00 458.50 2.12 0.00 1.00
ulysses16 41.00 41.50 0.71 2.00 1.00
ulysses22 41.00 42.50 0.71 2.00 4.00
kroA100 18731.00 18731.00 0.00 0.00 0.00
kroA200 25844.00 25844.00 0.00 0.00 0.00
rand50 4665.00 4665.00 0.00 0.00 0.00
rand75 5996.00 5996.00 0.00 0.00 0.00
rand100 6889.00 6889.00 0.00 0.00 0.00
rat99 1082.00 1082.00 0.00 0.00 0.00
pr107 34756.00 34756.00 0.00 0.00 0.00
pr136 88940.00 88940.00 0.00 0.00 0.00
pr152 59105.00 59105.00 0.00 0.00 0.00
chn31 12111.00 12111.00 0.00 0.00 0.00
ch130 5102.00 5102.50 0.71 0.00 0.00
ch150 5809.00 5809.00 0.00 0.00 0.00
overil30 334.00 334.50 0.71 0.00 0.00
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Table 7: Results of comparison for multiple and single colony ant algorithm.

Sample graph
𝑑 = 2

Average solution (𝜇) Optimal solution (best)
Multiple Single Multiple Single

eil51 374.43 413.50 398.00 402.00
eil76 534.98 537.50 519.00 524.00
chn31 14012.02 14041.91 13870.86 13870.83
overil30 371.92 372.11 365.00 367.23
ulysses16 45.00 45.50 43.00 44.00
ulysses22 46.50 45.00 43.00 44.00
rand75 7390.14 7384.14 7326.04 7329.46
rand100 8248.18 8398.32 8166.56 8212.65
gr96 462.50 463.70 445.00 449.00
gr120 1678.90 1692.41 1631.00 1663.00
gr137 686.80 690.30 682.00 683.00
bayg29 8107.22 8597.52 8432.44 8439.00
beilin52 7702.51 7761.52 7442.58 7627.00
burma14 19.70 19.90 18.00 19.00
danzig42 647.16 656.39 640.65 642.92
st70 662.73 663.90 643.00 650.00
kroA150 27446.79 27611.06 27363.01 27471.08

Table 8: Results of comparison for multiple and single colony ant algorithm.

Sample graph
𝑑 = 3

Average solution (𝜇) Optimal solution (best)
Multiple Single Multiple Single

eil51 363.25 363.50 362.00 363.00
eil76 459.00 460.00 454.00 456.00
gr96 398.40 399.75 395.00 397.00
bayg29 7456.81 7459.00 7415.16 7459.00
danzig42 565.75 566.15 565.00 566.00
ulysses22 42.60 45.00 41.00 43.00
st70 544.50 544.65 542.00 543.00

By comparing multicolony ant algorithm with single
colony ant algorithm [2], multicolony ant algorithm is obvi-
ously more effective in solution optimization which proves
that multicolony ant algorithm shows greater advantages in
DCMST optimal searching. Conditions under 𝑑 = 2 and
𝑑 = 3 are selected here to illustrate the proposed opinion.
Solution assessment of these two algorithms is evaluated by
average solution (𝜇) and optimal solution (best). Solution
comparisons of multicolony ant algorithm and single colony
ant algorithm under 𝑑 = 2 and 𝑑 = 3 are listed in Tables 7 and
8.

Experimental data as shown in Tables 7 and 8 show that
average weight and optimal weight of DCMST obtained by
multicolony ant algorithm are obviously smaller than those
solved by single colony ant algorithm. Multicolony ant algo-
rithm yields better optimization results than single colony ant
algorithm which implies that coordination and cooperation
through information entropy in multiant colonies promotes

better convergence of algorithm and expands search space
which adds to the diversity of solution. By comparing exper-
imental results of 𝑑 = 2 and 𝑑 = 3, it can be seen that the
tougher the degree constraints of minimum spanning tree
are, the more accurate the solution searched by multicolony
ant algorithm is.The above analysis proved that the algorithm
has strong search ability.

It can be drawn from the above analysis that multicolony
ant algorithm shows greater superiority in solving DCMST.
It features outstanding ability of optimal solution finding and
also it will extensively distribute the solutions and obtain
new optimal solutions, thus making it a better algorithm for
searching DCMST with smallest weight.

6. Conclusion

The paper carried out studies on applications of ant colony
algorithm in DCMST optimization. Many problems remain



12 Mathematical Problems in Engineering

unresolved in this study since researches on swarm intelli-
gence of ant colony algorithm are still in a primary stage.
Works to be carried out next are as follows: to find out links
among genetic algorithm, hill-climbing algorithm, and par-
ticle swarm optimization algorithm and integrate them into
a novel improved algorithm. By adopting it to optimizations
like DCMST, practical application demands can be met.

Another work to be done is to improve parameters
selection criteria of algorithm optimization and assessment
standard of algorithm stability on account of the lack of
related study in depth while ant colony algorithm is a
heuristic search algorithm and also due to few works being
carried out in this field to perfectly prove its correctness.

Owing to the complexity and diversity of practical prob-
lems and variations in working environment, multilayered
algorithms have not been reached in this paper. In addition,
complex theory has become a powerful framework to deal
with the complexity problems in real-world systems [20–
23].Thus, concurrent collaborations of multiant colonies will
be a key emphasis in work so as to increase the speed and
efficiency of solving tasks.

In a word, related works presented in this paper reflect
smart features of intelligent computing and dynamic execu-
tion in parallel, and significant achievements have beenmade
by it in DCMST.
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Signal coordination methods have been widely investigated to improve the performance of traffic control system in urban road
networks. Due to the large-scale of road networks and numerous time-varying parameters, a basic challenge faced by thesemethods
is the high computational complexity. In this research, amethod to optimize and coordinate the traffic signal in urban road networks
is developed, which deals with this challenge by decomposing the network into several arterial roads and scattered intersections. As
a result, an area coordination problem has been solved by coordinating several principal arterial roads and isolated intersections.
Firstly, we propose a bandwidth oriented two-way arterial coordination approach. In contrast to previous methods, one important
feature of the proposed approach is that not only the phases which provide right of way to the coordinated directions but the phases
which provide right of way to the uncoordinated directions are considered. Secondly, to reduce the computational complexity
a network decomposition approach is designed, in which a priority level index is defined to quantify the priority level of each
road.Then, a coordination algorithm for the whole road network is developed. Finally, effectiveness and efficiency of the proposed
method are validated by simulations on VISSIM.

1. Introduction

Aterial traffic congestion and the associated time-consuming,
traffic jams, and noise and air pollution are a hard nut to
crack to traffic administration organs of both the developed
and developing countries. Consequently, the researches on
reducing urban traffic congestion with advanced control and
information technologies have long been a hot research topic.
It is generally recognized that traffic signal control is one of
the most effective and efficient manners to alleviate traffic
congestion. As a result, many traffic signal control strategies
have been developed [1–25].

As one of the earliest signal control strategies, isolated
intersection control strategies mainly focused on the opti-
mization of an isolated intersection. In general, it includes
fixed-time control and traffic-responsive control [1]. The
former one is based on the statistics of history traffic flow
patterns. The latter one is an online process that utilizes real
time traffic data to optimize the green time of a traffic light.
As pointed out in [2], with a strong optimization capability,

the isolated intersection control strategies can provide a
strong basis for implicit coordination with the adjacent
intersections. Hence, several new signal control strategies for
isolated intersection have been proposed. For example, a new
approach for controlling the traffic at isolated intersections
is developed, whereby the dynamic behavior of the traffic is
considered and modeled with Petrinets [3]. In [4], inspired
by the observation of self-organized oscillations of pedestrian
flows at bottlenecks, Lämmer and Helbing proposed a self-
organization approach to traffic light control. Xie et al. [5]
reported on a schedule-driven intersection control strategy,
whereby the main characteristic is an alternative formulation
of intersection control optimization as a scheduling problem
to reduce the state space.

Then, to improve the performance of isolated intersection
control, coordinated control strategies were proposed. In
general, coordinated control mainly falls into two categories,
fixed-time coordinated control and coordinated traffic-
responsive strategies. For example, bandwidth oriented signal
timing approaches MAXBAND [6] and MULTIBAND [7]
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and traffic network study tool TRANSYT [8] are well known
fixed-time coordination control methods. SCOOT [9] and
SCATS [10] are regarded as the earliest and leading examples
of the coordinated traffic-responsive control approaches.
After that, lots of model-based traffic-responsive control
strategies with rolling time horizon emerged in 1990s, for
example, OPCA [11], PRODYN [12], and CRONOS [13].
However, the performance of these strategies is limited
due to the fact that the computational complexity grows
exponentially with the size of the urban traffic network.
Moreover, based on store-and-forward strategy, a traffic-
responsive urban control (TUC) framework was proposed in
[14]. Despite the simplicity and the efficiency of the proposed
TUC, such a framework does not allow for immediate con-
sideration of modifications and expansions of the controlled
traffic network.

Owing to the fact that the predominant traffic flow in
urban traffic networks is mainly along arterials, coordination
of traffic signals along arterials usually provides numerous
advantages [15]. For example, (1) higher level of traffic service
is provided in terms of higher overall speed and reduced
number of stops; (2) there are few accidents because the
platoons of vehicles arrive at each signal when it is green,
thereby reducing the possibility of red signal violations
and rear-end collisions; (3) greater obedience to the signal
commands is obtained from both motorists and pedestrians.
Themotorists try to keep being within the green interval, and
the pedestrian stays at the curb because the vehicles are more
tightly spaced. Hence, coordinating the traffic signals along
these arterial roads is essential for the effective operation of
the urban traffic networks. Some early results can be found in
[6, 7]. In [15], Stamatiadis andGartner proposed a bandwidth
oriented progressionmodel and designed theMULTIBAND-
96 program, which can produce variable-width progression
along arterial road in traffic networks. In [16], Tian and
Urbanik reported a signal coordination approach based on
a system partition technique to optimize the progression
bandwidths for continuous signals along a signalized arterial.
Later, Tian et al. [17] developed a computer program which
aims to providemaximumbandwidth solutions for randomly
generated multiple signal system scenarios. In [18], Kong
et al. proposed a bidirection green wave intelligent control
technology to solve the coordinate control problems of urban
arterial traffic, whereby a two-level control structure was
developed. In [19], to optimize the bandwidth for continuous
signal along arterial road, Lin et al. developed a new mixed-
integer nonlinear programming model with the objection of
allowing vehicles to pass through the maximum number of
downstream intersections without a stop. In [20], Lu et al.
developed an improved two-way bandwidth maximiza-
tion model for arterial roads with unbalanced bandwidth
demands. In their model, a proration impact factor was
defined to allow engineers to assign the importance of
satisfying the target bandwidth demand rate.

It is noted that all the above progression models and
results [16–20] aremain focus on arterial signal coordination.
It seems that the corresponding results on coordinating
urban road networks with green wave coordination strategies
are very few. In [21] arterial progression models were first

introduced by Gartner and Stamatiadis to deal with the
coordination and optimization of traffic signal in urban grid
networks. It was shown that the computational efficiency
of the optimization model was improved by introducing a
heuristic network decomposition procedure. Then, in [22],
Gartner and Stamatiadis extended their previous work [21]
and developed a network multiband progression model.
This model was based on selecting and optimizing an
arterial priority network or a route priority network. It
should be noted that one of the key aspects of the network
decomposition presented in [21, 22] was the definition of
a priority subnetwork. However, only two simple criteria
were presented in [21, 22]; the details of the selection of a
priority subnetwork were not clearly discussed. In addition,
coordination control of a large-scale road network should
take into account numerous time-varying parameters, such
as cycle time, splits, and offset. Although it is technically
feasible, it may not always be practical in implementation for
real time signal control. It means that a coordinationmethod,
which allows simple implementation and nonexcessive data
communication, while pointing toward the general direction
of alleviating congestion, is needed.

Motivated by the above discussion, in this paper we
propose an arterial progression based approach for signal
coordination in urban road networks. Simulations on VIS-
SIM have been presented to demonstrate the effectiveness
and efficiency of the proposed approach. The main contri-
bution of this paper can be summarized as follows. (1) A
bandwidth oriented two-way arterial coordination approach
is developed. Different from the typical MAXBAND model
[6] andMULTIBANDmodel [7], one important feature of the
proposed method is that not only the phases which provide
right of way to the coordinated directions but the phases
which provide right of way to uncoordinated directions are
also taken into account during the process of optimization of
phase sequences; (2) to deal with computational complexity
in large-scale road networks, an economical and practical
network decomposition strategy is proposed, whereby a novel
priority level index is employed to quantify the priority level
of each road; (3) the problem of coordinating a large-scale
urban road network has been solved by coordinating the
principal arterial and several isolated intersections on the
boundary of the area, and a novel coordination methodology
is proposed.

The reminder of this paper is organized as follows. In
Section 2, we propose a new arterial signal coordination
model, whereby the phase sequences are optimized. Section 3
presents a novel priority level index and a network decom-
position method. A coordination framework of traffic signal
control for urban road networks is developed in Section 4.
Section 5 reports the results of numerical simulation. Finally,
Section 6 concludes this paper with a summary of work.

2. Coordination of Arterial Road

Figure 1 illustrates an urban arterial road 𝐴 that comprises
𝑛 intersections that are controlled by traffic lights. For
each intersection, there are a set of entry and exit links
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Figure 1: An arterial road 𝐴 with 𝑛 intersections.

(approaches), where each link has a fixed length and a set
of lanes. For each lane, the “First In and First Out (FIFO)”
discipline is used to discharge the vehicle platoons and lane
changing or overtaking will not be allowed if vehicles enter
a study section [19]. To facilitate the model description, the
variables used hereafter are summarized as follows:

(i) 𝐶
𝐴
: the cycle time of all intersections along the arterial

road 𝐴;
(ii) 𝑔𝑝
𝑗
: the green time of phase 𝑝 of intersection 𝑗;

(iii) 𝑙
𝑗,𝑗+1

: the distance between intersection 𝑗 and inter-
section 𝑗 + 1;

(iv) V
𝑗,𝑗+1

: the travelling speed between intersection 𝑗 and
intersection 𝑗 + 1;

(v) 𝑂𝑝1
𝑗,𝑗+1

: the inbound offset of phase 𝑝
1
between two

successive intersections 𝑗 and 𝑗 + 1;
(vi) 𝑂𝑝2

𝑗+1,𝑗
: the outbound offset of coordinated phase 𝑝

2

between two successive intersections 𝑗 and 𝑗 + 1;
(vii) 𝑡𝑝1

𝑗
: the start time of phase 𝑝

1
of intersection 𝑗 along

the inbound direction;
(viii) 𝑡𝑝2

𝑗
: the start time of phase 𝑝

2
of intersection 𝑗 along

the outbound direction;
(ix) 𝐹

𝑗
: the phase set of intersection 𝑗, that is,

{𝑝
1
, . . . , 𝑝

|𝐹
𝑗
|
}.

Figure 2 shows the time space diagram between intersec-
tion 𝑗 and 𝑗 + 1. It is shown that, by optimizing the green
time of coordinated phase 𝑝

1
and phase 𝑝

2
, travel speed V

𝑗,𝑗+1

and V
𝑗+1,𝑗

, offset 𝑂𝑝1
𝑗,𝑗+1

and 𝑂
𝑝
2

𝑗,𝑗+1
between intersection, and

vehicles along inbound and outbound directions can cross
intersection 𝑗 and 𝑗+1without stops simultaneously.The key
idea of the proposed arterial road coordination method is to
construct a two-way green wave band along two coordinated
directions by optimizing and coordinating the green start
time of two coordinated phase 𝑝

1
and phase 𝑝

2
. Different

from previous studies [15–23], in our proposed coordination
framework not only the coordinated phase 𝑝

1
and phase 𝑝

2

but the phase 𝑝
3
has been optimized during the process of

optimization of phase sequences.

2.1. Cycle Time. First of all, according to the well-known
approach known as Websters formula [1], the optimal cycle
time of intersection can be expressed as follows:

𝐶
𝑗
=

1.5𝐿
𝑗
+ 5

1 − ∑
𝑖∈𝐼
𝑗

𝑞
𝑖
/𝑆𝑖
𝑗

, (1)
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Figure 2: The time space diagram between intersections 𝑗 − 1 and
𝑗.

where 𝐿
𝑗
is lost time of intersection 𝑗, 𝑞

𝑖
is the nominal inflow

to link 𝑖 in vehicles per hour, 𝑆
𝑖
is the saturation flow of link 𝑖,

and 𝐼
𝑗
denotes the set of all links which belong to intersection

𝑗.
In order to facilitate the coordination of an arterial road,

each coordinated intersection along the arterial should be
associated with an identical cycle time. The intersection with
the biggest cycle time is defined as the key intersection of
the arterial. The biggest cycle time is usually selected as the
common cycle for all intersections along the arterial. For
example, the common cycle time 𝐶

𝐴
of the arterial 𝐴 is

defined as
𝐶
𝐴
= max
𝑗∈𝐴

𝐶
𝑗
. (2)

2.2. Signal Splits. For each phase 𝑝 of intersection 𝑗, the
optimal green splits can be calculated by the Websters
formula [1] as

𝑔
𝑝

𝑗
=

max ℎ
∑
𝑝∈𝐹
𝑗

max ℎ
⋅ (𝐶
𝐴
− 𝐿
𝑗
) , (3)

where ℎ = {𝑞
𝑝

𝑗,1
/𝑆
𝑝

𝑗,1
, . . . , 𝑞

𝑝

𝑗,𝑖
/𝑆
𝑝

𝑗,𝑖
, . . . , 𝑞

𝑝

𝑗,𝑛
/𝑆
𝑝

𝑗,𝑛
}, 𝑞
𝑗,𝑖

is the
inflow to link 𝑖 of intersection 𝑗, 𝑆𝑝

𝑗,𝑖
is the saturation flow of

link 𝑖, and phase 𝑝 provides the right of way to link 𝑖.
In general, to guarantee the safety of pedestrians and

cyclists, there usually exists a green constraint for each phase
𝑝 of intersection 𝑗. Hence, if the green time calculated by (3)
is not satisfied by the following constraint:

𝑔
𝑝

𝑗,min ≤ 𝑔
𝑝

𝑗
≤ 𝑔
𝑝

𝑗,max, (4)
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Figure 3: (a) Intersection layout, (b) phase setting.

p̂1 p̂2 p̂3
p̂4

Figure 4: Lead/lag left-turn phase.

then we need to regulate 𝑔
𝑝

𝑗
. Unfortunately, when there

are several phases of an intersection which do not satisfy
constraint (4), the regulating process will be a tedious work.
Therefore, we propose a newmethod to calculate and regulate
the green time 𝑔

𝑝

𝑗
, as it is shown in the following two

equations:

𝑔
𝑝

𝑗
= 𝑔
𝑝

𝑗,min +
max ℎ

∑
𝑝∈𝐹
𝑗

max ℎ
⋅ (𝐶
𝐴
− ∑
𝑝=1

𝑔
𝑝

𝑗,min) ,

𝑔
𝑝

𝑗
=
{

{

{

𝑔
𝑝

𝑗
, if 𝑔𝑝

𝑗
< 𝑔
𝑝

𝑗,max,

𝑔
𝑝

𝑗,max, else,

(5)

where 𝑔
𝑝

𝑗,min and 𝑔
𝑝

𝑗,max are the predefined minimum and
maximum green time.

2.3. Phase Setting. As one of the most critical and creative
parts of traffic signal coordination, the establishment of
a phase scheme has great impact on intersection capacity
and efficiency. Note that if left-turn vehicle flows are not
controlled, it will severely disturb straight-go vehicles and
have big impact on the safety of pedestrians, even if left-
turn vehicle flows on arterial road are not heavy [18]. Hence,
herein a left-turn phase is designed for the left-turn vehicle
flows along arterial road. Consider a typical four-legged
intersection shown in Figure 3(a). Regularly, an idyllic phase
combination is developed in Figure 3(b) for bidirection
arterial signal coordination. It means that phase 𝑝

2
starts just

when phase 𝑝
1
completes.

However, in practice to obtain a bidirection green wave
band along the arterial road, phase 𝑝

1
and phase 𝑝

2
usually

overlap. Assume that phase 𝑝
1
and phase 𝑝

2
provide the

right of way for the inbound and outbound traffic flows as
shown in Figure 1, respectively. To prevent left-turn traffic

p1 p2 p3

Figure 5: Regulated phase sequence.

flows disturbing the straight-go traffic flows, the advance-
close and lag-open strategies are introduced to deal with left-
turn phases [18]. Therefore, the phase combination shown
in Figure 3(b) can be extended to the phase combination
illustrated in Figure 4. It is clear that the phase 𝑝

2
in Figure 4

is the combination of phase 𝑝
1
and phase 𝑝

2
in Figure 3(b).

Herein, the advance-close strategy and the lag-open strategies
are applied to the left-turn of phase and that of phase,
respectively. Figure 5 shows another phase sequences.

2.4. Speed Constraints. As shown in previous studies [19],
to provide smooth traffic flows to users and design adequate
signal offsets along an arterial road, the range of link travel
time under different traffic conditions should be calculated
first. On the other hand, the length of each link is known.
Therefore, the following two speed limit constraints (6) are
introduced to determine the lower and upper speed limits
when the model of maximum progression bandwidth is
applied:

Vmin ≤ V
𝑗,𝑗+1

≤ Vmax,

Vmin ≤ V
𝑗+1,𝑗

≤ Vmax.
(6)
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In addition, the following constraints (7) are used to
ensure that the speed changes between two adjacent links fall
into a reasonable range:

Ṽmin ≤

V
𝑗−1,𝑗

− V
𝑗,𝑗+1


≤ Ṽmax,

V̂min ≤

V
𝑗−1,𝑗

− V
𝑗,𝑗+1


≤ V̂max,

(7)

where Vmin (Vmin, Ṽmin, V̂min) and Vmax (Vmax, Ṽmax, V̂max) are
predefined constants.

2.5. Calculation of Offsets. The offset between two inter-
sections is defined as the duration from the beginning of a
green phase at one intersection to the start of the following
nearest green phase at another intersection. In order to
obtain a green wave band and allow uninterrupted flows of
traffic pass through the entire arterial without stop, the offset
between two adjacent intersections can be approximated by
the travelling time between the two intersections. Thus, the
inbound and outbound offset can be calculated as follows:

𝑂
𝑝
1

𝑗,𝑗+1
=

𝑙
𝑗,𝑗+1

V
𝑗,𝑗+1

, (8a)

𝑂
𝑝
2

𝑗+1,𝑗
=

𝑙
𝑗,𝑗+1

V
𝑗+1,𝑗

. (8b)

2.6. Start Time of Coordination Phases. As discussed above,
the phase 𝑝

1
and phase 𝑝

2
shown in Figure 3(b) govern

the right of way of the inbound and outbound traffic flow,
respectively. Take the arterial road 𝐴 shown in Figure 1 as an
example, assume that the start time of phase𝑝

1
at intersection

1 along the inbound direction is 𝑡
0
; then the start time

of phase 𝑝
1
at the 𝑗th intersection can be updated by the

following equation:

𝑡
𝑝
1

𝑗
= 𝑡
0
+

𝑗

∑
𝑘=2

𝑂
𝑝
1

𝑘−1,𝑘
, 𝑗 = 2, . . . , 𝑛. (9)

Similarly, if we assume that the start time of phase 𝑝
2
at

intersection 𝑛 along the outbound direction is �̂�
0
, then the

start time of phase 𝑝
2
at the 𝑗th intersection can be calculated

as

𝑡
𝑝
2

𝑗
= �̂�
0
+

𝑛−1

∑
𝑘=𝑗

𝑂
𝑝
2

𝑘+1,𝑘
, 𝑗 = 𝑛 − 1, . . . , 1. (10)

2.7. Objective Function. It is shown in Figure 6(a), corre-
sponding to the phase combination illustrated in Figure 3(b),
the ideal case is thatwhen the green time of phase𝑝

1
(or phase

𝑝
2
) ends then the green time of phase 𝑝

2
(or phase 𝑝

1
) starts

immediately. However, in practice the length of downstream
and upstream road sections is regularly not the same and the
travel speed on road sections is heterogeneous.Thus, the ideal
case is less likely to happen. There usually exist another two
cases. One case shown in Figure 6(b) is that phase 𝑝

1
and

phase 𝑝
2
are overlapped. Meanwhile, the phase combination

shown in Figure 3(b) is extended to the one illustrated in
Figure 4. Another case shown in Figure 6(c) is that, before
the start of the green time of phase 𝑝

2
(or phase 𝑝

1
), the

green time of phase 𝑝
1
(or phase 𝑝

2
) has already ended. In

real-world application, Case 3 shown in Figure 6(c) must be
avoided.

In [18], to avoid the occurrence of case 3 shown in
Figure 6(c) and obtain the maximal progression band, Kong
et al. formulated the problem of arterial signal coordination
as a biobjective optimization model. In addition, Ye et al.
[23] extend the biobjective model to the signal control and
coordination for a simple road network constituted by two
crossed arterial roads. Since the two objective functions of the
biobjective model have different priority level, the problem-
solving process is tedious and time-consuming especially for
large size problems. Aiming at dealing with this difficultly, we
have improved the biobjective model and developed a single
objective model. The equation of the objective function is
defined as follows:

min 𝐽
𝐴
= min

𝑛

∑
𝑗=1


Δ𝑡
𝑗


, (11)

subject to (1)–(10) and

Δ𝑡
𝑗
=
{

{

{

𝑡
𝑝
2

𝑗
− 𝑡
𝑝
2

𝑗
− 𝑔
𝑝
1

𝑗
, if 𝑡𝑝1

𝑗
≤ 𝑡
𝑝
2

𝑗

𝑡
𝑝
1

𝑗
− 𝑡
𝑝
2

𝑗
− 𝑔
𝑝
2

𝑗
, else.

(12)

Remark 1. Although according to the presented optimization
model Case 3 shown in Figure 6(c) only has a small chance
of occurring, the occurrence of it can not be completely
eliminated. Therefore, to deal with this problem we propose
a regulate scheme as a part of model correction.

2.8. Regulate Schemes. Consider Case 2 shown in Figure 6(b);
assume that the optimal green time of phase 𝑝

1
and phase

𝑝
2
at the 𝑗th intersection is 𝑔𝑝1

𝑗
and 𝑔

𝑝
2

𝑗
, respectively, and the

overlapping time is Δ𝑡
𝑗
. Under this situation, it is naturally

to define the overlap interval as a new phase. In other words,
the phase setting shown in Figure 3(b) should be extended to
that illustrated in Figure 4. It is shown in Figure 7 that the
start time and the green time of phase 𝑝

1
, phase 𝑝

2
, phase 𝑝

3
,

and phase 𝑝
4
(shown in Figure 4) can be derived by (13). For

simplicity, herein we assume that 𝑡𝑝1
𝑗

≤ 𝑡
𝑝
2

𝑗
:

𝑡
𝑝
1

𝑗
= 𝑡
𝑝
1

𝑗
, 𝑡

𝑝
2

𝑗
= 𝑡
𝑝
2

𝑗
,

𝑡
𝑝
3

𝑗
= 𝑡
𝑝
2

𝑗
+ 𝑔
𝑝
2

𝑗
, 𝑡

𝑝
4

𝑗
= 𝑡
𝑝
3

𝑗
+ 𝑔
𝑝
3

𝑗
,
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𝑔
𝑝
1

𝑗
= 𝑔
𝑝
1

𝑗
− Δ𝑡
𝑗
, 𝑔

𝑝
2

𝑗
= 2 ⋅ Δ𝑡

𝑗
,

𝑔
𝑝
3

𝑗
= 𝑔
𝑝
2

𝑗
, 𝑔

𝑝
4

𝑗
= 𝑔
𝑝
3

𝑗
.

(13)

It should be noted that, for the case 𝑡
𝑝
1

𝑗
> 𝑡
𝑝
2

𝑗
, similar

results can also be derived with the same method. Further-
more, since the length of the cycle time𝐶

𝐴
is kept unchanged,

the overlap time Δ𝑡
𝑗
should be assigned to phase 𝑝

1
(or 𝑝
2
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or 𝑝
3
). Herein, Δ𝑡

𝑗
is assigned to phase 𝑝

2
to maximize the

bandwidth.
As mentioned previously, although Case 3 shown in

Figure 6(c) should be avoided asmuch as possible, it might be
encountered in real-world traffic conditions. Since the length
of overlap time Δ𝑡

𝑗
has a significant effect on the length of

green time for left-turn trafficof phase𝑝
1
and that of phase𝑝

2
,

we proposed the following three different regulate strategies
to respond to the situations that the overlap timeΔ𝑡

𝑗
falls into

different ranges.

Subcase 1 (0 ≤ Δ𝑡
𝑗
< 𝛿
1
⋅ 𝑔
𝑝
3

𝑗
). In this scenario, Δ𝑡

𝑗
is a small

proportion of the green time of phase 𝑝
3
. It is argued that one

of the simplest ways to eliminate the gap is to prolong the
green time of phase 𝑝

1
and advance the green start time of

phase 𝑝
2
. At the same time, due to the length of the cycle time

𝐶
𝐴
was kept unchanged and the green time of phase 𝑝

3
must

be reduced byΔ𝑡
𝑗
.The result of the regulation is illustrated in

Figure 8. Then, we have

�̃�
𝑝
1

𝑗
= 𝑡
𝑝
1

𝑗
, �̃�

𝑝
3

𝑗
= 𝑡
𝑝
3

𝑗
,

�̃�
𝑝
2

𝑗
= 𝑡
𝑝
2

𝑗
−

Δ𝑡
𝑗
⋅ 𝑔
𝑝
2

𝑗

(𝑔
𝑝
1

𝑗
+ 𝑔
𝑝
2

𝑗
)
,

𝑔
𝑝
1

𝑗
= 𝑔
𝑝
1

𝑗
+

Δ𝑡
𝑗
⋅ 𝑔
𝑝
1

𝑗

(𝑔
𝑝
1

𝑗
+ 𝑔
𝑝
2

𝑗
)
,

𝑔
𝑝
2

𝑗
= 𝑔
𝑝
2

𝑗
+

Δ𝑡
𝑗
⋅ 𝑔
𝑝
2

𝑗

(𝑔
𝑝
1

𝑗
+ 𝑔
𝑝
2

𝑗
)
,

𝑔
𝑝
3

𝑗
= 𝑔
𝑝
3

𝑗
− Δ𝑡
𝑗
,

(14)

where 𝛿
1
is a regulator parameter and �̃�

𝑝
1

𝑗
and �̃�
𝑝
2

𝑗
are the

start time corresponding to phase 𝑝
1
and phase 𝑝

2
after the

regulating strategy is implemented. The phase setting shown
in Figure 3(b) is implemented. The start time of phase 𝑝

1

remains unchanged, and that of phase 𝑝
2
would be advanced

by Δ𝑡
𝑗
⋅ 𝑔
𝑝
2

𝑗
/(𝑔
𝑝
1

𝑗
+ 𝑔
𝑝
2

𝑗
). In addition, the green time of 𝑝

1

and phase 𝑝
2
is extended, and the sum of them equals the

reduction of the green time of phase 𝑝
3
.

Subcase 2 (𝛿
1
⋅ 𝑔
𝑝
3

𝑗
< Δ𝑡
𝑗

< 𝛿
2
⋅ 𝑔
𝑝
3

𝑗
). Under the current

situation, the gap Δ𝑡
𝑗
is not a small proportion of the green

time of phase𝑝
3
.The approach for eliminating the gap used in

previous strategy cannot be adopted. Because if we eliminate
the gap by reducing equal amount of green time of phase 𝑝

3
,

the remaining part of the green time of phase 𝑝
3
will be not

sufficient to dissipate all the traffic flows of northbound and
southbound at intersection 𝑗 in one cycle. As a result, extra
queuing delay will be imposed on part of the traffic flows of
the minor streets whose right of way is controlled by phase
𝑝
3
.
Herein, to eliminate the gap Δ𝑡

𝑗
, on one hand we advance

the start time of phase 𝑝
1
and that of phase 𝑝

2
. Simultane-

ously, to reduce the influences of these regulations imposed
on coordinated directions, we also regulate the length of

t
p1
j

t
p2
j

t
p1
j

Δtjg
p1
j

g
p2
j

g
p3
j

t
p2
j

t
p3
j

t
p3
j

Δtj
g
p1
j Δtj

g
p1
j + g

p2
j

g
p2
j Δtj

g
p1
j + g

p2
j

g̃
p1
j

g̃
p2
j g̃

p3
j

Figure 8: Adjustments for Subcase 1.

the green time of phase 𝑝
1
and that of phase 𝑝

2
. As shown

in Figure 9, the start time and green time of phase 𝑝
1
, phase

𝑝
2
, and phase 𝑝

3
are calculated as

�̃�
𝑝
1

𝑗
= 𝑡
𝑝
1

𝑗
+
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𝑗
⋅ 𝑔
𝑝
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𝑝
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𝑝
2

𝑗
+ 𝑔
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𝑗
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−
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𝑗
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Δ𝑡
𝑗
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𝑗
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𝑗
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𝑝
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)
,

(15)

where 𝛿
2
is a regulator parameter.The phase setting shown in

Figure 3(b) is implemented.

Subcase 3 (𝛿
2
⋅ 𝑔
𝑝
3

𝑗
< Δ𝑡
𝑗
< 𝑔
𝑝
3

𝑗
). Different from the previous

subcase 1 and subcase 2, for the current condition the gap
Δ𝑡
𝑗
is close to the length of green time of phase 𝑝

3
. In other

words, compared with the length of green time of phase 𝑝
1

and phase 𝑝
2
, 𝑔𝑝3
𝑗

− Δ𝑡
𝑗
is small. As a result, phase 𝑝

3
can be

inserted between phase 𝑝
1
and phase 𝑝

2
to eliminate the gap.

Meanwhile, the start time of phase 𝑝
1
should be advanced,

and the start time of phase should be lagged. As illustrated in
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Figure 9: Adjustments for Subcase 2.

Figure 10, the start time and the length of green time can be
regulated with the following equations:

𝑡
𝑝
1

𝑗
= 𝑡
𝑝
1

𝑗
−

(𝑔
𝑝
3

𝑗
− Δ𝑡
𝑗
) ⋅ 𝑔
𝑝
1

𝑗

(𝑔
𝑝
1

𝑗
+ 𝑔
𝑝
2

𝑗
)

,

𝑡
𝑝
2

𝑗
= 𝑡
𝑝
1

𝑗
+ 𝑔
𝑝
1

𝑗
, 𝑡

𝑝
3

𝑗
= 𝑡
𝑝
2

𝑗
+ 𝑔
𝑝
2

𝑗
,

𝑔
𝑝
1

𝑗
= 𝑔
𝑝
1

𝑗
, 𝑔

𝑝
2

𝑗
= 𝑔
𝑝
2

𝑗
,

𝑔
𝑝
3

𝑗
= 𝑔
𝑝
3

𝑗
.

(16)

Under this condition, the phase sequence defined in
Figure 3(b) is extended as a new one shown in Figure 5.
Compared with the phase setting in Figure 3(b), the phase
which provides right of way for minor roads is in advance.

Remark 2. On one hand, the common cycle time 𝐶
𝐴
of all

intersections on the arterial road𝐴 is kept unchanged during
the coordination process. On the other hand, phase 𝑝

1
, phase

𝑝
2
, and phase𝑝

3
are periodically implemented.Therefore, the

gap Δ𝑡
𝑗
between phase 𝑝

1
and phase 𝑝

2
is always limited in

the interval [𝑘
1
⋅ 𝐶
𝐴
, 𝑘
2
⋅ 𝐶
𝐴
+ 𝑔
𝑝
3

𝑗
], 𝑘
1
, 𝑘
2
∈ Z+. As a result,

herein only the upper three conditions were discussed.

3. Network Decomposition

On one hand, decomposition of system structures or models
is a prerequisite in coordination and control of large-scale
complex systems. On the other hand, as a large-scale complex
system, urban traffic system is usually composed by numer-
ous interconnected subsystems. It is difficult to be controlled
with centralized control structure due to the high com-
putational burden, communication bandwidth limitations,
and robustness and reliability problem [26]. Therefore, many
decomposition strategies have been proposed in previous
literatures [16, 22, 24, 25].

In [16], Tian and Urbanik proposed a system partition
technology for signal timing of large signalized arterial,
whereby the decomposition strategy is purely heuristic and
defines three to five intersections as a subsystem. In [24],
Zhou and Lu defined each intersection and its connected
roads as a subsystem and developed a neighbor-based dis-
tributed coordination scheme to enhance the computational
efficiency. In [22], Gartner and Stamatiadis proposed an
iterative heuristic network decomposition framework, in
which a priority subnetwork would be defined firstly in
each iteration. The priority network was chosen so that it
contained only a tree of arterials, eliminating any network
loops. However, Gartner et al. only presented two simple
criteria to select a priority subnetwork, without details of the
operation and definition of a priority subnetwork. For this
reason, in this paper we define a priority level index first and
then develop a novel netowork decomposition approach.
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Figure 10: Adjustments for Subcase 3.

3.1. Priority Level Index. In order to quantify the priority level
of each road (including arterial and minor roads) in road
networks, we develop a priority level index which is defined
as

PL
𝐴
= 𝑤
1
∗ 𝑋
𝐴
+ 𝑤
2
∗ 𝑄
𝐴
+ 𝑤
3
∗ 𝐸
𝐴
, (17)

𝑤
1
+ 𝑤
2
+ 𝑤
3
= 1, (18)

where PL
𝐴
denotes the value of the priority level index of road

𝐴 and 𝑋
𝐴
and 𝑄

𝐴
are the saturation degree and throughput

of road 𝐴, respectively. 𝐸
𝐴
is the score decided by experts or

engineers. 𝑤
1
, 𝑤
2
, and 𝑤

3
are the weights.

The saturation𝑋
𝐴
of road 𝑖 is calculated by

𝑋
𝐴
=

1

𝑛
𝐴

⋅ ∑
𝑗∈𝐴

∑
𝑝∈𝐹
𝑗

max
𝑖∈𝐼
𝑝

𝑗

{
𝑞
𝑝

𝑗,𝑖

𝑔
𝑝

𝑗,𝑖
⋅ 𝑆
𝑗,𝑖

} , (19)

where 𝐹
𝑗
is the phase set of intersection 𝑗, 𝑞𝑝

𝑗,𝑖
and 𝑆
𝑗,𝑖
are the

nominal inflow and saturation flow of link 𝑖 in vehicles per
hour, respectively, and 𝑛

𝐴
is the number of intersections on

arterial road 𝐴.
The throughput of road 𝐴 is calculated by

𝑄
𝐴
= ∑
𝑗∈𝐴

∑
𝑝∈𝐹
𝑐𝑜

𝑗

𝑞
𝑝

𝑗
, (20)

where 𝐹𝑐𝑜
𝑗

is the phase set which governs the right of way of
the traffic flow along the inbound and outbound directions
and 𝑞

𝑝

𝑗
is the traffic flow corresponding to phase 𝑝 of

intersection 𝑗.
Instead of designing a heuristic scheme, herein we intro-

duce a score index 𝐸
𝐴
to quantify the expert knowledge.

Furthermore, based on the specific network topology and the
history volumes of traffic flow of each road, the score 𝐸

𝐴
is

estimated by experts or engineers.

Remark 3. Note that whenwe use (17) to calculate the priority
level index PL

𝐴
, 𝑋
𝐴
, 𝑄
𝐴
, and 𝐸

𝐴
should be normalized

into the interval [0, 1] first. In addition, since the proposed
method is a fixed-time control strategy and the traffic flows
in road networks can be assumed to be steady-state, the
vehicular traffic flow data used in (19)-(20) can be estimated
by history traffic data collected by inductive loop detectors or
magnetic sensors.

3.2. Decomposition Algorithm. The decomposition algorithm
described herein does notmerely use someheuristic schemes,
as most previous method do, but rather it is based on the pri-
ority level index. Central to our decomposition algorithm is
to order the principle arterial roads of the network according
to the priority index. The arterial roads with higher priority
index PL are picked out firstly, and then a threshold 𝑛 = 𝛾⋅𝑛 is
set to guarantee that the key intersections insider the network
will be selected. It should be noted that the parameter
𝛾 ∈ (0, 1] can be dynamically regulated according to the
coordination performance of the road networks. Finally, we
summarized the network decomposition approach in the
following.

Algorithm 4.

Step 1. Collect the topology information and the traffic flow
characteristics of the studied road network. Set𝑅 as an empty
set and the iteration index ℓ = 1.

Step 2. Calculate the priority level of each arterial (or minor)
road with (17), sort them in decreasing order, and store them
in a set 𝐵.

Step 3. Pick out the road 𝐴 with the highest priority level in
the set 𝐵 − 𝑅 and place it into the set 𝐶.



10 Mathematical Problems in Engineering

Step 4. Count the number of intersections that belong to the
roads of set 𝐶 and mark it as 𝑛𝑐𝑜; denote the total number of
intersections in the network as 𝑛.

Step 5. Update the result set 𝑅 = 𝐵(1 : ℓ) that is a set
constituted by the first ℓ elements in the set 𝐵.

Step 6. Check if the termination iteration condition 𝑛𝑐𝑜 ≥ 𝛾⋅𝑛

is satisfied. If the termination condition is satisfied, then end
the iteration and return 𝑅.

Step 7. Let ℓ = ℓ + 1; go back to Step 3.

4. Coordination of Urban Traffic Networks

It is common knowledge that the predominant traffic flows in
urban traffic networks are along arterial roads. Coordination
of traffic signals along arterial roads offers numerous benefits
as indicated in previous literatures [15–23].Therefore, coordi-
nating the traffic signals along these arterial roads is essential
for the effective operation of the urban traffic networks. In
this section, we propose a novel coordination approach for
urban traffic networks, which is abbreviated as CoA in the
remainder of this paper. The basic idea of our coordination
approach is that the problem of coordinating an urban traffic
network can be transformed into that of coordinating the
principal arterial roads and scattered isolated intersections on
the boundary of the road networks.

In general, based on the coordinationmodel of an arterial
road, the objective function of an urban traffic network can be
defined as

min ∑
𝐴∈𝑁

𝐽
𝐴
= min ∑

𝐴∈𝑁

𝑛
𝐴

∑
𝑗=1


Δ𝑡
𝑗


, (21)

subject to the constraints (1)–(10) and (12), where 𝑁 denotes
a traffic network. It indicates that the objective function is
to maximize the width of the green wave band of the whole
network which includes not only the arterial roads but the
minor roads.

However, in real-life traffic conditions and applications,
the minor roads are not suitable to be coordinated with green
wave coordination technology due to lower traffic demands
and physical topology of minor roads. In addition, traffic
flows are mainly concentrated in principle arterial roads.
Hence, herein based on the network decomposition approach
proposed in previous section, we define an objective function
as follows:

min ∑
𝐴∈𝑅

𝜔
𝐴
⋅ 𝐽
𝐴
= min ∑

𝐴∈𝑅

𝜔
𝐴
⋅

𝑛
𝐴

∑
𝑗=1


Δ𝑡
𝑗


, (22)

where 𝜔
𝐴
is the weight coefficient which reflects the priority

level of arterial road 𝐴 and 𝑅 is the road set with higher
priority level and is calculated by Algorithm 4. It means that
only the intersections which belong to the key arterial roads
set are coordinated.

In addition, it should be noted that if an intersection
belongs to two coordinate arterials, it means that there

p6 p5
p4

p1 p2 p3

Figure 11: A phase sequence for two-crossed arterial roads.

are two major coordination directions. Therefore, the phase
setting shown in Figure 4 should be regulated. As shown in
Figure 11, another phase setting is presented. For example,
intersection 6 and intersection 12 (shown in Figure 12) have
six phases.

Based on the arterial signal coordination and network
decomposition approach presented in previous sections, our
proposed coordination approach CoA for the whole road
network is described in Algorithm 6.

Remark 5. As shown in Figure 7, the grid network consisted
of eight arterial (or minor) roads and fifteen intersections.
Assume that according to (17) we have the set 𝐵 =

{𝐴
1
, 𝐴
2
, . . . , 𝐴

8
}, which implies that arterial road 𝐴

1
has the

highest priority level while 𝐴
8
has the smallest priority level.

Setting 𝛾 = 0.65, then utilizing Algorithm 4, we can get the
decomposition result set 𝐵 = {𝐴

1
, 𝐴
2
, 𝐴
3
}. It means that only

the three principal arterial roads are coordinated, while the
remaining intersections 1, 4, 9, 12, and 13 are controlled by
fixed-time control strategy.

Algorithm 6.

Step 1 (Initialization). Based on the network decomposition
Algorithm 4 a given traffic road network can be decomposed
into a set of arterials 𝑅. Each arterial can be seen as a
subnetwork which contains the bulk traffic flows of the
network. Coordinate the signals along the arterial with the
highest priority level in 𝑅 that is 𝑅(1) with the proposed
arterial coordination approach in Section 2; then let ℓ = 2.

Step 2 (check). If arterial 𝑅(ℓ) will form a loop with the
previous coordinated arterials, then go to Step 4; else go to
Step 3.

Step 3 (coordination). Coordinate the arterial 𝑅(ℓ) with the
proposed arterial coordination approach in Section 2.

Step 4 (loop). If ℓ < |𝑅|, let ℓ = ℓ + 1 and go back to Step 2;
else terminate the iteration.

Step 5 (complementary). Fixed-time control strategy or actu-
ated control strategy is implemented to the intersections of
the network except those along the coordinated arterials.

Step 6 (finish). Stop the coordination process.
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Figure 12: Simulation road network.

5. Simulation Results

In this section, to demonstrate the effectiveness and efficiency
of the proposed signal coordination approach, measures of
effectiveness (MOE) acquired by VISSIM, including average
delay, average travel time, average queue length, and stops per
vehicle on each travel segment, are introduced.

The simulation network is created as shown in Figure 12,
and the road network includes eight arterial roads and fifteen
signalized intersections.𝐴

1
is a bidirection arterial road with

six lanes and 𝐴
2
and 𝐴

3
are bidirection arterial road with

four lanes. One direction and one lane are defined for the
other roads. The width of each lane is 3.5 meters. As marked
in Figure 12, to evaluate the coordination performance, we
define six travel segments, which undertake the main traffic
demand of the road network. The input flow and tuning
rates of the road network are presented in Tables 1 and
2, respectively. We assume the average vehicle length is 5

meters, and the minimum and maximum free vehicle speed
is 40 km/h and 50 km/h, respectively.

Moreover, as we choose the default traffic configuration,
which contains 98% cars and 2% heavy good cars, herein the
saturated rate of each link is set as 2000 veh/h (refer to the
manual of Vissim 3.7). All other parameters, such as lane-
change distance, minimum headway, and waiting time before
diffusion, are using the default settings.

The proposed model is simulated by VISSIM 3.7. A fixed-
time control (FC) strategy is used as a reference to the
proposed coordination (CoA) method. In order to evaluate
the performance of CoA under different traffic demands,

the simulations are implemented under three scenarios,
according to different input traffic flow rates supplied to the
network as shown in Table 2. Firstly, the simulation results
are compared for these different scenarios.The average travel
time along each segment is shown in Figure 13. According to
it, we can clearly see that CoA performs better than that of
FC on all travel segments under different scenarios, and the
average travel time is reduced by around 9.27%–11.68%. The
travel time of segments 1, 3, and 5 is much bigger than that
of segments 1, 3, and 5. This is mainly due to the input traffic
flows of segments 1, 3, and 5 which are high and the traffic
condition is more crowded.

Figure 14 illustrates the delay time per vehicle on each
travel segment under different traffic demands. Compared
with FC, the average delay time of CoA is reduced by about
27.5%–33.81%. Moreover, with the increase of traffic demand,
the rate of decrease of delay time is greater. Under the FC
control strategy, for Case 1 and Case 2 the maximum delay
time is 140 (s/veh), while it is increased quickly to 260 (s/veh)
for Case 3. However, with the proposed control strategy CoA,
the increase of delay time under different traffic demand is
relatively flat. It illustrates that the robustness of CoA is better
than that of FC.

Figure 15 shows that the average number of stops per
vehicle on each travel segment increases remarkably with the
traffic demand increase. It can be seen that CoA achieves
better performance than that of FC under all traffic scenarios.
Compared with the FC strategy, CoA obtains much less stops
(per vehicle), particularly for Case 3 which has much higher
traffic demand. The reason is that with bidirection green
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Table 1: Turning rates.

Int. Northbound Westbound Southbound Eastbound
LT TH RT LT TH RT LT TH RT LT TH RT

1 0.8 0.2 0.15 0.85
2 0.15 0.75 0.1 0.15 0.85 0.8 0.2
3 0.15 0.7 0.15 0.15 0.85 0.85 0.15
4 0.15 0.85 0.7 0.3
5 0.1 0.9 0.87 0.13 0.05 0.75 0.2
6 0.07 0.83 0.10 0.07 0.81 0.12 0.05 0.79 0.16 0.09 0.73 0.18
7 0.05 0.85 0.10 0.05 0.84 0.11 0.05 0.80 0.15 0.05 0.76 0.19
8 0.9 0.1 0.08 0.92 0.2 0.7 0.1
9 0.2 0.8 0.8 0.2
10 0.06 0.84 0.1 0.1 0.9 0.83 0.17
11 0.05 0.83 0.12 0.11 0.89 0.85 0.15
12 0.8 0.2 0.08 0.92
13 0.9 0.1 0.1 0.9
14 0.18 0.75 0.07 0.9 0.1 0.05 0.95
15 0.15 0.8 0.05 0.85 0.15 0.07 0.93

Table 2: Input traffic flow (veh/h).

Scenarios Entrance Input traffic flow of each arterial road
𝐴
1

𝐴
2

𝐴
3

𝐴
4

𝐴
5

𝐴
6

𝐴
7

𝐴
8

Case 1

Eastbound 1200 300 500
Westbound 1000 300
Southbound 800 900 350
Northbound 1000 950 300

Case 2

Eastbound 1800 400 450
Westbound 1500 350
Southbound 1200 1350 400
Northbound 1500 1450 400

Case 3

Eastbound 2400 450 500
Westbound 2000 400
Southbound 1500 1600 450
Northbound 1800 1750 450

wave coordination the traffic flows along arterial roads are
smoothed. Many vehicles can cross two or more adjacent
intersections without stops.

The average queue length on each travel segment is
reported in Figure 16; we can find that there are a few queued
vehicles for both control strategies CoA and FC under Case
1 which has the lowest traffic demand. However, as the traffic
demand increases from Case 1 to Case 3, the queue length
grows quickly. In comparison with FC, the average queue
length of CoA is greatly reduced.

Another observation on the performance curves of queue
length shown in Figure 11 is that the queue length of the travel
segments 1, 3, and 5 is much bigger than that of 2, 4, and 6.
This is mainly due to the input traffic flows for segments 1, 3,

and 5 are bigger than that of the remaining three segments. As
shown in Figure 13 to Figure 16, it should be noted that CoA
performs much better on segments 1, 3, and 5 than that of on
segments 2, 4, and 6.The reason for this phenomenon is that,
during the process of regulating the start time of inbound and
outbound, we prefer to guarantee the coordination efficiency
of the direction with higher traffic demand.

The performance index of the whole network is presented
in Table 3 and Figure 17. According to it, we can find that the
proposed method CoA performance is much better than that
of FC. In particularly, compared with FC, the average delay
time, stops per vehicle, and average queue length are greatly
reduced at least by about 27.5%–33.88% under different traffic
scenarios.
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segment.

6. Conclusion

This paper investigates the optimization and coordination of
signal splits in large-scale urban road networks. To reduce the
high computational complexity and improve the applicability
of signal coordination methods, a novel method based on a
system decomposition strategy was proposed. The key idea
of the proposed method is that a large-scale network coor-
dination problem has been solved by coordinating several
principle arterial roads and several isolated intersections on
the boundary of the area. In this study, to satisfy the mini-
mum (maximum) green time constraints, which are used to
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Figure 15: Comparison of average stops per vehicle on different
travel segment.
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Figure 16: Comparison of average queue length on different travel
segment.

guarantee the safety of pedestrians and cyclists, we propose a
strategy to regulate the calculated green time. In addition, a
new two-way arterial signal coordinationmodel is developed.
Different from previous studies, not only the phases which
provide right of way to the coordinated directions but also
the phases which provide right of way to uncoordinated
directions were optimized in our proposed arterial coordi-
nation method. Moreover, a system decomposition strategy
was reported, whereby a novel priority level index is defined
to quantify the priority level of each road. The performance
of the proposed method CoA has been validated by VISSIM
under various traffic conditions. Simulation results show that
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Table 3: Measurements of effectiveness.

Scenarios Control strategy Travel time (s) Delay (s/veh) Stops (num/veh) Queue (m)

Case 1 FC 1867.7 527.3 13.29 104
CoA 1664.2 349 8.14 39

Improved 10.9% 33.81% 38.75% 62.5%

Case 2 FC 1981.8 666.2 15.94 366
CoA 1798 483 10.54 227

Improved 9.27% 27.5% 33.88% 37.98%

Case 3 FC 2362.5 1047.5 23.1 1419
CoA 2086.6 733.9 16.48 1020

Improved 11.68% 29.94% 28.66% 28.12%
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Mathematical Problems in Engineering 15

CoA can greatly reduce the average delay, stops, and queue
length.

In future, we will do further numerical and simulation
studies with more complex and large-scale urban road net-
works aims to confirm the potential of the proposed method.
For practical application purpose, research will continue on
addressing the signal coordination of road networks under
more realistic traffic conditions, such as transit signal priority;
uncertainty traffic flow will be considered.
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Optimal fixed-point smoothing problem for the descriptor systems with multiplicative noises is considered, where instantaneous
and delayed observations are available. Standard singular value decomposition is used to give the restricted equivalent delayed
system, where the observations also include two different types of measurements. Reorganized innovation lemma and projection
theorem are used to give the fixed-point smoother for the restricted equivalent delayed system. The fixed-point smoother is given
in terms of recursive Riccati equations.

1. Introduction

The optimal estimation problem has long been one of the
important problems in control theory and signal processing
[1–4], and it is the dual problem of control [5–8]. Estimation
includes three cases: prediction, filter, and smoothing [9–11],
and smoothing problem is the most difficult among three
problems. Smoothing problem is to estimate the past state
or signal based on the observations in future, which mainly
includes fixed-point smoothing, fixed-interval smoother, and
fixed-lag smoother, where fixed-point is to estimate the fixed-
point state or signal in past based on its future observations,
which can reveal the development trend of estimation with
the increase of observations [9, 12, 13]. Under the optimal
performance, estimation (prediction, filter, and smoothing)
problem for normal system without multiplicative noises and
delayed measurements has been studied well in recent years
[12, 13].

The optimal smoothing problem has received much
attention these years [9, 10, 12, 13]. For the optimal smoothing
of descriptor systems with multiplicatives, some researchers
have given some important results [14–16], where Kalman
filtering and standard decomposition are to study the optimal
estimation of the descriptor systems.

As is well known, the measured output may be with
delay in practical applications such as engineering, biological,

and economic systems [8]. However, the above descriptor
systems are without delay in observation; for the systems
with delayed measurement, the classic approach is system
or variable augmentation [11, 17], which may lead to much
computation burden. In this paper, the optimal fixed-point
smoothing problems for descriptor systems with multiplica-
tive noises and delayed measured output will be studied.
Being different from the classic system augmentation, the
reorganized innovation lemma developed in our previous
works [17, 18] will be proposed. Standard singular value
decomposition will be used to change the system into the
restricted equivalent delayed system.

The presented approach is very efficient and important
for estimation on descriptor systemwithmultiplicative noise,
and reorganized innovation lemma is used to decrease much
computation burden compared to traditional system aug-
mentation [17].The proposed result extends the optimal filter
and multistep predictor [19].

The rest of the paper is organized as follows. The fixed-
point smoothing problem will be proposed in Section 2.
Substate fixed-point smoother will be given for the restricted
equivalent delayed system in Section 3. Fixed-point smoother
for the delayed descriptor systems with multiplicative noise
will be given in Section 4. Some concluding remarks will be
drawn in Section 5.
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2. Problem Statement

In this paper, we will deal with the following linear discrete-
time descriptor system:

𝐹x (𝑡 + 1) = 𝐴x (𝑡) + 𝐵u (𝑡) ,

y (𝑡) = 𝐶x (𝑡) + 𝐷w (𝑡) x (𝑡) + k (𝑡) ,

y𝑑 (𝑡) = 𝐶𝑑x (𝑡𝑑) + 𝐷𝑑w (𝑡) x (𝑡𝑑) + k𝑑 (𝑡) , 𝑡𝑑 = 𝑡 − 𝑑,

(1)

where 𝐴, 𝐵, 𝐶, 𝐷, 𝐶𝑑, and 𝐷𝑑 are known matrices and the
information of other parameters can be listed as

𝑑 → 𝑅
1
→ delay,

x(𝑡) → 𝑅
𝑛
→ state,

y(𝑡), k(𝑡) → 𝑅
𝑞
→ observation and its noise,

y𝑑(𝑡), k𝑑(𝑡) → 𝑅
𝑞𝑑 → delayed observation and its

noise,

u(𝑡) → 𝑅
𝑝

→ input disturbance,

w(𝑡) → 𝑅
1
→ multiplicative noise.

We first give two assumptions as follows.

Assumption 1. u(𝑡), k(𝑡), k𝑑(𝑡), and w(𝑡) are uncorrelated
white noises of zero means and uncorrelated with x(0), and
the corresponding variance is ⟨𝜉(𝑡), 𝜉(𝑠)⟩ = 𝑄𝜉𝛿𝑡,𝑠, and 𝜉(𝑡)

can be u(𝑡), k(𝑡), k𝑑(𝑡), and w(𝑡); in addition, ⟨x(0), x(0)⟩ =

Π(0).

Assumption 2. 𝐹 is known and singular, and the system is
regular, that is, rank𝐹 = 𝑛1 < 𝑛, and there exists 𝑠 that satisfies
det(𝑠𝐹 − 𝐴) ̸= 0.

Remark 3. Assumption 1 is given for general optimal or 𝐻2

estimation problem. Assumption 2 is standard assumption
for general descriptor system, since the regularity is very
important for the existence of solution which is dependent
on the initial value for descriptor system [14, 20].

Optimal fixed-point smoothing (FPS) problem for the
above descriptor system model (1) can be described as
follows.

Problem FPS. Consider the system model (1) with the instan-
taneous and delayed observations {y(0), . . . , y(𝑘); y𝑑(𝑑), . . . ,
y𝑑(𝑘)}, a fixed time 𝑡 and 𝑡 ≤ 𝑘 ≤ 𝑁; find the linear least
square error smoother x̂(𝑡 | 𝑘) of x(𝑡), where 0 ≤ 𝑡 ≤ 𝑁.

Under Assumption 2, according to the classical result of
descriptor system [11, 14, 20], there exist nonsingularmatrices
{𝐽1, 𝐽2} ∈ 𝑅

𝑛×𝑛, x(𝑡) = 𝐽2 [
x1(𝑡)
x2(𝑡) ], and we can give the following

lemma.

Lemma4 (see [19]). System (1) under Assumptions 1 and 2 can
be restricted equivalent to

x1 (𝑡 + 1) = 𝐴1x1 (𝑡) + 𝐵1u (𝑡) , (2)

𝐹1x2 (𝑡 + 1) = x2 (𝑡) + 𝐵2u (𝑡) , (3)

y (𝑡) = 𝐶1x1 (𝑡) + 𝐶2x2 (𝑡) + 𝐷1w (𝑡) x1 (𝑡)

+ 𝐷2w (𝑡) x2 (𝑡) + k (𝑡) ,
(4)

y𝑑 (𝑡) = 𝐶1𝑑x1 (𝑡𝑑) + 𝐶2𝑑x2 (𝑡𝑑) + 𝐷1𝑑w (𝑡) x1 (𝑡𝑑)

+ 𝐷2𝑑w (𝑡) x2 (𝑡𝑑) + k𝑑 (𝑡) ,
(5)

where

𝐽1𝐹𝐽2 = [

𝐼𝑛1
0

0 𝐹1

] , 𝐽1𝐴𝐽2 = [

𝐴1 0

0 𝐼𝑛−𝑛1

] ,

𝐽1𝐵 = [

𝐵1

𝐵2

] ,

[
[
[
[
[

[

𝐶

𝐶𝑑

𝐷

𝐷𝑑

]
]
]
]
]

]

𝐽2 =

[
[
[
[
[

[

𝐶1 𝐶2

𝐶1𝑑 𝐶2𝑑

𝐷1 𝐷2

𝐷1𝑑 𝐷2𝑑

]
]
]
]
]

]

,

(6)

x1 ∈ 𝑅
𝑛1 , x2 ∈ 𝑅

𝑛−𝑛1 , and 𝐹1 is a 𝜆-nilpotent matrix; that is,
𝐹
𝜆

1
= 0, 𝐹𝜆−1

1
̸= 0.

3. Optimal Fixed-Point Smoother x̂1(𝑡 | 𝑘)

From Lemma 4, in order to give the fixed-point smoother of
Problem FPS, we first give the fixed-point smoother of the
restricted equivalent system (2)–(5).

3.1. Riccati Equation 𝑃1(𝑡 + 1, 𝑖). The Riccati equation will be
given mainly by using reorganized innovation analysis [17],
the corresponding definitions e1(𝑡, 𝑖), Ỹ𝑖(𝑡), Π1(𝑡), 𝑃1(𝑡, 𝑖),
𝑃1(𝑡, 𝑠, 𝑖), 𝐿(𝑡, 𝑠, 𝑖), 𝑄Y

𝑖

(𝑡), 𝑇(𝑡, 𝑠, 𝑖), 𝑅(𝑡, 𝑠, 𝑖), and 𝑅(𝑡, 𝑠, 12) in
[19], and the following denotations:

[

𝐺 (𝑡, 𝑠, 𝑖) 𝐺1 (𝑡, 𝑠, 𝑖) 𝐺2 (𝑡, 𝑠 | 𝑙, 𝑖) 𝐺3 (𝑡, 𝑠 | 𝑙, 𝑖)

𝐻 (𝑡, 𝑠, 𝑖) 𝐻1 (𝑡, 𝑠, 𝑖) 𝐻2 (𝑡, 𝑠 | 𝑙, 𝑖) 𝐻3 (𝑡, 𝑠 | 𝑙, 𝑖)
]

≜ ⟨[

u (𝑡)

V𝑖 (𝑡)
] ,

[
[
[
[
[
[
[

[

Ỹ𝑇
𝑖
(𝑠)

e𝑇
1
(𝑠, 𝑖)

̂
V
𝑇

𝑖
(𝑠 | 𝑙, 𝑖)

û𝑇 (𝑠 | 𝑙, 𝑖)

]
]
]
]
]
]
]

]

𝑇

⟩,

(7)

[𝐻 (𝑡, 𝑠, 12) 𝐻1 (𝑡, 𝑠, 12) 𝐻2 (𝑡, 𝑠 | 𝑙, 12) 𝐻3 (𝑡, 𝑠 | 𝑙, 12)]

≜ ⟨V1 (𝑡) ,

[
[
[
[
[
[

[

Ỹ𝑇
2
(𝑠)

e𝑇
1
(𝑠, 2)

̂
V
𝑇

2
(𝑠 | 𝑙, 2)

û𝑇 (𝑠 | 𝑙, 2)

]
]
]
]
]
]

]

𝑇

⟩.

(8)

𝑃1(𝑡 + 1, 1) can be given in the following lemma.
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Lemma5 (see [19]). Consider the restricted equivalent delayed
descriptor system (2)–(5) under Assumptions 1 and 2; the error
covariance matrix 𝑃1(𝑡 + 1, 1) of x1(𝑡 + 1) can be given as

𝑃1 (𝑡 + 1, 1) = 𝐴1𝑃1 (𝑡, 1) 𝐴
𝑇

1
+ 𝐵1 [𝑄𝑢 − 𝐺3 (𝑡, 𝑡 | 𝑡, 1)] 𝐵

𝑇

1

+ 𝐴1 [𝐺
𝑇

1
(𝑡, 𝑡, 1) − 𝐾 (𝑡, 𝑡, 1) 𝐺

𝑇
(𝑡, 𝑡, 1)] 𝐵

𝑇

1

+ 𝐵1 [𝐺1 (𝑡, 𝑡, 1) − 𝐺 (𝑡, 𝑡, 1) 𝐾
𝑇
(𝑡, 𝑡, 1)] 𝐴

𝑇

1

− 𝐴1𝐾 (𝑡, 𝑡, 1) 𝑄Ỹ1
(𝑡) 𝐾
𝑇
(𝑡, 𝑡, 1) 𝐴

𝑇

1
,

𝑃1 (𝑡𝑑 + 1, 1) = 𝑃1 (𝑡𝑑 + 1, 2) , 𝑡 ≥ 𝑑,

(9)

where

𝐾 (𝑡, 𝑡, 1) = 𝐿 (𝑡, 𝑡, 1) 𝑄
−

Ỹ1
(𝑡) , (10)

with

𝐿 (𝑡, 𝑡, 1) = 𝑃1 (𝑡, 1)C
𝑇

11
+ 𝐻
𝑇

1
(𝑡, 𝑡, 1) , (11)

𝑄Ỹ1
(𝑡) = C11𝑃1 (𝑡, 1)C

𝑇

11
+ 𝐷1𝑀Π1 (𝑡) 𝐷

𝑇

1
+ 𝑅 (𝑡, 𝑡, 1)

− 𝐻2 (𝑡, 𝑡 | 𝑡 − 1, 1) +C11𝐻
𝑇

1
(𝑡, 𝑡, 1)

+ 𝐻1 (𝑡, 𝑡, 1)C
𝑇

11
,

(12)

where

𝑅 (𝑡, 𝑡, 1) = 𝑄V +

𝜆−1

∑

𝑗=0

C21𝐹
𝑗

1
𝐵2𝑄𝑢𝐵

𝑇

2
(𝐹
𝑗

1
)
𝑇

C
𝑇

21

+ 𝑀

𝜆−1

∑

𝑗=0

𝐷2𝐹
𝑗

1
𝐵2𝑄𝑢𝐵

𝑇

2
(𝐹
𝑗

1
)
𝑇

𝐷
𝑇

2
,

(13)

𝐺(𝑡, 𝑡, 1), 𝐺1(𝑡, 𝑡, 1), 𝐺3(𝑡, 𝑡 | 𝑡, 1), 𝐻1(𝑡, 𝑡, 1), and 𝐻2(𝑡, 𝑡 |

𝑡 − 1, 1) are defined in (7) and given in [19], and Π1(𝑡) =

𝐴1Π1(𝑡)𝐴
𝑇

1
+ 𝐵1𝑄𝑢𝐵

𝑇

1
.

3.2. Fixed-Point Smoother x̂1(𝑡 | 𝑘). In this subsection, we
will give the optimal fixed-point smoother for x1(𝑡) (𝑘 = 𝑡 +

1, . . . , 𝑁) based on the above lemmas.

Theorem 6. For a fixed 𝑡, consider the presented restricted
equivalent delayed system (2)–(5) under Assumptions 1 and 2;
the fixed-point smoother x̂1(𝑡 | 𝑘) can be given as

x̂1 (𝑡 | 𝑘) = x̂1 (𝑡 | 𝑡, 1) +
𝑘−𝑡

∑

𝑗=1

𝐿 (𝑡, 𝑡 + 𝑗, 1)𝑄
−

Ỹ1
(𝑡 + 𝑗)

× [Y1 (𝑡 + 𝑗) −C11x̂1 (𝑡 + 𝑗, 1) −
̂
V1 (𝑡 + 𝑗, 1)] ,

𝑘 = 𝑡 + 1, . . . , 𝑁, 𝑡 ≥ 𝑑,

(14)

where

x̂1 (𝑡 | 𝑡, 1)

= x̂1 (𝑡, 1)

+ 𝐿 (𝑡, 𝑡, 1) 𝑄
−

Ỹ1
(𝑡) [Y1 (𝑡) −C11x̂1 (𝑡, 1) −

̂
V1 (𝑡, 1)] ,

(15)

𝐿 (𝑡, 𝑡 + 𝑗, 1)

= 𝑃1 (𝑡, 𝑡 + 𝑗, 1)C
𝑇

11
+ 𝐻
𝑇

1
(𝑡 + 𝑗, 𝑡, 1)

−

𝑗−1

∑

𝑖=0

𝐿 (𝑡, 𝑡 + 𝑖, 1) 𝑄
−

Ỹ1
(𝑡 + 𝑖)𝐻

𝑇
(𝑡 + 𝑗, 𝑡 + 𝑖, 1) ,

𝑗 = 1, . . . , 𝑘 − 𝑡,

(16)

with

𝑃1 (𝑡, 𝑡 + 𝑗, 1) ≜ ⟨e1 (𝑡, 1) , e1 (𝑡 + 𝑗, 1)⟩ = 𝑃1 (𝑡, 1) (𝐴
𝑗

1
)
𝑇

+

𝑗−1

∑

𝑖=0

𝐺
𝑇

1
(𝑡 + 𝑖, 𝑡, 1) 𝐵

𝑇

1
(𝐴
𝑗−1−𝑖

1
)
𝑇

−

𝑗−1

∑

𝑖=0

𝑖

∑

𝑚=0

𝐿 (𝑡, 𝑡 + 𝑚, 1)𝑄
−

Ỹ1
(𝑡 + 𝑚)𝐺

𝑇

⋅ (𝑡 + 𝑖, 𝑡 + 𝑚, 1) 𝐵
𝑇

1
(𝐴
𝑗−1−𝑖

1
)
𝑇

−

𝑗−1

∑

𝑖=0

𝐿 (𝑡, 𝑡 + 𝑗 − 1 − 𝑖, 1) 𝑄
−

Ỹ1
(𝑡 + 𝑗 − 1 − 𝑖)

× 𝐿
𝑇
(𝑡, 𝑡 + 𝑗 − 1 − 𝑖, 1) (𝐴

𝑖+1

1
)
𝑇

.

(17)

𝐿(𝑡, 𝑡, 1) is as in (11); 𝑃1(𝑡, 1) is as in (9); x̂1(𝑡, 1) and x̂1(𝑡+𝑗, 1)

(𝑗 = 1, . . . , 𝑘 − 𝑡) can be given as

x̂1 (𝑡 + 1, 1)

= 𝐴1x̂1 (𝑡, 1) + 𝐴1𝐿 (𝑡, 𝑡, 1) 𝑄
−

Ỹ1
(𝑡)

⋅ [Y1 (𝑡) −C11x̂1 (𝑡, 1) −
̂
V1 (𝑡, 1)]

+ 𝐵1û (𝑡 | 𝑡, 1) ,

x̂1 (𝑡𝑑 + 1, 1) = x̂1 (𝑡𝑑 + 1, 2) ,

𝑡 ≥ 𝑑,

(18)
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and x̂1(𝑡𝑑 + 1, 2) can be given by

x̂1 (𝑡𝑑 + 1, 2)

= 𝐴1x̂1 (𝑡𝑑, 2) + 𝐴1𝐿 (𝑡𝑑, 𝑡𝑑, 2) 𝑄
−

Ỹ2
(𝑡𝑑)

⋅ [Y2 (𝑡𝑑) −C12x̂1 (𝑡𝑑, 2) −
̂
V2 (𝑡𝑑, 2)]

+ 𝐵1û (𝑡𝑑 | 𝑡𝑑, 2) ,

x̂1 (0, 2) = x̂1 (0 | −1, 2) = 0.

(19)

In the above,

û (𝑡 | 𝑡, 1) = û (𝑡 | 𝑡 − 1, 1) + 𝐺 (𝑡, 𝑡, 1) 𝑄
−

Ỹ1
(𝑡)

⋅ [Y1 (𝑡) −C11x̂1 (𝑡, 1) −
̂
V1 (𝑡, 1)] ,

(20)

û (𝑡𝑑 | 𝑡𝑑, 2) = û (𝑡𝑑 | 𝑡𝑑 − 1, 2) + 𝐺 (𝑡𝑑, 𝑡𝑑, 2) 𝑄
−

Ỹ2
(𝑡𝑑)

⋅ [Y2 (𝑡𝑑) −C12x̂1 (𝑡𝑑, 2) −
̂
V2 (𝑡𝑑, 2)] ,

(21)

where

̂
V1 (𝑡, 1)

=
̂
V1 (𝑡 | 𝑡 − 2, 1) + 𝐻 (𝑡, 𝑡 − 1, 1) 𝑄

−

Ỹ1
(𝑡 − 1)

× [Y1 (𝑡 − 1) −C11x̂1 (𝑡 − 1, 1) −
̂
V1 (𝑡 − 1, 1)] ,

̂
V1 (𝑡𝑑 + 1, 1) =

̂
V1 (𝑡𝑑 + 1, 2) ,

(22)

̂
V2 (𝑡𝑑, 2)

=
̂
V2 (𝑡𝑑 | 𝑡𝑑 − 2, 2) + 𝐻 (𝑡𝑑, 𝑡𝑑 − 1, 2)𝑄

−

Ỹ2
(𝑡𝑑 − 1)

× [Y2 (𝑡𝑑 − 1) −C12x̂1 (𝑡𝑑 − 1, 2) −
̂
V2 (𝑡𝑑 − 1, 2)] ,

̂
V2 (0, 2) = 0,

(23)

with ̂
V1(𝑡𝑑 + 1, 2) being given as

̂
V1 (𝑡𝑑 + 1, 2)

=
̂
V1 (𝑡𝑑 + 1 | 𝑡𝑑 − 1, 2) + 𝐻 (𝑡𝑑 + 1, 𝑡𝑑, 12)𝑄

−

Ỹ2
(𝑡𝑑)

× [Y2 (𝑡𝑑) −C12x̂1 (𝑡𝑑, 2) −
̂
V2 (𝑡𝑑, 2)] ;

(24)

𝐺(𝑡, 𝑠, 2), 𝐺(𝑡, 𝑠, 1), and𝐻(𝑡𝑑 + 1, 𝑡𝑑, 12) are in [19].

Proof. According to the projection theorem, we have

x̂1 (𝑡 | 𝑁)

= Proj {x1 (𝑡) | Ỹ2 (0) , . . . , Ỹ2 (𝑡𝑑) ;

Ỹ1 (𝑡𝑑 + 1) , . . . , Ỹ1 (𝑡) , . . . , Ỹ1 (𝑁)}

= x̂1 (𝑡 | 𝑡) +
𝑁−𝑡

∑

𝑗=1

Proj {x1 (𝑡) | Ỹ1 (𝑡 + 𝑗)}

= x̂1 (𝑡 | 𝑡) +
𝑁−𝑡

∑

𝑗=1

𝐿 (𝑡, 𝑡 + 𝑗, 1) 𝑄
−

Ỹ1
(𝑡 + 𝑗) Ỹ1 (𝑡 + 𝑗) ,

(25)

which is (14).
Since x̂1(𝑡, 1) ⊥ Ỹ1(𝑡 + 1), then

𝐿 (𝑡, 𝑡 + 1, 1) = ⟨x1 (𝑡) , Ỹ1 (𝑡 + 1)⟩

= ⟨e1 (𝑡, 1) , Ỹ1 (𝑡 + 1)⟩

= 𝑃1 (𝑡, 𝑡 + 1, 1)C
𝑇

11
+ 𝐻
𝑇

1
(𝑡 + 1, 𝑡, 1)

− ⟨e1 (𝑡, 1) , V̂1 (𝑡 + 1, 1)⟩ .

(26)

According to the projection theorem, we have

̂
V1 (𝑡 + 1, 1)

= Proj {V1 (𝑡 + 1) | Ỹ2 (0) , . . . , Ỹ2 (𝑡𝑑) ;

Ỹ1 (𝑡𝑑 + 1) , . . . , Ỹ1 (𝑡)}

= Proj {V1 (𝑡 + 1) | Ỹ2 (0) , . . . , Ỹ2 (𝑡𝑑) ;

Ỹ1 (𝑡𝑑 + 1) , . . . , Ỹ1 (𝑡 − 1)}

+ Proj {V1 (𝑡 + 1) | Ỹ1 (𝑡)}

=
̂
V1 (𝑡 + 1 | 𝑡 − 1, 1) + 𝐻 (𝑡 + 1, 𝑡, 1) 𝑄

−

Ỹ1
(𝑡) Ỹ1 (𝑡) ,

(27)

which is (22). By considering e1(𝑡, 1) ⊥ V̂1(𝑡 + 1 | 𝑡 − 1, 1)

and (27), (26) can be rewritten as

𝐿 (𝑡, 𝑡 + 1, 1) = 𝑃1 (𝑡, 𝑡 + 1, 1)C
𝑇

11
+ 𝐻
𝑇

1
(𝑡 + 1, 𝑡, 1)

− 𝐿 (𝑡, 𝑡, 1) 𝑄
−

Ỹ1
(𝑡)𝐻
𝑇
(𝑡 + 1, 𝑡, 1) .

(28)

Similarly,

𝐿 (𝑡, 𝑡 + 2, 1) = ⟨e1 (𝑡, 1) , Ỹ1 (𝑡 + 2)⟩

= 𝑃1 (𝑡, 𝑡 + 2, 1)C
𝑇

11
+ 𝐻
𝑇

1
(𝑡 + 2, 𝑡, 1)

− ⟨e1 (𝑡, 1) , V̂1 (𝑡 + 2, 1)⟩ ,

(29)
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while

V̂1 (𝑡 + 2, 1) = V̂1 (𝑡 + 2 | 𝑡, 1)

+ 𝐻 (𝑡 + 2, 𝑡 + 1, 1) 𝑄
−

Ỹ1
(𝑡 + 1) Ỹ1 (𝑡 + 1)

= V̂1 (𝑡 + 2 | 𝑡 − 1, 1)

+ 𝐻 (𝑡 + 2, 𝑡, 1) 𝑄
−

Ỹ1
(𝑡) Ỹ1 (𝑡)

+ 𝐻 (𝑡 + 2, 𝑡 + 1, 1) 𝑄
−

Ỹ1
(𝑡 + 1) Ỹ1 (𝑡 + 1) ,

(30)

since e1(𝑡, 1) ⊥ V̂1(𝑡 + 2 | 𝑡 − 1, 1), so from (29) and (30),

𝐿 (𝑡, 𝑡 + 2, 1) = 𝑃1 (𝑡, 𝑡 + 2, 1)C
𝑇

11
+ 𝐻
𝑇

1
(𝑡 + 2, 𝑡, 1)

− 𝐿 (𝑡, 𝑡, 1) 𝑄
−

Ỹ1
(𝑡)𝐻
𝑇
(𝑡 + 2, 𝑡, 1)

− 𝐿 (𝑡, 𝑡 + 1, 1) 𝑄
−

Ỹ1
(𝑡 + 1)𝐻

𝑇

⋅ (𝑡 + 2, 𝑡 + 1, 1) .

(31)

Then by inductive method, we have

𝐿 (𝑡, 𝑡 + 𝑗, 1)

= 𝑃1 (𝑡, 𝑡 + 𝑗, 1)C
𝑇

11
+ 𝐻
𝑇

1
(𝑡 + 𝑗, 𝑡, 1)

−

𝑗−1

∑

𝑖=0

𝐿 (𝑡, 𝑡 + 𝑖, 1) 𝑄
−

Ỹ1
(𝑡 + 𝑖)𝐻

𝑇
(𝑡 + 𝑗, 𝑡 + 𝑖, 1) ,

𝑗 = 1, . . . , 𝑘 − 𝑡,

(32)

which is (16).
According to the projection theorem, we have

x̂1 (𝑡 | 𝑡, 1)

= Proj {x1 (𝑡) | Ỹ2 (0) , . . . , Ỹ2 (𝑡𝑑) ;

Ỹ1 (𝑡𝑑 + 1) , . . . , Ỹ1 (𝑡)}

= x̂1 (𝑡 | 𝑡 − 1, 1) + Proj {x1 (𝑡) | Ỹ1 (𝑡)}

= x̂1 (𝑡 | 𝑡 − 1, 1) + 𝐿 (𝑡, 𝑡, 1) 𝑄
−

Ỹ1
(𝑡) Ỹ1 (𝑡) ;

(33)

then (15) can be given.
Similarly, we have

x̂1 (𝑡 + 1, 1)

= Proj {x1 (𝑡 + 1) | Ỹ2 (0) , . . . , Ỹ2 (𝑡𝑑) ;

Ỹ1 (𝑡𝑑 + 1) , . . . , Ỹ1 (𝑡)}

= Proj {𝐴1x1 (𝑡) + 𝐵1u (𝑡) | Ỹ1 (𝑡)}

= 𝐴1x̂1 (𝑡, 1) + 𝐴1𝐿 (𝑡, 𝑡, 1) 𝑄
−

Ỹ1
(𝑡) Ỹ1 (𝑡) + 𝐵1û (𝑡 | 𝑡, 1) ,

(34)

which is (18). Then combining (34) with (2) yields

e1 (𝑡 + 1, 1) = 𝐴1e1 (𝑡, 1) + 𝐵1u (𝑡) − 𝐵1û (𝑡 | 𝑡, 1)

− 𝐴1𝐿 (𝑡, 𝑡, 1) 𝑄
−

Ỹ1
(𝑡) Ỹ1 (𝑡) .

(35)

We have

e1 (𝑡 + 𝑗, 1) = 𝐴
𝑗

1
e1 (𝑡, 1) +

𝑗−1

∑

𝑖=0

𝐴
𝑗−1−𝑖

1
𝐵1u (𝑡 + 𝑖)

−

𝑗−1

∑

𝑖=0

𝐴
𝑗−1−𝑖

1
𝐵1û (𝑡 + 𝑖 | 𝑡 + 𝑖, 1)

−

𝑗−1

∑

𝑖=0

𝐴
𝑖+1

1
𝐿 (𝑡, 𝑡 + 𝑗 − 1 − 𝑖, 1)𝑄

−

Ỹ1

⋅ (𝑡 + 𝑗 − 1 − 𝑖) Ỹ1 (𝑡 + 𝑗 − 1 − 𝑖) .

(36)

According to the projection theorem, we have

û (𝑡 | 𝑡, 1)

= Proj {u (𝑡) | Ỹ2 (0) , . . . , Ỹ2 (𝑡𝑑) ;

Ỹ1 (𝑡𝑑 + 1) , . . . , Ỹ1 (𝑡)}

= Proj {u (𝑡) | Ỹ2 (0) , . . . , Ỹ2 (𝑡𝑑) ;

Ỹ1 (𝑡𝑑 + 1) , . . . , Ỹ1 (𝑡 − 1)}

+ Proj {u (𝑡) | Ỹ1 (𝑡)}

= û (𝑡 | 𝑡 − 1, 1) + ⟨u (𝑡) , Ỹ1 (𝑡)⟩𝑄
−

Ỹ1
(𝑡) Ỹ1 (𝑡)

= û (𝑡 | 𝑡 − 1, 1) + 𝐺 (𝑡, 𝑡, 1) 𝑄
−

Ỹ1
(𝑡) Ỹ1 (𝑡) ;

(37)

then (20) can be given.
Similarly,

û (𝑡 + 𝑖 | 𝑡 + 𝑖, 1)

= û (𝑡 + 𝑖 | 𝑡 − 1, 1)

+

𝑖

∑

𝑚=0

𝐺 (𝑡 + 𝑖, 𝑡 + 𝑚, 1)𝑄
−

Ỹ1
(𝑡 + 𝑚) Ỹ1 (𝑡 + 𝑚) ,

(38)
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since e1(𝑡, 1) ⊥ û(𝑡 + 𝑖 | 𝑡 − 1, 1), so from (36) and (38), we
have

𝑃1 (𝑡, 𝑡 + 𝑗, 1)

= ⟨e1 (𝑡, 1) , e1 (𝑡 + 𝑗, 1)⟩

= ⟨e1 (𝑡, 1) , 𝐴
𝑗

1
e1 (𝑡, 1) +

𝑗−1

∑

𝑖=0

𝐴
𝑗−1−𝑖

1
𝐵1u (𝑡 + 𝑖)

−

𝑗−1

∑

𝑖=0

𝐴
𝑗−1−𝑖

1
𝐵1û (𝑡 + 𝑖 | 𝑡 + 𝑖, 1)

−

𝑗−1

∑

𝑖=0

𝐴
𝑖+1

1
𝐿 (𝑡, 𝑡 + 𝑗 − 1 − 𝑖, 1) 𝑄

−

Ỹ1

⋅ (𝑡 + 𝑗 − 1 − 𝑖) Ỹ1 (𝑡 + 𝑗 − 1 − 𝑖)⟩

= 𝑃1 (𝑡, 1) (𝐴
𝑗

1
)
𝑇

+

𝑗−1

∑

𝑖=0

𝐺
𝑇

1
(𝑡 + 𝑖, 𝑡, 1) 𝐵

𝑇

1
(𝐴
𝑗−1−𝑖

1
)
𝑇

−

𝑗−1

∑

𝑖=0

𝑖

∑

𝑚=0

𝐿 (𝑡, 𝑡 + 𝑚, 1)𝑄
−

Ỹ1
(𝑡 + 𝑚)𝐺

𝑇

⋅ (𝑡 + 𝑖, 𝑡 + 𝑚, 1) 𝐵
𝑇

1
(𝐴
𝑗−1−𝑖

1
)
𝑇

−

𝑗−1

∑

𝑖=0

𝐿 (𝑡, 𝑡 + 𝑗 − 1 − 𝑖, 1)𝑄
−

Ỹ1
(𝑡 + 𝑗 − 1 − 𝑖) 𝐿

𝑇

⋅ (𝑡, 𝑡 + 𝑗 − 1 − 𝑖, 1) (𝐴
𝑖+1

1
)
𝑇

,

(39)

which is (17).
Equations (19) and (21) can also be given similar to (18)

and (20). Equation (23) can be given similar to (22) in (27).
According to the projection theorem, we have

̂
V1 (𝑡𝑑 + 1, 2)

= Proj {V1 (𝑡𝑑 + 1) | Ỹ2 (0) , . . . , Ỹ2 (𝑡𝑑)}

= Proj {V1 (𝑡𝑑 + 1) | Ỹ2 (0) , . . . , Ỹ2 (𝑡𝑑 − 1)}

+ Proj {V1 (𝑡𝑑 + 1) | Ỹ2 (𝑡𝑑)}

=
̂
V1 (𝑡𝑑 + 1 | 𝑡𝑑 − 1, 2)

+ 𝐻 (𝑡𝑑 + 1, 𝑡𝑑, 12)𝑄
−

Ỹ2
(𝑡𝑑) Ỹ2 (𝑡𝑑) ;

(40)

then (24) can be given.

4. Fixed-Point Smoother x̂(𝑡 | 𝑘)

By using projection theorem and reorganized innovation, the
fixed-point smoother x̂1(𝑡 | 𝑘, 1) (𝑘 = 𝑡 + 1, . . . , 𝑁) has been
given, then it is time to give the main result of fixed-point
smoother x̂(𝑡 | 𝑘).

Theorem 7. Consider the descriptor system (1) under Assump-
tions 1 and 2 and [0 𝐼]𝐽

−1

2
x(0) = −∑

𝜆−1

𝑗=0
𝐹
𝑗

1
𝐵2u(𝑗); then the

optimal fixed-point smoother x̂(𝑡 | 𝑘) = x̂(𝑡 | 𝑘, 1) can be given
by

x̂ (𝑡 | 𝑘) = 𝐽2 [

x̂1 (𝑡 | 𝑘, 1)
x̂2 (𝑡 | 𝑘, 1)

] , 𝑘 = 𝑡 + 1, . . . , 𝑁, 𝑡 ≥ 𝑑. (41)

In the above, x̂1(𝑡 | 𝑘, 1) is from (14); x̂2(𝑡 | 𝑘, 1) is given as

x̂2 (𝑡 | 𝑘, 1)

=

{{{{{

{{{{{

{

−

𝜆−1

∑

𝑗=0

𝐹
𝑗

1
𝐵2û (𝑡 + 𝑗 | 𝑘, 1) , 𝑘 > 𝑡 + 𝜆 − 1,

−

𝑘−𝑡

∑

𝑗=0

𝐹
𝑗

1
𝐵2û (𝑡 + 𝑗 | 𝑘, 1) , 𝑡 < 𝑘 ≤ 𝑡 + 𝜆 − 1,

(42)

û (𝑡 + 𝑗 | 𝑘, 1)

= û (𝑡 + 𝑗 | 𝑡 + 𝑗, 1)

+

𝑘−𝑡−𝑗

∑

𝑖=1

[𝐺1 (𝑡 + 𝑗, 𝑡 + 𝑗 + 𝑖, 1)C
𝑇

11
+ 𝑇 (𝑡 + 𝑗, 𝑡 + 𝑗 + 𝑖, 1)

− 𝐺2 (𝑡 + 𝑗, 𝑡 + 𝑗 + 𝑖 | 𝑡 + 𝑗 + 𝑖 − 1, 1)]

⋅ 𝑄
−

Ỹ1
(𝑡 + 𝑗 + 𝑖) Ỹ1 (𝑡 + 𝑗 + 𝑖) ,

(43)

where

û (𝑡 + 𝑗 | 𝑡 + 𝑗, 1)

= û (𝑡 + 𝑗 | 𝑡 + 𝑗 − 1, 1)

+ 𝐺 (𝑡 + 𝑗, 𝑡 + 𝑗, 1)𝑄
−

Ỹ1
(𝑡 + 𝑗) Ỹ1 (𝑡 + 𝑗) ,

(44)

with û(𝑡 + 𝑗 | 𝑡𝑑, 1) = û(𝑡 + 𝑗 | 𝑡𝑑, 2) being given as

û (𝑡 + 𝑗 | 𝑡𝑑, 2) = û (𝑡 + 𝑗 | 𝑡𝑑 − 1, 2)

+ 𝐺 (𝑡 + 𝑗, 𝑡𝑑, 2) 𝑄
−

Ỹ2
(𝑡𝑑) Ỹ2 (𝑡𝑑) ,

(45)

with

Ỹ𝑖 (𝑡) = Y𝑖 (𝑡) −C1𝑖x̂1 (𝑡, 𝑖) +
̂
V𝑖 (𝑡, 𝑖) , 𝑖 = 1, 2, (46)

and 𝐺(𝑡 + 𝑗, 𝑡 + 𝑗, 1), 𝐺1(𝑡 + 𝑗, 𝑡 + 𝑗 + 𝑖, 1), 𝐺2(𝑡 + 𝑗, 𝑡 + 𝑗 + 𝑖, 1),
𝐺(𝑡 + 𝑗, 𝑡𝑑, 2), and 𝑇(𝑡 + 𝑗, 𝑡 + 𝑗 + 𝑖, 1) can be referred to [19];
x̂1(𝑡, 1) is from (18); ̂V1(𝑡, 1) is from (22).

Proof. Equation (41) can be given easily by considering
Lemma 4.
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According to the projection theorem, when 𝑘 > 𝑡 + 𝜆 − 1,
we have

x̂2 (𝑡 | 𝑘, 1)

= Proj {x2 (𝑡) | Ỹ2 (0) , . . . , Ỹ2 (𝑡𝑑) ;

Ỹ1 (𝑡𝑑 + 1) , . . . , Ỹ1 (𝑘)}

= Proj
{

{

{

−

𝜆−1

∑

𝑗=0

𝐹
𝑗

1
𝐵2u (𝑡 + 𝑗) | Ỹ2 (0) , . . . , Ỹ2 (𝑡𝑑) ;

Ỹ1 (𝑡𝑑 + 1) , . . . , Ỹ1 (𝑘)
}

}

}

= −

𝜆−1

∑

𝑗=0

𝐹
𝑗

1
𝐵2û (𝑡 + 𝑗 | 𝑘, 1) .

(47)

When 𝑡 < 𝑘 ≤ 𝑡 + 𝜆 − 1, we have

x̂2 (𝑡 | 𝑘, 1)

= Proj {x2 (𝑡) | Ỹ2 (0) , . . . , Ỹ2 (𝑡𝑑) ;

Ỹ1 (𝑡𝑑 + 1) , . . . , Ỹ1 (𝑘)}

= Proj
{

{

{

−

𝑘−𝑡

∑

𝑗=0

𝐹
𝑗

1
𝐵2u (𝑡 + 𝑗) | Ỹ2 (0) , . . . , Ỹ2 (𝑡𝑑) ;

Ỹ1 (𝑡𝑑 + 1) , . . . , Ỹ1 (𝑘)
}

}

}

= −

𝑘−𝑡

∑

𝑗=0

𝐹
𝑗

1
𝐵2û (𝑡 + 𝑗 | 𝑘, 1) ;

(48)

then (47) and (48) yield (42).
According to the projection theorem, we have

û (𝑡 + 𝑗 | 𝑘, 1)

= Proj {u (𝑡 + 𝑗) | Ỹ2 (0) , . . . , Ỹ2 (𝑡𝑑) ;

Ỹ1 (𝑡𝑑 + 1) , . . . , Ỹ1 (𝑘)}

= Proj {u (𝑡 + 𝑗) | Ỹ2 (0) , . . . , Ỹ2 (𝑡𝑑) ;

Ỹ1 (𝑡𝑑 + 1) , . . . , Ỹ1 (𝑡 + 𝑗)}

+

𝑘−𝑡−𝑗

∑

𝑖=1

Proj {u (𝑡 + 𝑗) | Ỹ1 (𝑡 + 𝑗 + 𝑖)}

= û (𝑡 + 𝑗 | 𝑡 + 𝑗, 1)

+

𝑘−𝑡−𝑗

∑

𝑖=1

⟨u (𝑡 + 𝑗) , Ỹ1 (𝑡 + 𝑗 + 𝑖)⟩

⋅ 𝑄
−

Ỹ1
(𝑡 + 𝑗 + 𝑖) Ỹ1 (𝑡 + 𝑗 + 𝑖)

= û (𝑡 + 𝑗 | 𝑡 + 𝑗, 1)

+

𝑘−𝑡−𝑗

∑

𝑖=1

[𝐺1 (𝑡 + 𝑗, 𝑡 + 𝑗 + 𝑖, 1)C
𝑇

11
+ 𝑇 (𝑡 + 𝑗, 𝑡 + 𝑗 + 𝑖, 1)

− 𝐺2 (𝑡 + 𝑗, 𝑡 + 𝑗 + 𝑖 | 𝑡 + 𝑗 + 𝑖 − 1, 1)]

⋅ 𝑄
−

Ỹ1
(𝑡 + 𝑗 + 𝑖) Ỹ1 (𝑡 + 𝑗 + 𝑖) ,

(49)

which is (43).
Equations (44) and (45) can be given similar to (20).

5. Conclusion

The optimal fixed-point smoother for the descriptor system
has been proposed, where the system model is corrupted by
multiplicative noise, and the system is observed by instan-
taneous and single delayed observations. By using standard
singular value decomposition, the origin system has been
changed into the restricted system, fixed-point smoother
is given based on reorganized innovation analysis [17] and
projection theorem for the restricted systemmodel, and then
the fixed-point smoother for the origin system has been given
based on the above result. The fixed-point smoother is given
in terms of recursive Riccati equation and can be computed
easily [21].
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Stability and stabilization of fractional-order interval system is investigated. By adding parameters to linear matrix inequalities,
necessary and sufficient conditions for stability and stabilization of the system are obtained. The results on stability check for
uncertain FO-LTI systems with interval coefficients of dimension n only need to solve one 4n-by-4n LMI. Numerical examples
are presented to shown the effectiveness of our results.

1. Introduction

During the last two decades, the study of fractional-order
control systems has received more and more attention. As
a generalization of the traditional calculus, the fractional
calculus have found many applications in viscoelastic sys-
tems, robotics, finance, and so on ([1–4], etc.). Studying on
fractional-order calculus has become an active research field.

Stability analysis is a basic problem in control theory.
For Caputo fractional derivative-based linear systems, the
stability results were formulated with the fractional-order 𝛼
belonging to 0 < 𝛼 < 1 and 1 ≤ 𝛼 < 2, in [5–7] and so on. In
[8], the stability issue of interval fractional-order linear time-
invariant (FO-LTI) systemswas first presented and discussed.
The stability of single-input single-output FO-LTI systems
was further discussed based on an experimentally verified
Kharitonov-like procedure [9].

Robust stability analysis was carried out for FO-LTI
interval system with fractional commensurate order 1 ≤ 𝛼 <
2 based on the maximum eigenvalue of a Hermitian matrix
by applying Lyapunov inequality in [10] and then further
discussed in [7].

The uncertain FO-LTI systems have been wildly studied.
In [11], the robust stability problem was discussed based
on the ranges of the corresponding interval eigenvalues by

applying the matrix perturbation theory. In [12], a new
and effectively robust stability checking method was first
proposed for FO-LTI interval uncertain systems in terms of
LMIs, and an analytical design of the stabilizing controllers
for fractional-order dynamic interval systems was given.
Note that the above-mentioned results on stability check
for uncertain FO-LTI systems with interval coefficients of
dimension 𝑛 need to solve one (𝑛2 + 2𝑛) × (𝑛2 + 2𝑛) LMI.
Therefore, it is valuable to seek some simple necessary and
sufficient conditions for checking robust stability of uncertain
FO-LTI systems with interval coefficients. With the above
motivation, based on the results of [12], the robust stability
and stabilization problems of uncertain FO-LTI interval
systems with the fractional-order 𝛼 belonging to 1 ≤ 𝛼 < 2
are further investigated in this paper.

This paper is organized as follows: in Section 2, we present
some preliminaries results on the fractional derivative, the
linear algebra and the matrix theory. In Section 3, we study
the problems of the stability and stabilization of uncertain
FO-LTI systems with interval coefficients in terms of LMIs.
In Section 4, numerical examples are presented to illustrate
our proposed results. Finally, Section 5 concludes this work.

Notations. Throughout this paper, R𝑚×𝑛 stands for the set of
𝑚 by 𝑛matrices with real entries. The symbols𝑀𝑇, Sym{𝑀},
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and 𝐼
𝑛
stand for the transpose of𝑀, the expression𝑀𝑇 +𝑀,

and the identity matrix of order 𝑛, respectively. The symbol
𝑒
𝑛
∈ R𝑛 is used to denote the row vector with the 𝑘th element

being 1, 𝑖 = 1, . . . , 𝑛; that is,

𝑒
𝑛
= (1, 1, . . . , 1) ∈ R𝑛. (1)

The symbol ⊗ is the Kronecker product of two matrices and

(𝐴 ⊗𝐶)
𝑇

= 𝐴
𝑇

⊗𝐶
𝑇

. (2)

The symbol ⋅ will be used in some matrix expressions to
indicate a symmetric structure; that is, if matrices𝐻1 = 𝐻

𝐻

1 ∈

R𝑚×𝑚 and𝐻2 = 𝐻
𝐻

2 ∈ R𝑛×𝑛 were given, then

(

𝐻1 ⋅

𝐿 𝐻2
) = (

𝐻1 𝐿
𝑇

𝐿 𝐻2
) . (3)

Let𝑁 = diag(𝑎1, 𝑎2, . . . , 𝑎𝑛); consider the symbol

𝑁
1/2
= diag (√𝑎1, √𝑎2, . . . , √𝑎𝑛) , (4)

in which 𝑎
𝑖
≥ 0, 𝑖 = 1, . . . , 𝑛.

2. Preliminaries

Throughout the paper, only the Caputo definition is used.
The following Caputo definition is adopted for fractional
derivatives of order 𝛼 of function 𝑓(𝑡) [13]:

𝐷
𝛼

𝑓 (𝑡) =

1
Γ (𝛼 − 𝑚)

∫

𝑡

0

𝑓
(𝑚)

(𝜏)

(𝑡 − 𝜏)
(𝛼−𝑚+1) 𝑑𝜏,

𝑚 − 1 ≤ 𝛼 < 𝑚

(5)

with𝑚 ∈ Z, 𝛼 ∈ R+, where Γ(⋅) is the Gamma function:

Γ (𝑧) = ∫

∞

0
𝑒
−𝑡

𝑡
𝑧−1
𝑑𝑡. (6)

Consider the following FO-LTI interval system:

𝐷
𝛼

𝑥 (𝑡) = 𝐴𝑥 (𝑡) + 𝐵𝑢 (𝑡) , (7)

where 𝛼 is the fractional commensurate order, 𝑥(𝑡) ∈ R𝑛
and 𝑢(𝑡) ∈ R𝑝 stand for the state vector and control input,
respectively, and the system matrices 𝐴 and 𝐵 are interval
uncertain in the sense that

𝐴 ∈ 𝐴
𝐼
= [𝐴,𝐴]

= {(𝑎
𝑖𝑗
)
𝑛×𝑛

: 𝑎
𝑖𝑗
≤ 𝑎
𝑖𝑗
≤ 𝑎
𝑖𝑗
, 1≤ 𝑖, 𝑗 ≤ 𝑛} ,

𝐵 ∈ 𝐵
𝐼
= [𝐵, 𝐵]

= {(𝑏
𝑖𝑗
)
𝑛×𝑝

: 𝑏
𝑖𝑗
≤ 𝑏
𝑖𝑗
≤ 𝑏
𝑖𝑗
, 1≤ 𝑖 ≤ 𝑛, 1≤ 𝑗 ≤𝑝} ,

(8)

where 𝐴, 𝐴, 𝐵, and 𝐵 are given matrices.
To take into account the stability [14], we introduce the

following definition.

Definition 1. The fractional-order interval system (7) is said
to be asymptotically stabilizable via linear state-feedback
control if there exists a state-feedback controller 𝑢(𝑡) = 𝐾𝑥(𝑡)
such that the closed-loop system

𝐷
𝛼

𝑓 (𝑡) = (𝐴+𝐵𝐾) 𝑥 (𝑡) (9)

is asymptotically stable.

Denote

𝐴0 =
1
2
(𝐴+𝐴) ,

Δ𝐴 =

1
2
(𝐴−𝐴) = (𝛾

𝑖𝑗
)
𝑛×𝑛

,

𝐵0 =
1
2
(𝐵 +𝐵) ,

Δ𝐵 =

1
2
(𝐵 −𝐵) = (𝛽

𝑖𝑗
)
𝑛×𝑝

.

(10)

To handle the interval uncertain, the following notations are
introduced:

𝐷
𝐴
= diag (𝛾11, . . . , 𝛾1𝑛, . . . , 𝛾𝑛1, . . . , 𝛾𝑛𝑛)𝑛2×𝑛2 ,

𝐻
𝐴
= {diag (𝛿11, . . . , 𝛿1𝑛, . . . , 𝛿𝑛1, . . . , 𝛿𝑛𝑛) ∈R

𝑛
2
×𝑛

2
,






𝛿
𝑖𝑗






≤ 1, 𝑖, 𝑗 = 1, . . . , 𝑛} ,

𝐷
𝐵
= diag (𝛽11, . . . , 𝛽1𝑝, . . . , 𝛽𝑛1, . . . , 𝛽𝑛𝑝)

(𝑛𝑝)×(𝑛𝑝)

,

𝐻
𝐵
= {diag (𝜂11, . . . , 𝜂1𝑝, . . . , 𝜂𝑛1, . . . , 𝜂𝑛𝑝)

∈R(𝑛𝑝)×(𝑛𝑝), 

𝜂
𝑖𝑗






≤ 1, 𝑖 = 1, . . . , 𝑛, 𝑗 = 1, . . . , 𝑝} .

(11)

Lemma 2. Let 𝑡
𝑖𝑗
> 0, 𝑖, 𝑗 = 1, . . . , 𝑛:

𝑇
𝐴1 = diag (𝑡11, . . . , 𝑡1𝑛, . . . , 𝑡𝑛1, . . . , 𝑡𝑛𝑛)𝑛2×𝑛2 ,

𝑇
𝐴2 = 𝑇

−1
𝐴1,

𝜏
𝑖𝑗
> 0, 𝑖 = 1, . . . , 𝑛, 𝑗 = 1, . . . , 𝑝,

𝑇
𝐵1 = diag (𝜏11, . . . , 𝜏1𝑝, . . . , 𝜏𝑛1, . . . , 𝜏𝑛𝑝)

(𝑛𝑝)×(𝑛𝑝)

,

𝑇
𝐵2 = 𝑇

−1
𝐵1 ,

(12)

𝐴
𝐽
= {𝐴=𝐴0

+ (𝐼
𝑛
⊗ 𝑒
𝑛
) 𝑇
𝐴1𝐷𝐴𝐹𝐴𝑇𝐴2 (𝑒

𝑇

𝑛
⊗ 𝐼
𝑛
) , 𝐹
𝐴
∈𝐻
𝐴
} ,

(13)

𝐵
𝐽
= {𝐵=𝐵0 + (𝐼𝑛 ⊗ 𝑒𝑝) 𝑇𝐵1𝐷𝐵𝐹𝐵𝑇𝐵2 (𝑒

𝑇

𝑛
⊗ 𝐼
𝑝
) , 𝐹
𝐵

∈𝐻
𝐵
} .

(14)

Then 𝐴
𝐽
= 𝐴
𝐼
, 𝐵
𝐽
= 𝐵
𝐼
.
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Proof. Since𝑇
𝐴1, 𝐹𝐴,𝐷𝐴, and𝑇𝐴2 are all diagonal, it is easy to

check that

𝑇
𝐴1𝐷𝐴𝐹𝐴𝑇𝐴2 = 𝐷𝐴𝐹𝐴,

𝐼
𝑛
⊗ 𝑒
𝑛
=(

𝑒
𝑛

0 ⋅ ⋅ ⋅ 0
0 𝑒
𝑛
⋅ ⋅ ⋅ 0

.

.

.

.

.

. d
.
.
.

0 0 ⋅ ⋅ ⋅ 𝑒
𝑛

),

𝑇
𝐴1𝐷𝐴𝐹𝐴𝑇𝐴2 (𝑒

𝑇

𝑛
⊗𝐸
𝑛
) = 𝐷

𝐴
𝐹
𝐴

(

(

𝐼
𝑛

𝐼
𝑛

.

.

.

𝐼
𝑛

)

)

=(

diag (𝛿11𝛾11, . . . , 𝛿1𝑛𝛾1𝑛)
diag (𝛿21𝛾21, . . . , 𝛿2𝑛𝛾2𝑛)

.

.

.

diag (𝛿
𝑛1𝛾𝑛1, . . . , 𝛿𝑛𝑛𝛾𝑛𝑛)

),

𝑒
𝑛
diag (𝛿

𝑖1𝛾𝑖1, . . . , 𝛿𝑖𝑛𝛾𝑖𝑛)

= (𝛿
𝑖1𝛾𝑖1 𝛿

𝑖2𝛾𝑖2 ⋅ ⋅ ⋅ 𝛿
𝑖2𝛾𝑖𝑛)1×𝑛 , 𝑖 = 1, . . . , 𝑛.

(15)

It follows that

(𝐼
𝑛
⊗ 𝑒
𝑛
)𝐷
𝐴
𝐹
𝐴
(𝑒
𝑇

𝑛
⊗𝐸
𝑛
)

=(

𝑒
𝑛

0 ⋅ ⋅ ⋅ 0
0 𝑒
𝑛
⋅ ⋅ ⋅ 0

.

.

.

.

.

. d
.
.
.

0 0 ⋅ ⋅ ⋅ 𝑒
𝑛

)(

diag (𝛿11𝛾11, . . . , 𝛿1𝑛𝛾1𝑛)
diag (𝛿21𝛾21, . . . , 𝛿2𝑛𝛾2𝑛)

.

.

.

diag (𝛿
𝑛1𝛾𝑛1, . . . , 𝛿𝑛𝑛𝛾𝑛𝑛)

)

=(

𝑒
𝑛
diag (𝛿11𝛾11, . . . , 𝛿1𝑛𝛾1𝑛)

𝑒
𝑛
diag (𝛿21𝛾21, . . . , 𝛿2𝑛𝛾2𝑛)

.

.

.

𝑒
𝑛
diag (𝛿

𝑛1𝛾𝑛1, . . . , 𝛿𝑛𝑛𝛾𝑛𝑛)

)

=(

𝛿11𝛾11 𝛿12𝛾12 ⋅ ⋅ ⋅ 𝛿1𝑛𝛾1𝑛

𝛿21𝛾21 𝛿22𝛾22 ⋅ ⋅ ⋅ 𝛿2𝑛𝛾2𝑛

.

.

.

.

.

. d
.
.
.

𝛿
𝑛1𝛾𝑛1 𝛿

𝑛2𝛾𝑛2 ⋅ ⋅ ⋅ 𝛿
𝑛𝑛
𝛾
𝑛𝑛

).

(16)

Thus, 𝐴
𝐼
⊆ 𝐴
𝐽
.

Noting that the above proof is reversible, it is easy to know
that 𝐴

𝐽
⊆ 𝐴
𝐼
. Therefore, 𝐴

𝐽
= 𝐴
𝐼
.

In the same way, we have 𝐵
𝐽
= 𝐵
𝐼
.

Lemma 3 (see [7, 15]). Let 𝐴 ∈ R𝑛×𝑛 be a deterministic real
matrix without uncertainty. Then, a necessary and sufficient
condition for the asymptotical stability of𝐷𝛼𝑥(𝑡) = 𝐴𝑥(𝑡) is





arg (spec (𝐴))


>

𝜋

2
𝛼, (17)

where spec(𝐴) is the spectrum of all eigenvalues of 𝐴.

Lemma 4 (see [16]). Let 𝐴 ∈ R𝑛×𝑛 be a real matrix. Then
|arg(spec(𝐴))| > (𝜋/2)𝛼 where 1 ≤ 𝛼 < 2, if and only if there
exists 𝑃 > 0 such that

(

(𝐴𝑃 + 𝑃𝐴
𝑇

) sin 𝜃 ⋅

(𝑃𝐴
𝑇

− 𝐴𝑃) cos 𝜃 (𝐴𝑃 + 𝑃𝐴
𝑇

) sin 𝜃
) < 0, (18)

where 𝜃 = 𝜋 − 𝛼(𝜋/2).

Lemma 5 (see [17]). For any matrices𝑋 and 𝑌with appropri-
ate dimensions, we have

𝑋
𝑇

𝑌+𝑌
𝑇

𝑋 ≤ 𝜀𝑋
𝑇

𝑋+ 𝜀
−1
𝑌
𝑇

𝑌, ∀𝜀 > 0. (19)

Lemma 6 (see [18]). Let 𝑋, 𝑌, and 𝑍 be real matrices of
suitable dimensions. Then, for any 𝑥 ∈ R𝑛,

max {(𝑥𝑇𝑋𝐹𝑌𝑥)
2
: 𝐹
𝑇

𝐹≤ 𝐼}

= (𝑥
𝑇

𝑋𝑋
𝑇

𝑥) (𝑥
𝑇

𝑌
𝑇

𝑌𝑥) .

(20)

Lemma 7 (see [18]). Let 𝑋, 𝑌, and 𝑍 be 𝑛 × 𝑛 symmetric
matrices such that 𝑋 ≥ 0, 𝑌 < 0, and 𝑍 ≥ 0. Furthermore,
assume that (𝑥𝑇𝑌𝑥)2 − 4(𝑥𝑇𝑋𝑥)(𝑥𝑇𝑍𝑥) > 0 for all nonzero
𝑥 ∈ R𝑛. Then, there exists a constant 𝜆 > 0 such that

𝜆
2
𝑋+𝜆𝑌+𝑍 < 0. (21)

3. Main Results

In this section, by adding parameters into linear matrix
inequalities, necessary and sufficient conditions for stability
and stabilization of the system are obtained.Those results are
generalization of the main theorems in [12].

Theorem 8. Let 1 ≤ 𝛼 < 2. The uncertain FO-LTI interval
system (7) with controller 𝑢(𝑡) is asymptotically stable if and
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only if there exist some symmetric positive definite matrix 𝑃 ∈
R𝑛×𝑛 and a real scalar constant 𝜀 > 0 such that

Γ = (

Γ11 ⋅ ⋅ ⋅

Γ21 Γ22 ⋅ ⋅

Ω2𝑃 0 −𝜀𝐼
𝑛

⋅

0 Ω2𝑃 0 −𝜀𝐼
𝑛

)< 0, (22)

where

𝜃 = 𝜋−𝛼(

𝜋

2
) ,

Γ11 = Γ22 = (𝐴0𝑃+𝑃𝐴
𝑇

0) sin 𝜃 + 𝜀Ω1,

Γ21 = (𝑃𝐴
𝑇

0 −𝐴0𝑃) cos 𝜃,

Ω1 = diag(
𝑛

∑

𝑖=1
𝑡
2
1𝑖𝛾

2
1𝑖, . . . ,

𝑛

∑

𝑖=1
𝑡
2
𝑛𝑖
𝛾
2
𝑛𝑖
)

𝑛×𝑛

,

Ω2 = diag(√
𝑛

∑

𝑖=1
𝑡
−2
𝑖1 , . . . , √

𝑛

∑

𝑖=1
𝑡
−2

𝑖𝑛
)

𝑛×𝑛

.

(23)

Proof. It is easy to check that

(𝐼
𝑛
⊗ 𝑒
𝑛
) 𝑇
𝐴1𝐷𝐴 ((𝐼𝑛 ⊗ 𝑒𝑛) 𝑇𝐴1𝐷𝐴)

𝑇

= diag(
𝑛

∑

𝑖=1
𝑡
2
1𝑖𝛾

2
1𝑖, . . . ,

𝑛

∑

𝑖=1
𝑡
2
𝑛𝑖
𝛾
2
𝑛𝑖
) .

(24)

Denote Π = 𝑇
𝐴2(𝑒
𝑇

𝑛
⊗ 𝐼
𝑛
); then we see that

Π = diag (𝑡−111 , . . . , 𝑡
−1
1𝑛 , . . . , 𝑡

−1
𝑛1 , . . . , 𝑡

−1
𝑛𝑛
)(

𝐼
𝑛

.

.

.

𝐼
𝑛

)

=(

diag (𝑡−111 , . . . , 𝑡
−1
1𝑛)

.

.

.

diag (𝑡−1
𝑛1 , . . . , 𝑡

−1
𝑛𝑛
)

) ,

Π
𝑇

Π = diag(
𝑛

∑

𝑖=1
𝑡
−2
𝑖1 , . . . ,

𝑛

∑

𝑖=1
𝑡
−2
𝑖𝑛
)

𝑛×𝑛

,

(25)

(

Π𝑃 0
0 Π𝑃

)

𝑇

(

Π𝑃 0
0 Π𝑃

) = (

𝑃Π
𝑇

Π𝑃 0

0 𝑃Π
𝑇

Π𝑃

)

= (

𝑃(Π
𝑇

Π)

1/2
(Π
𝑇

Π)

1/2
𝑃 0

0 𝑃 (Π
𝑇

Π)

1/2
(Π
𝑇

Π)

1/2
𝑃

)

= (

(Π
𝑇

Π)

1/2
𝑃 0

0 (Π
𝑇

Π)

1/2
𝑃

)

𝑇

⋅ (

(Π
𝑇

Π)

1/2
𝑃 0

0 (Π
𝑇

Π)

1/2
𝑃

) ,

(26)

where 𝑃 ∈ R𝑛×𝑛 is an arbitrary positive define matrix.
By applying (13), we have

(

(𝐴𝑃 + 𝑃𝐴
𝑇

) sin 𝜃 ⋅

(𝑃𝐴
𝑇

− 𝐴𝑃) cos 𝜃 (𝐴𝑃 + 𝑃𝐴
𝑇

) sin 𝜃
)

= (

(𝐴0𝑃 + 𝑃𝐴
𝑇

0) sin 𝜃 ⋅

(𝑃𝐴
𝑇

0 − 𝐴0𝑃) cos 𝜃 (𝐴0𝑃 + 𝑃𝐴
𝑇

0) sin 𝜃
)

+ Sym
{

{

{

(

(𝐼
𝑛
⊗ 𝑒
𝑛
) 𝑇
𝐴1𝐷𝐴𝐹𝐴𝑇𝐴2 (𝑒

𝑇

𝑛
⊗ 𝐼
𝑛
) 𝑃 sin 𝜃 (𝐼

𝑛
⊗ 𝑒
𝑛
) 𝑇
𝐴1𝐷𝐴𝐹𝐴𝑇𝐴2 (𝑒

𝑇

𝑛
⊗ 𝐼
𝑛
) 𝑃 cos 𝜃

− (𝐼
𝑛
⊗ 𝑒
𝑛
) 𝑇
𝐴1𝐷𝐴𝐹𝐴𝑇𝐴2 (𝑒

𝑇

𝑛
⊗ 𝐼
𝑛
) 𝑃 cos 𝜃 (𝐼

𝑛
⊗ 𝑒
𝑛
) 𝑇
𝐴1𝐷𝐴𝐹𝐴𝑇𝐴2 (𝑒

𝑇

𝑛
⊗ 𝐼
𝑛
) 𝑃 sin 𝜃

)

}

}

}

= (

(𝐴0𝑃 + 𝑃𝐴
𝑇

0) sin 𝜃 ⋅

(𝑃𝐴
𝑇

0 − 𝐴0𝑃) cos 𝜃 (𝐴0𝑃 + 𝑃𝐴
𝑇

0) sin 𝜃
)

+ Sym
{

{

{

(

(𝐼
𝑛
⊗ 𝑒
𝑛
) 𝑇
𝐴1𝐷𝐴 sin 𝜃 (𝐼

𝑛
⊗ 𝑒
𝑛
) 𝑇
𝐴1𝐷𝐴 cos 𝜃

− (𝐼
𝑛
⊗ 𝑒
𝑛
) 𝑇
𝐴1𝐷𝐴 cos 𝜃 (𝐼

𝑛
⊗ 𝑒
𝑛
) 𝑇
𝐴1𝐷𝐴 sin 𝜃

) (

𝐹
𝐴

0
0 𝐹
𝐴

)(

𝑇
𝐴2 (𝑒
𝑇

𝑛
⊗ 𝐼
𝑛
) 𝑃 0

0 𝑇
𝐴2 (𝑒
𝑇

𝑛
⊗ 𝐼
𝑛
) 𝑃

)

}

}

}

= 𝑍+ Sym {𝑀𝐹
𝐴
𝑁} ,

(27)
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in which

𝑍 = (

(𝐴0𝑃 + 𝑃𝐴
𝑇

0) sin 𝜃 ⋅

(𝑃𝐴
𝑇

0 − 𝐴0𝑃) cos 𝜃 (𝐴0𝑃 + 𝑃𝐴
𝑇

0) sin 𝜃
) ,

𝑀

= (

(𝐼
𝑛
⊗ 𝑒
𝑛
) 𝑇
𝐴1𝐷𝐴 sin 𝜃 (𝐼

𝑛
⊗ 𝑒
𝑛
) 𝑇
𝐴1𝐷𝐴 cos 𝜃

− (𝐼
𝑛
⊗ 𝑒
𝑛
) 𝑇
𝐴1𝐷𝐴 cos 𝜃 (𝐼

𝑛
⊗ 𝑒
𝑛
) 𝑇
𝐴1𝐷𝐴 sin 𝜃

) ,

𝐹
𝐴
= (

𝐹
𝐴

0
0 𝐹
𝐴

) ,

𝑁 = (

𝑇
𝐴2 (𝑒
𝑇

𝑛
⊗ 𝐼
𝑛
) 𝑃 0

0 𝑇
𝐴2 (𝑒
𝑇

𝑛
⊗ 𝐼
𝑛
) 𝑃

) .

(28)

Sufficiency. Suppose that there exists a symmetric positive
definite matrix 𝑃 ∈ R𝑛×𝑛 such that (22) holds. By applying
(26), (27), and Lemma 5, we have

𝑍+ Sym {𝑀𝐹
𝐴
𝑁} ≤ 𝑍+ 𝜀𝑀𝑀

𝑇

+ 𝜀
−1
𝑁
𝑇

𝑁

= (

Γ11 ⋅

Γ21 Γ22
)+

1
𝜀

(

(Π
𝑇

Π)

1/2
𝑃 0

0 (Π
𝑇

Π)

1/2
𝑃

)

𝑇

⋅ (

(Π
𝑇

Π)

1/2
𝑃 0

0 (Π
𝑇

Π)

1/2
𝑃

) < 0.

(29)

By using the Schur complement of (22), one obtains

(

(𝐴𝑃 + 𝑃𝐴
𝑇

) sin 𝜃 ⋅

(𝑃𝐴
𝑇

− 𝐴𝑃) cos 𝜃 (𝐴𝑃 + 𝑃𝐴
𝑇

) sin 𝜃
) < 0. (30)

It follows from Lemma 4 that |arg(spec(𝐴))| > 𝜋/2. There-
fore, by Lemma 3, the uncertain FO-LTI interval system (7)
is asymptotically stable.

Necessity. Suppose that the uncertain FO-LTI interval system
(7) is asymptotically stable. Then, |arg(spec(𝐴))| > 𝜋/2. It
follows from Lemma 4 that there exists a symmetric positive
definite matrix 𝑃 such that

(

(𝐴𝑃 + 𝑃𝐴
𝑇

) sin 𝜃 ⋅

(𝑃𝐴
𝑇

− 𝐴𝑃) cos 𝜃 (𝐴𝑃 + 𝑃𝐴
𝑇

) sin 𝜃
) < 0. (31)

By using Lemma 2 and after some calculations, one can
obtain from (27) that

𝑍+ Sym {𝑀𝐹
𝐴
𝑁} < 0. (32)

Therefore, for all 𝜍1, 𝜍2 ∈ R𝑛, 𝜍 = (𝜍𝑇1 𝜍
𝑇

2 )
𝑇

̸= 0,

𝜍
𝑇

𝑍𝜍 < − 2𝜍𝑇𝑀𝐹
𝐴
𝑁𝜍; (33)

that is,

𝜍
𝑇

𝑍𝜍 < − 2max {𝜍𝑇𝑀𝐹
𝐴
𝑁𝜍






𝐹
𝐴

𝑇

𝐹
𝐴
≤ 𝐼} ≤ 0. (34)

Consequently, given any 𝜍 ∈ R2𝑛 and 𝜍 ̸= 0, we have

(𝜍
𝑇

𝑍𝜍)

2
> 4max {𝜍𝑇𝑀𝐹

𝐴
𝑁𝜍






𝐹
𝐴

𝑇

𝐹
𝐴
≤ 𝐼} . (35)

Applying Lemma 6, we obtain

(𝜍
𝑇

𝑍𝜍)

2
> 4 (𝜍𝑇𝑀𝑀𝑇𝜍) (𝜍𝑇𝑁𝑇𝑁𝜍) . (36)

It follows by Lemma 7 that there exists a constant 𝜀 > 0
such that

𝑍+ 𝜀
−1
𝑁
𝑇

𝑁+𝜀𝑀𝑀
𝑇

< 0. (37)

So we derive that

𝑍+ 𝜀𝑀𝑀
𝑇

+ 𝜀
−1
𝑁
𝑇

𝑁 = (

Γ11 ⋅

Γ21 Γ22
)

+

1
𝜀

(

(Π
𝑇

Π)

1/2
𝑃 0

0 (Π
𝑇

Π)

1/2
𝑃

)

𝑇

⋅ (

(Π
𝑇

Π)

1/2
𝑃 0

0 (Π
𝑇

Π)

1/2
𝑃

) < 0.

(38)

Applying the well-known Schur complement yields (22).
This ends the proof.

Next, let us establish a stabilization result.

Theorem 9. Let 1 ≤ 𝛼 < 2. The uncertain FO-LTI interval
system (7) is asymptotically stable if and only if there are a
matrix 𝑋 ∈ R𝑝×𝑛, a symmetric positive definite matrix 𝑃 ∈

R𝑛×𝑛, and two real scalars 𝜀
𝑖
> 0 (𝑖 = 1, 2), such that

Γ
1
=

(

(

(

(

(

(

Γ
1
11 ⋅ ⋅ ⋅ ⋅ ⋅

Γ
1
21 Γ

1
22 ⋅ ⋅ ⋅ ⋅

Ω2𝑃 0 −𝜀1𝐼𝑛 ⋅ ⋅ ⋅

0 Ω2𝑃 0 −𝜀1𝐼𝑛 ⋅ ⋅

Ω4𝑋 0 0 0 −𝜀2𝐼𝑝 ⋅

0 Ω4𝑋 0 0 0 −𝜀2𝐼𝑝

)

)

)

)

)

)

< 0,

(39)
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where

𝜃 = 𝜋−𝛼(

𝜋

2
) ,

Γ
1
11 = Γ

1
22

= (𝐴0𝑃+𝑃𝐴
𝑇

0 +𝐵0𝑋+ (𝐵0𝑋)
𝑇

) sin 𝜃 + 𝜀1Ω1

+ 𝜀2Ω3,

Γ
1
21 = (𝑃𝐴

𝑇

0 −𝐴0𝑃+ (𝐵0𝑋)
𝑇

−𝐵0𝑋) cos 𝜃,

Ω1 = diag(
𝑛

∑

𝑖=1
𝑡
2
1𝑖𝛾

2
1𝑖, . . . ,

𝑛

∑

𝑖=1
𝑡
2
𝑛𝑖
𝛾
2
𝑛𝑖
)

𝑛×𝑛

,

Ω2 = diag(√
𝑛

∑

𝑖=1
𝑡
−2
𝑖1 , . . . , √

𝑛

∑

𝑖=1
𝑡
−2
𝑖𝑛
)

𝑛×𝑛

,

Ω3 = diag(
𝑝

∑

𝑖=1
𝜏
2
1𝑖𝜂

2
1𝑖, . . . ,

𝑝

∑

𝑖=1
𝜏
2
𝑛𝑖
𝜂
2
𝑛𝑖
)

𝑛×𝑛

,

Ω4 = diag(√
𝑛

∑

𝑖=1
𝜏
−2
𝑖1 , . . . , √

𝑛

∑

𝑖=1
𝜏
−2
𝑖𝑝
)

𝑝×𝑝

.

(40)

Moreover, the robustly asymptotically stabilizing state-feedback
gain matrix is given by

𝐾 = 𝑋𝑃
−1
. (41)

Remark 10. When one takes 𝑇
𝐴1 = 𝐼

𝑛
2 and 𝑇

𝐴2 = 𝐼
𝑛𝑝
, it is

easy to obtain equivalence of Theorem 8 and [12, Theorem 1]
andTheorem 9 and [12, Theorem 2], respectively.

4. Numerical Examples

Example 1 (see [12]). Consider the robust stability of the
following uncertain FO-LTI interval system:

𝐷
𝛼

𝑥 (𝑡) = 𝐴𝑥 (𝑡) , (42)

where 𝛼 = 1.6 and 𝐴 ∈ 𝐴
𝐼
= [𝐴, 𝐴]:

𝐴 = (

−1.5 0.5 1.0
0.4 −2.5 0.9
0.2 −1.3 −2.0

),

𝐴 = (

−1.05 0.65 1.3
0.7 −2.1 1.3
0.35 −1.05 −1.75

).

(43)

Taking 𝑇2
𝐴1 = 0.001 ∗ 𝐼9, a feasible solution of (22) is as

follows:

𝑃 = (

0.1709 0.0299 −0.0501
0.0299 0.1070 0.0050
−0.0501 0.0050 0.0872

),

𝜀 = 4.8484.

(44)

Let

𝐴 = (

−1.25 0.55 1.15
0.55 −2.25 1
0.27 −1.18 −1.85

) (45)

and let the initial conditions be 𝑥1(0) = 2, 𝑥2(0) = −1, and
𝑥3(0) = 1. Time response of the state variables is depicted in
Figure 1.

In the following example, we have shown the effectiveness
of our results by choosing different parameters.

Example 2 (see [12]). Consider the robust stability of the
following uncertain FO-LTI interval system:

𝐷
𝛼

𝑥 (𝑡) = 𝐴𝑥 (𝑡) + 𝐵𝑢 (𝑡) , (46)

where 𝛼 = 1.8 and 𝐴 ∈ 𝐴
𝐼
= [𝐴, 𝐴], 𝐵 ∈ 𝐵

𝐼
= [𝐵, 𝐵] with

𝐴 = (

−1.95 0.35 0.7
−1.3 −3.9 0.7
−0.65 −1.95 −3.25

),

𝐵 = (

0.4
0.5
0.9
),

𝐴 = (

−1.05 0.65 1.3
−0.7 −2.1 1.3
−0.35 −1.05 −1.75

),

𝐵 = (

0.5
0.6
1
).

(47)

(I) Taking 𝑇2
𝐴1 = 0.1 × 𝐼9 and 𝑇

2
𝐵1 = 0.1 × 𝐼3, a feasible

solution of (39) is as follows:

𝑃 = (

19.0307 −4.8726 3.6969
−4.8726 9.9174 −4.4783
3.6969 −4.4783 9.8415

),

𝜀1 = 23.2647,

𝑋 = (4.4393 0.1546 −27.5631) ,

𝜀2 = 23.4538.

(48)

Finally, the asymptotically stabilizing state-feedback gain
matrix is obtained as

𝐾 = (0.5980 −1.3300 −3.6306) . (49)
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Figure 1: Time response of the state variables.

(II) Taking 𝑇2
𝐴1 = 𝐼9 and 𝑇

2
𝐵1 = 𝐼3, we have

𝑃 = 10−10 ×(
0.0509 −0.0334 0.0506
−0.0334 0.1002 0.0405
0.0506 0.0405 0.3195

),

𝜀1 = 8.5956× 10−10,

𝑋 = 10−9 × (−0.2978 −0.3742 −0.7021) ,

𝜀2 = 2.7808× 10−10,

(50)

𝐾 = (−116.5937 −78.8292 6.4958) . (51)

(III) Taking 𝑇2
𝐴1 = 4 × 𝐼9 and 𝑇

2
𝐵1 = 4 × 𝐼3, we have

𝑃 = 10−11 ×(
0.0374 −0.0091 0.0146
−0.0091 0.0664 0.0264
0.0146 0.0264 0.1502

),

𝜀1 = − 2.7962× 10
−12
,

𝑋 = 10−10 × (−0.2460 −0.3091 −0.5579) ,

𝜀2 = 8.3122× 10−11,

(52)

𝐾 = (−68.4565 −47.1044 −22.2054) . (53)

Let

𝐴 = (

−1.5 0.45 1
−1 −3 1
−0.5 −1.5 −2

) ∈ 𝐴
𝐼
,

𝐵 = (

0.45
0.55
0.95

) ∈ 𝐵
𝐼
,

(54)
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Figure 2: Time response of the state variables when 𝐾 is as in (49).
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Figure 3: Time response of the state variables when 𝐾 is as in (51).

and let the initial conditions be 𝑥1(0) = 2, 𝑥2(0) = −1, and
𝑥3(0) = 1, and let 𝐾 be as in (49), (51), and (53), respectively.
Time response of the state variables is depicted in Figures 2–
4, respectively.

Remark 11. Applying [12,Theorem 2 (28)] to Example 2 gives
the same results as in Example 2 (II).

5. Conclusion

In this paper, the robust asymptotical stability of fractional-
order interval systems with the fractional-order 𝛼 belonging
to 1 ≤ 𝛼 < 2 has been studied. The results on stability
check for uncertain FO-LTI systems with interval coefficients
of dimension 𝑛 only need to solve one 4𝑛-by-4𝑛 LMI.
LMI stability conditions for fractional systems are proposed.
Numerical examples have shown the effectiveness of our
results. To the best of our knowledge, the idea of introducing
free parameters is used for the first time to derive an analytical
design of the stabilizing controllers for fractional-order
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Figure 4: Time response of the state variables when 𝐾 is as in (53).

dynamic interval systems. Working towards relaxing the
requirements for the knowledge of system uncertainties and
applying the proposed control methods to fractional-order
nonlinear systems while maintaining the simplicity of the
controller design are our further investigation directions.

Conflict of Interests

The authors declare that they have no competing interests.

Acknowledgments

The authors would like to thank the referees for their
helpful comments and suggestions. The work of authors was
supported in part by the Natural Science Foundation of
China (Grant nos. 11401243 and 61403157) and the Science
Foundation of Huainan Normal University (no. 2014xj45).

References

[1] E. Ahmed and A. S. Elgazzar, “On fractional order differential
equations model for nonlocal epidemics,” Physica A, vol. 379,
no. 2, pp. 607–614, 2007.

[2] A. A. Kilbas, H. M. Srivastava, and J. J. Trujillo, Theory and
Application of Fractional Differential Equations, Elsevier, New
York, NY, USA, 2006.

[3] Y. Ma, J.-G. Lu,W. Chen, and Y. Chen, “Robust stability bounds
of uncertain fractional-order systems,” Fractional Calculus and
Applied Analysis, vol. 17, no. 1, pp. 136–153, 2014.

[4] I. Podlubny, Fractional Differential Equations, Academic Press,
New York, NY, USA, 1999.

[5] I. N’Doye, M. Darouach, M. Zasadzinski, and N.-E. Radhy,
“Robust stabilization of uncertain descriptor fractional-order
systems,” Automatica, vol. 49, no. 6, pp. 1907–1913, 2013.

[6] M. Moze, J. Sabatier, and A. Oustaloup, “LMI characterization
of fractional systems stability,” in Advances in Fractional Cal-
culus: Theoretical Developments and Applications in Physics and
Engineering, pp. 419–434, Springer, New York, NY, USA, 2007.

[7] M. Moze and J. Sabatier, “LMI tools for stability analysis of
fractional systems,” in Proceedings of the International Design

Engineering Technical Conferences & Computers and Informa-
tion in Engineering Conference, Long Beach, Calif, USA, 2005.
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Due to simple calculation and good denoising effect, wavelet threshold denoisingmethod has been widely used in signal denoising.
In this method, the threshold is an important parameter that affects the denoising effect. In order to improve the denoising effect of
the existing methods, a new threshold considering interscale correlation is presented. Firstly, a new correlation index is proposed
based on the propagation characteristics of the wavelet coefficients. Then, a threshold determination strategy is obtained using the
new index. At the end of the paper, a simulation experiment is given to verify the effectiveness of the proposed method. In the
experiment, four benchmark signals are used as test signals. Simulation results show that the proposed method can achieve a good
denoising effect under various signal types, noise intensities, and thresholding functions.

1. Introduction

Due to the combined impacts of the internal measurement
system and the external environmental factors, measured
signals are often contaminated by noise [1]. Therefore, signal
denoising technology has been a hot topic in the field of
signal processing. In a noisy signal, noise energy is generally
concentrated in the high frequency region, and the spectrum
of useful signal is distributed in the low frequency region
[2]. According to this theory, a variety of signal denoising
methods were put forward, such as mean filtering [3],
median filtering [4] and Wiener filtering [5]. Most of these
methods can be considered as low-pass filters essentially.
However, in some signals, the high frequency region not only
contains noise but also possesses a lot of useful information.
Therefore, directly filtering out high frequency information is
unreasonable. Recently, because of multiresolution and low
entropy, wavelet transform has become a popular research
topic in the signal denoising field. A number of methods
based on wavelet theory have been proposed, such as wavelet
coefficient modulus maxima method [6], wavelet correlation
method [7], and wavelet threshold method [8]. The essence
of these methods is nonlinear processing on the wavelet

coefficients and then using the processed coefficients to
reconstruct signals. Among thesemethods, wavelet threshold
method has been used the most widely because of its simple
calculation and good effect.

Wavelet threshold method was proposed by Donoho
and Johnstone [8], whose main idea is to reconstruct signal
on the basis of thresholding coefficients. The denoising
effect of wavelet threshold method depends on threshold
determination. If the selected threshold is too large, then
some useful information is filtered out, and if the threshold
is too small, then a certain amount of noise is retained. In
order to solve this problem, many researchers studied the
threshold determination methods. Donoho and Johnstone
[8] presented a universal threshold by analyzing normal
Gaussian noise model; Tao et al. [9] improved the univer-
sal threshold and indicated that the threshold should be
adaptively changed with the scale alter. The defect in this
kind of methods is that universal threshold is often set too
large, which may lead to overkill the useful information.
Chang et al. [10] assumed that the wavelet coefficients
obeyed generalized Gaussian distribution and proposed a
Bayesian threshold method; Lu and Loizou [11] considered
the coefficients obeyed Gaussian distribution and presented
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a new threshold based on maximum a posteriori probability;
Li et al. [12] supposed the coefficients obeyed generalized
Gamma distribution and put forward a threshold method
based on Bayesian shrinkage. All of these methods are based
on a particular coefficient distribution, but it may not satisfy
the distribution to a specific signal. Donoho and Johnstone
[13] proposed a new threshold method based on minimax
criterion.However, thismethod requires the prior knowledge
of the original signal, while the information of original signal
is difficult to obtain in reality. Stein’s unbiased risk estimate
(SURE) criterion [8] and generalized cross validation (GCV)
criterion [14] were presented based on the idea of parameter
estimates, in which SURE criterion is unbiased estimate
of the minimized mean square error (MSE) criterion, and
GCV criterion is biased estimates of the minimized MSE
criterion. Cai andZhou [15] proposed a data-driven threshold
determination method based on SURE criterion. Autin et al.
[16] put forward a new idea by combining different threshold
rules.

Although the wavelet threshold method has developed
significantly, some deficiencies remain.The primary defect is
that most of these methods ignore the relationship between
the wavelet coefficients. According to wavelet correlation
theory [7], the wavelet coefficients of a useful signal have a
strong correlation in various decomposition scales, whereas
the wavelet coefficients of noise are weakly correlated or
uncorrelated. Therefore, analysis of the coefficients corre-
lation can help distinguish useful information or noise.
However, the existing thresholdmethods are mostly from the
minimum error criterion or other optimization criteria that
do not consider the coefficient correlation, and this defect
may diminish the signal denoising effect.

The goal of this paper is to propose a new wavelet
threshold determinationmethod that considers the interscale
correlation of coefficients. The method firstly adopts the
universal threshold as the basic threshold. And then, a
new correlation index is presented based on the wavelet
correlation theory. At last, the new threshold is obtained
using the correlation index to improve the basic threshold.

The remaining parts of the paper are organized as follows.
Section 2 introduces the wavelet threshold denoising theory.
Section 3 proposes a new correlation index and presents a
new threshold determinationmethod based on the new index
and basic threshold. Section 4 provides a simulated experi-
ment using four benchmark signals to verify the effectiveness
of the new threshold. The conclusion is given in Section 5.

2. Wavelet Threshold Denoising Theory

In one-dimension noisy signals, noise acts on the original
signal through linear superposition:

𝑋 (𝑘) = 𝑆 (𝑘) + 𝐸 (𝑘) , (1)

where𝑋(𝑘) is the noisy signal, 𝑆(𝑘) is the original signal, and
𝐸(𝑘) is white Gaussian noise, subject to 𝑁 (0, 𝜎2) distribu-
tion.

Wavelet transform is a linear transform. Therefore,
wavelet coefficients obtained through wavelet transform of

𝑋(𝑘) still contain two parts. One part is from the original
signal 𝑆(𝑘), and the other part is brought from the noise 𝐸(𝑘).
Wavelet transform can concentrate signal energy on some
large wavelet coefficients and distribute the noise energy
throughout the whole wavelet domain.Thus, large amplitude
wavelet coefficientsmay be produced by the useful signal, and
the small amplitude is likely to represent the noise. According
to this characteristics of wavelet coefficients, Donoho and
Johnstone [8] proposedwavelet thresholdmethod, which can
be divided into three steps:

(1) choosing the appropriate wavelets basis and decom-
position scale and computing the corresponding
wavelet coefficients,

(2) selecting the proper threshold and thresholding func-
tion and obtaining the estimated values of the wavelet
coefficients,

(3) reconstructing the signal based on the estimated
values of wavelet coefficients by inverse wavelet trans-
form.

In the wavelet threshold denoising method, a core issue
is to determine the optimal threshold. Threshold can make a
great influence on the denoising effect. If the threshold value
is too small, then considerable noise will still exist, and if the
threshold value is too large, then some important feature of
signal may be filtered out. As mentioned in the introduction,
many existing methods can determine the threshold. Among
these methods, universal threshold is the most widely used
because of its simpleness and effectiveness. The formula for
the universal threshold is expressed as follows:

𝜆 = 𝜎√2 ln (𝑁), (2)
where𝜎 is the average variance of the noise and𝑁 is the signal
length.
𝜎 is calculated using median estimate method. The

formula is as follows:

𝜎 =
Median (𝑊1,𝐾

)

0.6745
, (3)

where𝑊
1,𝑘

represent all the wavelet coefficients in scale 1.
Because universal threshold is the most widely used

thresholdmethod, therefore it is selected as basis to construct
the new threshold in this paper.

Thresholding function reflects different estimation strate-
gies to the wavelet coefficients. There are two well-known
thresholding functions named hard thresholding function
and soft thresholding function. Their main ideas are to both
remove small wavelet coefficients and shrink large wavelet
coefficients. Hard thresholding function shown in Figure 1(a)
is defined as

𝑊
𝑗,𝑘
=

{

{

{

𝑊
𝑗,𝑘
;

𝑊
𝑗,𝑘


≥ 𝜆

0;

𝑊
𝑗,𝑘


< 𝜆.

(4)

Soft thresholding function shown in Figure 1(b) is defined
as

𝑊
𝑗,𝑘
= {

sgn (𝑊
𝑗,𝑘
) (

𝑊
𝑗,𝑘


− 𝜆) ;


𝑊
𝑗,𝑘


≥ 𝜆

0;

𝑊
𝑗,𝑘


< 𝜆.

(5)
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Ŵ

W−𝜆 𝜆

(a) Hard thresholding function

Ŵ

W−𝜆 𝜆

(b) Soft thresholding function

Figure 1: Hard and Soft thresholding functions.

Some researchers focused on studying the thresholding
function and proposed some new functions [17, 18]. Because
the core issue of this study is to determine the threshold, the
classical hard and soft thresholding functions are selected in
the experimental section.

3. A New Wavelet Threshold
Determination Method

3.1. Wavelet Correlation Denoising Theory. The propagation
characteristics of wavelet coefficients show that signal has
a strong correlation in various decomposition scales, while
noise is weakly correlated or uncorrelated. Considering this
feature, Xu et al. [7] proposed a classical wavelet correlation
denoising method named spatially selective noise filtration.
In this method, the correlation factors of different scales are
calculated firstly. And then, the larger values are retained as
useful information by comparing the correlation factors with
original coefficients. Finally, the signal is reconstructed using
the inverse wavelet transform.

In this method, the correlation of wavelet coefficients is
measured using the normalised correlation index𝑁Cor:

𝑁Cor (𝑗, 𝑛) = Cor (𝑗, 𝑛)√
𝑃𝑊(𝑗)

𝑃Cor (𝑗)
, (6)

where Cor(𝑗, 𝑛) = 𝑊
𝑗,𝑛
𝑊
𝑗+1,𝑛

represents the coefficients
correlation between 𝑊

𝑗,𝑛
and 𝑊

𝑗+1,𝑛
; 𝑊
𝑗,𝑛

represents the
coefficient in location point 𝑛 and scale 𝑗; 𝑃Cor(𝑗) =

∑
𝑁

𝑛=1
Cor(𝑗, 𝑛)2 represents the correlation factor energy of

scale 𝑗; 𝑃𝑊(𝑗) = ∑𝑁
𝑛=1
𝑊
2

𝑗,𝑛
represents the coefficients energy

of scale 𝑗.
𝑁Cor can describe the correlation among the wavelet

coefficients to a certain extent, but its calculation is compli-
cated and inefficient. Therefore, it is necessary to propose a
simple and efficient correlation index.

3.2. A New Interscale Correlation Index. Crouse et al. [19]
found that the wavelet coefficients typically had the following
distribution characteristics:

(1) clustering: if a particular wavelet coefficient is
large/small, then adjacent coefficients are very likely
to also be large/small;

(2) persistence across scale: large/small values of wavelet
coefficients tend to propagate across scales.

According to this theory, a new index is proposed to
measure the interscale correlation of wavelet coefficients in
this paper:

𝐾 (𝑛) =
max |𝑊 (:, 𝑛)| −min |𝑊 (:, 𝑛)|

min |𝑊 (:, 𝑛)|
, (7)

where𝑊(:, 𝑛) represents all the wavelet coefficients in loca-
tion point 𝑛.

When 𝐾(𝑛) ∈ [0, 𝑟), the difference between maximum
and minimum of the wavelet coefficients in location point
𝑛 is little. It is considered that there is a strong correlation
of wavelet coefficients in location point 𝑛. Therefore, the
location point 𝑛 is likely to be a signal point. A smaller value
of the 𝐾(𝑛) means a bigger possibility to be a signal point
for location point 𝑛. When 𝐾(𝑛) ∈ [𝑟, +∞), the difference
between maximum and minimum of location point 𝑛 is big.
A weak correlation of wavelet coefficients is considered in
location point 𝑛. Therefore, the location point 𝑛 is likely to
be a noise point.
𝑟 is an important parameter to measure the coefficients

correlation. If the value is selected too small, it may result in
overkilling some useful signal points. If the value is chosen
too large, it may lead to retain some noise points. As a lot
of experiments shown, when 𝑟 takes 0.5 to 1.5, the denoising
effect is good. Therefore, in the experiment of this paper, 𝑟 is
set 1.

3.3. A New Threshold Determination Strategy Considering
Interscale Correlation. 𝐾 is an indexmeasuring the interscale
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correlation of wavelet coefficients, which can represent the
possibility of a certain point belonging to the signal point.
Because universal threshold often has the risk of overkilling
the useful information, therefore, when 𝐾(𝑛) ∈ [0, 𝑟),
the threshold needs to be shrunk to retain location point
𝑛, and when 𝐾(𝑛) ∈ [𝑟, +∞), the threshold of location
point 𝑛 remains invariant. Based on a lot of experiments, a
new threshold determination method considering interscale
correlation is presented as follows:

𝑇new =

{{{{

{{{{

{

0.7𝜆 𝑘 (𝑛) ∈ [0, 0.5𝑟)

0.8𝜆 𝑘 (𝑛) ∈ [0.5𝑟, 0.8𝑟)

0.9𝜆 𝑘 (𝑛) ∈ [0.8𝑟, 𝑟)

𝜆 𝑘 (𝑛) ∈ [𝑟, +∞) ,

(8)

where 𝜆 is universal threshold.
If 𝐾(𝑛) ∈ [0, 0.5𝑟), then the correlation of the wavelet

coefficients is considered to be very large, and the location
𝑛 is very likely to be a signal point. Therefore, we set the
threshold value 𝑇new = 0.7𝜆. If 𝐾(𝑛) ∈ [0.5𝑟, 0.8𝑟), then the
correlation of the wavelet coefficients is considered large, and
the location point 𝑛 is likely to be a signal point. Therefore,
we set the threshold value 𝑇new = 0.8𝜆. If 𝐾(𝑛) ∈ [0.8𝑟, 𝑟),
then the correlation of the wavelet coefficients is considered
to be slightly large, and there is slight possibility for location
𝑛 to be a signal point. Therefore, we set the threshold value
𝑇new = 0.9𝜆. If𝐾(𝑛) ∈ [𝑟, +∞), the correlation of the wavelet
coefficients is considered very little, and there is almost no
possibility for location 𝑛 to be a signal point. Therefore, we
set the threshold value 𝑇new = 𝜆.

4. Simulation Experiment

4.1. Experimental Parameter Settings and Experiment Results.
In order to verify the validity of the new threshold, four classic
benchmark signals, namely, Blocks, Bumps, Heavy Sine, and
Doppler, are used as test signals.The length of the signal is 512
and 𝑟 is set 1. Two strengths of white Gaussian noise𝜎 = 3 and
𝜎 = 5 are added to the test signals in the experiments. The
calculation process of the correlation index 𝐾 requires that
the number of wavelet coefficients to be the same in different
decompositions. Therefore, stationary wavelet transform is
used in this paper [20]. Wavelet basis adopts sym6 wavelet,
wavelet decomposition scale is set to be 3, and hard and soft
thresholding functions are chosen as thresholding functions.
The traditional universal threshold is selected as comparative
experiment. In order to measure the denoising effect under
different thresholds,MSE and signal-to-noise-ratio (SNR) are
selected as comparative index:

MSE =
∑
𝑁

𝑘=1
[𝑋 (𝑘) − 𝑆 (𝑘)]

2

𝑁
,

SNR = 10 ln
∑
𝑁

𝑘=1
𝑆(𝑘)
2

∑
𝑁

𝑘=1
[𝑋 (𝑘) − 𝑆 (𝑘)]

2
.

(9)

Figures 2 and 3 show the denoising effects of the four test
signals with 𝜎 = 5 Gaussian white noise and hard threshold-
ing function. In the figures, OS represents the original signal,

NS is the noisy signal, DSUT is reconstructed signal using
universal threshold, DSPT expresses the reconstructed signal
using the proposed threshold.

The denoising results of soft thresholding function are
given in Figures 4 and 5.

In order to exclude the effect of noise intensity, experi-
ment is retested with 𝜎 = 3 white Gaussian noise.

4.2. Result Analysis. As shown in Figure 2, when 𝜎 = 5

and hard thresholding function is selected, denoising signal
obtained by the proposed method is closer to the original
signal than universal threshold for all the four different
signals. As shown in Figure 3, the proposed method can
achieve a smaller MSE and a larger SNR than traditional
method. In order to avoid the interference of threshold-
ing function, Figures 4 and 5 show the denoising results
under soft thresholding function. Comparing Figure 2 with
Figure 4, denoising signal obtained by our method is closer
to the original signal than universal threshold, regardless of
which hard threshold function or soft threshold function
is selected. From Figures 3 and 5, we find that no matter
which thresholding function is selected, denoising signal
using ourmethod can obtain a smallerMSE and greater SNR.
Experiment is retested with 𝜎 = 3 white Gaussian noise to
exclude the effect of noise intensity. The experiment results
are shown in Figures 6, 7, 8, and 9, which indicate that
the denoising effect and index of the proposed method are
superior to those of the universal threshold with both heavy
and light noise.

5. Conclusion

Anewmethod considering interscale correlation is presented
to solve the problem of wavelet threshold determination.
Firstly, a new index is proposed to measure the coefficients
correlation. Then, a new threshold determination strategy is
obtained using new index to improve universal threshold.
Some conclusions are summarized as follows.

(1) According to the propagation characteristics of the
wavelet coefficients, a new index is proposed to
measure the coefficients correlation. Compared with
traditional index𝑁Cor, the new index has the advan-
tage of a simple structure and convenient calculation.

(2) Universal threshold has the defect of overkilling the
useful information. In order to address the issue,
interscale correlation is used to shrink the univer-
sal threshold. Experimental results show that the
proposed method can achieve optimum denoising
effect under different signal types, noise intensities,
and thresholding functions.Therefore, this method is
effective and superior in signal denoising.

Universal threshold is selected as the basic threshold in
this paper. In theory, the proposed idea is also applicable
to the other threshold methods. Future research will be
conducted on using the proposed idea to improve other
thresholds.
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Figure 2: Denoising effect of 𝜎 = 5, hard thresholding function.
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Figure 4: Denoising effect of 𝜎 = 5, soft thresholding function.
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Figure 6: Denoising effect of 𝜎 = 3, hard thresholding function.
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Seismic data processing is an important aspect to improve the signal to noise ratio. The main work of this paper is to combine the
characteristics of seismic data, using wavelet transformmethod, to eliminate and control such random noise, aiming to improve the
signal to noise ratio and the technical methods used in large data systems, so that there can be better promotion and application.
In recent years, prestack data denoising of all-digital three-dimensional seismic data is the key to data processing. Contrapose
the characteristics of all-digital three-dimensional seismic data, and, on the basis of previous studies, a new threshold function
is proposed. Comparing between conventional hard threshold and soft threshold, this function not only is easy to compute, but
also has excellent mathematical properties and a clear physical meaning. The simulation results proved that this method can well
remove the randomnoise. Using this threshold function in actual seismic processing of unconventional lithologic gas reservoir with
low porosity, low permeability, low abundance, and strong heterogeneity, the results show that the denoising method can availably
improve seismic processing effects and enhance the signal to noise ratio (SNR).

1. Introduction

The study area is located in the middle of Sulige gas field,
with small effective reservoir thickness, expressed as “thin,
more scattered, and miscellaneous” feature on the vertical of
reservoir; therefore, to remove noise in seismic data, which
improves the reliability of the signal, is particularly important
for reservoir prediction in later work, as it is always the goal
of geophysical workers.

Random noise cannot seek a unified time pattern, with
wide bandwidth, and cannot be determined by its apparent
velocity and direction of propagation, thus removing random
noise and the key point is to improve its SNR. In order to
effectively remove random noise, various denoising methods
have been proposed; thereinto, thewavelet transformmethod
works better in recent years. Wavelet transform theory
developed in mid and late eighties of last century [1], and it
can make multiscale decomposition of seismic signals.

Since desired signal and random noise have different
characteristics on different wavelet scales, such as during

valid signal occurs within a short time, instantaneous mod-
ulus maxima of the wavelet coefficients occurs, and with
the decomposition scale increment, wavelet coefficients and
densemaxima of randomnoise in desired signal will decrease
while decomposition scale increasing [2, 3]. Wavelet denois-
ing method separates desired signal and random noise by
this opposite characteristic between them. In 1995, Donoho
proposed wavelet threshold method, and soon it became one
of the most widely used methods for it is easy to implement
and with fast calculation speed.

But hard and soft threshold methods commonly used
in wavelet threshold methods have some shortcomings,
such as the following: remodeling factor in hard threshold
processing occurs intermittently at the threshold point; the
reconstructed signal is prone to Pseudo-Gibbo phenomenon;
while although reconstruction coefficient of soft threshold
has good overall continuity, there is always a constant bias
between reconstructed coefficients and decomposition coef-
ficients [4].These all impact the wavelet threshold effect.This
paper gives a new threshold function, which not only is easy
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to compute, but also has excellent mathematical properties
and a clear physical meaning. The significant effect of the
new threshold function will show in simulation results and
practical applications.

2. An Improved Method of
Threshold Function

Consider the following observation signal:

𝑓 (𝑡) = 𝑠 (𝑡) + 𝑛 (𝑡) . (1)

𝑓(𝑡) is noisy random signal. 𝑠(𝑡) is original signal. 𝑛(𝑡)
obeys Gaussian white noise distribution, means 𝑁(0, 𝜎2)
distribution. For one-dimensional random signal 𝑓(𝑡), we
first discretize samples to give 𝑁 points of discrete signal
𝑓(𝑛), 𝑛 = 0, 1, 2, . . . , 𝑁−1.Thenwe have a wavelet transform:

𝑊𝑓(𝑗, 𝑘) = 2−𝑗/2
𝑁−1

∑
𝑛=0

𝑓 (𝑛) 𝜓 (2
−𝑗𝑛 − 𝑘) , (2)

where 𝑊𝑓(𝑗, 𝑘) are wavelet coefficients, abbreviated as 𝑊
𝑗,𝑘

to simplify the calculation, Making discrete wavelet trans-
form for noisy random signals as 𝑓(𝑡) = 𝑠(𝑡) + 𝑛(𝑡), for
wavelet transform is a linear transformation, the obtained
𝑊
𝑗,𝑘

are still composed by two parts: wavelet coefficients
corresponding to desired signal 𝑠(𝑡), denoted by 𝑈

𝑗,𝑘
, and

wavelet coefficients corresponding to noise 𝑛(𝑡), denoted by
𝑉
𝑗,𝑘
.
Wavelet threshold method based on the minimum mean

square error (MSE) proposed by Donoho has been widely
used. The basic flow is shown in Figure 1 [5].

Hard threshold function is

�̂�
𝑗,𝑘
=
{
{
{

𝑊
𝑗,𝑘
,
𝑊𝑗,𝑘
 ≥ 𝑘,

0,
𝑊𝑗,𝑘
 < 𝑘.

(3)

Soft threshold function is

�̂�
𝑗,𝑘
=
{
{
{

sgn (𝑊
𝑗,𝑘
) ⋅ (
𝑊𝑗,𝑘
 − 𝜆) ,

𝑊𝑗,𝑘
 ≥ 𝜆,

0,
𝑊𝑗,𝑘
 < 𝜆.

(4)

The value 𝜆 of formulas (3) and (4) is the preset threshold.
Sgn(∗) in formula (4) means the sign function.

A weighted average threshold estimationmethod is given
in literatures [6, 7]; that is,

�̂�
𝑗,𝑘

=
{
{
{

(1 − 𝜇)𝑊
𝑗,𝑘
+ 𝜇 sgn (𝑊

𝑗,𝑘
) (
𝑊𝑗,𝑘
 − 𝜆) ,

𝑊𝑗,𝑘
 ≥ 𝜆,

0,
𝑊𝑗,𝑘
 < 𝜆.

(5)

Traditional weighted average methods generally set the
weighting factor 𝜇 to 0.5, and the constant 𝜇 can overcome
soft and hard threshold disadvantages in a certain extent,
but it still has flaw: first threshold function is still not a
continuous function, followed by a fixed bias which is still
existent between estimate value and original value of wavelet
coefficients, but the deviation is less than 0.5. In order
to better show advantages of weighted average threshold
estimation method, this paper presents a new weighting
factor calculation formula:

𝜇 = 𝛼(|𝑊𝑗,𝑘|−𝜆)
2

, (0 ≤ 𝛼 ≤ 1) , 0 ≤ 𝜇 ≤ 1. (6)

The new threshold function has the following character-
istics:

(1) When 𝛼 → 0 is the hard threshold function, 𝛼 →
1 is the soft threshold function.

(2) |�̂�
𝑗,𝑘
| will be gradually increased as |𝑊

𝑗,𝑘
| is increas-

ing; when |𝑊
𝑗,𝑘
| → ∞, then �̂�

𝑗,𝑘
→ 𝑊
𝑗,𝑘
.

(3) When |𝑊
𝑗,𝑘
| = 𝜆, �̂�

𝑗,𝑘
= 0; when |𝑊

𝑗,𝑘
| → 𝜆, �̂�

𝑗,𝑘
→

0; so �̂�
𝑗,𝑘

is consecutive when |𝑊
𝑗,𝑘
| = 𝜆.

This shows that the new threshold function is an
adjustable function between hard and soft threshold function
(Figure 2). As long as there is a proper sizing 𝛼, we can get a
better denoising effect, and it also has a very clear physical
meaning.

3. Simulation and Comparison

To verify effect of the new threshold denoising function,
we use Matlab toolbox containing Gaussian noise Heavisine
signals. Using traditional hard and soft threshold function
and the new threshold function make denoising tests. Then
comparative analysis of results, select sym6 to make wavelet
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Table 1: Methods of signal to noise ratio (SNR/dB) and mean square error (MSE).

Threshold Plus noise signal Hard threshold Soft threshold function The new threshold
SNR 14.8606 24.7590 25.2749 26.5035
RMSE 1.0324 0.3303 0.3113 0.2702
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Figure 3: The effect diagram of different threshold function.

decomposition, the maximum resolution scale 𝐽 is taken as
5, the selected threshold value of 𝜆 = 𝜎√2 log𝑁/ log(𝑗 +
1), wherein the noise variance 𝜎, and 𝑁 is a discrete signal
sampling length. The simulation results shown in Figure 3,
SNR, and MSE of denoising signal are shown in Table 1.

By the numerical denoising effect evaluation in 3–1 one
can see several improved threshold function denoising effects
showing soft, hard threshold method is better than the
classical one note. We note that the denoising effects of
exponential threshold function are better than other kinds
of methods; and the method of the new threshold function

in root mean square error slightly inferior to the exponential
threshold function, but in the signal to noise ratio of this
index, is obviously better than the exponential threshold
method [5].

4. Noising Seismic Data and Application

4.1. Original Data Analysis

4.1.1. Shot Record Quality Analysis. Typical analysis from the
original records, shot records SNR differences, higher SNR
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Figure 4: Better quality of the original single shot.

Figure 5: Poor quality of the original single shot.

from 1.8 s to 2.1 s, the whole region can continuously track
mark phase axis, with good quality single shot, shallow, mid-
wave group is complete, 2.5 s or less energy loss is more
serious. Poor quality single shot shallow, deep SNR poor
record serrated early to beat poor continuity (Figures 4 and
5).

4.1.2. Analysis of the Entire Work Area Stacked Section. Since
the surface area of seismic and geological conditions is
complex, the entire work area accounts for about 7% of Salt
Lake wetlands; desert area is about 50%; grass and sand grass
are about 35%; rock outcrop is about 8%. Overall, qualities of
collected data are quite different; SNR and continuous quality
display banded regional variation, and desert zone data was
poor, which is shown in Figure 6. This requires us to do
information processing, especially denoising before and after
stacking, and parameters should be targeted to ensure data
consistency.

4.1.3. Interference Wave Analysis. The original single shot
shows that work area noise is relatively developed (Figure 7),
which can be grouped into several categories:

(1) Mechanical interference: performance on the record
is outliers and abnormal trace, and characteristics
of such interference is with strong randomness

Figure 6: Stacked section INLINE551 CDP691–961.

Figure 7: Refracted waves, multiple refraction, direct waves, surface
waves, and sound waves.

distribution and different stimulation time; different
positions have different distributions, easily recogniz-
able from the amplitude [8].

(2) Linear ramp interference: it includes multiple refrac-
tion, surface wave, acoustic and some secondary
oblique interference, multiple refraction, and sec-
ondary oblique interference which are with larger
apparent velocity on the record, generally more than
1000m/s, with low-frequency surface waves, mainly
distributed in the gun point neighborhood, single
shot on the record as low apparent velocity, generally
not more than 800m/s, with high sound waves
frequency and strong energy.

(3) Random interference.

Combined with the above analysis of raw data, we can see
that interference of three-dimensional low-frequency surface
wave is strong in the study area, effective reflections on the
original record are full inundated by surface wave, with low
SNR; in addition, shallow direct wave interference is strong,
with broad band distribution, which seriously interferes with
shallow reflection signals [6]. During the processing, we
should focus on the basis of noise characteristics analysis,
take a targeted approach for noise pressure, carry out noise
suppression in a multidomain, and improve SNR of data.
Minimizing the effective wave damage in the process of
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Before noising

(a)

After denoising

(b)

Figure 8: Actual seismic records.

denoising and achieving high-fidelity denoising is another
difficulty and emphasis of three-dimensional processing.

4.2. Analysis of the Actual Processing Effect. To illustrate the
effectiveness of the proposed denoising method, we selected
a small cross-sectional view of seismic data of a work area
to actual test. Where Figure 8(a) is actual seismic data with
random noise, Figure 8(b) is seismic data denoising with a
new threshold method.

The premise of denoising is without prejudice to the
effective reflection information, for low SNR data; if it cannot
well suppress noise, it is difficult to have effectively phase axis.
In order to achieve better denoising effect, after several trials
comparing, one finds that using this method is superior to
conventional denoisingmethods [7, 9]. By comparing the two
figures, we can see that the noise is significantly reduced after
processing the new threshold; meanwhile the resolution has
been improved. Thus the new method of denoising seismic
data has some practical significance.

From the results, the data for the effective band are from
10 to 70Hz; frequency ranges are from 13 to 45Hz, which
reached the processing demands and meet the requirements
of seismic data interpretation and reservoir inversion. To
the whole cross section, the processing result is ideally
effective, and SNR of profile and resolution are moderate,
with natural wave, and the main target layer wave groups
characteristics are distinct, clear, stable, reliable, and with
good profile backgrounds, which achieve good results. This
confirms the effectiveness of using data denoising algorithm
for the complex seismic and geological conditions blocks.
(Figures 9 and 10).

To further verify compliance between denoising method
and actual seismic exploration, we selected well tie cross
section of two representative wells in the area to calibrate
and analyze, and we found that synthesis record and main
borehole-side well layer are highly consistent. Results show
that processing outcome and actual drilling revealing geolog-
ical features is very accordant (Figures 11 and 12).
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Figure 9: Stacked section INLINE1081.

Figure 10: Poststack migration profile (INLINE791 CDP194–476).

5. Conclusions

Based on wavelet threshold methods proposed by D. L.
Dohono and I. M. Johnstone, we present a new threshold
function, which enables the superiority of threshold wavelet
transformmethod fully realized. In order to test the effective-
ness of the proposed method, we first made ideal synthetic
seismograms and achieved the desired results. Finally, we
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used the method for denoising actual seismic data, and
the results show that this method can effectively remove
random noise in original seismic data and improve SNR of
seismic data, which provides high quality data for the later
work of stratigraphic interpretation and has some practical
significance.
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Thresholding function is an important part of the wavelet threshold denoising method, which can influence the signal denoising
effect significantly. However, some defects are present in the existing methods, such as function discontinuity, fixed bias, and
parameters determined by trial and error. In order to solve these problems, a newwavelet thresholding function based on hyperbolic
tangent function is proposed in this paper. Firstly, the basic properties of hyperbolic tangent function are analyzed. Then, a new
thresholding function with a shape parameter is presented based on hyperbolic tangent function. The continuity, monotonicity,
and high-order differentiability of the new function are theoretically proven. Finally, in order to determine the final form of the
new function, a shape parameter optimization strategy based on artificial fish swarm algorithm is given in this paper. Mean square
error is adopted to construct the objective function, and the optimal shape parameter is achieved by iterative search. At the end of
the paper, a simulation experiment is provided to verify the effectiveness of the new function. In the experiment, two benchmark
signals are used as test signals. Simulation results show that the proposed function can achieve better denoising effect than the
classical hard and soft thresholding functions under different signal types and noise intensities.

1. Introduction

Signals are often contaminated by noise during their acqui-
sition, processing, and transmission because of the measure-
ment system error and the environment interference. In order
to solve this classical problem, a variety of signal denoising
methods, such as median filtering [1], particle filtering [2]
and H-infinity filtering [3, 4], were proposed. Recently, due
to multiresolution and low entropy, wavelet transform has
become an effective technology to study signal denoising.
Many methods based on wavelet theory were proposed [5–
8], such as wavelet coefficients modulus maxima method,
wavelet correlation method, and wavelet threshold method.
Among these methods, wavelet threshold denoising has been
the most widely used, because of its simple calculation and
good effect. Wavelet threshold method was proposed by
Donoho and Johnstone, whose main idea is to reconstruct
signal on the basis of thresholding coefficients. Therefore,
thresholding function is one of the factors that affect the

denoising effect. Donoho and Johnstone [8] considered that
only a small number of wavelet coefficients were necessary
to reconstruct the signal and proposed a classical method,
namely, hard thresholding function. In this function, coeffi-
cients with absolute values smaller than the threshold were
set to zero, and the bigger coefficients remained unchanged.
Sanam and Shahnaz [9] supposed that forcedly setting the
small coefficients to zero was unreasonable and presented
an improved hard thresholding function. In order to make
thresholding function continuous, Donoho [10] proposed a
soft thresholding function that required the wavelet coef-
ficients to minus the threshold to achieve the new coeffi-
cients. Phinyomark et al. [11] modified the soft thresholding
function and proposed a thresholding function based on
hyperbolic function. By combining the advantages of hard
and soft thresholding functions, Sanam and Shahnaz [12]
presented a semisoft thresholding function. From the view of
fuzzy theory, Shark and Yu [13] used the fuzzy membership
function to process the wavelet coefficients between the
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fixed form threshold and the Stein unbiased risk estimate
(SURE) threshold. Jia et al. [14] divided the threshold interval
into several subintervals and adopted different thresholding
functions in different subintervals. On the basis of analyzing
the properties of the sigmoid function, Yi et al. [15] proposed
an improved wavelet thresholding function based on sigmoid
function. Tang et al. [16] considered that the reconstructed
signal would be smoother, if the thresholding function
had high-order derivatives. According to this idea, a new
function having high-order derivatives was constructed as
the thresholding function in [16].

Although the research of wavelet thresholding functions
made great development, a few deficiencies still exist. In the
classical hard and soft thresholding functions, hard thresh-
olding function is discontinuous and the reconstructed signal
may give rise to ringing and pseudo-Gibbs phenomenon.
Fixed bias exists between original and estimated wavelet
coefficients in soft thresholding function, and it may lead to a
big error in the reconstructed signal. The methods provided
by [13–16] can improve the classical methods to some extent,
but these new functions introduce new parameters, and there
are few references on how to set these parameters.

The goal of this paper is to propose a new thresholding
function and solve the problem of new parameters determi-
nation. Firstly, a new thresholding function is presented on
the basis of hyperbolic tangent function, and the continuity,
monotonicity, and high-order differentiability of the new
function are proved in theory. Then, artificial fish swarm
algorithm (AFSA), which uses mean square error (MSE) as
the objective function, is adopted to achieve the optimal
shape parameter. At last, the final form of the new function
is determined on the basis of the two abovementioned steps.

The remaining parts of the paper are organized as follows.
Section 2 proposes the new thresholding function and proves
the continuity, monotonicity, and high-order differentiability
of the function. A parameter optimization strategy based
on AFSA is presented in Section 3. Section 4 provides a
simulated experiment using two benchmark signals to verify
the effectiveness of the new thresholding function. The
conclusion is given in Section 5.

2. Description of the New
Thresholding Function

2.1. Introduction of Hyperbolic Tangent Function. Hyperbolic
tangent function (tanh) is defined as (see Figure 1):

tanh = 𝑒

𝑥

− 𝑒

−𝑥

𝑒

𝑥
+ 𝑒

−𝑥
. (1)

The properties of hyperbolic tangent function are as
follows.

(1) Domain and range: the domain of the function is
(−∞, +∞), and its range is (−1, 1).

(2) Continuity: tanh is a continuous function in its
domain.

(3) Monotonicity: tanh is a monotone increasing func-
tion in its domain.
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Figure 1: Curve of hyperbolic tangent function.

(4) Parity: tanh is an odd function in its domain.
(5) Asymptote: tanh has two horizontal asymptotes,

namely, 𝑦 = 1 and 𝑦 = −1.
(6) Differentiability: tanh is differentiable in its domain,

and its derivative is deduced as follows:

(tanh) = 4

(𝑒

𝑥
+ 𝑒

−𝑥
)

2
, (2)

where (tanh) is an even function in its domain and
obtains its maximum at 𝑥 = 0.

2.2. A New Thresholding Function and Its Properties. On the
basis of analyzing the hyperbolic tangent function, a new
thresholding function is proposed in this paper:

𝑤 = 𝑓 (𝑤)

=

{
{
{
{
{
{

{
{
{
{
{
{

{

𝑤 − 𝑇 + 𝑇(

𝑒

𝛼((𝑤−𝑇)/𝑇)

− 𝑒

−𝛼((𝑤−𝑇)/𝑇)

𝑒

𝛼((𝑤−𝑇)/𝑇)
+ 𝑒

−𝛼((𝑤−𝑇)/𝑇)

) , 𝑤 > 𝑇

0, |𝑤| ≤ 𝑇

𝑤 + 𝑇 + 𝑇(

𝑒

𝛼((𝑤+𝑇)/𝑇)

− 𝑒

−𝛼((𝑤+𝑇)/𝑇)

𝑒

𝛼((𝑤+𝑇)/𝑇)
+ 𝑒

−𝛼((𝑤+𝑇)/𝑇)

) , 𝑤 < −𝑇,

(3)

where 𝛼 ∈ (0, +∞) is the shape parameter of the thresholding
function, 𝑇 = 𝜎√2 ln(𝑁) is universal threshold, 𝜎 is the
average variance of the noise, and N is the signal length.

The new thresholding function can be flexibly adjusted
by changing the shape parameter 𝛼. When 𝛼 → 0,
this function approximately transfers into soft thresholding
function. If 𝛼 → +∞, the new function corresponds to hard
thresholding function. Figure 2 illustrates the comparison
between soft, hard, and proposed thresholding functions.

The new thresholding function 𝑓(𝑤) has the following
properties.

Theorem 1. 𝑓(𝑤) is a continuous function in the domain of
(−∞, +∞).
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functions with 𝑇 = 20.

Proof. When

𝑤 > 𝑇,

𝑓 (𝑤) = 𝑤 − 𝑇 + 𝑇(

𝑒

𝛼((𝑤−𝑇)/𝑇)

− 𝑒

−𝛼((𝑤−𝑇)/𝑇)

𝑒

𝛼((𝑤−𝑇)/𝑇)
+ 𝑒

−𝛼((𝑤−𝑇)/𝑇)

) .

(4)

So,

lim
𝑤→𝑇

+

𝑓 (𝑤) = lim
𝑤→𝑇

+

𝑤 − 𝑇 + 𝑇(

𝑒

𝑎((𝑤−𝑇)/𝑇)

− 𝑒

−𝑎((𝑤−𝑇)/𝑇)

𝑒

𝑎((𝑤−𝑇)/𝑇)
+ 𝑒

−𝑎((𝑤−𝑇)/𝑇)

)

= 𝑇 − 𝑇 + 𝑇(

𝑒

0

− 𝑒

0

𝑒

0
+ 𝑒

0
)

= 0.

(5)

When

|𝑤| ≤ 𝑇, 𝑓 (𝑤) = 0. (6)

Thus,

lim
𝑤→𝑇

−

𝑓 (𝑤) = 0, 𝑓 (𝑇) = 0. (7)

Considering (5) and (7), we obtain lim
𝑤→𝑇

−𝑓(𝑤) =

lim
𝑤→𝑇

+𝑓(𝑤) = 𝑓(𝑇).
Therefore, 𝑓(𝑤) is a continuous function at 𝑤 = 𝑇.
Following above proof line,we can obtain that𝑓(𝑤) is also

continuous at 𝑤 = −𝑇.
That is, 𝑓(𝑤) is a continuous function in the domain of

(−∞, +∞).
Proof is completed.

Remark 2. According to Theorem 1, 𝑓(𝑤) is a continuous
function in its domain. In signal denoising, this property
helps avoid pseudo-Gibbs phenomenon caused by function
discontinuity.

Theorem 3. 𝑓(𝑤) is a monotonous function in the domain of
(−∞, +∞).

Proof. When

𝑤 > 𝑇,

𝑓 (𝑤) = 𝑤 − 𝑇 + 𝑇(

𝑒

𝛼((𝑤−𝑇)/𝑇)

− 𝑒

−𝛼((𝑤−𝑇)/𝑇)

𝑒

𝛼((𝑤−𝑇)/𝑇)
+ 𝑒

−𝛼((𝑤−𝑇)/𝑇)

) .

(8)

So,

𝑓 (𝑤)



= 1 +

4𝛼

(𝑒

𝑥
+ 𝑒

−𝑥
)

2
. (9)

Considering 𝛼 ∈ (0, +∞), we can obtain 𝑓(𝑤) > 0.
That is, 𝑓(𝑤) is a monotonous function in the domain of

(𝑇, +∞).
Following above proof line,we can obtain that𝑓(𝑤) is also

a monotonous function in the domain of (−∞, −𝑇).
When

|𝑤| ≤ 𝑇, 𝑓 (𝑤) ≡ 0, (10)

Consider 𝑓(𝑤) is a continuous function in the domain of
(−∞, +∞).

Thus, 𝑓(𝑤) is a monotonic nondecreasing function in the
domain of (−∞, +∞).

Proof is completed.

Remark 4. According to Theorem 3, 𝑓(𝑤) is a monotonic
nondecreasing function in its domain, which ensures that
𝑓(𝑤) has the same variation trend of hard and soft thresh-
olding functions.

Theorem 5. 𝑓(𝑤) is a high-order differentiable function in the
domain of (−∞, −𝑇) and (𝑇, +∞), respectively.

Proof. When

𝑤 > 𝑇,

𝑓 (𝑤) = 𝑤 − 𝑇 + 𝑇(

𝑒

𝛼((𝑤−𝑇)/𝑇)

− 𝑒

−𝛼((𝑤−𝑇)/𝑇)

𝑒

𝛼((𝑤−𝑇)/𝑇)
+ 𝑒

−𝛼((𝑤−𝑇)/𝑇)

) .

(11)

Thus, 𝑓(𝑤) is an elementary function.
According to the property of elementary function, we can

obtain that𝑓(𝑤) is a high-order differentiable function in the
domain of (𝑇, +∞).

Following above proof line,we can obtain that𝑓(𝑤) is also
high-order differentiable in the domain of (−∞, −𝑇).

That is,𝑓(𝑤) is a high-order differentiable function in the
domain of (−∞, −𝑇) and (𝑇, +∞), respectively.

Proof is completed.
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Remark 6. According to Theorem 5, 𝑓(𝑤) is the high-order
differentiable function in the domain of (−∞, −𝑇) and
(𝑇, +∞) respectively. This advantage can make the recon-
structed signal smooth.

3. A Shape Parameter Optimization
Strategy Based on AFSA

3.1. Introduction of AFSA. Shape parameter 𝛼 helps improve
the flexibility of the new thresholding function. However, it
also brings a problem on setting 𝛼. In the existed method,
the shape parameter is determined by trial and error, which
is subjective and lacks theoretical guidance. In order to solve
this problem, AFSA is adopted to achieve the optimal shape
parameter. AFSA is proposed by Li et al. [17] in 2002. It
is considered as an effective global optimization algorithm
that mainly simulates fish schooling behaviors of preying,
swarming, and following. Compared with other optimization
algorithms [18, 19], AFSA has the following advantages.

(1) Swarming behavior can make the algorithm get rid
out of the local extremum and obtain global optimal
value.

(2) Following behavior helps an individual move fast
to the optimal value. Therefore, it can improve the
optimization speed.

(3) After evaluating three behaviors, AFSA automatically
selects the optimal behavior. This step assists the
algorithm to obtain optimization results efficiently
and rapidly.

3.2. Objective Function. The aim of shape parameter opti-
mization is to improve the signal denoising effect. Several
indicators are employed tomeasure the denoising effect, such
as MSE, signal-to-noise-ratio (SNR), and smoothness. Given
that MSE can accurately reflect the deviation between the
reconstructed signal and the original signal, therefore, it is
used most widely:

MSE =
∑

𝑁

𝑘=1
[𝑋(𝑘) − 𝑆(𝑘)]

2

𝑁

,
(12)

where𝑋(𝑘) is the noisy signal, 𝑆(𝑘) is the original signal, and
𝑁 is the length of signal.

When the MSE index is small, it is close between the
reconstructed signal and the original signal. In this case, the
denoising effect is good. If MSE index is big, the deviation
between reconstructed signal and the original signal devia-
tion is large. Here, the denoising effect is poor.

In AFSA, the actual meaning of objective function is food
concentration, and it is usually a maximum function. There-
fore, the objective function based on MSE is constructed as
follows:

𝐹 (𝑥) =

1

MSE (𝑥)
, (13)

where MSE(𝑥) represents the MSE between reconstructed
signal and the original signal deviation with shape parameter
equal to 𝑥.

If MSE between the reconstructed signal and the original
signal is small, the denoising effect is good. Here, the object
function value is big. If MSE is big, the denoising effect is
poor, and the object function value is small in this case.

3.3. Algorithm Initialization. Suppose that 𝑋 is the current
position of an artificial fish (AF), fish swarm includingPAFes
(P is the number of the artificial fish) is randomly generated
as (𝑋
1
⋅ ⋅ ⋅ 𝑋
𝑝
). 𝑌 = 𝐹(𝑋) is the objective function of X, which

represents food concentration of position X. The AF realizes
external perception by its vision. Visual represents the visual
distance of an AF. Step is the length of moving step,M is the
maximum of preying try number, andW is the crowd factor
(0 < 𝑊 < 1).

3.4. Description of AF Behavior

3.4.1. Preying Behavior. Suppose that an AF’s current state
is 𝑋
𝑖
. A new state 𝑋

𝑗
is selected randomly in its visual field

according to the following equation:

𝑋
𝑗
= 𝑋
𝑖
+ Rand (⋅) ∗ Visual, (14)

where Rand(⋅) is a random function in the range [0, 1].
If𝑌(𝑋

𝑗
) > 𝑌(𝑋

𝑖
), theAF satisfies the condition ofmoving

forward and it moves towards𝑋
𝑗
as follows:

𝑋

𝑡+1

𝑖
= 𝑋

𝑡

𝑖
+ Rand (⋅) ∗ Step ∗

𝑋
𝑗
− 𝑋

𝑡

𝑖







𝑋
𝑗
− 𝑋

𝑡

𝑖







, (15)

where 𝑋

𝑡+1

𝑖
represents the next state of the AF with the

current state𝑋𝑡
𝑖
and 𝑑
𝑖,𝑗
= ‖𝑋
𝑗
−𝑋

𝑡

𝑖
‖ is the Euclidean distance

between𝑋
𝑖
and𝑋

𝑗
.

By contrast, if 𝑌(𝑋
𝑗
) ≤ 𝑌(𝑋

𝑖
), a new state 𝑋

𝑗
is selected

according to (14), and then whether the new 𝑋
𝑗
satisfies the

forward condition or not is judged. If after tryingM times, it
still did not achieve the condition of moving forward, AF is
forced to move one step according to the following equation:

𝑋

𝑡+1

𝑖
= 𝑋
𝑖
+ Rand (⋅) ∗ Visual. (16)

3.4.2. Swarming Behavior. The current state of the AF is
𝑋
𝑖
, and 𝑛

𝑓
is the number of individual within its visual

distance.The centre position of neighborhood individual can
be calculated as follows:

𝑋
𝑐
=

∑

𝑛
𝑓

𝑗=1
𝑋
𝑗

𝑛
𝑓

,
(17)

where 𝑋
𝑗
represents the individual within AF’s visual dis-

tance.
If 𝑌(𝑋

𝑐
) > 𝑌(𝑋

𝑖
) and 𝑛

𝑓
/𝑝 < 𝑊 (where P is the

total number of AF and W is the crowd factor), this means
that the centre 𝑋

𝑐
has the higher food concentration and its

surrounding is not crowded. Thereafter, the AF’s state at the
next iteration is calculated as follows:

𝑋

𝑡+1

𝑖
= 𝑋

𝑡

𝑖
+ Rand (⋅) ∗ Step ∗

𝑋
𝑐
− 𝑋

𝑡

𝑖






𝑋
𝑐
− 𝑋

𝑡

𝑖






. (18)
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3.4.3. Following Behavior. The current state of the AF is 𝑋
𝑖
,

and 𝑋
𝑏
is the individual with the biggest food concentration

within AF’s visual distance. If 𝑌(𝑋
𝑏
) > 𝑌(𝑋

𝑖
) and 𝑛

𝑓
/𝑝 < 𝑊,

then the next state of AF can be computed as follows:

𝑋

𝑡+1

𝑖
= 𝑋

𝑡

𝑖
+ Rand (⋅) ∗ Step ∗

𝑋
𝑏
− 𝑋

𝑡

𝑖






𝑋
𝑏
− 𝑋

𝑡

𝑖






. (19)

3.5. Behavior Selection. In this paper, three biological behav-
iors of AF are analyzed, namely, preying behavior, swarming
behavior, and following behavior. Trial method has been
frequently employed to simulate the three behaviors of
AF, and the behavior which can obtain the biggest food
concentration is selected to be implemented.

3.6. Bulletin. Bulletin is used to record the optimal state of
the AF and the optimal value of objective function. Every
AF compares its own state with the bulletin after making
movements. If the current state of AF is better, then the value
on the bulletin will be replaced.

3.7. Termination Condition. There are two different termi-
nation methods of AFSA. One method is to set an object
function value. When the value is obtained, AFSA finishes.
The other method is to set a maximum of iteration number.
When this number is reached, the algorithm ends. According
to the characteristics of our problem, the second method
should be selected. That is because the first method requires
a fixed object function value. However, how to determine the
suitable value is a difficult problem.

3.8. Steps of Shape Parameter Optimization Strategy Based on
AFSA. The steps of shape parameter optimization strategy
based on AFSA are provided as follows.

(1) A fish swarm is randomly generated, and algorithm
parameters are set including population size 𝑃, maxi-
mum iteration number𝑁, visual distance Visual, the
moving length Step, the largest try number of preying
𝑀, and crowding factor𝑊.

(2) Preying behavior, swarming behavior, and following
behavior are simulated by AF, and the behavior
which can obtain the biggest food concentration is
implemented.

(3) Objective function value of every AF is calculated as
(13). Each AF compares its own state with the bulletin
after making movements. If the current state of AF is
better, then the value on the bulletin will be replaced.

(4) Iteration number num = num + 1.

(5) Judge whether the maximum iteration number 𝑁
is reached. If reached, output the bulletin and the
corresponding AF. Otherwise, go to step (2).

Flowchart of shape parameter optimization strategy
based on AFSA is shown in Figure 3.

Start

Initial population
and parameters setting

End

Yes

No

Calculate the object function 

Num = Num + 1

Num > N

Select behavior and
perform

and update the bulletin

Figure 3: Flowchart of shape parameter optimization strategy based
on AFSA.

Table 1: Parameters setting.

𝑃 𝑁 𝑀 Visual 𝑊 Step
100 50 100 1 0.618 0.05

4. Simulation Experiment

4.1. Shape Parameter Determination. To verify the denoising
effect of the new thresholding function, we must firstly
determine the shape parameter. AFSA is adopted to search
the optimal shape parameter.The analysis ofmain parameters
in AFSA is given as follows.

4.1.1. Visual Distance (Visual) and Moving Length (Step).
Large Visual is of benefit to quick global optimization. But
if Visual is set too large, the optimization process may
be premature convergence. Small Step is better for local
optimization, while it may decrease the velocity of evolution.

4.1.2. Crowd Factor (W). If 𝑊 is set too large, the velocity
of evolution will increase, but AFSA has a risk of premature
convergence in this case.

4.1.3. Number of AF (P). When the number of AF is large,
the capacity of getting out of local extremum is strong, but
computational amount of every iteration will increase.

Based on the analysis above, the parameters in AFSA are
set as in Table 1.
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(d) Doppler, 𝜎 = 5

Figure 4: Curves of different signals.

Table 2: Optimal shape parameters.

Bumps, 𝜎 = 3 Bumps, 𝜎 = 5 Doppler, 𝜎 = 3 Doppler, 𝜎 = 5
𝛼 0.95 2.85 0.70 1.35

Two classic benchmark signals, namely, Bumps signal and
Doppler signal, are used as test signals. Two strengths of
white Gaussian noise, that is, 𝜎 = 3 and 𝜎 = 5, are added
to the test signals in the experiments. The steps of shape
parameter optimization strategy are provided in Figure 3.The
optimization algorithm is run 100 times. The optimal shape
parameters of different signals are obtained as in Table 2.
Their iteration curves are shown in Figure 4.

4.2. Denoising Effect Verification of the New Thresholding
Function. In this experiment, the test signals are selected
the same as in Section 4.1. Stationary wavelet transform
is adopted in this paper [20], wavelet basis adopts sym6

wavelet [21], and wavelet decomposition scale is set to be 3.
Universal threshold is selected as the standard threshold.The
proposed function is used as thresholding function in the
experiment of wavelet threshold denoising. In order to verify
the superiority of the proposed function, the classical hard
and soft thresholding functions are chosen as comparative
functions. The detailed steps of wavelet threshold denoising
experiment were given by [8]. All the experiments were
calculated on the same computer with the CPU frequency of
2GHz, and Matlab 7.0 is used as the computation software.

In order to measure the denoising effects of different
thresholding functions, MSE (equation (12)) and SNR are
selected as comparative index:

SNR = 10 ln
∑

𝑁

𝑘=1
𝑆 (𝑘)

2

∑

𝑁

𝑘=1
[𝑋(𝑘) − 𝑆(𝑘)]

2

. (20)

When 𝜎 = 3, the denoising effect of two test signals
is shown in Figures 5 and 6. In the figures, NS expresses
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Figure 5: Denoising effect of different signals when 𝜎 = 3.
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Figure 6: Effect index of different signals when 𝜎 = 3.

the noisy signals, OS represents the original signals, DS is
the denoising signals using the new thresholding function,
New represents the effect index of the new thresholding
function, Hard is the effect index of hard thresholding func-
tion, and Soft expresses the effect index of soft thresholding
function.

In order to exclude the effect of noise intensity, experi-
ment is retested with 𝜎 = 5white Gaussian noise (see Figures
7 and 8).

In order to prove the superiority of the optimal shape
parameter, a comparative experiment between thresholding
function with optimal shape parameter and thresholding

function with nonoptimal shape parameter (𝛼 = 1) is
provided under 𝜎 = 5 white Gaussian noise. The denoising
effect of nonoptimal shape parameter is shown in Figure 9.
The denoising index of two methods is provided in Figure 10.
NSP represents denoising index of thresholding function
with nonoptimal shape parameter and OSP represents
denoising index of thresholding function with optimal shape
parameter.

4.3. Results Analysis. As shown in Figure 4, the parameter
optimization method based on AFSA can quickly converge
to the optimal objective function value. As it is shown in
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Figure 7: Denoising effect of different signals when 𝜎 = 5.
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Figure 8: Effect index of different signals when 𝜎 = 5.

Figure 5, when 𝜎 = 3, denoising signal obtained by the
proposedmethod is closer to the original signal thanhard and
soft thresholding functions for both signals. From Figure 6,
we can see that the proposed method can achieve smaller
MSE and larger SNR than traditional methods. To avoid
the interference of noise intensity, experiment is retested
with 𝜎 = 5 white Gaussian noise. The experiment results
are provided in Figures 7 and 8. Comparing Figure 6 with
Figure 8, it can be seen that the denoising effect and index
of our method are better than hard and soft thresholding
functions with both heavy noise and light noise. The results
in Figures 9 and 10 show that thresholding function with

optimal shape parameter has a better denoising effect than
nonoptimal shape parameter.

5. Conclusion

In order to make up for the deficiency of the existing wavelet
thresholding functions, a new thresholding function with
a shape parameter based on hyperbolic tangent function is
presented. Then, a shape parameter optimization method
based on AFSA is proposed on the basis of analyzing
the advantage of the AFSA. With the case analysis, some
conclusions are summarized as follows.
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Figure 9: Denoising effect of nonoptimal shape parameter when 𝜎 = 5.
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Figure 10: Denoising index of two methods when 𝜎 = 5.

(1) By improving the hyperbolic tangent function, a new
thresholding function is presented in this paper. The
new function has continuity, monotonicity, and high-
order differentiability, which assist the new function
to improve the denoising effect. The experiment
results show that the proposed function can obtain
better denoising effect than the classical hard and soft
thresholding functions.

(2) Traditionally, trial and error method is adopted to
determine shape parameter.This method depends on

expert experience and lacks theoretical guidance. In
order to solve this problem, AFSA is presented to
search the optimal shape parameter. The experiment
results show that AFSA can rapidly obtain the optimal
shape parameter. It helps achieve the effective and
quick signal denoising.
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