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Traction energy consumption (TEC) is a critical part of the total energy consumption in urban rail transit (URT) systems. Energy
consumption patterns and abnormal analysis of TEC guarantee the energy-saving URToperation. With the rapid development of
urbanization, the current energy consumption is becoming more and more prominent with some inherent drawbacks, such as
complex original data, complicated statistical analysis, and abnormal energy consumption.Tis paper proposes a method for time
accrual abnormal analysis of TEC. Te system architecture of TEC typical values is presented, composed of three elements:
research object, evaluation index, and time scale. Te time series prediction algorithm calculates the typical values of the cu-
mulative energy consumption index in each energy consumption mode. For the abnormality in TEC mode, the distance of the
string vector is used as the similarity measure. Ten, the similarity-based anomaly analysis method is used to judge the pattern
abnormality. By comparing the advantages and disadvantages of engineering practice and theoretical research methods, we
analyze the applicability of traditional anomaly detection algorithms to perform anomaly analysis of TEC in URT systems. Te
adopted time accrual abnormal analysis achieves a high fault detection rate, outperforming other models.

1. Introduction

Te urban rail transit (URT) system is the main backbone
of the passenger transportation system, with a large
passenger capacity, short operation cycles, and low unit
energy consumption. By 2022, a total of 541 cities in 79
countries have put URT systems into use, with a total
mileage of more than 36,854 km. Although URT systems
in China, represented by the subway system, have a short
construction history, it has developed rapidly since the
21st century, as seen in Figure 1. Te URT system has the
advantage of energy saving in the condition of lower unit
energy consumption. However, with the increasing op-
erating mileage and passenger volume, the total energy
consumption is rising. Primarily, traction energy con-
sumption (TEC) has increased, accounting for 50% of the
whole energy consumption systems. Te onboard energy
consumption recorder records a large amount of TEC

data in the form of time accumulation. Its energy con-
sumption mode and abnormal analysis are signifcant to
the URT energy-saving operation.

Te URTsystem usually uses manual meter readings and
statistics to obtain the TEC data, which is prone to tran-
scription errors and has a large workload. In recent years,
some trains have recorded the data during train operation by
installing sensors and metering modules, thus accumulating
a large amount of energy consumption-related data mainly
in discrete time series. Currently, metro still uses a fxed
period to count the accumulated TEC and operating mileage
data, calculate the unit consumption index per 100 vehicle
kilometers, and determine whether there is a TEC anomaly
by combining the threshold. However, this period is too long
to detect the TEC anomaly in time. At the same time, it is not
practical for data to be recorded during train operation, and
the threshold is used to judge the abnormality in a one-size-
fts-all manner.
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Tere is massive data on TEC, but it fails to fully use it
and clarify more targeted abnormal detection. Tus, a uni-
fed threshold is set for the abnormal analysis based on
periodic statistics and empirical conclusions. By comparing
and analyzing the advantages and disadvantages of engi-
neering practice and theoretical research methods, this
paper explores the applicability of traditional anomaly de-
tection algorithms to anomaly TEC analysis. Te main
contributions of this work are as follows:

(i) We propose typical TEC values comprising three
elements, namely, research object, evaluation index,
and time scale. Te evaluation index determines the
specifc analysis framework under diferent time
scales.

(ii) Our method calculates typical values based on time
series data, using symbolic approximate aggrega-
tion, and clustering algorithms to analyze the spe-
cifc TEC patterns. Te prophet algorithm predicts
typical cumulative energy consumption index
values for each energy consumption mode.

(iii) We use a similarity-based anomaly analysis method
to detect the TEC pattern abnormalities, using
string vector distance as a similarity measure.

2. Related Work

Te energy consumption in the URTsystem caused by rapid
development has attracted the attention of many scholars at
home and abroad. Te energy consumption analysis
methods rarely use the natural energy consumption data
generated in the actual train operation for analysis and
mining. Even fewer scholars use these data to conduct
relevant studies on abnormal TEC analysis.

By analyzing and comparing the energy consumption
data during the actual train operation, Lukaszewicz divided
the infuencing factors of TEC into three categories, namely,
basic parameters, driving strategies, and external factors [1].
Xiaobin et al. analyzed the energy consumption component of
the traction system and its infuencing factors by collecting
TEC data [2]. Bo andHui analyzed the infuence of TEC, such
as train mass, line slope type, and running resistance through
simulation methods [3]. Based on the measured data, REN
et al. divided the factors afecting the TEC into three cate-
gories as follows: infrastructure conditions, transportation
organization, and external environment, and quantitatively
analyzed the train features and lines contained in each cat-
egory through data mining methods [4].

Te anomaly detection approach combines many felds,
e.g., machine learning and statistics. It can be divided into
density-, proximity-, and model-based anomaly detection
algorithms according to the anomaly detection imple-
mentation. As a typical density-based anomaly detection
approach, the local outlier factor (LOF) algorithm can si-
multaneously determine anomalies and quantitatively ana-
lyze the anomaly degree [5]. Xiaoxia et al. made a clustering
analysis on the original energy consumption data to obtain
diferent energy consumption characteristics. Te decision
tree method is used to detect energy consumption modes in
classifed datasets. Te dynamically collected data can detect
anomalies based on the LOF algorithm, which can analyze
the anomalies of each sampling point [6].

In proximity-based anomaly detection, anomalies are
defned as objects far away from most data. Its core lies in
defning the proximity of data objects, e.g., Euclidean dis-
tance, Jaccard, and cosine similarity measure. Based on
MapReduce architecture, Cao et al. proposed a distance-
based outlier detection (DOD) method for a distributed
database system with TB-level volume. Tis method can
realize anomaly detection under massive data with less
communication cost [7]. Bin and Yifei constructed robust
mean and covariance matrix estimators and proposed an
anomaly detection approach based on robust Mahalanobis
distance to detect outliers caused by registration errors and
measurement errors [8]. Proximity-based algorithm to
calculate the proximity of a large number of data has large
time and space complexity, high calculation cost, and poor
applicability for datasets with sizeable regional density
changes.

Model-based anomaly detection requires statistical
models to describe normal data and detect abnormal data.
Hong proposed a new test statistic based on the sample
quantile for extreme value distribution, suitable for simple
data elimination tasks [9]. Habib et al. used clustering
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Figure 1: Development of urban rail transit in China.
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algorithms and normalization to detect anomalies in the
sensor data [10]. Peng et al. fltered noise data and used
clustering algorithms to detect node anomalies in wireless
sensor networks [11]. Tang Shulu et al. used density peak
clustering to detect abnormal targets in low-dimensional
space for hyperspectral image data [12].

3. Architecture of Specific TEC in URT System

Tis chapter proposes the system architecture of TEC typical
values, discussing their signifcance and constructing
a standard value system with three elements, namely, index,
time scale, and specifc TEC patterns and energy con-
sumption indexes. An anomaly analysis framework from
mode to point is proposed based on the standard value
system.

3.1. Composition of theTECTypicalValues. Te data analysis
of TEC prioritizes prediction and evaluation, with little focus
on anomaly detection. Anomaly detection in other felds
often employs machine learning algorithms, but it lacks
robust explanations and practical applicability. Te im-
proved TEC evaluation scheme expands on the existing
methods, including line unit consumption, typical values,
and a comprehensive evaluation index. Te scheme com-
prises three elements as follows: research object, evaluation
index, and time scale, allowing for evaluation of lines, trains,
and power consumption units on hourly, daily, weekly,
monthly, and yearly scales [13]. Its architecture is depicted in
Figure 2.

Te upgraded TEC assessment plan uses historical data
as a standard for identifying TEC anomalies during regular
URT operation. Te energy consumption data is collected,
preprocessed, and compared to the established TEC plan.
Analysts identify the cause of any abnormality and guide
engineers to address the issue, as shown in Figure 3.

4. TEC Anomaly Analysis Method

Line level: the accumulated TEC data collected and uploaded
during all operations on a certain line and the mileage data
recorded by the transportation management system (TMS)
were summarized, the incorrect data were eliminated, and
then the TEC data for each statistical period were calculated.

Train level: frstly, discrete time series are constructed
based on the historical cumulative TEC data generated by
train operation. Specifc TEC patterns were obtained by
mode analysis and verifed by combining common operation
diagrams and training sets.Te frst step of data analysis is to
determine whether there is an abnormal TEC mode by
comparing its similarity with each typical TEC pattern.
Ten, the accumulated energy consumption values were
compared at each point of the peculiar energy consumption
mode with the standard weight of the energy consumption
index point by the end to determine the abnormal
time point.

Energy consumption unit level: TEC is divided into
traction unit energy consumption and auxiliary energy
consumption. Also, the same analysis process as that of the

train is adopted for traction unit energy consumption, i.e.,
the analysis of abnormalities from the typical mode to the
specifc values of the cumulative energy consumption index.
For the auxiliary energy consumption, the accumulated
energy consumption index per unit of time is solved,
combined with the usage of additional equipment to de-
termine the abnormality.

4.1. Anomaly Detection Algorithm

4.1.1. Data Dimensionality Reduction. Te anomaly de-
tection algorithm is as seen in Algorithm 1. First, we need to
reduce the accumulated TEC dimension. Given a time series
of lengths Q � q1 and q2, . . . , qm. We turn it into a data
sequence of length w. Q′ � q1′, q2′, . . . , qw

′, where w<m.
Ten, the compression ratio for dimensionality reduction of
time series data is k, and qi

′ satisfes the following equation:

k �
m

w
,

qi
′ �

1
k

􏽘

k∗i

j�k(i−1)+1
qj, i � 1, 2, . . . , w.

(1)

In order to reduce the dimensionality further, the
Piecewise Aggregate Approximation (PAA) is usually ap-
plied prior to the symbolic aggregate approximation (SAX).
SAX is used to transform a sequence of rational numbers
(i.e., a time series) into a sequence of letters (i.e., a string). An
illustration of a time series of 128 points converted into the
word of 8 letters. Besides, we use the 4 symbol alphabets a, b,
c, and d as in Figure 4. Te cut lines for this alphabet are
shown as the thin blue lines on the plot given below.

4.1.2. Z-Normalize Data. Before transforming time series
with PAA, we Z-normalize data. Time series subsequences
tend to have a high Gaussian distribution. Te standardi-
zation step is based on the Z-score method, where the
original dataset is transformed to satisfy the Gaussian dis-
tribution of N (0,1), μ� 0, and σ � 1, and the standardization
formula is as follows:

Q
′

�
qi
′ − μ
σ

. (2)

Te normalized time series has a Gaussian distribution,
which is discretized using a sequence of breakpoints denoted
as B. Te breakpoints partition the distribution into equal
probability intervals, and sequence values are approximated
using the breakpoint list and PAA. Te μ − 1 values of the
breakpoint list correspond to the standard normal distri-
bution random variables, as shown in Table 1. Te proba-
bility values of the Gaussian distribution corresponding to
the adjacent breakpoints are equal.

4.1.3. PAA Follows the Standard Procedure. To detect
anomalous patterns in feature data, we convert the time
series to PAA representation and then to symbols. We use
a pattern discovery algorithm combined with a time series
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Figure 3: Te framework of outlier analysis.

Require: T:24-dimensional original TEC time series data, n:the length of time series discord.
Ensure: Te length of Discord and strings of length ω.
(1) function Z-normalization(ts)

(2) ts.mean←mean(ts)

(3) ts. de v←sd(ts)

(4) (ts − ts.mean)/ts. de v
(5) tsznorm � Z-NORMALIZATION (ts)

(6) function PAA (ts, paa size)
(7) len �� paa size
(8) if len �� paa size then
(9) ts

(10) else if len%%paasize �� 0 then
(11) colMeans (matrix (ts, nrow� len %/% paa_size, byrow� F))
(12) else
(13) res� rep.int (0, paa_size)
(14) end if
(15) return s paa � paa(ts znorm, paa size)
(16) end function
(17) Use the 4 symbols alphabet a,b,c,d
(18) SAX transform of ts into string through 9-points PAA: “baabccbc”:
(19) ts_to_string (dat_paa_9, cuts_for_asize (9))
(20) discords � find discords hotsax(dd)

ALGORITHM 1: Discretization of the PAA representation of time series into SAX.
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Figure 2: Te structure of TEC typical values.
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distance metric based on the nonlinear statistical feature
representation. However, relying only on the mean can
result in the lost information, as two series with diferent
patterns can have the samemean and variance.Terefore, we
also use morphological features like slope and angle to
accurately represent a time series. Te slope values for each
segment of the compressed subsequence can be calculated
using the following equations:

qi �
k􏽐

k∗ i
j�j0

jqj − 􏽐
k∗ i
j�j0

j􏼐 􏼑 􏽐
k∗ i
j�j0

qj􏼐 􏼑

k􏽐
k∗ i
j�j0

j
2

− 􏽐
k∗ i
j�j0

j􏼐 􏼑
2 , (3)

j0 � k(i − 1) + 1. (4)

5. Experiments

Tis section uses the actual operating energy consumption
data collected from a train set of the Beijing URT Operating
Company. Te train consisted of 6 motor vehicles without
cabs and 2 trailer vehicles with cabs, and data collection
involved recording second-level cumulative traction unit
energy consumption for each motor vehicle and secondary
cumulative auxiliary energy consumption for each trailer.
Hourly cumulative TEC data for the train’s daily traction
energy mode analysis was obtained by processing the
original data fle. Te resulting 24 data points form a 24-
dimensional original TEC time series data
Q � q1, q2, . . . , q24, with each dimension representing the
cumulative TEC of each period.

Te data are divided into 24 dimensions, and a mor-
phological feature-based symbolic representation method is
used to identify three TEC patterns in the time series data.

Te algorithm involves transforming the parameter time
series into characters with actual semantics by frst con-
verting the original time series into the PAA representation
and then converting the PAA data into a string. Te algo-
rithm is implemented in Python and is available on PyPi for
installation using pip.

5.1. Characteristics of TEC Data. Tis study utilizes data
from the energy consumption metering devices installed on
several lines and train groups in the Beijing Subway. Te
device records instantaneous voltage and current values and
accumulated energy consumption, consisting of a voltage
sensor, current sensor, and metering module per vehicle
[14]. Each vehicle is equipped with a set of multitrain energy
consumption measurement devices, as depicted in Figure 5.

Each metering device wirelessly uploads data to the
database terminal, which can be analyzed to retrieve in-
stantaneous voltage, current, and accumulated energy
consumption values. Te motor train data fle records the
cumulative energy consumption and regenerative energy of
the traction unit, while the trailer data fle records the cu-
mulative energy consumption of all auxiliary equipment
powered by the additional inverter. Tables 2 and 3 present
the data for the motor train and trailer, respectively.

Te original data fle records regenerative energy as
negative due to electric braking, and trains frequently switch
between traction and braking, resulting in fuctuating in-
stantaneous voltage and current values. Analyzing energy
consumption based on voltage and current values alone is
challenging, so this study uses the accumulated energy
consumption as the research object. Hourly cumulative
energy consumption values are obtained from the original
data fle, and discrete univariate time series data is

Table 1: Te breakpoints.

μ
βi 3 4 5 6 7 8 9

β1 −0.43 −0.67 −0.84 −0.97 −1.07 −1.15 −1.22
β2 0.43 0 −0.25 −0.43 −0.57 −0.67 −0.76
β3 0.67 0.25 0 −0.18 −0.32 −0.43
β4 0.84 0.43 0.18 0 0.14
β5 0.97 0.57 0.32 0.14
β6 1.07 0.67 0.43
β7 1.15 0.76
β8 1.22

0 20 40 60 80 100 120

b
b

b

a

c

c
c

a

Figure 4: Time series processed by PAA.
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constructed based on these values. Te time series data
consists of cumulative energy consumption values from
a train on the Beijing Subway between August 5th and
August 11th, 2021. Te time series curve of energy con-
sumption is depicted in Figure 6.

Te TEC level is impacted by the complex energy fow
process and changeable train operating conditions. In en-
gineering practice, the TEC index’s general value for each
line is determined based on the historical statistical data, and
the fuctuation interval is set as the threshold for rough
abnormal judgment. Figure 7 shows the average traction
unit consumption of the Beijing metro based on the feld
investigation and historical data statistics.

TEC time series data display periodic and seasonal
characteristics, with energy consumption values afected by
the total load rate and auxiliary equipment opening. Fluc-
tuations in the time series curve are complex and typically
contain multiple peaks. Te trend of the time series rep-
resents changes in train TEC levels over time, with each
point’s energy consumption value related to the adjacent
periods. Te original dataset used in this study is the data fle
uploaded by the energy consumption metering device, with
high data quality and few errors or missing data despite
occasional failures in collection, calculation, storage,

transmission, and analysis links. Time series subsequences
tend to have a high Gaussian distribution in Figure 8.

5.2. SimilarityMeasure. Te similarity measure, as a measure
of how close two things are, is used to measure the anomalies
in a single time series, as shown in Figure 9. Te closer two
things are, the more similar they are, while the farther away
two things are, the less similar they are. Dist is a function that
takes sequences Q (Q � q1 . . . qm) and C (C � c1 . . . cm) as
parameters and returns a non-negative value R, which is
considered as the similar distance between the two and must
be symmetric. Teir Euclidean distance is defned as the frst
equation given below. In the second equation, PAA distance
lower-bounds the Euclidean Distance.

D(Q, C) ≡

����������
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m

i�1
qi − ci( 􏼁

2

􏽶
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, (5)

D
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√

����������
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2
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. (6)
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Figure 5: Te structure of metering device.

Table 2: Dataset of motor train.

Time Voltage (V) Electric current (A) Cumulative energy consumption
(kW·h) Regenerative energy (kW·h)

2022/5/21 11:34:01 813.3 380.4 248.1 −11.0
2022/5/21 11:34:02 838.9 268.4 248.2 −11.0
2022/5/21 11:34:03 844.9 219.3 248.3 −11.0
2022/5/21 11:34:04 857.7 152.0 248.3 −11.0
2022/5/21 11:34:05 866.2 93.9 248.3 −11.0
2022/5/21 11:34:06 873.0 56.1 248.4 −11.0

Table 3: Dataset of trailer train.

Time Voltage (V) Electric current (A) Cumulative energy consumption
(kW·h)

2022/5/21 11:34:01 886.8 22.5 109.5
2022/5/21 11:34:02 886.4 23.4 109.5
2022/5/21 11:34:03 887.0 23.8 109.5
2022/5/21 11:34:04 886.4 23.7 109.5
2022/5/21 11:34:05 886.6 24.0 109.6
2022/5/21 11:34:06 887.0 22.9 109.6
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Figure 8: (a) PAA distance lower-bounds the Euclidean distance. (b) Euclidean distance.
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Equation (7) defnes a function that computes the
minimum distance between the string representations of the
original time series O and C. Tis function can be efciently
implemented using table lookup. Additionally, time series
subsequences exhibit a Gaussian distribution, which is
a characteristic tendency.

MTNDIST(􏽢Q, 􏽢C) ≡
�
k

√

��������������

􏽘
w

i�1
dist 􏽢qi, 􏽢ci( 􏼁( 􏼁

2

􏽶
􏽴

, (7)

where the dist function is implemented by using the lookup
table for the particular set of the breakpoints (alphabet size),
as shown in the table below, and where the singular values
for each cell (q, c) is computed as follows:

cell(q, c) �
0, if |q − c|≤ 1,

βmax(q,c)−1 − βmin(q,c)−1, otherwise.
⎧⎨

⎩ (8)

To convert a time series of an arbitrary length to SAX, we
need to defne the alphabet cuts. Saxpy retrieves cuts for
a normal alphabet (we use size 3 here) via cuts_for_asize
function: from saxpy. alphabet import cuts_for_asize

Cuts_for_asize(3).
First, we use the “ts_to_string” function to convert a time

series into letters using SAX. However, before applying this
function, we must z-normalize the input time series using
a normal alphabet to obtain a string, such as abcba. Next, to
investigate the structure of the input time series and identify
any anomalous (i.e., discords) or recurrent (i.e., motifs)
patterns, we used the “time series to SAX conversion via
sliding window” approach. Tis approach is commonly
employed, and Saxpy implements this workfow. Te result
is represented as a data structure of resulting words and their
respective positions on time series as follows:

defaultdict (list,
‘aac’ : [4, 10, 11, 30, 35],

‘abc’ : [12, 14, 36, 44],
‘acb’ : [5, 16, 21, 37, 43],
‘acc’ : [13, 52, 53],
‘bac’ : [3, 19, 34, 45, 51],
‘bba’ : [31],
‘bbb’ : [15, 18, 20, 22, 25, 26, 27, 28, 29, 41, 42, 46],
‘bbc’ : [2],
‘bca’ : [6, 17, 32, 38, 47, 48],
‘caa’ : [8, 23, 24, 40],
‘cab’ : [9, 50],
‘cba’ : [7, 39, 49],
‘cbb’ : [33],
‘cca’ : [0, 1])

Anomalies in TEC patterns are defned as operating
conditions that deviate signifcantly from the specifc TEC
patterns. In time series data mining, retrieval, clustering,
classifcation, summary, and anomaly detection are usually
performed based on series similarity, including temporal
similarity, shape similarity, and change similarity. Similarity
measures based on Minkowski distance, cosine similarity,
correlation, and mutual information are often used to
measure the similarity of two time series. Euclidean distance
model is simple, intuitive, easy to understand, and fast, and it
is often used to measure the similarity of discrete time series.

Te Euclidean distance between the two time series can
be expressed as the square root of the sum of the squared
diferences of each pair of corresponding points. Te dis-
tance metric defned by the PAA approximation can be
viewed as the square root of the sum of the squared dif-
ferences between each pair of corresponding PAA co-
efcients multiplied by the square root of the compression
rate, as shown in Figure 10. Te distance between two SAX
representations of a time series requires fnding the distance
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Figure 9: A normal probability plot of the distribution of values from subsequences of length 128.
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between each pair of symbols, squaring them, summing
them, taking the square root, and fnally multiplying by the
square root of the compression rate. By rigorous proof, we
get it in the following equation:
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2
. (9)

5.3. Experimental Results. Higher values of ω and μ result in
more detailed energy consumption levels and more com-
plex TEC submodes, which can have a signifcant impact on

the subsequent analysis using ML algorithms. Te TEC
pattern analysis aims to investigate the TEC level’s variation
over time within a day, using daily TEC time series data as the
research object. Low energy consumption levels are repre-
sented by the letter a, high energy consumption levels by c,
andmedium energy consumption levels by b. For example, on
August 11th, 2021, when ω� 7 and μ� 3, the original time
series is represented as the string baabccbc after processing
and conversion. Te data of the subject train’s 354 days of
operation in 2021 are processed to form 42 string vectors
representing various TEC variation patterns, as shown in
Figure 11. For the submodel conclusions, refer to Table 4.

= b a a b c c b c

b a b c a c c a

Ĉ

=Q̂

Figure 10: Te symbols between two time series after PAA.
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6. Conclusion

Based on the improved TEC evaluation scheme and anomaly
analysis framework, we propose an anomaly analysis
method of TEC for urban rail lines, trains, and traction units.
Te value anomaly detection method based on the improved
TEC evaluation scheme combines the advantages of
mathematical statistics, prediction algorithms, and manual
experience in setting thresholds. It has a good adaptability to
the characteristics of TEC data, analysis needs, and practical

applications. In the numerical simulation experiments, the
efectiveness of the new method for TEC analysis is verifed
by comparing the feature identifcation and anomaly de-
tection results. Meanwhile, compared with the traditional
way, the new approach is able to fnd and detect the
anomalous patterns better and has stronger robustness.
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As one of the most important radio communication scenarios in vertical industry, the high-speed railway (HSR) station is facing
the challenge of coverage optimization due to its complex structure. Regarding the wireless network planning and optimization of
HSR stations as a part of the customized network, this paper makes an analysis on the 5G-R channel in the HSR station scenario.
Channel characteristics, including path loss, power ratio (PR), and angular spread (AS), are extracted on the basis of ray tracing
(RT). Multipath components can also be distinguished based on RT. In order to achieve a better performance, the reconfgurable
intelligent surface (RIS) technology is adopted to the network deployment. Moreover, machine learning (ML) is used to locate the
best direction of the beam. Te analysis results show that the received power in RIS-assisted channels is signifcantly promoted.
Our research can provide a deep understanding to the 5G-R channel in station scenario and a well reference for the design and
optimization of the customized network.

1. Introduction

From 2019, global operators began to deploy 5G networks
and 5G customized networks commercially. Te 5G cus-
tomized network is the best practice private network for
cloud network integration and the network foundation for
accelerating the digital transformation of thousands of
businesses.

High-speed railway (HSR) station is an important part of
the railway transportation system as well as one of the
important scenarios of the 5G customized network. Te
construction of “smart railway station” needs the solid
support of an efcient and stable wireless communication
network, which can provide a high speed data transmission
and satisfactory passenger service. However, the current
global system for mobile communications railway (GSM-R)
system sufers insufcient bearing capacity and serious band
interference problems [1]. As a development of the mobile
communication technology, the ffth-generation commu-
nication (5G) can meet the requirements such as high

reliability and low latency. Tus, the 5G-railway (5G-R)
communication system will be an evolutionary option for
the next-generation railway communication [2].

In the existing research, most of the eforts made on the
HSR scenarios focus on urban scenario [3], rural scenario
[4], tunnels [5], and crossing bridges [6]. Due to the diferent
structural features from the aforementioned scenarios, HSR
station scenarios generally include metallic surfaces of train
bodies, railway equipment, and other devices.Tis will make
diferent channel characteristics distinguished from other
scenarios [7]. Terefore, the existing statistical models
cannot be applied to predict the coverage inside the station
directly.

Generally, lots of methods have been studied for channel
modeling. Ray tracing (RT) is one of the most popular
deterministic modeling methods, which can be used to
describe the wave propagation in this scenario [8]. Te RT
method can abstract the electromagnetic waves with various
propagation mechanisms into the light-like rays [9]. Since
the refection paths can be extracted through RTsimulations,
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it is technically practical to use the reconfgurable intelligent
surface (RIS) to change channel characteristics to optimize
the coverage [10], which can meet challenges of the coverage
optimization caused by the high frequency band and large
path loss in the 5G-R system [11].

As a passive device, RIS can improve the channel without
introducing other interference, so it has attracted extensive
attention in the research [12, 13]. RIS is a two-dimensional
structure with a large number of refective elements, which
can induce an adjustable independent shift on the incident
signal [14, 15]. Tus, RIS is suitable for enhancing the
coverage in key regions at a low cost [16]. A large number of
studies have been conducted using RIS for coverage opti-
mization. In [17], the cell coverage is maximized by opti-
mizing the RIS orientation and horizontal distance.Te RIS-
assisted channel model is presented in [18], and the principle
of phase-shift adjustment at RIS beamforming is applied to
enhance the coverage in desired regions [19]. Te RIS can be
programmed to discrete adjustment of the refection phase
[20], which provides an opportunity for the introduction of
various artifcial intelligence methods.

In the existing studies, there are two main ideas for the
optimization of RIS. Te frst one is to calculate the RIS-
assisted channel model and optimize the required param-
eters [17, 21, 22]. Te calculation of this case is accurate, but
it is difcult to apply to large and complex systems. Te
second idea is to use machine learning methods, including
deep learning (DL) and reinforcement learning (RL), to
solve the required parameters [23, 24]. Moreover, in relevant
studies, the authors in [25] propose that the communication
system can be abstracted as a fuzzy system. Te artifcial
neural networks (ANNs) can be built to optimize the pa-
rameters of the complex communication system [26].

In this paper, the 5G-R wireless network planning and
optimization for HSR stations are conducted, which are
assisted by the RIS technology andML algorithm for the best
direction orientation of the beam. Te extraction of 5G-R
channel characteristics is achieved by the RTtechnology.Te
main contributions of this paper are as follows:

(1) High precision reproduction of wireless signal
propagation in HSR station scenario and channel
characteristics extraction based on RT platform are
conducted. Focusing on the complex structure, we
build the physical model of the HSR station. Con-
sidering the rich multipath components of the radio
propagation in the HSR station, we analyze the
distribution and sources of electromagnetic waves
using RT platform.

(2) RIS-assisted wireless network planning and opti-
mization for HSR station scenario are designed. Te
deployment of the wireless network is mainly based
on traversal iteration with high cost and low ef-
ciency. We thus adopt the RIS technology to obtain
a better design, which can improve network coverage
with a low cost.

(3) Te best beam orientation of RIS based on the ML
algorithm is realized. In order to obtain the best

radiation direction, we use the ML algorithm to
locate the best direction of the beam. Tus, with the
combination of RIS andML, wireless coverage can be
efciently and accurately planned and optimized for
the HSR station scenario.

Te rest of the paper is organized as follows: Section 2
introduces the RT confguration. Section 3 analyzes channel
parameters and proposes the advice. Finally, we draw the
conclusion in Section 4.

2. Ray-Tracing Simulations

A high-performance computing cloud-based platform
named CloudRT is applied to simulate the wave propagation
inside the HSR station [9]. Te CloudRTarchitecture can be
described as the structure in Figure 1. A typical HSR station
scenario is reconstructed as shown in Figure 2(a). Temodel
consists of ground, railway, platform, awning, columns, and
electric traction racks. Surfaces of these scatterers are pre-
sented in the fgure. Te material’s electromagnetic (EM)
parameters at 2.1GHz band of diferent parts are listed in
Table 1. As one of popular deterministic channel modeling
methodologies, ray tracing can provide various channel
parameters, including channel transfer function (CTF),
center frequency, number of multipaths, multipath com-
ponents (MPCs) properties, received signal level (RSL), and
physical environment information for each TX-RX link. Te
CTF can be transformed to channel impulse response (CIR)
by inverse Fourier transform, from which the power delay
profle (PDP), delay spread, power ratio, Doppler spread,
etc., can be extracted.Te small-scale channel characteristics
in power, delay, and frequency domains can thus be char-
acterized. Moreover, for the space domain, the multipath
characteristics, containing comprehensive data of the MPCs,
including type (i.e., LOS or NLOS path), bounces, delay,
transmission distance, electric feld strength, transmission
loss, angle of arrival (AOA), elevation angle of arrival (EOA),
angle of departure (AOD), and elevation angle of departure
(EOD) can be obtained as well. For the large-scale channel
characteristics, the path loss and shadow fading can be
obtained from the RSL and physical environment in-
formation which consist of snapshot index, time, TX po-
sition, and RX position. Consequently, we can depict the
radio channel for the HSR station scenario from multiple
dimensions by exploiting RT simulation.

As shown in Figure 2(b), the simulation is carried out on
8 railway lines marked by the red box.Te RX is deployed on
the top of a HSR train. Simulation is performed every 10m of
movement as the train moves along the selected railway
lines. Te TX is deployed on the side of the station. Te TX
and RX adopt directional antenna and omnidirectional
antenna, respectively, and their antenna patterns are
exhibited in Figure 3.

In order to ensure accurate simulation results as well as
efcient computation, a presimulation is conducted to de-
termine the maximum refection order. Te contribution of
each order of refection is calculated via RTsimulations with
refected rays up to the 2nd order in Figure 4.
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It can be seen from the power percentage of every order
that there is no essential diference between the 1st order and
the 2nd order of refection. Tus, the maximum simulation
refection order is determined as the 1st order. Te detailed
confguration is listed in Table 2. Simulations are conducted
after completing the relevant confgurations. One of the
snapshots of RT simulation is exhibited in Figure 5, where

the yellow sphere and green sphere represent the location of
TX and RX, respectively.

3. Channel Characterization of the
Original Channel

In this section, the scenario is divided into the LOS region
and the NLOS region. Te channel characteristics, including
path loss model and angular spread, are analyzed based on
the simulation results. Moreover, the coverage inside the
station is presented.

3.1. Path Loss Modeling. Te simulated and ftted curves of
path loss with distance are shown in Figure 6. It can be seen
from the fgures that the path loss models of both LOS and
NLOS regions of the HSR station obey the A-B model as
follows:

3 dimension
scenario

construction
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parameters
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permittivity Loss tangent Scattering

coefficient
Equivalent
roughness

Transmission
loss

Coefficient of
transmission

loss

07 08 09 10 11 12

01 02 03 04 05 06

Propagation model configuration
(LOS, reflection, transmission, clutter loss, self-clutter loss, diffraction,

scattering, etc.)

Ray tracing simulation platform

Channel characteristic extraction based on ray
tracing

Moving scatterers

Result
Result

-CTF
(CTF afer superposition of all rays)

-Frequency
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(Number of rays)
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(CTF value of the i-th ray)
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Figure 1: CloudRT architecture.
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Figure 2: (a) Model of HSR station scenario. (b) Simulation region.

Table 1: EM properties of materials at 2.1GHz.

Material ϵr′ tan δ

Metal 1.000 106
Glass 6.270 0.140
Brick 3.750 0.091
Concrete 5.310 0.097
Tiles 6.275 0.030
Plaster 2.940 0.058
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PL � A × 10 × log10 d + B + Xσ , (1)

where PL denotes the path loss in dB. d is the distance
between TX and RX in meters. A and B represent the slope
and intercept of the model, respectively. Xσ is a Gaussian
random variable with a mean of 0 and standard deviation of
σ. Te parameters in equation (1) are estimated based on the

simulation results according to the nonlinear least squares
principle as listed in Table 3. Te results show that the path
loss exponents are 6.77 and 3.99 in the LOS and NLOS
regions, respectively.

3.2. Angular Spread. Te angular spread is an important
characteristic to indicate the channel selective fading in the
spatial domain [27], which is one of the references of an-
tenna deployment type in space [28]. Azimuth angular
spread of arrival (ASA), azimuth angular spread of departure
(ASD), elevation angular spread of arrival (ESA), and ele-
vation angular spread of departure (ESD) are calculated
through the same approach of 3GPP protocol [29] as follows:

σAS �

�����������

ΣNn�1 θ2n,μPn􏼐 􏼑

ΣNn�1Pn

􏽶
􏽴

, (2)

where σAS represents the angular spread. Pn represents the
power of the n-th multipath. N denotes the number of
multipaths received by receivers. Te values of N and Pn are
stored in the RT simulation results. θn,μ is defned by

σn,μ � mod θn − μθ + π, 2π( 􏼁 − π, (3)

where θn represents the azimuth/elevation angle of arrival/
departure (AoA, AoD, EoA, and EoD) of the n-th multipath,
which can be obtained in the dataset of simulation results. μn

is calculated by
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Figure 3: Antenna gain patterns of (a) TX antenna and (b) RX antenna.
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Table 2: Confguration of RT simulations.

Item Confguration
Center frequency 2.1 GHz
Bandwidth 10MHz
Subcarrier interval 15 kHz
TX antenna type Vertical polarized directional
RX antenna type Vertical polarized omnidirectional
TX antenna gain 0 dBi
RX antenna gain 0 dBi
TX height 45m above the ground
TX power 43 dBm
RX height 0.49m above the train
Train height 4.5m

Figure 5: One snapshot of RT simulations.
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μθ �
ΣNn�1θnPn

ΣNn�1Pn

. (4)

Figures 7 and 8 show the cumulative density functions
(CDFs) of the angular spread in LOS and NLOS regions,
respectively. Te mean values and standard deviations of the
four angular spreads in both regions are shown in Table 4, in
which μ and σ represent the mean value and the standard
deviation, respectively.

From the table, it can be concluded that the overall ASs
of the channel in the LOS region are higher than those in the
NLOS region. Tis is due to the fact that the LOS region
usually distributes in the open region of the scenario, where
multipaths can come from all directions. Tus, the angles
between multipaths and the main path are larger. Te low
height of the scatter in this scenario makes the arrival and
departure angles in elevation plane smaller. Consequently,
the ASs in the elevation plane are lower than those in the
azimuth plane.

3.3. PowerRatio. Te power ratio (PR) is defned as the ratio
between the power of the strongest path and the sum of the
power of the rest paths. Tis value is generally described as
Rician K-factor in the LOS region. Te PR [30] is calculated
by

PR[dB] � 10 log10
Pstrongest

Prest
􏼠 􏼡, (5)

where PR denotes the power ratio in dB. Pstrongest and Prest
represent the power of the strongest path and the sum of rest
paths in mW, respectively. Te CDFs of PR in both LOS and

NLOS regions are illustrated in Figure 9. It can be found that
the mean values of the PR in the LOS and NLOS regions are
5.31 dB and 6.94 dB, respectively.

3.4. SS-RSRPCoverage. Te SS-RSRP is defned as the linear
average over the power contributions (in mW) of the re-
source elements (REs) that carry secondary synchronization
signals (SS). Te SS-RSRP can be calculated by subtracting
the path loss from the transmitting power per RE. For 5G-R
system, the transmitting power per RE can be calculated by

Pr �
PT × Nc

NRB × 12
, (6)

where Pr denotes the transmitting power per RE. PT is the
transmitting power per channel. Nc is the number of
channels. NRB means the number of resource blocks, which
equals 51 in this confguration. According to equation (6),
the transmitting power per RE is 31.55 dBm.Te SS-RSRP of
each receiving point in this scenario is then derived and
illustrated in Figure 10. According to our investigation in
China Mobile Communication Corporation (CMCC), the
SS-RSRP threshold is set as −95 dBm. In coverage planning,
no more than 5% of the receiving region can be below this
threshold. Te receiving points with SS-RSRP below and
above the threshold are defned as the weak and strong
regions as shown in Figure 10. In this situation, a total of 40
receiving points have SS-RSRP below −95 dBm, failing to
meet the standard.

From the result shown in Figure 10, it can be found that
the coverage in the NLOS region is not very satisfactory.
However, Figure 8 shows that the angle spreads are relatively

Table 3: Parameters for the ftted model.

Area A B σ
LOS 6.77 −71.94 7.93
NLOS 3.99 −2.96 7.27
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Figure 6: Path loss in (a) LOS region and (b) NLOS region.
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1

0.8

0.6

0.4

0.2

0

CD
F

0 20 40 60 80
ASA (°)

ASA
ASA-fit

(a)

1

0.8

0.6

0.4

0.2

0

CD
F

0 50 100
ASD (°)

ASD
ASD-fit

(b)
Figure 8: Continued.

6 Mathematical Problems in Engineering



concentrated. Tus, the RIS can be deployed to enhance the
coverage.

4. Model of RIS-Assisted Channel

4.1. RIS Beamforming. Te geometric structure of the RIS is
defned as a M × N array, as shown in Figure 11.

In the structure, the geometric center of the RIS is set to
the origin of the Cartesian coordinate system. Te RIS is
placed on the x-y plane, with each row parallel to the x axis
and each column parallel to the y axis. Te location of the
unit can be represented as

Lm,n � n −
N + 1
2

􏼒 􏼓dx,
M + 1

2
− m􏼒 􏼓dy, 0􏼒 􏼓, (7)

1

0.8

0.6

0.4

0.2

0

CD
F

0 5 10 15 20
ESA (°)

ESA
ESA-fit

(c)

1

0.8

0.6

0.4

0.2

0

CD
F

0 1 2 3 4
ESD (°)

ESD
ESD-fit

(d)

Figure 8: Angular spread in the NLOS region. (a) ASA. (b) ASD. (c) ESA. (d) ESD.
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Figure 9: PR in the LOS and NLOS regions (a) LOS region. (b) NLOS region.

Table 4: EM properties of materials at 2.1 GHz.

LOS NLOS
μASA 21.17° 6.60°
σASA 16.06° 7.83°
μASD 15.08° 13.99°
σASD 11.61° 16.78°
μESA 10.18° 1.11°
σESA 10.89° 1.36°
μESD 1.07° 1.51°
σESD 0.89° 0.80°
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where dx and dy are the width and length of the unit,
respectively.

We use the spherical coordinate system (d, θ, ϕ) to
express the positions of TX and RX. (d1, θ1, ϕ1) and
(d2, θ2, ϕ2) represent the locations of TX and RX, re-
spectively, viewed from the geometric center of the RIS
plane. θ is the zenith angle, which means the angle between
the ray and the plane xOz. ϕ represents the azimuth angle,
i.e., the angle between the projection of the ray on the plane
xOz and the x axis.

To simulate the RIS gain in the radio channel, this paper
will employ the beamforming pattern generation method for
multiple-input multiple-output (MIMO) system based on
the 3GPP 37.840 protocol. Te detailed generation process is
as follows:

20 × log10PE(θ, ϕ) � GE,Max − min −AE,H(ϕ)􏼐

+AE,V(θ),Am􏼑,

AE,H(ϕ) � −min 12
ϕ

ϕ3dB
􏼠 􏼡

2

,Am
⎡⎣ ⎤⎦,

AE,V(θ) � −min 12
ϕ − 90
ϕ3dB

􏼠 􏼡

2

, SLAv
⎡⎣ ⎤⎦,

(8)

where PE(θ, ϕ) is the amplitude value of radiation unit
pattern. GE,Max denotes the maximum directional gain of the
radiation element. Am � 30 dB is the front-to-back ratio of
the beam. AE,H(ϕ) and AE,V(θ) are the horizontal and
vertical radiation patterns of the radiation unit. ϕ3dB and θ3dB
are the horizontal and vertical 3 dB beam width. SLAv is the
sidelobe limit.

vn,m � exp i · 2π (m − 1) ·
dy

λ
· sin θetilt( 􏼁􏼠􏼠

+(n − 1) ·
dx

λ
· sin θetilt( 􏼁 · sin ϕescan( 􏼁􏼡􏼡,

(9)

where vn,m represents the unit spacing of the m × n antennas
array. λ is the wavelength. θetilt ∈ [−90°, 90°] and
θescan ∈ [0°, 180°] denote the electric dip angle and the
horizontal steering angle, respectively.
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wn,m �
1

����
MN

√ exp i · 2π (m − 1) ·
dy

λ
· sin θetilt( 􏼁􏼠􏼠

+(n − 1) ·
dx

λ
· sin θetilt( 􏼁 · sin ϕescan( 􏼁􏼡􏼡,

(10)

where wn,m represents the unit weight of the M × N an-
tennas array.

����
MN

√
/1 is the normalization coefcient.

Based on the equations mentioned above and the 3GPP
37.840 protocol, we can set up the corresponding variable
parameters given in Table 5 and obtain the beam pattern as
shown in Figure 12.

4.2. PSO Algorithm. According to the 2.1 GHz center
frequency of the 5G-R communication, the wave length
equals 0.14m. Terefore, the size of the 16 × 16 RIS is
1.25 square meters. Te aforementioned beam pattern
generation methodology indicates that the elevation angle
and azimuth angle of the pattern correspond to a com-
bination of weight coefcients for each of element in the
M × N array. Although the active RIS can adjust the
weight coefcients adaptively in terms of the channel
estimation outcomes from base station, relatively fxed
weight coefcients for each deployment position will be
more practical in industry. We thus propose to determine
the beam pattern direction based on RT space domain
outcomes. After that, the beam pattern direction will be
treated as RIS pattern direction in the following radio
coverage enhancement. Figure 13 exhibits one of surfaces
which have multiple refection and scattering phenomena
in the station scenario. Te surface with 1.2 square meters
is on the wall of the station. Multiple refection paths and
scattering paths with diferent powers infuence the RSLs
of the corresponding RX positions on the railway lines.
Taking the mentioned surface above as an example, the
particle swarm optimization (PSO) algorithm will fnd an
optimal RIS pattern direction to replace the refection
paths and scattering paths. As one of common machine
learning algorithms, the PSO is a computational method
that optimizes a problem by iteratively trying to improve
a candidate solution with regard to a given measure of
quality. Te optimal RIS pattern direction based on PSO
outcomes will increase the RSLs of the RX positions which
are afected by the refection paths and scattering paths.

Te RIS 3-dB beamwidth in azimuth plane and elevation
plane equals to 15° and 12°, respectively. Terefore, we set an
ellipse in the space domain to express the longitudinal
section of the RIS pattern (see Figure 13).

Te angular information of the RIS pattern direction is in
the viewpoint of the surface deployed by the RIS. Te ob-
jective function of the PSO algorithm aims to select an angle
of the RIS pattern direction to obtain maximum multipaths
energy contained in the ellipse, as given as follows:

argmax 􏽘

KT

k�0
10 · log10 PRIS Azk, Elk( 􏼁􏼂 􏼃, (11)

where PRIS(Azk, Elk) represents the power of the RIS pat-
tern. KT denotes total numbers of the scattering and re-
fection paths on the RIS. Azk and Elk express the azimuth
angle and elevation angle of the k-th path, respectively.
Afterwards, the multipaths energy will be enhanced by the
RIS gain. Te angular granularities for the circular center
adjustment in azimuth plane and elevation plane are in-
fnitesimal in the mathematical aspect. Many candidate
circular centers will appear. Owing to many candidates of
the RIS pattern direction, the PSO can acquire the optimal
RIS pattern direction in accordance with the algorithm
structure diagram shown in Figure 14.

Here, the PSO algorithm exploits 100 swarms. Te
minimum and maximum azimuth angles are 0° and 180°,
respectively. On the other hand, the minimum elevation
angle equals to −90°, while the maximum elevation angle
equals to 90°. Te rand(·) is in Figure 14. w denotes sto-
chastic variable which meets uniform distribution on [0, 1].
Te Azp represents the azimuth angle of the p-th particle.
Te Elp represents the elevation angle of the p-th particle.
Moreover, we defne the Azp

′ and Elp′ as the swarm’s best
known outcomes of the last iteration. Te Dang expresses the
diference between two adjacent iteration outcomes as

Dang �

���������������������������������

Az
′
gbest − Azgbest􏼒 􏼓

2
+ El
′
gbest − Elgbest􏼒 􏼓

2
.

􏽳

(12)

Te THRc � 3 in Figure 14 represents the threshold of
convergence determination. Te factor Acc will accumulate
one if the diference of two adjacent iteration outcomes Dang
is lower than 0.5. Otherwise, the factor Acc will turn to zero.
To limit the PSO iteration, the maximum iteration maxiter �

50 is confgured. Moreover, the inertia weight is 0.8. Both of
the acceleration constants, c1 and c2, equal 1.5. Table 6 lists

Table 5: Parameters of beam pattern.

Parameters Value
M × N 16 × 16
dx, dy λ/2
Frequency 2.1 GHz
ϕ3dB 4.2°
θ3dB 4.2°

N

M

Figure 12: RIS beamforming.

Mathematical Problems in Engineering 9



the detailed PSO parameters confguration. On the basis of
the PSO algorithm, Figure 15 shows the iteration outcomes.

Figure 15 illustrates the PSO outcomes which have
completed convergence after 16 iterations. Since the station
scenario contains many regions deploying the RIS, we
employ the PSO algorithm to determine the RIS pattern
direction based on space domain channel properties ex-
traction. Consequently, a relatively fxed weight coefcient
for each deployment position of the RIS will be obtained.

4.3. Comparison and Analysis. Te following content will
exhibit the results on the radio coverage enhancement for
the station scenario. Figure 16 presents the SS-RSRP of the
RIS-assisted channel.Te result shows that the RIS will bring
a good coverage improvement.

Figure 17 exhibits the path loss comparison between the
RIS-assisted channel and the original channel. After
deploying the RIS, the path loss has a signifcant decrease in
the region with multipaths enhanced by RIS.

On the other hand, the paper also considers other op-
timization methods in practice. According to our in-
vestigation, manual antenna direction adjustment is
a commonmethod for radio coverage optimization coverage
in practical engineering application. Te antenna rotation
direction is manually adjusted in terms of the weak coverage
region of the scenario.

In the original channel, the TX directional antenna
points to the center of the scenario. As shown in the Fig-
ure 10, the weak coverage points that the SS-RSRP fails to
meet the −95 dBm and is mainly concentrated at the red
rectangle region.Tus, the antenna will be rotated to face the

red rectangle region. Figure 18 exhibits that the antenna is
rotated 12° counterclockwise and raised 1° vertically to
obtain a better radio coverage. Te corresponding coverage
heatmap is shown in Figure 18.

In this case, there are 37 weak coverage points, which
represents a 7.5% reduction in weak coverage.

Manual adjustment of the antenna direction is difcult
to acquire an optimal radio coverage optimization outcome.
Te ergodic method of antenna direction will provide an
idea to fnd the relatively appropriate azimuth angles and
elevation angles of the antenna. On the basis of RT simu-
lation, the ergodic method will obtain radio coverages in
each preset angle. For the azimuth angle, the antenna is
rotated horizontally from 60° counterclockwise to 30°
clockwise, with a step of 2°. For the elevation angle, the
antenna is raised from 1° to 5° vertically with the step of 1°.
After that, the ergodic method calculates the coverage
outcomes from 225 cases in total and obtains the optimal
angle by comparing the weak coverage ratio.

Figure 19 shows the optimum angle (azimuth angle: 16°
clockwise; elevation angle: 1°) based on the ergodic method.
Te antenna direction adjustment makes 27 weak coverage
points. Te weak coverage ratio is reduced by 32.5%. Te
optimal coverage heatmap of the ergodic method is shown in
the Figure 19. Figure 19 displays that the SS-RSRP is sig-
nifcantly enhanced in the red rectangle regions.

Table 7 lists the number of weak coverage points of
diferent methods. In the table, the reference method,
method 1, method 2, and method 3 represent the original
channel, “RIS +AI” method, manual adjustment, and er-
godic method, respectively. According to the Table 7, the
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Figure 13: Longitudinal section of the RIS pattern.
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“RIS +AI” method has the least amount of weak coverage
points. In the station scenario, some of receiving points with
weak coverage have few multipath components with low

power. RIS will enhance power of the multipaths for these
regions. Consequently, the received power of the original
weak coverage region will be improved.

START

Particle initialization, Az0, Az1,...Azp,...and El0, El1,...Elp,...

Multipaths energy calculation of each particle

Update swarm’s best known Az., Azgbest and E1. , Elgbest

Particle velocity initialization, V0, V1,...Vp,... and v0, v1,...vp,...

Multipaths energy calculation of each particle

Update particle’s best known Az.,Az p
best and E1., El p

best

Update swarm’s best known Az., Az gbest and E1. , Elgbest

maxiter< 50

Dang< 0.5

Y

Y

Y

N

N

NAccumulation, Acc++;
Acc < THRc ?

End

Vp = w·Vp+c1 ·rand (·) · (Azp
best –Azp) + c2 ·rand (·) · (Azgbest – Azp)

if Vp < –Vmax ,Vp = –Vmax ; if Vp > Vmax ,Vp = Vmax

vp = w·vp+c1 ·rand (·) · (Elp
best – Elp) + c2 ·rand (·) · (Elgbest –Elp)

if vp < –Vmax ,vp = –Vmax ; if vp > Vmax ,vp = Vmax

Azp = Azp + Vp

if Azp < 0, Azp = 0; if Azp > 180, Azp = 180;

if Elp < –90, Elp = –90; if Elp > 90, Elp = 90; 

Elp = Elp + vp

Figure 14: Te diagram on the optimal RIS pattern direction selection based on the PSO.

Table 6: PSO parameters confguration.

Parameter name Confguration data
Swarm 100
Inertia weight, w 0.8
Acceleration constant, c1 1.5
Acceleration constant, c2 1.5
Maximum velocity, Vmax 5°
Minimum velocity, Vmin −5°
Convergence threshold, THRc 3
Maximum iteration, maxiter 50
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Figure 15: Te PSO convergence process.
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Figure 16: Coverage of the RIS-assisted channel.
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5. Conclusion

In this paper, the HSR station channels at 5G-R band are
characterized in terms of path loss, power ratio, and angular
spread through RT simulation. Te power of the main paths
in both the LOS and NLOS regions of the station scenario is
compared, which shows a weak power in the NLOS region.
Due to the structural characteristic of the scenario, the
angular spread of the channel in the horizontal plane is
larger than that in the elevation plane. Moreover, there are
5.3% of the receiving points that fail to meet the threshold,
which makes it necessary to optimize the network.

Compared to most of the previous work, the “RIS +AI”
method is innovatively adopted to enhance the coverage.Te
channel characteristics in the space domain and PSO al-
gorithm is combined to determine the RIS pointing. Upon
comparison, the receiving point path loss of the RIS-assisted
channel is improved on average by 7.51 dB. Te research
results of this paper will provide a well reference for the
deployment of segmentation scenarios and large-scale
promotion of 5G customized networks. In the future re-
search, the fuzzy systems can be considered to describe the
networks with more TXs and RISs, and the neural network
algorithms can be adopted to solve the optimization.
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Figure 18: Coverage of manual adjustment channel.
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Table 7: Number of weak coverage points.

Method Reference method Method 1 Method 2 Method 3
Number 40 25 37 27
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Mobile edge computing technology has emerged as a novel computing paradigm that makes use of resources close to the
devices of the smart rail system. Nevertheless, it is difcult to support data ofoading to the stations directly from diferent
trains due to the limited coverage of the stations equipped with MEC servers. Terefore, multi-hop ad hoc network is
considered and introduced in this case. In this paper, an improved architecture is proposed for the MEC-based smart rail
system by blockchain and multi-hop data communication. Te requesting trains can ofoad the tasks to MEC servers by multi-
hop transmission between trains, even when requesting trains are not covered by servers. Furthermore, we utilize the
blockchain technology for the authenticity and anti-falsifcation of information during multi-hop transmission. Ten, the
ofoading routing path and ofoading strategy are co-optimized to minimize both delay and cost of the system. Te proposed
majorization problem is formulated as a Markov decision process (MDP) and solved by deep reinforcement learning (DRL). In
comparison to other existing schemes, simulation results demonstrate that the proposed scheme can greatly improve
system performance.

1. Introduction

As the smart rail system continues to grow, it is urgent to
realize the dynamic aggregation, deep mining, and efective
utilization of various application data by building high-
performance ubiquitous computing power. Cloud com-
puting was employed to resolve the issue, which is because of
the constrained processing power of the trains [1]. However,
it is obvious that cloud computing architecture cannot meet
the real-time requirements for information processing in the
smart rail system, on account of the rapid mobility of trains
[2, 3]. Fortunately, mobile edge computing (MEC), as an
emerging technology, solves the issue mentioned above
efectively. Meanwhile, the MEC technology performs
computing tasks on edge servers close to the device rather
than on the cloud, which meets the sensitive delay

requirements. At the same time, it brings high-quality
services to users [4, 5].

However, the coverage of the stations equipped with
MEC servers is limited, so it is impractical to only consider
that the trains are within the range of the MEC servers.
Multi-hop ad hoc network has no fxed topology. Train
nodes can spontaneously create wireless network for com-
munication between trains to exchange information and
data. Each train is not only a transceiver but also a router [6].
Terefore, we consider integrating the multi-hop ad hoc
network and MEC technology. Te requesting trains can
ofoad the tasks to MEC servers by multi-hop transmission
between trains, which enables the servers to be utilized in a
wider range while meeting the low-latency requirement.

Although the combination of multi-hop ad hoc network
and MEC in the smart rail system can bring great
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advantages, since a large amount of information related to
trafc and driving is involved, how to efectively guarantee
the security and reliability during data multi-hop trans-
mission is worth considering. Fortunately, due to the dis-
tributed, immutable, and safety nature of blockchain,
blockchain is applicable to prevent the information related
to trafc and driving from being leaked or manipulated for
the MEC-enabled smart rail system with multi-hop con-
nection [7–11].

However, there are still signifcant obstacles to over-
come before multi-hop ad hoc and blockchain can be ef-
fectively applied in the MEC-enabled smart rail system. For
instance, how to properly select the routing path and the
ofoading decision with the high-speed movement of trains
is deemed as the crucial problem. In addition, how to
balance the delay and cost caused by the process of data
delivery, ofoading, and consensus in the MEC-enabled
smart rail system also needs to be considered.

In this paper, to deal with the mentioned issues, we
propose an improved optimization framework for the
MEC-enabled smart rail system by multi-hop data
communication and blockchain. Ten, the ofoading
routing path, ofoading strategy, and block size are co-
optimized to minimize both delay and cost of the system
during communication and computation process. Fur-
thermore, by specifying the state space, action space, and
reward function, a discrete Markov decision process
(MDP) is formulated to characterize the dynamic jointly
proposed problem. Additionally, we utilize dueling deep
Q-learning network (DQN) for obtaining the optimal
strategy.

Te rest of this paper is structured as follows. Section 2
mainly proposes the system model. Ten, we formulate the
collaborative majorization problem in Section 3. In Section
4, the formulated problem is solved by dueling DQN al-
gorithm.Te experiment results are presented and discussed
in Section 5. Te last part summarizes the conclusion of this
paper and the future directions.

2. System Model

In this section, we depict the systemmodel, which consists of
the network model, multi-hop routing path model, com-
munication model, computation model, and blockchain
model.

2.1. Network Model. In Figure 1, the architecture of a high-
speed railway and a train station equipped with MEC servers
which are managed by various suppliers is shown. Te
available computing resource and price of each MEC server
are diferent in a real-time environment. We denote the set
of these MEC servers as R � 1, . . . , r, . . . , R{ }. Tere are
several high-speed trains running on the tracks. We denote
V � 1, . . . , v, . . . , V{ } as the set of all trains. Multi-hop ad hoc
network is utilized to assist requesting trains in computation
task ofoading. Trains can act as relaying nodes to realize
information interaction with other trains by spontaneously
creating wireless network.

Tere may be malicious relaying nodes when ofoading
computation tasks by relaying. Terefore, the trust-based
blockchain system is utilized to ensure the authenticity and
anti-falsifcation of data information during the relaying and
ofoading process. Te last-hop relaying train sends the data
consensus requirement and transaction information to the
blockchain system for transaction verifcation after receiving
the relaying task. Trough the consensus mechanism, the
requesting train node and the other relaying train nodes in
the routing path check the information data. In the
blockchain system, all trains are regarded as blockchain
nodes. Tese nodes can play either a normal or a consensus
node role. Normal trains are in charge of transferring and
accepting ledger information, while consensus trains are in
charge of creating new blocks and carrying out the con-
sensus process. Each relaying train in the routing path is
regarded as a candidate for consensus nodes, and we con-
sider the trust value of each relaying train when voting for
consensus.

In this work, the requesting trains can maximize the
use of multi-hop ad hoc network to ofoad tasks to the
MEC servers, even if the trains are not in the commu-
nication range of servers. A consensus process is initiated
when the last relaying train receives the ofoading task,
and the security of information is guaranteed when all
consensus nodes reach a consensus successfully. For each
task, there are two important elements to be considered:
latency and cost. In terms of latency, considering the link
quality along the whole routing path and the processing
capability of servers, the total expectable latency of one
successful end-to-end transfer and calculation is evalu-
ated. In terms of cost, the total expected cost is assessed,
including the data relaying cost of each relaying train in
the whole path and computing cost of diferent MEC
servers. As a result, we can select the optimal routing path
and ofoading decision which has the minimal latency
and cost.

2.2.Multi-HopRoutingPathModel. Firstly, to determine the
performance of each pair of trains inmulti-hop routing path,
we depict a link model, which considers channel fading and
mobility of trains. Ten, based on the link quality obtained
above, the routing metric about link correlation is utilized to
select the optimal multi-hop routing path.

2.2.1. Link Quality. We utilize the Nakagami distribution
model to represent the fading of radio wave propagation
[12]. Tus, the successful delivery probability between
sender train vi and receiver train vj in spite of channel fading
can be obtained by

p
f
ij(t) � 1 − Fd rrt; m,φ( 􏼁, (1)

where Fd(rrt; m,φ) is the cumulative distribution function
of the receiving signal power, rrt is the reception threshold of
a signal, and φ is the average signal strength. Te fading
parameter m is related to distance D(vi, vj, t) between train
vi and train vj at current time t as follows:
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m D Vi, Vj, t􏼐 􏼑􏼐 􏼑 �

1, D Vi, Vj, t􏼐 􏼑≥ 150m,

1.5, 50m≤D Vi, Vj, t􏼐 􏼑< 150m,

3, D Vi, Vj, t􏼐 􏼑< 50m.

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(2)

Under a real urban environment, the train does not
always run at a constant speed, and its speed changes with
acceleration or deceleration. In this case, the movement of
the trains can be abstracted by a Wiener process [13]. As-
suming that the trains only have two directions toward each

end, one direction is designated as positive. Terefore, the
velocity variation of train vi during interval [t0, t] can be
defned as follows:

Δvi
t− t0 � vi

t
− vi

t0 � μi t − t0( 􏼁 + δi

�����
t − t0

􏽰
, (3)

where v
t0
i and vt

i represent the velocity of train vi at time t0
and t. Te drift parameter μi denotes the acceleration or
deceleration of train vi, and the parameter δi follows the
Gaussian distribution. Terefore, the relative distance var-
iation of train vi and vj in period [t0, t] can be obtained as

ΔD Vi, Vj, t􏼐 􏼑 � vi
t0 − vj

t0 + μi − μj + Δvi
t− t0 − Δvj

t− t0􏼐 􏼑∗ t − t0( 􏼁, (4)

and D(vi, vj, t) is the distance between two trains at current
time t under diferent circumstances, which are presented as
follows.

Circumstance 1: two trains are moving in one direction:

D Vi, Vj, t􏼐 􏼑 �
ΔD Vi, Vj, t􏼐 􏼑 + dij, if  vi > vj, train Vi  is  in  front of   train Vj,

ΔD Vi, Vj, t􏼐 􏼑 − dij, if  vi > vj, train Vi  is behind  train Vj.

⎧⎪⎨

⎪⎩
(5)

Circumstance 2: two trains are running in the opposite
direction:

D Vi, Vj, t􏼐 􏼑 �
ΔD Vi, Vj, t􏼐 􏼑 − dij, two  trains are  dr iving  towards each other,

ΔD Vi, Vj, t􏼐 􏼑 + dij, two  trains are  dr iving  away  from  each other,

⎧⎪⎨

⎪⎩
(6)

where dij denotes the distance between two trains at
time t0.Tus, we can predict link availability and obtain
the probability of link availability on link Lij as

Pij
a
(t) � P D Vi, Vj, t􏼐 􏼑􏼐 􏼑< � R, (7)

where R is the communication range of trains.
Terefore, according to equations (1) and (7), we can
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Figure 1: Structure of the proposed network scenario.
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obtain the link quality of link Lij, which represents the
probability of successful transmission of the packets
and is calculated by

pij(t) � p
f

ij(t) × p
a
ij(t). (8)

2.2.2. Routing Path Quality. Once data packet loss occurs on
one link, this packet should be retransmitted from the source

to the destination, on account of the retransmission
mechanism in the transport layer. As a result, there are
various retransmission times and consumption of network
resources for packets in diferent multi-hop paths. Tis
phenomenon is referred to as a link correlation. Tus, the
expected retransmission probability FrN(t) of the N-hop
path can be calculated by

FrN(t) � 1 − ps1(t)( 􏼁 + 2 · ps1(t) · 1 − p12( 􏼁 + ... + N · ps1(t) · p12(t) · · · 1 − p(N−1)N(t)􏼐 􏼑, (9)

where ps1(t) is the link quality between the source train and
the frst relaying train and p(N−1)N(t) represents link quality
between the relaying train N − 1 and relaying train N in the
routing path.

Terefore, we defne the expected times of data transfer
in an N-hop routing path as FcN(t) when one packet is
successfully transferred from source to destination and
present it as follows:

FcN(t) �
FrN(t) + N · ps1(t) · 􏽑

N
i�2 p(i−1)i(t)

ps1(t) · 􏽑
N
i�2 p(i−1)i(t)

, (10)

where ps1(t)∙􏽑
N
i�2 p(i−1)i(t) is the aggregation of the link

quality of all links in an N-hop routing path.

2.3. CommunicationModel. In this section, we describe the
communication process of the system, including the
representation of the communication latency and relaying
cost.

2.3.1. Communication Delay. Te communication delay is
mainly caused by three parts, including the requesting train
ofoading the task to the last-hop relaying train through the
multi-hop ad hoc network, the last-hop relaying train ini-
tiating a consensus after receiving the task, and the last-hop
relaying train ofoading the task to MEC server.

Firstly, the requesting train ofoads the task to the last-
hop relaying train through the multi-hop ad hoc network.
Te set of relaying trains in the routing path for the task
IMV(t) is denoted as N � 1, . . . , n, . . . , N{ } (except the
requesting train) and N ∈ V. Te data transmission rate per
hop communication between relaying train vi and vj is
obtained as follows:

rij(t) � W · log2 1 +
Pt

D Vi, Vj, t􏼐 􏼑
h

· Pn

⎛⎜⎝ ⎞⎟⎠, (11)

where W represents the channel bandwidth, Pt is the
transmit power, h indicates the path-loss exponent, and Pn is
the background noise power. Tus, the delivery delay of task
IMV(t) in V2V N-hop connections can be expressed as

Ttran ,V2V(t) � FcN(t) ×
BMV(t)

rs1(t)
+ 􏽘

N

n�2

BMV(t)

r(n−1)n(t)
⎡⎣ ⎤⎦, (12)

where BMV(t) denotes input data size required by task
IMV(t), rs1(t) is the transmission rate between the source
train (i.e., requesting train) and the frst relaying train, and
r(n−1)n(t) is the transmission rate between the relaying trains
vn−1 and vn.

Secondly, the last-hop relaying train sends the data to the
blockchain system for transaction verifcation after receiving
the relaying task, so as to guarantee that the data are true
without tampering. Te delay generated by consensus
process is defned as Tbc(t), which will be described in detail
in the blockchain model.

Finally, the last-hop relaying train ofoads the task to the
MEC server managed by diferent suppliers through wireless
communication. Te Shannon–Hartley theory is used to
estimate the uplink rate for data transmission from the last-
hop relaying trains to MEC server via LTE cellular network,
and it can be calculated as

Rr(r∈R)(t) � B · log2 1 +
pV2I(t) × g

c
i,r(i ∈ V)

Ψ2 + 􏽐j≠i,j∈VpV2I(t) × g
c
j,r

⎛⎝ ⎞⎠,

(13)

where B represents the channel bandwidth, Ψ2 represents
the background noise power, pV2I(t) denotes the trans-
mission power of the train (all trains have the same
transmitting power), and gc

i,r(i ∈ V) is the channel gain be-
tween the train user vi and MEC server r.

Terefore, the transmission delay caused in this process
is calculated as

Ttran,V2I(t) �
BMV(t)

Rr(t)
. (14)

As mentioned above, we can obtain the total delay of
communication process through

Ttran(t) � Ttran ,V2V(t) + Tbc(t) + Ttran,V2I(t). (15)

2.3.2. Communication Cost. We assume that each train has
its own relaying price [14]. Corresponding to the relaying
trains in the routing path for the task IMV(t), the relaying
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price (per unit data volume) sequence is
Pr1(t),Pr2(t), . . . , Prn(t), . . . ,PrN(t)􏼈 􏼉. Terefore, the total
train relaying cost can be obtained by

Prsum(t) � 􏽘
N

n�1
Prn(t) × BMV(t). (16)

2.4. Computation Model. Assume that each MEC server
operated by diferent suppliers has its corresponding pro-
cessing capacity and price for computing ofoading task.
Te computing capacity and price (per unit task complexity)

of MEC server are Fr(r∈)(t) and Pcr(r∈)(t), respectively.
Ten, the calculation delay and cost are presented as

Tcal(t) �
CMV(t)

Fr(t)
, r ∈R, (17)

and

Pcsum(t) � Pcr(t) × CMV(t), r ∈R, (18)

where CMV(t) denotes the required CPU cycles for task
IMV(t).

Tus, the total delay and cost, including ofoading
delivery process and calculation process, are represented by

Tsum(t) � Ttran(t) + Tcal(t) � Ttran ,V2V(t) + Tbc(t) + Ttran,V2I(t) + Tcal(t), (19)

and

Psum(t) � Prsum(t) + Pcsum(t). (20)

2.5.BlockchainModel. In this paper, the delegated Byzantine
fault tolerance (dBFT) consensus mechanism is adopted in
our blockchain system to increase the efciency of a con-
sensus process without tampering [15]. Moreover, each
relaying train in the routing path is regarded as a candidate
for consensus nodes, and we consider the trust value of
candidates to determine the nodes participating in the next
round of consensus, which improves the throughput of
blockchain, reduces the CPU cycles of transaction confr-
mation, and then efectively reduces the consensus latency
[16]. Te higher the trust value of the relaying node is, the
more likely it is to be selected as a consensus node.Te set of

the selected consensus nodes is denoted by
K � 1, 2, . . . , k, . . . , K{ } and K ∈ N. Te dBFT consensus
protocol can be adopted in the proposed system model to
dynamically adapt to the change of the number of train
nodes [13].

2.5.1. Calculation of Trust Value. Generally, the trust value is
determined by its direct trust value and indirect trust value
[17, 18]. Te trust value of the train node v(v ∈ V) is defned
as Dtrust

v and Dtrust
v ∈ [0, 1]. Similar to [19], the threshold of

trust value is set as 0.5. One node is trustworthy to be a
candidate for consensus only if its trust value is higher than
0.5.

We utilize subjective logic to compute direct trust value
of the blockchain nodes, which can be obtained as follows:

D
direct
i(i ∈ V,i≠ v)⟶ v �

0.5 + NHi⟶v − 0.5( 􏼁 × NCi⟶v, if   NHi⟶v ≥ 0.5,

NHi⟶v × NCi⟶v, otherwise,
􏼨 (21)

where NHi⟶v(t) is the node honesty (NH) and represents
the uncertainty during ofoading due to unstable and noisy
communication channels between the relaying trains [18].
NCi⟶v(t) is the remaining node capacity (NC) of the trains
to complete task.

For the computation of indirect trust value, the number
of times one node has been voted for consensus in the past is
taken into account. Te blockchain system regularly updates
and records the selection of consensus nodes. Tus, the
indirect trust value of one blockchain node can be defned as

D
indirect
v �

VNv

VNall
, (22)

where VNall is the total number of consensus processes and
VNv is the number of times the relaying train v has been
voted for consensus.

Terefore, the trust value of one candidate for consensus
is represented by

D
trust
v � wdirect ·

􏽐
v−1
i�1 D

direct
i⟶ v + 􏽐

V

i�v+1
D

direct
i⟶ v

V

+ windirect · D
indirect
v , (23)
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where wdirect and windirect represent the weight of direct and
indirect trust values, respectively. Meanwhile, wdirect and
windirect ∈ [0, 1] and wdirect + wdirect � 1.

2.5.2. Consensus Process. Te specifc dBFT consensus
process is depicted in Figure 2. We assume that generating/
validating one signature and message authentication code
(MAC) requires α and β CPU cycles, respectively.

At frst, the last-hop relaying train sends consensus
requirement and transaction information to blockchain
system upon receiving the ofoading task. Ten, the speaker
of the consensus process in this round is assigned by
blockchain. Te assigned speaker packages the hash of the
transactions as a prepare request message to launch a
proposal and broadcast it to initiate a new consensus. During
this phase, one signature and K − 1 MACs are generated by
the speaker. Tus, the computation cycles for the speaker
node in this process are represented as

c1(t) � α +(K − 1) · β. (24)

Secondly, each member collects all the transactions in-
formation of the prepare request message. If the transactions
are verifed successfully, themembers add the transactions to
the consensus module and broadcast the prepare response
messages to all consensus nodes. During this phase,
members need to validate the signatures and MACs of the
proposal and contained transactions and then generate one
signature and K − 1 MACs for forming prepare response
messages. Terefore, the computation cycles for the member
nodes are calculated by

c2(t) � α + β +
Sbc(t)

L
· (α + β) + α +(K − 1) · β, (25)

where Sbc(t) is the total transaction batch size at time slot t

and L represents the average size of transactions.

Ten, if at least K − f prepare response messages are
received before the timeout, each consensus node verifes
whether the messages are correct at frst. Once the verif-
cation is successful, the commit messages are broadcast to
other consensus nodes. During this phase, the consensus
nodes verify K − f signatures and MACs and then generate
one signature and K − 1 MACs for forming commit mes-
sages. Tus, for each consensus node, the consumed CPU
cycles can be represented as

c3(t) � (K − f) · (α + β) + α +(K − 1) · β. (26)

Finally, if the consensus nodes have collected more than
K − f commit messages and verifed successfully, the
consensus process is regarded as completed. At the same
time, one block is produced and broadcast to blockchain
system. During this phase, K − f signatures and MACs
should be verifed by one consensus node. Tus, the com-
putation cycles for each consensus node in this process are
represented as

c4(t) � (K − f) · (α + β). (27)

In terms of above analysis, the delay of consensus process
is represented by

Tbc(t) �
c1(t)

fsp(t)
􏽼√√􏽻􏽺√√􏽽

Prepare Request

+ max
k ∈ K(k≠ sp)

c2(t)

fk(t)
􏽼√√√√√√􏽻􏽺√√√√√√􏽽

Prepare Request

+max
k ∈ K

c3(t)

fk(t)
􏽼√√√√􏽻􏽺√√√√􏽽

Commit

+ max
k ∈ K

c4(t)

fk(t)
􏽼√√√√􏽻􏽺√√√√􏽽

CreatBlock&Broadc ast

+Ti(t) + 3Tb(t),
(28)

where fsp(t) denotes the computing capacity of the speaker,
fk(t) represents the computing capacity of the consensus
node k, Ti(t) is the block generation interval, and Tb(t) is
the broadcast delay between nodes.

3. Problem Formulation

In this section, it is necessary to jointly optimize routing path
selection, ofoading decision, and block size selection in a
real-time environment so as to decrease delay and cost of the
proposed network.Temajorization issue is characterized as

a MDP by identifying the state space, action space, and
reward function.

3.1. State Space. During each time slot t, we defne the state
space as a union of the link quality between each pair of all
trains PL(t) � Pij(t)􏽮 􏽯i, j � 1, 2, . . . , V, relaying price of all
trains Pr(t) � Pr1(t),Pr2(t), . . . , PrV(t)􏼈 􏼉, computing re-
source of MEC servers F(t) � F1(t), F2(t), . . . , FR(t)􏼈 􏼉, and
computing price of MEC servers
Pc(t) � Pc1(t), Pc2(t), . . . , PcR(t)􏼈 􏼉, which is represented as

Prepare 
Request

Prepare 
Response Commit Create Block

& Broadcast 
Speaker

Member1

Member 2

Member 3

Member K-1
...

Speaker

Member1

Member 2

Member 3
...

Member K-1

Figure 2: Consensus process of dBFT.
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S(t) � PL(t),Pr(t), F(t), Pc(t)􏼈 􏼉. (29)

3.2.Action Space. Te action space involves the routing path
selection, the ofoading decision, and block size selection.
Formally, the action space A(t) is denoted as

A(t) � N(t), ao(t), Sbc(t)􏼈 􏼉, (30)

where (t) is the set of relaying trains arranged in consecutive
routing order in the multi-hop routing path.
a0(t) � 0, 1, . . . , R − 1{ } indicates the ofoading decision,

and a0(t) � 0 represents that the task is executed on the
MEC server managed by the frst supplier, while a0(t) �

R − 1 indicates that the task is executed on the MEC server
managed by the R-th supplier. Sbc(t) ∈ 1, 2, . . . , Smax􏼈 􏼉

represents diferent level for block size and Smax is the
maximum block size.

3.3. Reward Function. We defne the reward function to
improve system performance and then devise immediate
reward as

r(t) �

w1 ·
1

Tsum(t)
+ w2 ·

1
Psum(t)

, if  C1 − C3  are  satisf ied,

w1 ·
1

Tsum(t)
+ w2 ·

1
Psum(t)

− ϑ, otherwise,

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

s.t. C1: Tsum(t)≤ τ,

C2: Tbc(t)≤ ε × Ti(t),

C3: Sbc(t)≤ Smax,

(31)

where w1 and w2 ∈ [0, 1] are the weights of the latency and
the cost, respectively, and w1 + w2 � 1. ϑ is the penalty value.

In this problem, C1 indicates the time limitation for
completely ofoading tasks, where τ is the maximum tol-
erable delay. C2 denotes the latency limitation of completing
a block, where ε> 1. Te maximum size of the all transac-
tions in a single consensus process is indicated by C3.

4. Problem Solution

In this paper, due to high dynamic characteristics of the
proposed system, we adopt the dueling DQN algorithm to
solve the proposed joint optimization issue. Dueling DQN is
widely considered as a signifcant improvement to con-
ventional DQN. Diferent from the natural DQN, dueling
DQN divides the Q-network into two parts, action advan-
tage function with independent of state A(st, at;ω, ξ) and
state-value function V(st;ω, θ), which are calculated

separately [20, 21]. It is easy to fnd which action has better
feedback by learning A(st, at;ω, ξ). Finally, we can obtain
the output of the dueling DQNnetwork bymerging two fully
connected layers, which is denoted as

Q
π

st, at;ω, θ, ξ( 􏼁 � V
π

st;ω, θ( 􏼁 + A
π

st, at;ω, ξ( 􏼁, (32)

where ω is the convolution layer parameter, θ represents the
parameter of the specifc connected layer of the state-value
function, and ξ denotes the parameter of the specifc con-
nected layer of the action advantage function. However,
there is an unidentifable problem in equation (32), which
means that the respective roles of state-value function and
action advantage function in the fnal Q value cannot be
identifed. To address that problem, dueling DQN sets ex-
pected value of the action advantage function to be zero at
the selected action and implements the forward mapping of
the last module of the network, which is written as

Q
π

st, at;ω, θ, ξ( 􏼁 � V
π

st;ω, θ( 􏼁 + A
π

st, at;ω, ξ( 􏼁 −
1

|A|
× 􏽘

a′

A
π

st, at
′;ω, ξ( 􏼁. (33)

Te separation of environmental state value and action
advantage in dueling DQN solves the problem of repeated
calculation of the same state value, enhancing the capability of
estimating the environmental state with a clear optimization
objective [22]. Terefore, we adopt dueling DQN in our

proposed network to decrease computational complexity and
training time.

Finally, the training process is formally described in
Algorithm 1.
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5. Simulation Results and Discussion

In this part, we depict the efectiveness of the proposed
scheme through simulation experiments. Firstly, the sim-
ulation environment and parameters are presented. Ten,
we analyze and discuss the results and the performance of
the proposed framework.

5.1. Simulation Parameters. In the simulation experiments,
we consider the network scenario with fve trains running on
the track, as well as two MEC servers managed by diferent
suppliers. Furthermore, we summarize other signifcant
simulation parameters in Table 1.

In order to assess how well the proposed framework
performs, we consider fve comparison schemes as follows.
(1) Te routing path is picked at random in the proposed
method without path selection. (2) An approach without
ofoading selection: the MEC servers conduct the com-
puting tasks at random. (3) Block sizes for created blocks are
fxed in the proposed approach. (4) A technique based on
natural DQN solves the problem as it is formulated. (5)
PBFT-based scheme: all blockchain nodes participate in the
consensus process.

5.2. Performance Comparison of Convergence. Te conver-
gence of the proposed optimization framework under various
learning rates is shown in Figure 3. As can be seen in this fgure,
the learning rate (10−1) performs better than other schemes. It is
because the large learning rate (10) might fall into local

optimum and fail to obtain the globally optimal solution of the
proposed problem. Moreover, the small learning rate (10−7)
likely led to the slow convergence rate and took longer to fnd
the optimal value. Hence, in this paper, the learning rate is
selected carefully and set to be 10−1.

As shown in Figure 4, we examine the convergence
performance under the diferent algorithms. It can be ob-
served that dueling DQN reaches higher system reward and
performs more stably than the scheme with natural DQN.
Te reason is that the chosen routing path, the selected MEC
server, and the selected block size can hardly afect the
changes of state in our scenario. Tus, our proposed scheme
with dueling DQN has more advantage to the decision of the
agent in this case.

Figure 5 depicts the comparison of system reward with
training steps under our proposed dBFT-based scheme and
PBFT-based scheme. We can see that dBFT-based scheme
gets higher total reward. It is because all nodes need to
participate in the consensus process under the PBFT-based
scheme. On the contrary, there is only a part of the trusted
nodes participating for consensus under the dBFT-based
scheme. Te dBFT algorithm reduces the computation
cycles and improves the efciency of the consensus process.
Terefore, our proposed dBFT-based scheme is more
suitable for the smart rail system with high-speed mobility.

5.3. Performance Comparison of Diferent Aspects.
Figure 6 presents the relationship between total latency and
task data size under diferent schemes. One observation is

(1) Initialization:
Initialize the experience memory D and the mini-batch size B;
Initialize evaluated network with the weight and bias set ω;
Initialize target network with the weight and bias set ω−;
Initialize the greedy coefcient ϵ;

(2) for I � 1, . . . , Imax do
(3) Reset the state of trains and MEC servers with a random initial observation sini, and s(t) � sini;
(4) for H � 1, . . . , Hmax do
(5) Randomly choose a probability p;
(6) if p< ϵ then
(7) Randomly choose an action a(t)≠ a∗(t) based on ϵ-greedy policy;
(8) else
(9) a(t) � a∗(t) � argmaxa∈A Q(s′, a′;ω′, θ′, ξ);
(10) end if
(11) Execute action a(t) and obtain the reward r(t), and proceed to the next observation s(t + 1);
(12) Store the experience (s(t), a(t), r(t), s(t + 1)) into experience replay memory;
(13) Randomly sample a mini-batch of (s(i), a(i), r(i), s(i + 1)) from experience replay memory D;
(14) Obtain two parts of evaluated network, including V(s(t)) and A(a(t)), and merge them as Q(s(t), a(t);ω, θ, ξ) through

equation (33);
(15) Obtain target Q value in target network by Qtarget(s) � re(t) + cmaxa∈A Q(s′, a′;ω′, θ′, ξ);
(16) Train evaluated network to minimize loss function L(ω) by L(ω) � E[(Qtarget(s) − Q(s′, a′;ω′, θ′, ξ′))2];
(17) Every several training steps, modify target Q-network according to evaluated Q-network;
(18) s(t)⟶ s(t + 1);
(19) end for
(20) end for

ALGORITHM 1: Performance optimization framework for MEC-enabled smart rail system by multi-hop data transmission and blockchain
based on dueling DQN.
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Table 1: Experiment parameters.

Parameters Value
Te number of nodes V 5
CPU cycles required to generate and verify a signature α 2 Mcycles [23]
CPU cycles required to generate and verify a MAC β 1 Mcycles [23]
Average transaction size L 20 kB
Average computing resources of MEC servers FR(t) 4×1010–6×1010 CPU cycles/s [2]
Size of ofoading task BMV(t) 500 kB
Computation density of application 200 CPU cycles/bit [2]
Unit price for data relaying Pr(t) 500–1000
Unit price for data computation Pc(t) 2000–3000
Weights of latency w1 0.6
Weights of cost w2 0.4
Learning rate 10–1
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Figure 3: Total reward with various learning rates.
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that total latency under all schemes increases with the in-
crease of task data size. Te reason is that the increase in task
size takes longer for end-to-end delivery and ofoading
computation. Moreover, we can see from this fgure that the
total latency under our proposed scheme is consistently
lower than that of others. It is because our proposed scheme
simultaneously optimizes the routing path selection, of-
loading strategy, and block size selection. On the contrary,
previous baselines just optimize a portion of these items.

Figure 7 illustrates the comparison of total cost with the
size of the task data under various schemes. We can see that
as the task data size increases, so does total cost of all
schemes. Furthermore, our proposed scheme is superior to

the schemes without routing path selection and ofoading
selection. Nevertheless, the scheme without fxed block size
performs better than the proposed scheme. Te reason is
that the state of link quality fuctuates according to the high-
speed movement of trains.

As shown in Figures 8 and 9, we examine the system
weighted expense and the total latency under diferent block
intervals. It can be observed that all the schemes gain a
higher system weighted expense and total latency with the
increase of the block intervals. Te overall system latency
and cost make up the system weighted expense. It is because
the block generation interval rises, which makes the delay of
blockchain higher. Additionally, system weighted expense
and total latency of the previous baselines are visibly higher
than those of our proposed scheme. Terefore, with joint
consideration of the adaptive routing path selection, the
optimal ofoading decision, and the appropriate block size
selection, our proposed scheme acts the best compared with
other schemes.

6. Conclusions

In this paper, an improved optimization framework for the
MEC-enabled smart rail system is proposed. In order to
enable the MEC servers to be utilized in a wider range while
meeting the low-latency requirement, multi-hop ad hoc
network was applied to our proposed network model.
Moreover, the blockchain technology based on the dBFT
consensus mechanism was considered and introduced to
efectively guarantee the security and reliability during
multi-hop data transmission. Ten, in order to reduce
system latency and cost, the routing path selection, of-
loading strategy, and block size selection are co-optimized.
We described the proposed dynamic majorization problem
as a MDP and adopted dueling DQN to solve it. Simulation
results demonstrated that the performance of the proposed
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scheme is better than existing baseline schemes. Further-
more, in the future, other routing mechanisms and cloud-
edge collaborative architecture would be considered in our
multi-hop ad hoc network for the smart rail system.
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Metro intelligent system produces massive passenger �ow and tra�c data every day, among which route, station, and operation
data are important for optimizing the train operation scheme. We collect passenger �ow information of Shenzhen metro, analyze
the passenger �ow pattern and its distribution characteristics based on the data warehouse of the Hadoop platform, and optimize
the train operation scheme in this paper. Using dynamic passenger �ow data, an optimization model with train departure and
dwell time as decision variables and passenger waiting time, passenger ride time, train full load ratio, and train operation balance
as objectives is developed. An improved parallel genetic algorithm (GA) incorporating a simulated annealing algorithm (SAA) and
an optimal individual retention strategy is used to �nd the optimal result. To verify the usefulness of the method, simulation
experiments are conducted on the optimization model and method using the real passenger �ow and train operation data of
Shenzhen metro, and the simulation results are compared with the original plan.

1. Introduction

�e metro system is characterized by large capacity, fast
speed, high frequency, and punctuality. It has become one of
the best schemes to alleviate urban tra�c congestion [1].
Metro system produces a large number of passenger �ow
data [2] such as passenger origin-destination (OD) infor-
mation and train operation data. Using big data to analyze
passenger �ow data can improve rail transit train trans-
portation e�ciency [3] and passenger satisfaction.

�e intelligent construction of the metro is an important
means to relieve the pressure of urban tra�c, and train
schedule optimization is one of the important ones [4]. In
the metro system, passenger origin-destination (OD) in-
formation is very important. It can be used for the opti-
mization of the metro train operation plan. �e train
operation plans are developed from historical tra�c data. It
determines the train’s departure time at each station, its
dwelling time at the station, and its arrival time at the station.
It needs to meet some operational constraints such as train

full load factor and travel time. �rough the analysis of OD
data and passenger �ow data, we can optimize the train
operation scheme to improve passenger satisfaction [5] and
reduce the operation cost of the metro.

Lots of research have been performed on metro schedule
optimization by many scholars. In terms of optimization
models and optimization objectives. Wang et al. [6] pro-
posed a mixed integer programming model based on time-
varying demand, which minimizes the passenger waiting
time and the number of passengers unable to transfer, using
train capacity as a constraint. Zhang et al. [7] developed two
nonlinear nonconvex programming models considering the
variation of train frequency, train running time, and stop-
ping time, and under the constraints of train operation and
passengers getting on and getting o¢ process, the train
timetable with the minimum full passenger travel time is
designed. Qu et al. [8] proposed a two-step optimization
model to change the metro schedule, in which the train
departure interval is used as a decision term to reduce the
waiting time of people in the �rst-step model. In the second
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step model, the total energy consumption of all trains is
minimized by taking the train leave and arrival times at
various stations as the decision terms. Wu et al. [9] proposed
a multi-objective train schedule optimization method with
the objectives of minimizing total energy consumption,
average waiting time, and average maximum load deviation
and demonstrated through a case study that the method can
be used to reduce the total energy consumption, the max-
imum load deviation and the waiting time of passengers. Xie
et al. [10] designed a synchronized metro schedule and
stopping timetable optimization model for passengers and
energy saving and demonstrated experimentally that it is
very effective in reducing train energy consumption, run-
ning time, and delay probability. In terms of optimization
methods, Wihartiko et al. [11] used an improved integer
programming model of the genetic algorithm to solve the
bus schedule problem in chromosome design, initial pop-
ulation recovery technique, chromosome reconstruction,
and generation-specific chromosome extinction, respec-
tively. Shang et al. [12] established a total passenger travel
time model to minimize the total passenger travel time and
proposed a spatial branching delimitation algorithm to solve
the model. Wang et al. [13] proposed a linear weighted
compromise algorithm and a heuristic algorithm to find the
best solution for the bi-objective integer programming
model with the train stopping time control. Guo et al. [14]
proposed a mixed integer nonlinear programmingmodel for
generating optimal train schedules and maximizing inter-
change synchronization events, and then a hybrid optimi-
zation algorithm (PSO-SA) combining particle swarm
optimization and simulated annealing is designed, and its
superiority is proved by comparing with many algorithms.
Tang et al. [15] combines the genetic algorithm and the
simulated annealing algorithm to find the best result of an
optimization model considering multiple constraints. Liu
et al. [16] developed a mathematical model of it considering
headway time distance and dwell time. )en an improved
artificial bee colony algorithm is designed to solve this
problem. Tang et al. [17] developed a bi-objective optimi-
zation model considering the minimization of full passenger
waiting time and departure time and designed an improved
nondominated ranking genetic algorithm (NSGA-II) for fast
search of Pareto optimal solutions by using a specific coding
scheme. Huang et al. [18] proposed a two-step model for
matching metro passenger relationships and reducing the
full waiting time of passengers, respectively, and designed a
hybrid MCMC-GASA (Markov chain Monte Carlo genetic
algorithm simulated annealing) approach to solve the
problem.

A review of the literature shows that there has been
extensive discussion and research by many experts in the
area of the subway train schedule optimization problem, and
in previous studies, it was common to assume a constant
passenger flow model at a particular moment in time and
then to optimize the train travel plan for that particular
moment in time. )e reality is that passenger flows vary
dynamically with time distribution [19], and in previous
train schedule optimization, the passenger flow distribution

is often first assumed to be normal or some other distri-
bution pattern. However, modeling passenger flow patterns
in complex scenarios by such approximate estimation
models is inaccurate, whichmay lead to the inapplicability of
the optimization model to the normalized environment.
With the rapid development of big data technology, big data
analysis methods provide new methods and techniques for
train schedule optimization in the metro. We collect his-
torical passenger ticket card data from the metro AFC, clean
the data through a Hadoop big data platform, and then
calculate the passenger arrival rate at each station and the
passenger disembarkation rate between stations distributed
over time. A multi-objective train schedule optimization
model that takes into account train movements and pas-
senger demand is proposed. )en a parallel genetic algo-
rithm (GA) incorporating a modified simulated annealing
algorithm is designed and the optimal subindividual re-
tention strategy is added to get the best result. We use the
measured data of Shenzhen metro to evaluate the proposed
model and a solution method, and the result shows that the
method is effective and accurate.

Other parts of this article are as follows: in Section 2, we
describe the methodology for AFC data acquisition and
processing. In Section 3, we develop a multi-objective op-
timization model considering metro operations and pas-
senger travel demand. In Section 4, we propose a parallel
improved genetic algorithm incorporating simulated
annealing algorithm to solve the multi-objective optimiza-
tion function. Section 5 brings in the multi-objective opti-
mization model based on real historical passenger flow data
of the Shenzhen metro and solves the optimal solution.
Finally, Section 6 gives the conclusion of this paper.

2. Data Acquisition and Processing

2.1.DescriptionofData. )e raw data we capture is the ticket
card information from the metro automatic fare collection
(AFC) system.When a passenger through the gate to ride the
subway, the passenger information is saved in the AFC
system and a corresponding travel data set is generated. )e
data set includes start station address, start line, start station
time, destination station address, destination line, and
destination time. Shenzhen metro generates approximately
5.9 million records per day, each record containing more
than 60 attributes. To facilitate data statistics in the future,
the source data is cleaned and transformed, and only the
fields we can use are retained, as shown in Table 1.

)e start station ID (indicated by s_station) is the station
number where the passenger enters the station. Start line ID
(denoted by s_line) is the line where the passenger enters the
station. Inbound time (denoted by s_time) is the time when
the passenger entered the station. Destination station ID
(denoted by d_station) is the station where the passenger left
the station.)e destination line ID (denoted by d_line) is the
line on which the passenger exits the station. )e exit time
(represented by d_time) is the time the passenger left the
metro station. )us, a passenger’s ride record can be
expressed as
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x � (s time, s station, s line, d time, d station, d line). (1)

2.2. Data Processing. In recent years, big data analysis
technology has been developing, and accordingly, big data
platforms are becoming more and more advanced and
perfect [20]. )e core features of big data platforms are
scalable distributed storage and efficient parallel data pro-
cessing and computing capabilities. In this paper, we set up a
multinode Hadoop platform and add the corresponding
ecological components, such as Hive and HBase, and then

complete data processing andmodel building in this big data
platform.

To reduce data interference and computational effort, we
take the raw data stored in HDFS for data cleaning and then
use Hive to store the data. Calculations are performed using
Hive to get the passenger arrival and disembarkation rates.

Calculate the number of passengers who take the metro
at station j in the same line in the period t1.

C
j

in station � C|s time ∈ t1, s line � lineid, j ∈ s station( 􏼁.

(2)

Count the number of passengers who leave stations j in
the same line during period t2.

C
j

out station � C|d time ∈ t2, d line � lineid, j ∈ d station( 􏼁. (3)

Calculate the number of passengers who take the metro
from station i and get off at station j in the period t2.

C
j
i � C|d time ∈ t2, s line � lineid, d line � lineid, i ∈ s station, j ∈ d station( 􏼁. (4)

)e passengers’ arrival rate at j stations can be calculated
by dividing C

j

in station by t1.

λj
t1

�
C

j

in Station
t1

j ∈ in station( 􏼁. (5)

)e proportion of passengers leaving stations i can be
calculated by dividing C

j

in station by C
j

i .

ρj
i �

C
j
i

C
j

in station

(i ∈ in station, j ∈ out station). (6)

3. Multi-Objective Optimization Model

To improve the operational efficiency of the metro, we
develop a passenger flow data-driven dynamic optimi-
zation model of the metro train operation plan in this
section based on the passenger flow and travel data
preprocessed by the Hadoop platform described in the
previous part. )e optimization model considers both
metro operation and passenger experience, including
train operation stability and train loading efficiency, and
passenger experience including passenger ride and
waiting time and the number of passengers on the train.
We use a metro line consisting of k metro stations and l

trains [21] as the target of our study, specifying the
starting station as station 1 and the ending station as
station k. To quantify the various parameters to describe
the mathematical model, to better match the actual sit-
uation of metro operations as well as to simplify the
overall optimization model, the following assumptions are
required in this paper to build the model in terms of both
passengers and metro trains.

(1) Only one train can stop at the same station in the
same direction of subway operation at the same time,
and there will be no overtaking when parallel trains
are running on the subway line.

(2) When the train enters the metro station, all pas-
sengers line up to get off and get on following the
principle of “first off, then on, first to arrive, first to
serve.”

(3) )e maximum capacity of each train is a fixed value.
When the number of passengers waiting on the
platform exceeds the capacity of the train, the
remaining passengers need to continue to wait on the
platform and wait for a train to arrive.

Assumption (1) is generally applicable to most urban
transportation systems to ensure that trains operate in se-
quence. Assumption (2) is in line with the mainstream
passenger queuing principle, and assumption (3) can im-
prove the running stability of the train and the comfort of
passengers.

3.1.Model ofTrainOperation. Describing the operation of a
train is generally performed by train exit time, inter-
station running time, entry time, and dwell time [22].
Given a train l and a subway station k, the travel interval
between train l and its preceding train l − 1 can be
expressed as the difference between the exit times of the
two trains at station k:

h(l,k) � d(l,k) − d(l−1,k), (7)

where d(l,k) is the moment of departure of train l from
station k and d(l−1,k) is the moment of departure of train l − 1

Table 1: Example of passenger travel data.

s_time s_station s_line d_time d_station d_line
20-08-19 268030 268 20-08-19 268033 268
18 : 47 : 09 19 :10 : 05
20-08-19 241019 241 20-08-19 241011 241
20 :11 : 09 20 : 31 : 29
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from station k. d(l,k) can be represented by the moment a(l,k)

when train l arrives at station k and the stop time s(l,k) at
station k.

d(l,k) � a(l,k) + s(l,k). (8)

)e time a(l,k) at which the train arrives at station k can
be described as the total of the train’s departure time d(l,k−1)

from the last station and traveling time r(l,k−1) between the
two stations.

a(l,k) � d(l,k−1) + r(l,k−1). (9)

)e running time is usually a preset fixed value because
the distance between stations is certain and the train runs in
autopilot mode between the two stations.

)e stopping time s(l,k) of train l at station k can be
expressed by this equation:

s(l,k) � smin + a ·
U(l,k)

2Ndoor
+ b ·

D(l,k)

Ndoor
, (10)

where smin is the minimum stopping time of the train, a and
b are two parameters that denote the time required for a
passenger to board and alight respectively, which can be
obtained analytically, Ndoor is the number of trains opening
their doors at stations, for the convenience of calculation, we
assume that the passengers who are going to get on the train
will consciously form two lines, and the passengers who are
going to get off the train will form one line in the train, U(l,k)

and D(l,k) denote the number of passengers getting on and
getting off train l at station k, respectively, these two pa-
rameters can be estimated from the historical data.

In addition, to improve safe train operation, two adja-
cent trains need to satisfy the minimum headway time
constraint, i.e., the difference between the arrival time of
train l at station k and the departure time of the previous
train l − 1 from station k should be greater than a constant,
which can be described as d(l,k) − d(l−1,k) ≥Hmin.

3.2. Model of Passenger Demand. )e number of passengers
in a train l when the train leaves the station k is P(l,k). It can
be represented by the number of passengers P(l,k−1) in train l

when it leaves station k − 1, the number of passengers D(l,k)

who get off from station k and the number of passengers
U(l,k) who get on board at station k:

P(l,k) � P(l,k−1) − D(l,k) + U(l,k). (11)

)ere is a maximum amount of passengers that a train
can carry when it is running. As a result, passengers may
become stranded at stations during peak traffic. )e number
of passengers boarding the train at the station k is U(l,k). It
can be expressed by the number of passengers Premain

(l,k)

remaining in the train at station k and the number of
passengers Wwait

(l,k) waiting at station k:

U(l,k) � min P
remain
(l,k) , W

wait
(l,k)􏼐 􏼑, (12)

where the number of remaining passengers in train l at
station k is Premain

(l,k) . It can be represented by the maximum

number of passengers on board as Q(l,max), the number of
passengers on board as P(l,k−1), and the number of pas-
sengers off the train as D(l,k):

P
remain
(l,k) � Q(l,max) − P(l,k−1) − D(l,k)􏼐 􏼑. (13)

)e number of passengers waiting for train l at station k

is Wwait
(l,k). It can be expressed by the number of passengers

Wremain
(l−1,k) stranded at station k by the previous train l − 1 and

the number of passengers λk(d(l,k) − d(l−1,k)) arriving in the
travel interval between adjacent train l and train l − 1, where
λk is the passenger arrival rate in the interval between two
adjacent trains (d(l,k) − d(l−1,k)) [23].

W
wait
(l,k) � W

remain
(l−1,k) + λk d(l,k) − d(l−1,k)􏼐 􏼑. (14)

)e number of passengers Wremain
(l,k) stranded by train l at

station k can be described as

W
remain
(l,k) � W

wait
(l,k) − U(l,k). (15)

)enumber of passengers on train l who get off at station
k is D(l,k) . It can be represented by the number of passengers
who boarded at the previous stations as 􏽐

k−1
i�1 U(l,i), and the

passenger boarding and alighting ratio O-D matrix as E(i,k):

D(l,k) � 􏽘
k−1

i�1
U(l,k)E(i,k). (16)

Big data analysis techniques can be used to statistically
analyze historical passenger flow data to determine the
proportion of passengers boarding and disembarking at each
stop.

3.3. Multi-Objective Optimization Function. )e optimiza-
tion of train schedules based on dynamic and uneven
passenger flows mainly includes train operation optimiza-
tion and passenger satisfaction optimization. )e train
operation optimization mainly includes reducing the devi-
ation of the actual train capacity from the desired capacity
and ensuring the balance of train operation. Passenger
satisfaction optimization consists of reducing the waiting
time in the station and the travel time between stations.

)e waiting time J1 of passengers at the platform is a sum
of the waiting time of passengers who are stranded after the
departure of the previous train and the waiting time of new
arrivals in the interval between the operation of two trains. It
can be expressed as

J1 � 􏽘

N

l�2
􏽘

M

k�1

1
2
λk d(l,k) − d(l−1,k)

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌 + W

remain
(l−1,k) d(l,k) − d(l−1,k)

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌􏼒 􏼓. (17)

Passenger travel time is the sum of the time passengers
who are on board when the train is running and the time
passengers who wait on board when the train stops at each
station and can be expressed as

J2 � 􏽘
N

l�1
􏽘

M

k�1
P(l,k) − D(l,k+1)􏼐 􏼑s(l,k) + P(l,k) r(l,k)􏼐 􏼑. (18)
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)e train running balance J3 can be expressed as the
difference between the stopping times of two adjacent trains
running between stations at each station, and can be
expressed as

J3 � 􏽘

N

l�2
􏽘

M

k�1
r(l,k) − r(l−1,k)

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌 + s(l,k) − s(l−1,k)

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌􏼐 􏼑. (19)

)e difference J4 between the actual capacity of the train
and the desired capacity of the train can be expressed as follows:

J4 � 􏽘
N

l�2
􏽘

M

k�1
P(l,k) − Pmax

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌. (20)

Considering the above elements to be optimized, the
multi-objective optimization function can be described as

min J � a · J1 + b · J2 + c · J3 + d · J4,

s.t.
d(l,k) − dl−1,k ≥ d(min,k)􏼑,

s(l,k)⩽smax,

⎧⎨

⎩

(21)

where a, b, c, d denote the weights of each objective, which are
set differently according to different optimization needs. It is
vital to increase the values of a and b suitably during peak
passenger periods in order to carry passengers rapidly and
decrease waiting and journey times. )e stability of train
operation should be improved and the operating cost should
be decreased during the low-peak time of passenger flow, thus
the values of c and d need to be suitably increased.)eweights
can be set in a balanced manner, taking into account the
stability of train operation and the length of time passengers
must wait, during the stable period of passenger flow. In
conclusion, when choosing the weights for each optimization
target, it is important to take into account both the passenger
flow and the optimization requirements. )e best weights
should be chosen after conducting numerous tests.

4. Solution Method

To find the best solution for the multi-objective optimization
model proposed in the previous section, we designed an
improved parallelized genetic algorithm and completed the
algorithm implementation in Hadoop big data platform.

4.1. Improved Genetic Algorithm. Genetic algorithm is a
computing model that models natural selection and bio-
logical evolution, and it is a way of searching for optimal
solutions by simulating the natural evolutionary process. GA
provides a number of benefits, including the capacity to
handle continuous and discrete variables, the adaptability of
constraint definition, the capacity to handle huge search
spaces, and the capacity to provide numerous optimal or
good solutions [24]. )e simulated annealing algorithm is
derived from the solid annealing principle and has shown to
be quite successful in locating the global optimum for a
variety of NP-hard combinatorial problems [25]. Starting
from a certain initial temperature, the probabilistic abrupt

change property of SA can help the objective function to
obtain the global optimal solution in the desired time as the
temperature decreases [26]. Given the benefits of these two
methods, Gandomkar et al. [27] presented a hybrid algo-
rithm that combines GA and SAA to optimize the dis-
tributed generation resource allocation problem.

)e advantage of the genetic algorithm is that it can
quickly search out the whole solution in the solution space,
excellent global search ability, overcoming the fast descent
trap problem of other algorithms; suitable for distributed
computing, natural parallelism speeds up the convergence
speed. Relatively, genetic algorithm local search ability is
insufficient, a simple genetic algorithm is time-consuming
and less efficient for search in late evolution. SAA has a
relatively powerful local search ability [28], but it cannot
make the optimization search process the most promising
area. )erefore, we improved the genetic algorithm and
designed an adaptive genetic algorithm incorporating a
simulated annealing algorithm with an optimal individual
replacement strategy as follows:

(a) Encoding: )e code consists of the train’s departure
moment at the origin station and the stopping time
at each station, using a real number code whose
values are generated within the departure interval
and stopping constraints. An individual in the initial
population can be represented as (h1, h2, . . . , hl, t11,

t12, . . . t1k, t2k . . . , tl1, tl2 . . . , tlk), where l is the
number of trains, k is the number of stations, hi

denotes the interval between the departure of the
train i and the preceding train from the first station,
and tij denotes the stopping time of the train i at the
station j.

(b) Selection: )e genetic algorithm uses the roulette
wheel selection method, but the probabilistic se-
lection is random, to retain the good individuals, we
use the best individual replacement strategy, i.e., we
replace the individuals with low fitness values with
those with high fitness values, thus increasing the
fitness of the offspring.)e specific selection method
is as follows:

(1) Find the individual xb with the highest fitness by
calculating the fitness of each individual in the
current population, assuming that the number of
individuals in the population is N.

(2) Calculate the probability p(xi) that an individual
is selected and the cumulative probability q(xi).

p xi( 􏼁 �
Fit xi( 􏼁

􏽐
N
i�1 Fit xi( 􏼁

,

q xi( 􏼁 � 􏽘
i

j�1
p xj􏼐 􏼑.

(22)

(3) Randomly generate N numbers between [0, 1] in
the array m as the selection probability. If the
cumulative probability q(xi) is greater than the
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element m[i] in the array, the individual xi is
selected, if it is less than m[i], the next individual
xi+1 is compared until an individual is selected.

(4) Repeat step 3 until N individuals are selected.
(5) Find the individual xw with the lowest fitness by

recalculating the fitness of the N freshly created
individuals.

(6) Replace the worst individual xw with the pre-
viously selected best individual xb to form the
next generation population.

(c) Crossover: Two individuals are selected for simulated
binary crossover operation based on the set crossover
probability, and then the child fitness value Fit(c) and
the parent fitness value Fit(p) are calculated for the
simulated annealing operation. Let T0 denotes the
initial temperature, α is a positive number less than 1
and generally takes values between 0.8 and 0.99 the
temperature calculation formula is

T(n + 1) � αT(n). (23)

)e new state is accepted at annealing with a
probability according to the Metropolis criterion.

P �

1, Fit(c)> Fit(p),

exp
Fit(p) − Fit(c)

T
􏼠 􏼡, Fit(c)≤ Fit(p).

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(24)

(d) Mutation: Regular polynomial variation encoded in
real numbers for chromosomes that have completed
the crossover operation according to a set probability
of mutation.

4.2. Parallel Genetic Algorithm. Based on the improved
genetic algorithm proposed earlier, we have proposed an
improved parallel genetic algorithm. )e specific algorithm
is described as follows:

In Algorithm 1, Step (3) is the regular genetic op-
eration, including selecting individuals with high fitness
from the population and eliminating individuals with
low fitness, crossing chromosomes with a certain prob-
ability, and mutating chromosomes with a certain
probability. Step (4) is to compute the individual fitness
after the iteration. Step (5) is to choose the optimal
chromosome and fitness. Steps (6) is to output the

Input: < key, value >, where the key is individual in one population, and the value is fitness in one population.
Output: < key′, value′ >, where key′ is the best individual in the iterative process, and value′ is the best fitness value individual to
key′.
Algorithm Procedure:

(1) Identify the number of iterations as M.
(2) Initiate integer i� 0.
(3) While(i<M):

Compute individual fitness;
Compute individual cumulative probability;
Select;
Crossover;
Mutation;
i++;
End while

(4) Compute individual fitness;
(5) Find the best chromosome and fitness;
(6) Output the chromosome and fitness;

ALGORITHM 1: Mapper.

Input: < key, value>pair, where the key is the best individual in each population, and the value is the best fitness in each population.
Output: < key′, value′>pair, where key′ is the ideal individual in all populations, and value′ is the best fitness in all optimal
individuals of the population.
Algorithm Procedure:

(1) Identify the number of population N;
(2) For i� 1 to N:

Find maximum fitness;
End For

(3) Output the chromosome and fitness;

ALGORITHM 2: Reduce.
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Figure 1: Station distribution of Shenzhen metro line 6.

Table 2: Stopping time of each station.

Station name Stop Time(s) Station name Stop Time(s)
Songgang 40 Guantian 40
Xitou 40 Yangtai mountain east 40
Songgang park 40 Yuanfen 40
Shutianpu 40 Shangfen 40
Heshuikou 40 Hongshan 40
Gongming square 40 ShenzhenNorth station 45
Honghuashan 40 Meilinguan 40
Loucun 40 Hanling 40
Science park 40 Yinhu 40
Guangming 40 Bagualing 40
Guangming st 40 Sports center 40
Fenghuang town 45 Tongxinling 45
Changzhen 45 Science museum 40
Shangwu 40
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intermediate <key, value> pair, and < key′, value′>pair.
In Algorithm 2, Step (2) is to find the optimal chro-
mosome and fitness in each population’s optimal solu-
tion. Step (3) is to output the final chromosome <key,
value> pairs and fitness value<key′, value′> pairs to the
sequence file on HDFS.

5. Numerical Results

With the intention of verifying the performance of our
designed optimization method in the multi-objective
optimization model of the metro schedules, we collected
the AFC data of Shenzhen metro line 6. )e dataset

Table 3: Running time between stations.

Station section Time(s) Station section Time(s)
Songgang-xitou 72 Shangwu-Guantian 104
Xitou-Songgang park 87 Guantian-Yangtai mountain east 246
Songgang park-shutianpu 136 Yangtai mountain east-Yuanfen 119
Shutianpu-Heshuikou 104 Yuanfen-Shangfen 132
Heshuikou-Gongming square 89 Shangfen-Hongshan 152
Gongming square-Honghuashan 120 Hongshan-ShenzhenNorth station 101
Honghuashan-Loucun 118 ShenzhenNorth station-meilinguan 191
Loucun-science park 86 Meilinguan-Hanling 160
Science park-Guangming 116 Hanling-Yinhu 146
Guangming-Guangming st 84 Yinhu-Bagualing 81
Guangming st-Fenghuang town 120 Bagualing-Sports center 68
Fenghuang town-changzhen 162 Sports center-tongxinling 70
Changzhen-Shangwu 238 Tongxinling-Science museum 82

Table 4: Detailed parameters of the train.

Type Number of doors Rated passenger capacity Maximum passenger capacity
A 10 1860 2738
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Figure 2: )e passenger arrival rate of Shenzhen metro line 6.
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contains a total of 15 million passenger trips and the data
file size is over 25 GB. Shenzhen metro line 6 has a total of
27 stations, the distribution of which is shown in the map
below (Figure 1).

)e existing train schedules have fixed stopping times at
each station as shown in the following Table 2.

Since the subway trains are in automatic mode, the train
runs between two adjacent stations for a fixed period of time.
)is is shown in the following table (Table 3).

)e train is a 6-part A-type train and the other infor-
mation about the train are listed as follows. (Table 4).

)e passenger arrival rate with time distribution is
obtained using the historical passenger flow data statistics
with the Hadoop big data platform for the study period. )e
following figure shows the distribution of passenger arrival
rate at each station of Shenzhen metro line 6 over time in a
day (Figure 2).

We decided to focus on two hours of the morning
peak period to perform more precise schedule optimi-
zation research. In Figure 3, the statistical exit ratios
between stations are displayed, where the final station is
on the horizontal axis and the starting station is on the
numerical axis. )e data in the figure is 0, which means
that few or no passengers get off from the station during
the period.

A total of 17 trains are scheduled to depart during this
period with a departure interval of 435 s. Using the departure

interval of trains at the first station and stopping time at each
station as the decision variables, the improved genetic al-
gorithm introduced above is used to find the best result. )e
input information for setting up the genetic algorithm is
listed below (Table 5).

)e waiting time and travel time of passengers are the
first optimization objectives, and the train operation balance
is the secondary optimization objective. )erefore, the
weights of the optimization function are set as a� 0.4,
b� 0.3, c� 0.2, d� 0.1, respectively. )e optimized train
schedule does not increase the number of departures, and
the departure interval of each train at the departure station is
shown in the table below.Table 6.

)e results of the comparison between the original train
timetable and the optimized timetable are shown in Figure 4,
where the horizontal axis is the arrival and departure time of
trains at various stations and the vertical axis of each station
of line 6 (Table 7).

)e experimental results show that the optimized metro
schedule reduces passenger waiting time by 21.42%, reduces
passenger travel time by 22.56% and increases train full
capacity by 2.65% compared to the existing schedule. It can
be seen that the optimized metro timetable driven by

Table 5: Initial information of the genetic algorithm.

Parameters Value
Population size 50
Crossover rate 0.95
Variation rate 0.05
Genetic generation 500

Figure 3: Proportion of passengers getting off between stations.

Table 6: Departure interval of trains at the departure station.

Number Headways Number Headways
Train 1 400 Train 10 395
Train 2 468 Train 11 376
Train 3 394 Train 12 366
Train 4 421 Train 13 409
Train 5 411 Train 14 384
Train 6 399 Train 15 395
Train 7 386 Train 16 435
Train 8 401 Train 17 435
Train 9 420
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passenger flow data improves passenger satisfaction and
train operation efficiency more than the existing planned
schedule.

6. Conclusion

By analyzing and mining past passenger flow data, which the
metro system creates in large quantities, it is possible to
significantly increase operational efficiency and passenger
pleasure. In this paper, we built a Hadoop big data platform
to process and analyze the enormous historical passenger
flow data of the Shenzhen metro, then we built a data
warehouse to calculate the passenger inbound rate and the
station-to-station disembarkation ratio of each station that
changes at any time of the day through the Hive component.
A multi-objective model considering both trains and pas-
sengers is proposed to optimize the train timetable. We have
designed a parallel genetic algorithm incorporating simu-
lated annealing algorithm improvements, using the best
individual replacement strategy to retain the best individuals
to get the best solution. Results of experiments using actual
data from Shenzhen metro line 6 show that an improved
train timetable can decrease passengers’ waiting and transit
times while also enhancing the balance of train operations
and transportation effectiveness.

In future studies, we will further develop the proposed
model with AFC data for multiple line interchanges. We will
consider train operations for train turnarounds and turn-

backs for the study, and another task to be performed is to
analyze the passenger travel characteristics on holidays and
weekends to optimize various nonworking day train
schedules based on it.
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Short-term Origin-Destination (OD) �ow prediction plays a major part in the realization of Smart Metro. It can help tra�c
managers implement dynamic control strategies to improve operation safety. Also, it can assist passengers in making reasonable
travel plans to improve the passenger experience. However, there are problems that the dimension of OD short-term tra�c
prediction is much higher than the base number of metro stations and the ODmatrix is sparse. To resolve the above two problems,
a threshold-based method is proposed to extract key OD pairs �rst. OD passenger �ow contains the attribute information of the
Origin-Destination station and exhibits similar time evolution characteristics, so the spatial and temporal correlation needs to be
considered in the prediction. Pearson correlation matrix is used to build a virtual graph andmodel the virtual connection between
OD pairs. A spatiotemporal virtual graph convolutional network (ST-VGCN), which combines the advantages of a graph neural
network and gated recurrent neural network, is proposed to identify spatial associations and temporal patterns simultaneously.
�e proposedmethod is evaluated on 39 days of real-world data from ShenzhenMetro, which outperforms other benchmarks.�e
research in this work can contribute to the development of short-termOD �ow forecasts and help to provide ideas for the research
on real-time operation and management of rail transit. Furthermore, it can help to establish passenger �ow prediction and early
warning mechanisms to quickly evacuate a large number of passengers in case of emergency.

1. Introduction

In the wake of developments in intelligent cities, the analysis
and mining of big tra�c data have attracted widespread
attention in the �eld of intelligent transportation. As an
important means of transportation to alleviate road tra�c
congestion in big cities, urban rail transit has gradually
entered the era of network operation. At the same time, a
large amount of passenger �ow data is generated, which
makes the research on passenger �ow prediction more and
more important [1]. �e most basic thing is modern tech-
nology has greatly guaranteed the safety of train operation
[2], ensuring the growing demand for safe travel of residents.
Shenzhen Metro, for example, the average travel scale of

which in a single day is up to 5 million person-times, carries
more than one-third of the tra�c �ow of the entire city and
occupies an important position in the urban public trans-
portation system. However, the ever-increasing travel de-
mand has brought greater and greater pressure to the
operation of urban rail transit. Especially during the
morning and evening rush hours, the demand for com-
muting is very large, so the operating e�ciency of the metro
directly a¦ects the overall commuting e�ciency of the city.
In addition to the research on the operation safety of train
control systems [3], more and more researchers have paid
attention to the passenger �ow data generated by metro
operations and conducted multilevel analysis [4] on it to
ensure the operation safety. Because of the enormous scale of
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the current metro network system, passenger travel shows
great complexity. Most of the existing research pays more
attention to the prediction of inbound and outbound pas-
senger flow, daily ridership, hourly ridership, and sectional
passenger flow. OD passenger flow reflects the direction of
flow in and out of the station, which is a visual display of
passenger travel needs and contains precious information.

Because of the good connectivity between stations in the
metro network, the travel demand of passengers is usually
expressed by an abstract OD matrix. ,e elements in the
matrix represent the OD passenger flow. As important
carriers of themetro passenger flow, they represent the travel
times between station O and station D within a specific time
interval. OD matrix can well describe the source and des-
tination of the ridership between any two stations, which is
the foundation for travel behavior characteristic analysis.
,e existing information platform establishes a channel of
communication between themetro system and passengers to
provide passengers with metro network status prediction
information and help passengers plan their trips reasonably.
At the same time, OD passenger flow prediction combined
with real-time detection of passengers in densely crowded
areas of metro stations [5] can provide better services for
ensuring operational safety. However, the prediction results
may differ from the actual situation, especially during peak
periods. ,is inaccuracy disrupts travel plans and creates a
sense of mistrust for the information while affecting metro
managers to make judgments. ,erefore, how to accurately
predict the OD passenger flow of the whole network is an
important issue for the refined and comprehensive pre-
diction of the rail transit network. By predicting the fine-
grained passenger flow and its dynamic changes in the
network state, metro managers can timely adjust the op-
eration plan and carry out reasonable passenger flow or-
ganization and control [6], which is of great practical
significance to ensure traffic safety. Among them, passenger
flow organization and control includes, but is not limited to,
adjusting schedules, adding services, disseminating infor-
mation to passengers in response to the condition of demand
surge, and incentivizing passengers to delay or change travel
time.

,e research of metro OD passenger flow based on AFC
data mainly includes three aspects, OD matrix, the main
passenger flow direction of the origin station, and key OD
pairs. Since the OD matrix is sparse and highly skewed,
combined with the analysis of the main direction of the
origin station, it can be known that the key OD pairs reflect
the travel routes of large demand, which largely determines
the metro operation status of the network. Meanwhile, they
are the main object of metro vehicle allocation which means
higher requirements for ensuring efficient and orderly trains
[7]. At the same time, the OD pair implicitly includes the
information of station O and stationD and is regular in time
variation like time series. For instance, most of the flow in
the morning rush is commuters whose commuting routes
are relatively fixed. OD pairs with O as residential areas and
D as business areas show a similar regularity. ,at is, OD
pairs show some dependence on the consecutive time in-
tervals and the similar spatial properties of the Origin-

Destination station.,erefore, how to determine the key OD
pairs and capture the spatiotemporal dependence between
them at the level of metro network becomes a key problem.

In this work, we propose a method to extract and predict
flow of key OD pairs in metro network. According to the
historical data of the AFC system, we extract the OD matrix
and then obtain the key OD pairs through filtering. We
introduce a spatiotemporal virtual graph convolutional
network (ST-VGCN) to model the spatiotemporal depen-
dencies between key OD pairs. ,e virtual topology is used
to establish a similarity map. ,e graph convolution com-
bined with GRU is used to extract spatiotemporal features
and predict the key OD passenger flow. We carry out an
experiment on the real-world dataset from Shenzhen Metro
to prove the advantage of ST-VGCN. ,e main contribu-
tions of this study are as follows:

(1) We obtain OD matrix by processing AFC historical
data and extract the key OD pairs that have a large
demand for metro travel by setting reasonable
thresholds

(2) We propose a spatiotemporal virtual graph con-
volutional network (ST-VGCN) model, in which we
establish a similarity graph based on the Pearson
coefficient as a virtual topology, to capture the spatial
and temporal dependencies between key OD pairs

(3) We have verified our method through a case study of
Shenzhen Metro, and the validity of the model was
confirmed by comparative tests

,e rest of this paper is organized as follows: In Section
2, we review related work onOD traffic forecast. In Section 3,
we describe our main work on the key OD flow prediction.
In Section 4, we evaluate our method based on real data and
present our results and analysis. In Section 5, we summarize
our paper and discuss several possible directions for future
work.

2. Related Work

Most of the researches concentrate on the prediction of road
traffic flow and traffic speed [8]. More and more researchers
focus on urban rail transit forecasting, among which the
research on OD prediction is relatively less. Considering the
similarity between OD sequence data and inbound/out-
bound data of urban rail transit stations, we will introduce
relevant studies on traffic prediction in related work and
further summarize the research on OD passenger flow
prediction.

Early researchers used methods based on statistical
learning, such as Historical Average [1] (HA), Autore-
gressive Integrated Moving Average [9] (ARIMA), Vector
Autoregressive model [10] (VAR), etc. Later, traditional
machine learning and neural network methods were applied
to traffic flow prediction. Wu et al. [11] studied the travel
time prediction problem using support vector regres-
sion(SVR). Zhu et al. [8] came up with a linear conditional
Gaussian Bayesian network model for short-term traffic flow
forecast, which took into account spatiotemporal
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characteristics and velocity information. Yang and Hou [12]
used a hybrid model based on wavelet analysis and least
squares support vector machine to complete short-term rail
transit passenger flow prediction. Jiao et al. [13] proposed an
improved Kalman filter model based on Bayesian combi-
nation and nonparametric regression, in which real-time
passenger traffic is deviated from historical data to mitigate
the volatility of original data.

Because of the good performance of deep learning
models in other fields, many scholars try to use them in
traffic prediction. Zhang et al. [14] presented deep-ST, which
is the first model that uses convolutional neural network to
mine spatial dependence between grids. On this basis, ST-
ReSNet [15] adopted the framework of residual convolution
network and considered the time series of three different
trends to mine the spatiotemporal relationship; then, ex-
ternal factors such as weekdays and weather were integrated
to improve the accuracy of traffic flow prediction. Liu et al.
[16] used Long Short-Term Memory (LSTM) and full
connection layer(FC) to predict passenger flow inbound and
outbound of metro stations. Ma et al. [17] converted the data
of metro passengers (i.e., Destination station) in Beijing into
images by using Convolutional Neural Networks(CNN) and
a bi-directional LSTM layer. Yang et al. [18] proposed a
novel attention mechanism-based end-to-end neural net-
work to predict the inbound and outbound passenger flow,
which improved the prediction effectiveness.

All the above models can effectively capture complex
time features, and the proposed Graph Convolutional
Neural Network (GCN) solves the problem of Network
spatial correlation effectively. Traditional neural networks
can only effectively extract some features from standard grid
data and cannot deal with the complex and nonlinear traffic
data well. In this case, we need to consider using graph
convolutional neural network. Chen et al. [19] constructed
topology, similarity (based on dynamic time-warping dis-
tance), and correlation graph to represent the dependency
between passengers at different transfer stations, and then
used a variant of graph neural network to conduct demand
forecasting. Defferrard et al. [20] applied a three-dimen-
sional convolution operation to seamlessly capture irregular
spatiotemporal dependence on metro network. Guo et al.
[21] proposed the ASTGCN model, which added an at-
tention mechanism to take into account the dynamic in-
fluence of different time periods and different places on
adjacent time periods and adjacent places. Yan et al. [22]
proposed a spatiotemporal graph convolution model
(STGCN) combining graph convolution and CNN based on
spatial domain. Zhao et al. [23] put forward a special pas-
senger flow forecasting prediction model based on temporal
graph convolutional network (T-GCN), which combines a
graph convolution network (GCN) and gated recursive
network (GRU). In this model, GCN learns complex non-
linear structures to capture spatial topology, while the gated
loop unit understands dynamic changes of traffic and
captures time-dependent data.

,ere are many studies on the estimation and prediction
of short-term traffic origin and destination, especially in the
area of taxi and car-hailing travel [24]. ,e research on

passenger flow OD prediction starts from residents travel,
road traffic, and urban public transportation network, which
is called travel distribution prediction or traffic distribution
prediction.

One of the important differences between OD prediction
of traffic and public transport is the high dimension of data.
A network with N sites consists of N×N OD pairs, and it is
not extensible to exploit a model with a traditional method
for each OD pair. Matrix/tensor decomposition is an ef-
fective method to solve the high-dimensional problem of
OD matrix prediction, and many researches [25] have ex-
plored this based on it. Deep learning is also one of the
mainstream OD prediction methods. Because the data is
high dimensional, Toqué et al. [26] applied LSTM networks
to selected high-traffic OD pairs with heavy traffic. Wang
et al. [27] improved OD flow prediction network of
GCN+LSTM by multi-task learning. Shen et al. [28] mixed
CNN with gravity model to predict the OD matrix of the
metro system. ,e effect of deep learning model is usually
affected by noise in sparse Metro OD matrix. To reduce the
influence of noise, Zhang et al. [29] developed an index
called OD attraction degree (ODAD) to cover up non-
important OD pairs, indicating that shielding OD pairs close
to zero can improve the prediction of LSTM. Meanwhile, a
Channel-wise Attentive Split-CNN (CAS-CNN) model [30]
is developed for metro OD matrix prediction. Gong et al.
[31] proposed a real-time delayed data collection problem
and discussed how to address it. Peyman et al. [32] con-
sidered the issue of delayed data availability, which is a
challenge in the prediction of dynamic Origin-Destination
(OD) demand.

From the traditional method to the current artificial
intelligence method, it is all to better capture the regularity of
the prediction content. Most of the predictions for inflow
and outflow are at the station level, while the prediction of
OD flow often involves stations in the entire network. ,e
traditional method mainly makes predictions based on
statistical laws, but it cannot show the influence of various
factors, and the prediction accuracy is low.,eGRUmethod
is often used for simple time series prediction, which is very
effective, but it lacks the capture of spatial information in the
problem of rail transit OD passenger flow prediction. Using
the knowledge of graph theory and convolution, GCN can
well capture the physical space information brought by the
metro network and the virtual space information brought by
the OD passenger flow. Masking unimportant OD pairs was
proposed in previous methods, which has a strong inspi-
ration for us.,erefore, in this work, we study how to extract
important OD pairs for research. At the same time,
according to the analysis of the properties of key OD pas-
senger flow, GRU combined with GCN is selected to capture
spatiotemporal information to achieve good results.

3. Methodology

3.1. Key OD Pairs Prediction Problem. ,e Metro AFC
system records the original travel data of passengers, in-
cluding card number, entry station number and time,
transaction type (inbound or outbound), and other data. In
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this way, we know the entry and exit stations and the
corresponding time. We summarize them at a fixed time
interval and calculate the traffic demand from O to D in the
statistical period based on O, regardless of whether the
journey is completed or not. We finally form an N × N OD
matrix, where N represents the total number of metro
stations in the dataset. We extract the key OD pair set as

KOD � k1, k2, . . . , kn􏼈 􏼉. (1)

In our work, a virtual graph between key OD pairs
denoted as G � (V, E) is established, which is built to
represent the connection relationship between OD pairs. V

and E denote the set of nodes and the set of edges, re-
spectively. In our work, V is equivalent to the set of key OD
pairs used to encode the characteristics of nodes, which
refers to the traffic time series of each OD pair. ,e adja-
cency matrix A that only contains elements of 0 and 1
represents the virtual connection relationship between OD
pairs. ,e corresponding element is 1 if there is an asso-
ciation relationship between nodes, otherwise, it is 0. ,e
data collected by the key OD pair within t consecutive
moments is expressed as X � [x1, . . . , xt], where
xt � [x(k1), x(k2), . . . , x(kn)]T represents the data collected
by each key OD pair at the time t. ,e feature matrix Xn∗p

represents the attribute characteristics of the node, n rep-
resents the number of key OD pairs, and p represents the
historical time sequence length. ,e purpose of our paper is
to predict the passenger flow of the future m time intervals
according to the historical passenger flow data of key OD
pairs in previous n time intervals, which can be expressed as
the following learning function:

X
T− n

, . . . , X
T− 1

, X
T
; G􏽨 􏽩⟶

f
X

T+1
, . . . , X

T+m
􏽨 􏽩, (2)

where XT represents the values of all OD pairs at time
interval T and f is a mapping function.

3.2. Key OD Pairs Extraction. ,e OD matrix describes the
number of travels between each OD pair in the system during
the time interval.,e amount of stations in themetro system is
N, and the size of the generated OD pairs is N × N, which
means a huge number.,e heat map formed by the ODmatrix
at the 10-minute granularity is shown in Figure 1(a). As shown
by the color bar on the right side of Figure 1(a), the brighter the
color indicates the greater the amount of OD between the two
stations. It can be seen that the graph has a large black part, that
is, most of the elements in the OD matrix are 0, which means
that there is no passenger travel demand between most of the
stations.,erefore, not all ODpairs are the ones we need to pay
attention to.,e passenger flow of some noncritical ODpairs is
scarce, and the travel demand is very random.,e contribution
of this kind of OD passenger flow is very small, implying that
relatively few key OD pairs account for the vast majority of the
overall OD passenger flows. So we use the historical passenger
flow data setHS � h1, h2, . . . , hs􏼈 􏼉 of each OD pair to filter OD
pairs, where s is the length of the selected historical data, hi

represents the OD value of the period. In order to achieve the
extraction of key OD pairs, we set three thresholds, including

the proportion z of nonzero value, the randomness judgment
value r and the proportion p of value that is greater than the
randomness judgment value. ,e key OD pairs meet the
following conditions:

H
s′

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌

H
s

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
∗ 100%≤ z and

H
s′′

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌

H
s

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
∗ 100%>p, (3)

where Hs′ � hi ∣ hi ∈ Hs􏼈 and hi � 0, i � 1, 2, . . . , s} means a
subset of key OD pairs set in which elements value is zero and
Hs′′ � hi| hi ∈ Hs􏼈 and hi > r, i � 1, 2, . . . , s} a subset in which
elements value is greater than randomness judgment value r.

We selected 14 OD pairs and showed them in Figure 1(b).
,e horizontal axis represents time. From this picture, we can
see that the critical and noncritical OD pairs exhibit large
differences. And different OD pairs show different time-
varying laws.,e color bar of OD14 is all black, indicating that
there is noODdemand between the two stations. OD11–OD13
have some faint colors, indicating that the passenger travel
demand between such noncritical OD pair is very random.,e
remaining OD pairs show different color distributions, rep-
resenting different passenger flow characteristics.

3.3. Virtual Graph Construction. Graph neural network
performs graph convolution based on the relationships be-
tween nodes.We conduct research and prediction based on key
OD pairs, so it loses the dependency information that comes
with the physical topology of the real stations. However, the
OD pairs combine the spatial properties of the origin-desti-
nation station by themselves. For example, if station O is a
residential area and station D is an office area, this kind of OD
pair has similar properties.,eOD pairs show correlation, that
is, OD pairs may have similar traffic distribution characteristics
because of similar functionality. So virtual connection edges
can be established to generate an adjacency matrix.

To measure the degree of correlation between two
variables, researchers usually use the Pearson correlation
coefficient. In the quantification of the correlation between
time series, it can be used to measure how two continuous
signals change together with time, and the correlation co-
efficient shows their relationship. ,e Pearson correlation
coefficient can be calculated by the following formula:

ρX,Y �
􏽐(X − X)(Y − Y)

�������������������

􏽐(X − X)
2

􏽐(Y − Y)
2

􏽱 , (4)

where X and Y represent two variables and X and Y rep-
resent the mean of the variables.

According to the above calculation formula, we obtain
the correlation matrix R that describes the relation between
key OD pairs. Rij represents the Pearson correlation coef-
ficient between observed historical passenger flow data series
of the ith and jth OD pair. Classical GCNs encode adjacency
between nodes to represent arbitrarily structured graphs. A
binary-encoded adjacency matrix A is usually used to
represent the connectivity between nodes. Aij � 1 if nodes i
and j are directly connected in the graph, otherwise Aij � 0.
According to the meaning of the correlation coefficient, if
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the absolute value of the relative coefficient is larger, the
correlation between variables is stronger. We set a threshold
c to determine whether to establish a virtual connection
between OD pairs. ,e formula is as follows:

Aij �
1, Rij ≥ c,

0, Rij < c.

⎧⎨

⎩ (5)

3.4. Spatiotemporal Virtual-Graph Convolution Network.
After completing the virtual graph construction, we use the
combined model of GCN and GRU to model the spatio-
temporal dependencies of key OD pairs. ,e prediction
framework of this paper is shown in Figure 2. ,e main
structure of the model is divided into three parts, which are
the input layer, feature extraction layer, and output layer.
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Figure 1: Visual display of raw data. (a) Heat map formed by an OD matrix. (b) Heat map of some OD pairs over time.
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,e input layer receives raw historical ODmatrix data. After
Key OD pairs extraction, feature matrix X that represents
multiple time steps historical flow of all key OD pairs is
generated. And through virtual graph construction, adja-
cency matrix A is generated. ,e feature extraction layer is
composed of a graph convolution module and a GRU
module, and the inputs of it are X and A. Firstly, the graph
convolution module receives the data from the input layer
and learns both node features and structural information
end-to-end through graph convolution operation to obtain
rich node information and aggregate spatial features. ,en
the result with spatial features of each node is sent to the
GRU module to capture the time series features. ,e final
output layer gets the prediction result.

,ere are two main categories of GCN methods: spec-
tral-based and spatial-based. In our work, we use a graph
convolutional network based on the spectral method. Given
a feature matrix X representing node features and an ad-
jacency matrix A representing structural features, the graph
convolution operation computes the information of nodes
using the information of related nodes. ,e core calculation
formula is as follows:

f(X, A) � σ 􏽢D
− 1/2 􏽢A 􏽢D

− 1/2
XW􏼒 􏼓. (6)

Here, 􏽢A � A + IN represents the sum of the adjacency
matrix A and the identity matrix IN; 􏽢D represents the degree
matrix of 􏽢A; 􏽢D

− 1/2 􏽢A 􏽢D
− 1/2 represents the 􏽢A is normalized; W

represents the weight matrix; and σ denotes the activation
function.

GRU is one of the most widely used recurrent neural
networks for processing series data. It can be regarded as a
combination of reset gate and update gate. It is used to model
the sequence information that has undergone graph convo-
lution operations to capture its temporal features and com-
plete the prediction task. After the original sequence
X � [x1, . . . , xt] passing through the graph convolution
layer, new sequence data containing spatial information is
obtained as X′ � [x1′ , . . . , xt′]. We input the new sequence
data into the GRU network. ,e feature extraction layer
improves the basic GRU structure in combination with graph
convolution operation. ,e result is shown in Figure 3.

,is process can be described by the following equations:

zt � σ Wz f X
t
, A􏼐 􏼑, ht−1􏽨 􏽩 + bz􏼐 􏼑,

rt � σ Wr f X
t
, A􏼐 􏼑, ht−1􏽨 􏽩 + br􏼐 􏼑,

􏽥ht � tanh Wh f X
t
, A􏼐 􏼑, rt ∗ ht−1( 􏼁􏽨 􏽩 + bh􏼐 􏼑,

ht � zt ∗ ht−1 + 1 − zt( 􏼁∗ 􏽥ht.

(7)

In the formula, ht−1 is the hidden state at time t − 1; Xt is
the flow information of all key OD pairs at time t; rt is the
reset gate in the GRU model, which is about how the new
input information is integrated with the previous memory;
the zt update gate indicates the amount of previous memory
saved to the current time step; ht is the memory content
stored at time t; ht is the output state at time t. GRU takes the
hidden state at time t − 1 and the current key OD pair flow
information that has undergone graph convolution opera-
tions as input, and obtains the flow state at time t. ,e key
OD flow is predicted in order to make the forecast result as
close as possible to the actual traffic demand. ,erefore, we
need to select the loss function to estimate the degree of
inconsistency between the predicted value and the real value
of the model. Our ultimate goal is to minimize loses during
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training process. ,e loss function chosen in this paper is
shown as follows:

loss �
1
n

􏽘

n

i�1
yi − 􏽢yi( 􏼁

2
, (8)

where yt and 􏽢yt are the true OD flow and predicted values
and n represents the length of observation window.

4. Experiments

4.1. DataDescription. Because of few public benchmarks for
metro passenger forecasts, we construct the dataset Met-
roSZ2020 with 39 consecutive days of metro smart card data
which records card number, origin number, destination
number, and the entry and exit time of each metro trip from
Shenzhen, China. Because some data in the Shenzhen metro
network cannot be obtained, after data cleaning, the data of
205 stations are available. As shown in Table 1, MetroSZ2020
covers 205 metro stations in Shenzhen from August 23rd to
September 30th, 2020. We select 6:00–24:00 as the metro
operating period.We count the ODmatrix every 10minutes,
which means 108 matrixes per day and contains a total of
42025 OD pairs per matrix.

,ree thresholds for z, r, and p are set as 80%, 10 and 10%
respectively. We test different threshold combinations in
experiments and obtain different numbers of key OD pairs.
However, considering the hardware resource problem and the
model training situation, the above threshold combination is
finally selected. By analyzing the OD matrix heat map similar
to Figure 1(a), it can be seen that it is meaningful to set the
nonzero value ratio z to at least 80%. ,e randomness
judgment value r needs to be changed according to the change
of time granularity.,e time granularity selected in this paper
is 10min. For the OD matrix of 205 stations, setting r to 10
can already indicate that the OD passenger flow has a certain
regularity. For a station with regular passenger flow, it takes a
sustained period of time to express the regularity, so setting p

to 10% is a reasonable choice.,e key OD pairs that meet less
than 80% of the historical time series data is zero and more
than 10% of the data value is greater than 10 are extracted. A
total of 490 keyODpairs of data are used as input andwe scale
the data to (0, 1], divide by the maximum value into the data.
When proceeding with virtual graph construction, we set the
threshold c as 80%. ,e data is divided into training data and
validating data according to the ratio, which is 0.8 in our
research.

4.2. Model Configurations. Our experiment is completed in
the Pytorch environment on a workstation equipped with an
Intel(R) Core(TM) i7-6800k processor whose cache is 15M
and working frequency is up to 3.40GHz, 16GB memory
space, and NVIDIA GeForce GTX 1080 Ti graphics card. We
train the model using the Adam optimizer. To obtain the best
experimental results, we manually adjust the determined pa-
rameters including the number of hidden units and the
number of training epoch which may greatly affect the pre-
diction precision. As shown in Figure 4, the horizontal axis
indicates the different parameter choices and the vertical axis

indicates the variation of the different metrics. ,e red dots
indicate the performance of each metric under the selected
parameters. First, we test the training epoch in the set [500,
1,000, 1,500, 2,000, 3,000, 3,500, 4,000, 4,500, 5,000] and an-
alyze the variation of the model performance. Figure 4(a)
shows the results of metrics for different training epochs,
and Figure 4(b) shows the variation of metrics for different
hidden units. With the increase of training epoch value, the
variation of evaluation metrics stabilizes, and there is a turning
point at 3,000. So we fix the training epoch at 3,000 and select
the number of hidden cells from the set [32, 64, 100, 128, 256].
As shown in Figure 4(b), the model becomes stable when
hidden units reach 128. ,erefore, the training epoch is
affirmed as 3000 and the number of hidden cells as 128. Be-
sides, the time step is affirmed as 12, the batch size as 64, and
the learning rate as 0.001.

4.3. Evaluation Metrics. In this work, we choose root mean
square error (RMSE), mean absolute error (MAE), and
linear regression coefficient of determination (R2) as eval-
uation metrics. In real experiments, each evaluation metric
represents a different meaning. RMSE and MAE represent
the error between the predicted value and the actual value.
R2 reflects the fitting effect of the model, which measures the
ability of prediction results to represent actual data by
calculating correlation coefficients. As we all know, the
smaller the error, the closer the predicted value is to the real
value, and the higher the fitting degree, the better the
prediction effect of the model. ,e specific calculation
formulae are as follows:

RMSE �

�������������

1
n

􏽘

n

i�1
Yt − 􏽢Yt􏼐 􏼑

2

􏽶
􏽴

,

MAE �
1
n

􏽘

n

i�1
Yt − 􏽢Yt

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌,

R
2

� 1 −
􏽐i�1 Yt − 􏽢Yt􏼐 􏼑

2

􏽐i�1 Yt − Yt)
2
,􏼐

(9)

where Yt represents the real OD information, 􏽢Yt represents
the predicted OD information, Yt represents the mean of the
predicted OD information, and n is the number of nodes.

4.4. Results and Discussion. In this section, we select the
following five baseline methods for comparison with the
model in this paper, including three traditional time series

Table 1: ,e description of the dataset.

Description MetroSZ2020
Date 2020/8/23–2020/9/30
Time 6:00–24:00
Station number 205
Matrix dimension 205∗205
Key OD pairs number 490
Time interval 10min
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models as well as two generalized deep learning models,
namely (1) Historical Averaging model (HA), (2) Autore-
gressive Integrated Moving Average model (ARIMA), (3)
Support Vector Regression model (SVR), (4) Graph Con-
volutional Network model (GCN), and (5) Gated Recurrent
Unit model (GRU). To verify the effectiveness of the model
in our work for the key OD flow prediction problem, we
compare the evaluation metrics with some comparative
experiments, as shown in Table 2.

We explore the performance of ST-VGCN for key OD
pair flow prediction at 10-minute time granularity. We can
find that ST-VGCN performs much better than HA model
on all performance metrics, and its RMSE is reduced by
approximately 26.15% and 0.6% compared to ARIMA and
SVR models, respectively. GCN and GRU are both deep
learning methods, but GCN only focuses on spatial

relations while GRU only focuses on temporal relations.
ST-VGCN model takes both into account and its RMSE is
reduced by about 38.62% and 30.74% compared to GCN
and GRU models, respectively. Other indicators also
perform significant improvements. ,rough the above
analysis and comparison, we verify the improvement of the
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Figure 4: Parameter tuning results. (a) Variation of predicted performance under different epochs. (b) Variation of predicted performance
under different hidden units.

Table 2: Comparison of performances of different models.

Models RMSE MAE R 2

HA 15.134 5.787 0.360
ARIMA 11.321 6.065 0.105
SVR 8.416 3.748 0.802
GCN 13.619 5.191 0.482
GRU 12.071 5.015 0.593
ST-VGCN 8.360 3.492 0.805
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proposed ST-VGCN model in three indicators. And we
believe that the model in our work is effective. ,e
comparison results validate the superiority of the proposed
ST-VGCNmodel.For the 10-minute granularity of key OD
pairs flow, the prediction result is visualized. As shown in
Figure 5, three different passenger travel patterns can be
seen. Figures 4(b) and 5(c) have explicit spike moments,
and the spike moment in 5(c) is later than that in 5(a).
After analysis, it is concluded that the nature of the OD
pair of stations represented in Figure 5(a) is that station O
is a residential area and station D is an office area.
Figure 5(c) represents that station O is an office area and
station D is a residential area, which is in line with the
residents’ commuting pattern. Figure 5(b) maintains a
relatively flat trend, where stationD is an airport station, so
it maintains a certain level of passenger travel demand
throughout the day.

As can be seen, our model can well model different
passenger flow demands. Accurate predictions can provide
effective reference information for passenger travel. At the
same time, the modeling and analysis of the key OD pairs
flow can assist the emergency response [33] when an un-
expected event occurs, and reduce the continuous impact
caused by the occurrence of emergencies.

5. Conclusions

Our work mainly defines and studies the key OD pair flow
prediction problem and proposes a complete set of proce-
dures for accomplishing the prediction. ,e key steps are to
obtain key OD pairs, model the correlation between them,
and use the ST-VGCN model to complete the prediction.
,e ST-VGCNmodel achieved the best prediction results on
a real-world dataset when compared with five preexisting
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Figure 5: ,e real and predicted time series of three selected OD pairs.
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models. ,rough experiments and analysis, we have ob-
tained the following conclusions:

(1) OD flow has the problem that the data is too sparse
and its dimension is too high, yet most OD pairs have
a small contribution to the overall passenger flow. So
it is necessary to extract key OD pairs for research by
setting a threshold filter.

(2) ,e OD pairs exhibit certain correlations with each
other due to the same nature of the origin-desti-
nation station and time variation pattern. It makes
sense to consider the spatiotemporal characteristics
of OD passenger flow when predicting.

(3) ,e proposed ST-VGCN model can combine tem-
poral and spatial information to improve the ability
of prediction. By establishing a virtual graph, GCN is
used to capture spatial properties. GRU is used to
capture time series information.

Overall, research on key OD pair flow prediction can
provide important insights for metro operation and man-
agement. In the future, the impact of multiple sources of data
needs to be considered which can further improve the
prediction ability of the model. It is also an open question
worthy to be explored how to determine the threshold value
for filtering key OD pairs more reasonably. Also, the
problem of not being able to obtain real-time OD infor-
mation due to trip duration is not explored in this study, and
we will consider the problem of how to obtain real-time
information in the next work.
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