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Intelligent transport systems are the future in matters of safe roads and comfortable driving. Integration of vehicles into a unified
intelligent network leads to all kinds of security issues and cyber threats common to conventional networks. Rapid development of
mobile ad hoc networks and machine learning methods allows us to ensure security of intelligent transport systems. In this paper,
we design an authentication scheme that can be used to ensure message integrity and preserve conditional privacy for the vehicle
user. &e proposed authentication scheme is designed with lightweight cryptography methods, so that it only brings little
computational and communication overhead. We also conduct experiments on vehicular ad hoc network segment traffic
generation in OMNeT++ tool and apply up-to-date machine learning methods to detect malicious behavior in a given simulated
environment. &e results of the study show high accuracy in distributed denial-of-service attack detection.

1. Introduction

&e rapid development in the field of mobile devices, sen-
sors, and 5G networks [1] allows incorporating computa-
tional nodes into wireless ad hoc network. A network
without preexisting infrastructure is called a mobile ad hoc
network (MANET); it consists of mobile devices capable of
establishing connections between arbitrary nodes. Ad Hoc
On-Demand Distance Vector (AODV), Destination-Se-
quenced Distance-Vector Routing (DSDV), Optimized
Link-State Routing (OLSR), and Dynamic Source Routing
(DSR) protocols are used for routing at the network layer in
MANET. One of the important areas in MANET is vehicular
ad hoc networks (VANETs), which represent intelligent
transport system where each vehicle is considered as a
mobile node. Potential VANET applications include road
condition warnings, collision alerts, accident alerts, road
congestions, driver assistance systems, and infotainment
systems. Each vehicle in VANET is equipped with a set of
sensors and constantly exchanges crucial information with

other nodes all over the network. &ese nodes may include
fixed roadside units (RSUs), base station units (BSUs),
trusted authority (TA) or control center (CC), and drones as
mobile BSUs [2, 3]. It is very important to pay attention to
security issues in VANET because the consequences of a
network attack on the road can be unfortunate.

Complex research on VANET security issues may be
divided into two directions. &e first one is related to as-
sistance of vehicle communication and vehicle privacy based
on intelligent anonymous authentication and key agreement
for 5G/beyond 5G (B5G) vehicular ad hoc networks. &e
second direction is related to machine learning algorithm
applications in network threat detection and classification.

Modern trends in the creation of network connectivity of
an increasing number of devices and the rise of the Internet
of &ings (IoT) and the Internet of Everything (IoE) re-
quired the development of new approaches to organizing
network interaction. In cases where the network can contain
several thousand devices, many of which are also inter-
mediate for traffic transmission, traditional approaches can
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be inefficient and slow. In the case of unstable links and
nonstationary nodes, traditional mobile networking
methods such as BATMAN-adv, OLSR, and AODV can
cause losses, delays, rings, and instability of the entire
network. Traditional software-defined networks (SDNs) can
also be unstable under these conditions, especially in reactive
mode. To implement intelligent transmission of information
over such networks, for example, in the form of delayed
packet transmission, a combination of controlled and au-
tonomous approaches is required. Vehicular distributed
software-defined networks (VDSDNs) are a combination of
proactive SDN management for consistent precalculated
routes, while local reactive mode is used in conjunction with
neighbor detection methods through legacy protocols.
General scheme of VDSDNs in VANET segment is pre-
sented in Figure 1.

SDNs are mainly used in VDSDNs in stable parts of the
network and in virtualization infrastructure, especially for
Network Function Virtualization (NFV) modules and edge
computing. When an NFV module is used as an edge virtual
machine or a container running on network equipment, the
requirements for the selection and routing of network flows
passing through this module can be implemented only by
SDN infrastructures managed by the controller. Since traffic
can pass through the balancing nodes and be routed to the
endpoint through various communication channels, it is
important to have complete information about all network
flows to a specific destination. When using distributed
networks, they can contain several controllers with state
synchronization (for example, via KV-storages); in this case,
separate synchronization of applications related to packet
and flow analysis is required to intercept the maximum
possible number of directions of flow vectors. At the same
time, since the traffic volumes of modern applications can
exceed the capabilities of their analysis in real time, selective
or only header preliminary analysis of packets and con-
solidation of data from all distributed controllers into a
single storage is required, which will be used by many
streaming analyzers.

2. Related Work

In order to ensure secure communication between intelli-
gently connected vehicles, a public key cryptography (PKC)
mechanism was proposed. In [4], the traditional PKC was
proposed to implement self-certified public key cryptogra-
phy (SCPKC) for online registration of multiserver archi-
tecture and to ensure the security of various mobile service
applications.

&e traditional PKC mechanism can realize secure
communication; however, the mechanism suffers from
various drawbacks caused by managing a large number of
user certificates. In [5], Shamir put forward the concept of
ID-based PKC. In [6, 7], a bilinear pairing ID-based PKC
mechanism was proposed to achieve the required privacy for
vehicles. In [8], an improved scheme ID-based PKC
mechanism without bilinear pairing was proposed. &e
improved scheme is not required to utilize bilinear pairing
operations without lack of security and privacy protection,

and the total computational cost of signature and authen-
tication is constant for single message and nmessages. In [9],
an improved message authentication scheme together with a
system secret key updating scheme was proposed to opti-
mize the performance and security of V2V authentication
process. Although the ID-based PKC avoids the problem of
managing certificates brought by the traditional PKC
mechanism, it still brings the problem of key escrow.

In 2013, Al-Riyami [10] first proposed the concept of
certificateless PKC mechanism, which avoids the certificate
management problems brought by traditional PKC mech-
anism and the key escrow problems caused by ID-based PKC
mechanism. In [11], an anonymous authentication scheme
based on certificateless PKC mechanism was proposed by
using bilinear pairing operations. In [12, 13], all implement
batch authentication without bilinear pairing based on
certificateless PKCmechanismwere proposed. In [14], a new
authentication scheme without bilinear pairings was pro-
posed. In [15], a reliable and efficient secure content sharing
scheme for 5G-enabled VANETs was proposed. In [16], a
lightweight and secure authenticated key agreement scheme
for securing V2V and V2I communications simultaneously
was proposed.

In order to ensure the efficiency and safety of VANETs,
there are a large number of schemes for batch authentication
of messages. In [17], Zhang et al. proposed a distributed
aggregate batch authentication scheme. By dividing the
received message into multiple subsets and then aggregating
multiple subsets for batch authentication. In [18], an efficient
batch authentication scheme based on elliptic curve cryp-
tography was proposed. A proxy-based batch authentication
scheme was proposed in [19], where some vehicles were
selected as the proxy vehicles, whose message signatures
were then verified by roadside units in batches.

Recently, there is a lot of research dedicated to machine
learning methods’ application in network threat detection.
Montenegro J. et al. [20] applied machine learning tech-
niques and trust model metrics to detect fake position at-
tacks in VANETs. &e same problem was solved by Singh
P. K. et al. [21] using machine learning techniques on
VeReMi dataset to detect false position information
broadcast to the other vehicles. A Ghaleb F. et al. [22] used
the random forest algorithm to train intrusion detection
system classifiers on each vehicle node with the overall goal
of reducing the communication overhead. Nandy T. et al.
[23] also proposed a trust-based collaborative intrusion
detection system with k-nearest neighbors nonlinear clas-
sifier to identify intruders in real time. To detect various
malevolent attacks, Sharma S. et al. [24] proposed a Mul-
ticluster Head anomaly based intrusion detection system
with Dolphin Swarm Algorithm optimization technique.
Zhang T. et al. [25] in their research proposed a privacy-
preserving machine learning based collaborative intrusion
detection system for VANETs. Zhang D. et al. [26] proposed
a software-defined trust-based deep reinforcement learning
framework for VANET issues related to performance deg-
radation. Belenko V. et al. [27] proposed approach to
generate VANET dataset with various scenarios of cyber
attacks for the ns-3 network simulator. Singh P. K. et al. [28]
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also generated scenario of multihop communication on ns-3
network simulator to detect wormhole attacks in VANET
using KNN and support vector machine models. Kumar
S. et al. [29] presented a vehicular jamming system model
with usage of CatBoost machine learning algorithm to
predict the coordinates of jamming vehicle. Rehman A. et al.
[30] described a novel approach to detect intrusion attacks
on the CAN bus using convolutional neural network and
attention-based gated recurrent unit. Jhaveri R. et al. [31]
proposed a bandwidth contract-based framework to provide
resilience to violation of the bandwidth requirements of the
traffic flows in vehicular ad hoc networks.

Different types of simulation tools can be used to gen-
erate reliable VANET traffic and experiment over many
types of scenarios within intelligent transport system.
Akhtar et al. [32] presented simulationmodel of microscopic
mobility VANET segment by using SUMO [33] traffic
simulation package and Freeway PerformanceMeasurement

System database. Michaeler et al. [34] presented 3-dimen-
sional driving simulator based on Open-StreetMap data,
which integrates VANET communication capabilities. Buse
et al. [35] proposed event-driven simulator with a city-scale
VANET simulation for the advanced driver assistance sys-
tem development. To ensure reliable driver assistance sys-
tems, Obermaier et al. [36] presented an approach for testing
VANET devices and the applications in hardware in the
Loop environment using OMNeT++ simulation tool [37]
and the VANETmodel Artery. Fahad et al. [38] proposed a
new scheme based on compressed fuzzy logic method to
enhance AODV routing decisions in VANET. Maratha et al.
[39] conducted performance study of AODV, DSDV, and
DSR MANET protocols using NCTUns 6.0 network simu-
lator [40]. Raj et al. [41] simulated various routing protocols
using ns-3 simulator [42] and SUMO package and studied
performance metrics such as Packet Delivery Ratio,
&roughput, and End-to-End Delay.
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Figure 1: Scheme of VDSDNs in VANET segment.
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Table 1 contains the coverage of machine learning
methods’ applications of network attack detection in some
recent publications, including Naive Bayes (NB), logistic
regression (LR), support vector machine (SVM), random
forest (RF), CatBoost (CB), AdaBoost (AB), and gradient
boosting (GB). As you can see, existing works are limited to
the usage of individual classifiers only. In our current re-
search, we will make a comparison of the most up-to-date
classifiers and ensemble methods for the multiclass classi-
fication problem of distributed denial-of-service attack de-
tection using simulated VANET environment.

To study security issues in vehicular ad hoc networks and
detect DDoS attacks, we make the following contributions:

Authentication method: we proposed an anonymous
authentication scheme based on elliptic curve en-
cryption to meet the security requirements of vehicular
ad hoc networks providing the least time cost on
signing and verifying a message.
Simulation of VANET dataset: using OMNeT++ sim-
ulation tool we simulated segment of VANET and
implemented three types of popular network attacks
which degrade overall performance of intelligent
transport system by flooding vehicles with great
amount of generated messages.
Experimentation and evaluation: we recorded network
flows information from the nodes in simulated segment
of VANET and conducted experiments on multiclass
classification using the most advanced classifiers and
ensembles of classifiers.

&e structure of the rest of the paper is as follows: Section
3 introduces the intelligent anonymous authentication
scheme. In Section 4, we describe the proposed generation of
VANET segment traffic in OMNeT++ simulation tool and
present results of multiclass classification of DDoS attacks.
Section 5 gives the conclusion.

3. Intelligent Authentication Methods for
Vehicular Ad Hoc Networks

3.1. System Model. &e considered system consists of three
parts as shown in Figure 2, which can be divided into three
layers. &e first layer contains TA which communicates with
EA and vehicles over a secure channel by wired connections.
&e second layer includes EA, which communicates with TA
and vehicles by the secure channel. &e third layer involves
multiple vehicles which mainly communicate with cluster
head (CH) by DSRC protocol. &e definitions of the roles
involved in the considered model are as follows.

TA: It is a trusted authority that consists of a Key Gen-
eration Center (KGC) and a Trace Authority (TRA) in the
practical environment. &e KGC initializes the system and
generates all public parameters and private keys. &e TRA
extracts the real identities of malicious vehicles by pseudo
identities in the case of controversial traffic events.
EA: It is an edge authority that contains multiple
mobile devices (e.g., mobile phones, laptops, and other

electronic devices). &e EA contains enough comput-
ing and storage sources which are used to handle
reputation update and reveal vehicles real identities by
pseudo identities in the disputed traffic environment.
Vehicles: We assume that multiple vehicles can form a
cluster in the same area. In order to avoid repeated
calculations of multiple vehicles in the cluster, the EA
selects the vehicle with good network resources (e.g.,
high network bandwidth, constant speed, and suitable
location) as the CH vehicle. &e CH predownloads the
road condition related data required by the vehicle;
then, the remaining vehicles and the CH authentication
reduce the redundancy calculation.

3.2. Our Proposed Authentication Scheme. In order to meet
the security requirements of VANETs, we design an
anonymous authentication scheme using an online certifi-
cateless signature technology based on prioritization. Our
proposed scheme consists of several algorithms including
setup, pseudo identity generation/partial key extraction,
sign, batch verification, and revocation/update of revocation
list. &e scheme details can be shown as follows.

3.2.1. Setup. TA initializes the system, generates public
parameters for the system, and then sends related param-
eters to EA by security channel. &e details are as follows.

(1) &e TA chooses a cyclic addition group G1 with
order q generated by P. Let
E: y2 � x3 + ax + b(modn), a, b ∈ Fn, be an elliptic
curve over the finite field Fn, where n indicates a large
prime number. All the points of E and an infinity
point O are in the group G1.

(2) &e KGC selects two random numbers as x, y and
calculates PKTA � yP. &e KGC generates public-
private key pairs for EA: skEA � s, pkEA � sP.

(3) &e TA selects two one-way hash functions:
h1 0, 1{ }∗ ⟶ 0, 1{ }∗, h2: 0, 1{ }∗ ⟶ Zq.

(4) &e TA publishes P, PKTA, pkEA, h1, h2􏼈 􏼉 as the
system parameter and sends (x, skEA) to EA through
the secure channel.

3.2.2. Pseudo Identity Generation and Partial Key Extraction.
&e EA communicates with vehicles online to generate
pseudo identities for vehicles, and the TA generates a partial
key for the vehicle through its KGC. &e details are as
follows:

(1) &e vehicle calculates partial public-private key pairs
for itself: ski,1 � s1, pki,1 � s1P.

(2) Vehicle i encrypts (RIDi, pki,1) with its own private
key and EA’s public key and sends
Encski,1 ,pkEA

(RIDi, pki,1), TSi􏽮 􏽯 to the EA, where
Enc(.) is the asymmetric encryption method, RIDi is
the real identity of vehicle i, and TSi represents the
current timestamp.
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(3) &e EA checks the timestamp for freshness by de-
termining whether |TS − TS|≤ΔTi holds or not. If
not, the EA stops. Otherwise, it utilizes its own
private key and vehicle i’s public key to decrypt
Decski,1 ,pkEA

(RIDi, pki,1), calculates the pseudo
identity PIDi,1 � xP, PIDi,2 � RIDi⊕h1(xpki,1), and
then sends PIDi � (PIDi,1, PIDi,2) to the TA.

(4) &e TA selects a random number s2 and calculates
partial public key pki,2 � s2P and partial private key
ski,2 � s2 + h2(PIDi, pki,2)y, and then the TA sends
partial public-private key pairs and pseudo identities
{pki � (pki,1, pki,2), ski � (ski,1, ski,2), PIDi} to the
vehicle.

3.2.3. Sign. Each vehicle calculates the signature using the
following steps:

(1) Vehicle i calculates the signature:

Si � ski,2h1 PIDi mi

����
����TSi􏼐 􏼑 + ski,1,

RVi � SiIDi mi

����
����TSi􏼐 􏼑⊕h1 RUj􏼐 􏼑,

(1)

where RUj is used to check whether vehicle i is in the
revocation list.

(2) Vehicle i sends Si, PIDi, mi, TSi, RVi, h1(RUi)􏼈 􏼉 to
the CH.

Table 1: Machine learning classifiers’ application in network attack detection.
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3.2.4. Batch Verification. &e CH batch verifies the vehicles
in the cluster using three steps:

(1) It checks whether vehicle i is in the revocation list:

RVi⊕h1 RUj􏼐 􏼑 �� mi Si

����
����PIDiTSi. (2)

If the equation is true, which indicates that vehicle i is
not in the revocation list, CH continues to execute
the next step; otherwise, it stops making the
remaining steps.

(2) It checks if the signature is valid or not by checking
the equation |TS − TSi|≤ΔT. If so, the timestamp is
fresh, and the CH continues to execute the next step;
otherwise, it stops making the remaining steps.

(3) Batch verification: the batch verification method is as
follows:

(1) &e CH calculates h1(PIDi‖mi‖TSi) for the vehicle i.
(2) &e CH verification for the vehicle i is as follows:

SiP � pki,2 + h1 PIDi mi

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌TSi􏼐 􏼑PKTA􏼐 􏼑 · h1 PIDi mi

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌TSi􏼐 􏼑 + pki,1. (3)

(3) &e CH performs the following check for every
vehicle i, i ∈ [1, n]:

􏽘

n

i�1
SiP �� 􏽘

n

i�1
pki,2 + h1 PIDi mi

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌TSi􏼐 􏼑PKTA􏼐 􏼑 · ·h1 PIDi mi

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌TSi􏼐 􏼑 + 􏽘

n

i�1
pki,1. (4)

If the equation is true, it means that the vehicle is
verified, and the relevant data can be obtained from the CH;
otherwise, the next step is continued.

3.2.5. Revocation/Update of Revocation List. If the CH
verification equation does not hold, we need to trace the
specific vehicle and update the revocation list. We assume
the vehicle i is a malicious vehicle, then revoke it, and update
revocation, which includes three steps:

(1) &e CH sends (PIDi, pki) to the EA; then, the EA
extracts the real identity of the vehicle i by calculating
RIDi � PIDi,2⊕h1(xpki,1) and updating the revo-
cation list.

(2) If the EA has a single point of failure, the CH sends
(PIDi, pki) to the TA. &e TA calculates
RIDi � PIDi,2⊕h1(xpki,1), then the real identity is
sent to the EA, and the revocation list is updated.

(3) If the vehicle is not on the revocation list, the EA
calculates Hu � h1(RUj)⊕h1(xpki,1) for the vehicle.
After the vehicle gets Hu, h1(RUj) is obtained by
calculating h1(RUj) � Hu⊕h1(ski,1, PIDi,1).

3.3. Security Analysis. In this subsection, we discuss the
security requirements for our proposed scheme.

(1) Message authentication: In our proposed scheme,
the vehicles are authenticated by the CH and thus
obtain the relevant data. Multiple vehicles send
messages to be verified to the CH with
Si, PIDi, mi, TSi, RVi, h1(RUi)􏼈 􏼉. Using the batch
verification method, the message receiver can verify
the legality of the message.

(2) Conditional privacy: Our scheme achieves condi-
tional privacy protection. If a malicious vehicle i

appears during verification, the CH can send
(PIDi, pki) to the EA; then, the EA extracts the real
identity of the vehicle i by calculating
RIDi � PIDi,2⊕h1(xpki,1). &e proposed scheme
achieves double trace. When the EA has a single
point of failure, the CH sends (PIDi, pki) to the TA.
&e TA calculates RIDi � PIDi,2⊕h1(xpki,1).

(3) Identity privacy preserving: In the proposed scheme,
CM communicates with CH using pseudo identities.
&e EA calculates the pseudo identities for each
vehicle: PIDi,1 � xP, PIDi,2 � RIDi⊕h1(xpki,1).
Since solving CDHP is difficult, it is not feasible for
any vehicle to extract the real identity of another
vehicle via pseudo identity, except for the trusted
authority.

(4) Strong privacy preserving: Our proposed scheme
achieves strong privacy preserving. Since the EA only
knows the secret value x and does not know y, even if
the EA is compromised, the adversary cannot obtain
the privacy information of any vehicle.

3.4. Performance Analysis. In this subsection, we evaluate
the computational overhead and communication load of the
proposed scheme and compare it with three related schemes
[17, 18, 48]. In [48], a distributed aggregation privacy
protection authentication scheme (DAPPA) is proposed. All
the signatures are divided into multiple subsets, and the
aggregated signature is verified. In [17], an efficient certif-
icateless batch authentication scheme without pairing
(ECLA), which utilizes the elliptic curve cryptography to
achieve batch authentication, is proposed. In [18], a new
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identity-based message authentication scheme (ID-MAP) is
proposed; it uses the message authentication of proxy ve-
hicles to significantly reduce the computational cost of
roadside units. &e specific comparison process is described
in the next two sections.

In this section, we analyze the computational overhead
of the proposed scheme and compare it with [17, 18, 48]. We
choose a bilinear pairing, e: G1 × G1⟶ G2, to achieve the
security level of 80 bits, where G1 is an additive group
generated by a point p∗ with the order q∗ on the super
singular elliptic curve E: y2 � x3 + ax + b(mod p∗), p∗ is a
512-bit prime number, and q∗ is a 160-bit Solinas prime
number. Meanwhile, we choose a nonsingular elliptic curve
E: y2 � x3 + ax + b(modp), a, b ∈ Fp, where all points on
the elliptic curve (including an infinity point) are on an
addition group G whose generator is P, and p, q are 160 bits
to achieve security level of 80 bits. To simplify the expression,
we predefine the following symbols:

Tbp: the time to perform a bilinear pairing operation.
Tsm

bp : the time to perform a scale multiplication oper-
ation related to pairing-based cryptography (PBC).
T

pa

bp : the time to perform a point addition operation of
the bilinear pairing.
Tmtp: the time to perform amap-to-point hash function
operation related to PBC.
Tsm

ecc: the time to perform a scale multiplication oper-
ation related to ECC.
Tpa

ecc: the time to perform a point addition operation
related to ECC.

We can obtain these cryptographic operations’ execution
time using MIRACL library [19], with the platform of
3.4GHZ i7-4770. &e execution time of the above crypto-
graphic operations is Tbp � 4.211ms, Tsm

bp � 1.709ms, Tpa

bp �

0.007ms, Tmtp � 4.406ms, Tsm
ecc � 0.442ms, Tpa

ecc � 0.0018ms.
Next, we analyze the details of computational overhead for
DAPPA, ECLA, ID-MAP, and the proposed scheme.

&e DAPPA scheme was proposed in [48] based on
bilinear pairing. In this scheme, signing a message requires
the signer to perform five scale multiplication operations of
the bilinear pairing, one point addition operation of the
bilinear pairing, and two map-to-point hash function op-
erations: 5Tsm

bp + T
pa

bp + 2Tmtp � 17.364ms. When the
verifier receives n messages, it first divides the n messages
into n∗ subsets; each subset includes n/n∗ messages to be
verified. To verify n messages, the verifier needs to perform
two bilinear pairing operations, n scale multiplication op-
erations of the bilinear pairing, (n − n∗) point addition
operations of the bilinear pairing, and 2n map-to-point hash
function operations (in this case, we take n∗ � 1):
2Tbp + nTsm

bp + 2T
pa

bp + 2nTmtp � (10.521n + 8.436)ms.
&e ECLA scheme was proposed in [17] based on elliptic

curve encryption. Signing a message in this scenario requires
the signer to perform two scale multiplication operations of
the elliptic curve cryptography: 2Tsm

ecc � 0.884ms. When the
verifier receives n messages, the verification of n messages
requires the verifier to perform 5n scale multiplication

operations of the elliptic curve cryptography and 3n point
addition operations of the elliptic curve cryptography:
(5Tsm

ecc + 3Tpa
ecc)n � (2.2154n)ms.

&e ID-MAP scheme was proposed in [18] based on
elliptic curve encryption. In this scenario, the proxy vehicle
needs to perform (l + 6) scale multiplication operations of
the ECC: (l + 6)Tsm

ecc � 7Tsm
ecc � 3.094ms, where l represents

the number of proxy vehicles, and we set it as 1. When the
roadside unit receives n messages, it needs to perform 5n/l
scale multiplication operations of ECC to verify n messages:
5n/lTsm

ecc � 5nTsm
ecc � (2.21n)ms. For the proposed OAAS

based on elliptic curve encryption, to implement the sig-
nature of a message in this scheme, the CM should perform
one scale multiplication operation of ECC:
Tsm

ecc + Tpa
ecc � 0.4438ms. When the CH receives N messages

to be verified, where there are n messages in the sequence
with high priority, the CH verifies that n messages need to
perform 2n scale multiplication operations of the elliptic
curve cryptography and (n + 1) point addition operations of
ECC: 2nTsm

ecc + (n + 1)Tpa
ecc � (0.8858n + 0.0018)ms.

In order to more intuitively observe the computational
performance of our proposed scheme, Figure 3 compares the
total cost of the four schemes. As can be seen from Figure 3,
our proposed scheme has the least time cost in signing and
verifying a message.

Next, we analyze the computational complexity of the
main steps of the proposed authentication scheme. Suppose
that the security parameter is K. &e most computationally
expensive operations in the authentication scheme mainly
include the scale multiplication operations of ECC and the
multiplication operation of two big numbers, whose com-
putational complexities are O(log2 K) and O(K), respec-
tively. Other operations such as hash and XOR operations
have O(1) computational complexity. &erefore, the com-
putational complexities of setup, pseudo identity generation
and partial key extraction, sign, batch verification, and
revocation/update of revocation list steps are O(log2 K),
O(K), O(K), n O(log2 K), and O(K), respectively, where n

denotes the number of vehicles.

4. Intelligent Algorithm for DDoS Attack
Detection in VANET Dataset

4.1. Simulation of VANET Segment in OMNeT++.
Another problem of our research is to develop methods for
detecting distributed denial-of-service attacks in software-
defined vehicular ad hoc networks. To solve this problem we
decided to generate VANETdataset which is suitable for our
research purposes. VANET dataset generation includes the
following steps:

(1) Simulation of VANET segment in different
scenarios.

(2) Getting simulation results in the form of PCAP files.
(3) PCAP files processing and traffic flow feature

extraction.
(4) Formation of single .csv dataset with the obtained

features.
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Typical solution of VANET simulation includes
OMNeT++, INET framework [49], SUMO, and Veins
framework [50]. As a first approximation, we will consider
OMNeT++ and INET solution to build small segment of
mobile ad hoc network with DoS and DDoS attack imple-
mentation scenarios. Our solution is based on MANET
routing protocols, in particular AODV showcase.

Generally, simulation in OMNeT++ consists of three
steps:

(1) Set network elements in .ned file to describe network
model.

(2) Set general settings and each element’s settings in
omnetpp.ini file.

(3) Perform simulation and record the results.

5. Perform Simulation and Record the Results

&e general settings of our VANET test segment are pre-
sented in Table 2.

We will consider the following simulation case: we have
an immobile vehicle (source node) which had an accident
and is trying to send information to the base station unit
(destination node) using other vehicles (up to ten) as relay
nodes. According to this, the elements of our VANET test
segment are presented in Table 3.

Ten vehicles are freely moving across the given square
area in random directions. To simulate this, we need to set
vehicle movement to linear mobility type (see Table 4). We
can also change type of node mobility to the Vehi-
cleMobility; in this case, it is necessary to set waypointFile
for each vehicle with pairs of coordinates of each movement
route around the designed area.

Our goal is to obtain the PCAP file of traffic flow for each
node type, so we need to apply the PCAP recorder settings
provided in Table 5. To use tools for network traffic flow
feature extraction, we need to record data of sending and
receiving packets.

&e number of PCAP recorders is set to 4 because we will
record information from source node, destination node,

malicious node (in scenario of DoS attack), and arbitrary relay
vehicle (let us say node 5). Option pcapLinkType� 101 allows
us to record raw IP information of corresponding node.

AODV protocol operates with three types of messages:
RREQ, RREP, and RERR. Source node is sending request
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Figure 3: Total computation cost of the four schemes.

Table 2: General setting of VANET segment.

WLAN bitrate 24Mbps
Transmitter power 1mW
Area size 800m× 800m
Routing protocol AODV
Link type IEEE 802.11 wireless LAN
Simulation time 1000 s

Table 3: VANET segment elements and their types.

Element Type
Source ManetRouter
Destination ManetRouter
Nodes 1–10 ManetRouter
radioMedium Ieee80211ScalarRadioMedium
Visualizer IntegratedMultiVisualizer
Configurator Ipv4NetworkConfigurator
PcapRecorder PcapRecorder

Table 4: Mobile node movement settings.

Type Linear mobility
Initial movement heading Uniform (0 deg, 360 deg)
Speed Uniform (23mps, 24mps)

Table 5: Traffic flow PCAP recorder settings.

pcapLinkType 101 # raw IP
pcapFile Results/∗∗∗.pcap”
moduleNamePatterns “ipv4”
dumpProtocols “ipv4”
numPcapRecorders 4
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message RREQ into the network, and relay nodes forward
this message further, causing the building of temporary
routes to the destination node. When destination node
receives request, it sends RREP message back to the source
node using a built temporary route. In case when a desti-
nation node is unreachable, a RERRmessage is used to notify
other nodes in the network segment. In Figure 4, you can see
an example of successful route building between source node
and destination node using six relay vehicles. “Ping108” and
“ping108-reply” lines are used for visual indication of
established bidirectional connection between two nodes.

To implement denial-of-service attack, we will add single
MaliciousNode element with ManetRouter type and the
settings in Table 6.

MaliciousNode performs simple DoS attack of PingApp
type, constantly sending dozens of packets to the source
node. MaliciousNode is immovable and is placed closer to
the source node in the area. In case of DDoS attack
implementation, we will set five moving malicious nodes of
ManetRouter type which inherit other vehicles movement
settings mentioned earlier in the paper.

To prove the efficiency of implemented network attacks,
we performed simulation in three scenarios (without attacks,
with DoS attack, and with DDoS attack) and calculated the
number of received pings (successful establishment of
connection between source node and destination node) and
the number of lost pings. Experiment results are presented in
Table 7.

You can see that implementation of DoS attack with
single malicious node interfered with network routing, and

some connections were lost. Implementation of DDoS attack
with five moving malicious nodes completely “paralyzed”
the network segment, and no connections were established.

5.1. Traffic Flows Feature Extraction. After obtaining PCAP
files with captured traffic flows, we need to extract the set of
features which will be used in machine learning methods.
Any unusual behavior in traffic flow patterns and rapidly
increased/decreased values of features can be qualified as
possible network threat. Each PCAP file contains basic
features such as source IP and number of port, destination IP
and number of port, number of used protocols, and flow
duration in seconds. Other features (such as number of
forward/backward packets, average length of forward/
backward packets, and average length of forward/backward
packets headers) can be calculated manually or obtained
using some software. CICFlowMeter [51] is a powerful tool
to extract up to 84 network traffic features from PCAP files.
&e final segment of the network includes 15 relay vehicles, 2
RSUs, 1 BSU, and 6 malicious nodes with three types of

Figure 4: Demonstration of AODV protocol operation in OMNeT++.

Table 6: Malicious node settings.

Attack type PingApp
destAddr “Source”
Start time 5 s
Sending interval 0.01 s
Radio transmitter power 200mW
Packet size 0.5Mb
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behavior. Settings of each malicious node are shown in
Table 8. Values in each given interval are distributed uni-
formly. To obtain more data, we increased simulation time
to 5000 s and performed scenario 4 with three types of
network attacks.

Recorded PCAP files were processed with CIC-
FlowMeter; in general, 58 features of traffic flows were
calculated in the form of .csv dataset. Each processed dataset
contains “Label” column which is filled manually depending
on the node type. Regular traffic flows were labeled “Benign,”
and malicious traffic flows were given three labels: “DDoS,”
“Intensive DDoS,” and “UDP Flood” according to the type of
network attack behavior. All processed files were concate-
nated into single dataset.

5.2. DDoS Attack Detection Using Machine Learning
Methods. &e final dataset of VANET segment contains
11212 rows: 8720 records of normal traffic, 965 records of
DDoS attack, 820 records of Intensive DDoS attack, and 707
records of UDP Flood attack. In the first step, we dropped
the following columns: “Src Port,” “Dst Port,” and “Pro-
tocol”, which were used in traffic flows labeling. We also
dropped the columns with constant values. Since our traffic
flows are categorical features, we performed label encoding
from [“Benign”, “DDoS”, “Intensive DDoS”, “UDP Flood”]
to [0, 1, 2, 3]. General approach to multiclass classification of
network attacks includes the steps presented in Algorithm 1.

In the first three steps, we performed correlation analysis
of our generated VANET dataset. &e correlation matrix is
shown in Figure 5. &e seven best features were selected
according to the set threshold corr_value (see Table 9 for
details). “Active Max” feature with highest correlation is
corresponding to the maximum value of time when traffic
flow was active before becoming idle during simulation.

In step 4, we built plot pairwise relationships (scatter plot
matrix) of the best selected features as is shown in Figure 6. It
can be concluded that the distribution of the values of the
best selected features by classes is visually distinguishable,
and further multiclass classification is justified.

In step 5, we formed two datasets based on the original
one: imbalanced dataset, Data; balanced dataset, Data-
SMOTE. To obtain a balanced dataset, the algorithm
SMOTE [52] (Synthetic Minority Oversampling Technique)
was used to synthesize new examples for the minority class
(class with three types of network attacks) without dupli-
cation of data. &e resulting dataset DataSMOTE contains
7831 records of normal traffic, 8174 records of DDoS attack,
8167 records of Intensive DDoS attack, and 8232 records of
UDP Flood attack. Dataset Data remained intact. For both
Data and DataSMOTE datasets, we performed a split into
training and test subsets with default proportion of 3 :1.

In step 6, we performed multiclass classification with 7
well-known classifiers: KNeighborsClassifier, Random-
ForestClassifier, CatBoostClassifier, XGBClassifier,
LGBMClassifier, AdaBoostClassifier, and

Table 7: AODVroute building results.

Route reply message Scenario 1, without attacks Scenario 2, DoS attack Scenario 3, DDoS attack
Received pings replies 18 8 (partial connection) No connection
Pings lost 2 1 (partial connection) No connection

Table 8: Malicious nodes’ behavior in scenario 4.

No. App Target node Operation time interval Packet size interval Sending frequency Mobility option
1 PingApp Source 200–400 s 40–50KB 0.01 s Fixed
2 PingApp Destination 400–700 s 50–60KB 0.01 s Fixed
3 PingApp RSU1 250–450 s 10–30KB 0.001 s Linear
4 PingApp RSU2 850–1450 s 20–40KB 0.001 s Linear
5 UDPBasicApp Source 2600–3650 s 30–50KB 0.01–0.05 s Fixed
6 UDPBasicApp Destination 3000–3850 s 40–60KB 0.01–0.03 s Fixed

(1) Calculate correlation matrix of 58 features.
(2) if (corr_value> 0.05):
(3) Select best features in correlation with “Label” column.
(4) Build scatter plot matrix of the best selected features.
(5) Carry out data preparation (data balancing).
(6) Perform multiclass classification by separate classifiers.
(7) Perform multiclass ensemble classification:
(8) Bagging Classifier usage.
(9) Voting Classifier usage.
(10) Stacking Classifier usage.

ALGORITHM 1: Multiclass classification of DDoS attacks.
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GradientBoostingClassifier. KNeighborsClassifier is imple-
mentation of k-nearest neighbors algorithm used for clas-
sification and regression problems. RandomForestClassifier
is implementation of random forest meta-estimator algo-
rithm. CatBoostClassifier is implementation of gradient
boosting on decision trees algorithm developed by Yandex
Company. XGBClassifier is implementation of parallel tree
boosting algorithm. LGBMClassifier is implementation of
gradient boosting model developed by Microsoft Company.
AdaBoostClassifier is implementation of AdaBoost-SAMME
algorithm. GradientBoostingClassifier is implementation of
decision trees algorithms. Bentéjac C. et al. [53] performed
comparative analysis of the family of gradient boosting al-
gorithms in terms of speed and accuracy metrics. &ey
concluded that LightGBM is the fastest classifier, but Cat-
Boost shows the best results in generalization accuracy.

For each machine learning method, the optimal pa-
rameters were selected using the function GridSearchCV of
the Pythonmodule sklearn.We built confusionmatrices and

calculated the following statistical metrics for all 7 classifiers:
precision, recall, F1-score, and accuracy (see Figures 7 and
8). LightGBM classifier shows the best classification results
for the balanced dataset DataSMOTE with accuracy of
0.9180; its confusion matrix is shown in Figure 9.

In steps 6–10, to improve the accuracy of network attack
detection, we built ensembles of the best models using the
bagging, voting, and stacking methods.
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Figure 5: Correlation matrix of generated VANET dataset.

Table 9: Best selected features.

Feature Correlation value
Total Fwd Packets 0.060131
Subflow Fwd Packets 0.078293
Fwd Seg Size Min 0.060144
Active Mean 0.092884
Active Std 0.084663
Active Max 0.104269
Active Min 0.066607
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&e bagging (or Bootstrap Aggregating) method is
used to reduce variance and helps to avoid overfitting of
machine learning algorithms of multiclass classification.
We used all 7 classifiers and concluded that LightGBM
classifier shows the best classification results with accu-
racy of 0.8942.

For the voting method, we selected 5 best classifiers
(CatBoostClassifier, XGBClassifier, LGBMClassifier, Ada-
BoostClassifier, and GradientBoostingClassifier) and con-
sidered two voting methods: soft voting with obtained
accuracy of 0.8773 and soft_weight voting with obtained
accuracy of 0.8933. Soft voting is responsible for the simple
averaging of the classifier values in the dataset and the output
of average value of the class label. We first evaluated the
classifiers separately, and we know their accuracy; from the

obtained accuracy, we know the confidence levels of the
classifiers. &e confidence level is the weight coefficient; the
higher it is for the classifier, the more influence it has on the
weighted average value; therefore, the following weights
were chosen for the 5 best classifiers: weights = [2, 2, 3, 2, 1].

For the stacking method, we considered the same 5 best
classifiers and selected DecisionTreeClassifier and Ran-
domForestClassifier as metaclassifiers. Calculated metrics of
ensemble classifiers for both balanced and imbalanced
datasets are presented in Figures 10 and 11. Random-
ForestClassifier showed the best classification results across
all researched methods with accuracy of 0.9256; its confu-
sion matrix is shown in Figure 12.

Due to the fact that we use our personal generated
dataset, we cannot make a direct comparison with existing
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Figure 6: Pairwise relationships of the seven best selected features.
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results in DDoS attack detection. &e primary goal of this
paper was to demonstrate in detail the process of researching
VANET network security issues, from generation of a
network segment to usage of up-to-date classifiers and
ensembles of classifiers for the multiclass classification
problem.

&e approach applied in this work to the formation of
intelligent models for identifying network attacks can be
replaced by an end-to-end pipeline machine learning
system. &e problem of automated application of machine
learning methods to real-world problems is called
AutoML. &e AutoML [54] pipeline typically includes the
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steps of data preparation, feature construction, model
generation, and model evaluation. At the moment, there
are many libraries that partially solve this problem;

however, working with various kinds of raw data intro-
duces great uncertainty into the assessment of their
effectiveness.
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6. Conclusion

OMNeT++ software and INET framework are powerful
tools for simulation of mobile ad hoc networks and
implementation of various network threats. Modeling of
VANET segment was conducted using OMNeT++, and the
resulting VANET dataset contains 11212 network traffic
flows with 58 extracted features and 3 network attacks be-
haviors implementations. &e obtained dataset is imbal-
anced; therefore, for further research, balanced dataset was
built using SMOTE technique.

An experimental comparison of the quality of modern
machine learning methods of multiclass classification on the
original and balanced datasets was carried out. &e best re-
sults with accuracy of 0.9256 were shown by the stacking
technique of classifiers with random forest as a metaclassifier.

In future research, we plan to build more simulation
scenarios with increased number of vehicles, new mobility
movements options, and different network attacks imple-
mentation. Our main goal is to increase efficiency of well-
known multiclass classification algorithms on arbitrarily
generated VANET datasets.
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*e Internet of *ings (IoT) has brought unprecedented changes to the society and permeated our daily life. However, it has
not been successfully applied in the area of medical waste regulation, where the recycling and disposal of medical waste have
significant loopholes in the management of classification, transportation, disposal, supervision, and other links. *e source,
authenticity, and integrity of medical waste data lack guarantees, and there is a risk of data tampering and forgery. Although
there are currently some medical waste supervision applications combined with IoT-based blockchain domestically and
internationally to facilitate information sharing and transfer, no verifiable method is provided for the information privacy
leakage of medical waste operators. To address this problem, we propose a blockchain-based medical waste supervision model,
which connects participants involved in the process, introduces digital credentials to achieve the protection of operator
information privacy, and ensures that the entire data process is authentic and credible. By building a decentralized system
architecture and setting intelligent contracts, we integrate and record the medical waste disposal regulatory information in
different phases on the blockchain to form the supervision of medical waste chain. In addition, we digitize the physical
credentials and certificates using digital credentials to achieve cryptography security and privacy protection. *e regulatory
model designed in this paper can provide digital certificates of disposal tracking information to the health, environmental
protection, and other administrative departments in China. It can provide authoritative evidence for the supervision and
accountability of medical waste disposal and support the construction of a new generation of medical waste regulatory
information systems in China.

1. Introduction

Medical waste, known as “No. 1 hazardous waste,” refers to
the waste containing directly or indirectly infectious, viral,
and other hazards produced by medical and health insti-
tutions in medical treatment, prevention, healthcare, and
other related activities [1]. China has banned the sale of
medical waste for many years. However, driven by interests,
individuals still make infusion tubes into plastic raw ma-
terials and even make illegal profits by reselling placentas.
*ere are large loopholes in the management of classifica-
tion, transportation, disposal, and supervision of medical
waste recycling and disposal [2]. For example, when the
waste handover is recorded manually, the query and sta-
tistics work are complicated. It is difficult for managers to

monitor this work in real time, and it is difficult to trace the
responsibility subject.

To manage medical waste more safely, in July 2018, the
National Health Commission launched the pilot appli-
cation construction project of the provincial credit in-
formation management platform and selected Fujian
Province and other pilot provinces to build a medical
waste supervision system based on IoT-enabled block-
chain technology. In 2020, Shandong, Shaanxi, and other
provinces were added to continue to expand the scale of
this application. With the outbreak of COVID-19, the
National Health Commission has increasingly stringent
regulatory requirements for medical waste, and new so-
lutions are urgently needed to improve the efficiency of
supervision.
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*e informatization construction, also known as IoT
technology application, helps to improve the standardiza-
tion in the whole medical waste recycling and disposal [3]
process. *e application of IoT has made an apparent shift
and contributed to operation optimization for all industries,
including agriculture [4] and transportation [5]. RFID-en-
abled or Internet-based devices are connected and organized
as an information network, making it efficient and pro-
ductive to integrate trackable data. IoT has the advantages of
real-time performance and all-in-one efficiency that enable
users to manage and supervise physically isolated devices as
a system.

However, such information-based transformation
schemes generally transfer the offline data to online through
intelligent devices such as code scanners [4]. *is trans-
formation scheme is convenient for the query and statistical
analysis of relevant data, but there is no innovation in the
management mode and management manners of medical
waste. *ere are still some issues in medical waste recovery
and disposal, such as shortage of weight, black-box opera-
tion, and tampering with credentials.

Furthermore, integrating IoT with blockchain technol-
ogy enhances the transparency and credibility of the
management process. Blockchain is a distributed ledger
technology that combines distributed data storage, point-to-
point transmission, consensus, and encryption algorithms
[5–9]. Encryption algorithm, blockchain structure, and al-
liance consensus [10] ensure the authenticity, integrity, and
nontampering with data on the chain. Integrating block-
chain into the management of the whole process of medical
waste recovery and disposal can reduce the risk of data
tampering and falsification [11, 12], guarantee the safety of
medical waste data, and improve the supervision level of
medical waste.

Current research on medical waste management using
IoT and blockchain focuses on the following aspects. (1)
Store the business credentials of each link of recovery and
disposal on the blockchain to ensure that the data cannot be
tampered with [13]. (2) Unified medical waste management,
transport vehicles, and people are realized through joint IoT
technology [14, 15]. Verify the validity of clinical waste
recovery and disposal process through smart contract [16].
(3) Introduce the token reward and punishment mechanism
to force participating entities to comply with medical waste
disposal rules and other aspects [17]. However, there is a lack
of lifecycle management of medical waste, construction of
the alliance of stakeholders, and privacy protection mech-
anism of the participants in the core link.

In terms of stakeholder decentralized collaboration and
privacy protection, the proposed general solution, whether
in academia or industry, has been one of the issues focused
on for a long time. Once a broad and effective solution can be
designed under a reasonable security assumption, its impact
is obvious. *e technologies that are expected to be close to
general solutions currently mainly include secure multiparty
calculations based on computational difficulty theory, ho-
momorphic ciphertext calculations, and zero-knowledge
proofs. However, the above three types of technologies have
significant practical limitations. *e industry has also tried

to rely on a trusted hardware execution environment to
build general solutions, but the effectiveness of its actual
privacy protection is difficult to verify publicly.

Blockchain technology is not only a decentralized col-
laboration solution, but as an effective privacy protection
solution, it is promoted by introducing breakthrough op-
timization factors such as sociology, psychology, and eco-
nomics principles; rational participant models; and
multiparty incentive mechanisms. *e balance between
insensitive user experience and effective privacy protection
approaches Pareto optimality. In the case of medical waste
management, blockchain systems can provide medical waste
management platforms for the collection of waste in cities to
maximize sustainability level in terms of health, social,
environmental, and financial aspects. *e data and trans-
actions stored on the blockchain are accessible to the
stakeholders involved in the forward supply chain and waste
management processes through distributed public or private
ledgers. *e decentralization feature of blockchain increases
the trust among stakeholders as it eliminates the need to
assess the trustworthiness of the participants.

In this paper, we design a medical waste supervision
model based on IoT and blockchain techniques to address
the above problems. *is model integrates blockchain
technology into the generation, transportation, treatment,
and destruction of medical waste. By connecting different
stages of waste disposal, defining the critical node data on the
blockchain, and mutually verifying the data under the
blockchain, the security and immobility of the data are
ensured while achieving system efficiency. In addition,
digital credentials are used to enable users to disclose in-
formation to protect the privacy of handover personnel
selectively. Moreover, on-net monitoring of the flow of
medical waste data allows assessing and detecting medical
waste trading violations.

1.1. $e Main Contributions of $is Article. Compared with
the traditional medical waste supervision methods, our
proposed IoT and blockchain-based medical waste super-
vision model has the following advantages:

(1) Data security: the critical data of the medical waste
treatment process is linked to a certificate to ensure
authenticity and nontampering.

(2) Multiparty participation: the decentralized archi-
tecture allows the application scenario of multirole
subjects by compartmentalizing the corresponding
mission, while taking into account both efficiency
and security.

(3) Clear rights and responsibilities: relevant responsible
persons and operators need to sign when submitting
data to the blockchain, and the time, place, person,
operation process, and result of data collection are
linked at the same time.

(4) Privacy protection: the IoT operator’s private in-
formation is hidden through the digital credential,
and a unique identifier is given on the blockchain to
represent each operator; the factual personnel
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information is stored in the digital certificate, and all
parties can verify its authenticity in the process of
circulation to prevent privacy disclosure.

In terms of the application and practical value of this
model, we developed a medical waste supervision system
based on the regulatory model proposed in this paper, the
RepChain blockchain essential components [18, 19] inde-
pendently developed by the Institute of Software of the
Chinese Academy of Sciences, and related technologies of
the IoT [20]. *e system has been applied in hospitals,
transportation, environmental protection, and disposal in-
stitutions in Shandong, Fujian, and other places in China. It
can improve management methods, effectively reduce reg-
ulatory costs, improve regulatory efficiency, and achieve
good results.

1.2. $e Organizational Structure of $is Article. Section 2
introduces related works and discusses the traceability or
supervision of medical waste and other wastes utilizing IoT-
based blockchain technology. Section 3 proposes the medical
waste supervision model based on reproducing the tradi-
tional medical waste management process, including the
digital evidence and the blockchain deployment model.
Section 4 introduces the medical waste supervision system.
Section 5 combines the current situation of the medical
waste industry in Shaanxi Province, develops the relevant
condition of the medical waste supervision system according
to this model, and evaluates the outcome. Section 6 sum-
marizes the paper.

2. Related Works

2.1. Background. Technology-driven methods for medical
waste management generally use bar codes, two-dimen-
sional codes, RFID, and other [21, 22] IoT-related methods
to track and realize the traceability of the whole process of
medical waste management. However, they are all based on
forming a strictly closed loop in the collection and trans-
portation process. In reality, medical institutions, transport
agencies, and disposal agencies have their waste information
management platform. *e information management sys-
tems among medical institutions are also uneven, so it is
difficult for the regulatory authorities to carry out unified
and effective management. Blockchain-based medical waste
management aims to connect these separated systems and
create a traceable and transparent, automated rule engine to
solve openness, interoperability, and decentralization of
medical waste.

2.2.$eResearch Status atHomeandAbroad. In the research
of “blockchain +medical waste disposal,” Li et al. proposed
the integrated development of blockchain and medical waste
management. Medical waste disposal operators of each
process store relevant information on the blockchain on
time. *ey rely on the tracing source code as the carrier of
information transmission, through the tracing source code
collection andmonitoring data, and tracking and confirming

the treatment, transportation, disposal, and other links of
medical waste to achieve multidimensional network su-
pervision. In terms of alliance building, it is proposed that
hospitals, cleaning companies, the public, and national
supervisory agencies participate in the decentralized au-
tonomous organization simultaneously and use the interests
of all parties to play a checking role [23]. Ahmad et al. [24]
proposed integrating Ethereum and interplanetary file
system (IPFS) for the supply chain for COVID-19 medical
devices to securely access, store, and share data related to
COVID-19 medical devices and their waste management.
*ey also define rules of interaction for waste disposal so that
governments can impose penalties on stakeholders if vi-
olations occur. Kassou et al. [1] show that medical
wastewater is based on blockchain technology and the IoT
system to effectively manage, coordinate, and monitor
medical wastewater, such as in-hospital using flow meter,
water meter, and intelligent Internet of sensing equipment.
It will produce the data using blockchain for the witness, to
government agencies and stakeholders involved in the
common node, which improves the process brightness and
supervision.

In patent research and development, Jiang and Tian [25]
proposed a blockchain-based medical waste supervision
platform and management method.*ey built a blockchain-
based medical waste whole-lifecycle management method in
medical institutions through the comprehensive application
of blockchain, big data, and IoT technologies to eliminate
regulatory gaps and blind areas. *eir way solves the long-
standing problems of medical institutions, health commis-
sions, and environmental protection departments that
cannot be traced, collected, and held accountable. Lin [26]
proposed to connect the remote central regulatory server
with the device for local treatment of medical waste, the
intelligent medical waste collection vehicle, the legal person
classification collection bag of the medical department, and
the collection and transfer device for disposal of medical
waste. *en, the IoT and blockchain were used to achieve
intelligent supervision of the whole process, to achieve hi-
erarchical regulation and hierarchical statistical check.

*ere are few studies on the application of blockchain in
the field of medical waste. In terms of sorting out appropriate
research methods, it is extended to the area of “blockchain+ e-
waste or solid waste” management. Gupta and Bedi [27]
proposed an e-waste management system based on Ethereum,
which considers the main stakeholders, including electronic
component manufacturers, consumers, and retailers, to ensure
that participants comply with the e-waste disposal guidelines.
According to the defined abnormal events, it uses blockchain to
record, report, and verify all electronic waste sold and uses
smart contracts to impose penalties on those who are re-
sponsible. Laouar et al. [28] proposed the continuous moni-
toring and tracking of municipal solid waste transportation
participants, responsible persons, transportation tracks, col-
lectors, processors, etc. *ey stored the QR (quick response)
codes generated by the data for solid waste identification on the
blockchain. Solid waste vehicles’ state, location, and routing
information are managed using an off-chain storage system to
balance safety and throughput.
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2.3. Research Focus of $is Article. To sum up, the current
IoT-based and blockchain-based medical waste manage-
ment related studies focus on the following aspects. (1) Save
the business credentials of each link of recovery and disposal
on the blockchain to ensure data security. (2) Unified
medical waste management, transport vehicles, and people
are realized through joint IoT. (3) Verify the validity of the
clinical waste recovery and disposal process through smart
contracts. *e current research lacks a mechanism for the
whole-lifecycle management of medical waste and the pri-
vacy protection of participants in the core link. In contrast,
this paper proposes a comprehensive medical waste regu-
latory model, which combines the domestic medical waste
management process with IoT and blockchain technologies
to build a multirole entity alliance. In the case of the whole-
process tracking of the responsible subject, the privacy and
security of operators are protected. *e result is effective
regulation of medical waste in a safe, transparent, trusted,
decentralized, and auditable manner.

3. Medical Waste Supervision Model
Based on Blockchain

In this section, the proposed model for IoT-based and
blockchain-based medical waste supervision is intro-
duced. *e goal of our system is to ensure transparent and
explicit assignment of responsibilities and credible in-
formation management for flexible regulation. We dem-
onstrate the process of waste disposal and how we
integrate mentioned techniques to guarantee credibility
and efficiency. Digital credential is used to assure security
and verify authenticity.

3.1. Medical Waste Disposal Process. Based on the Product
Lifecycle Management (PLM) [29] model of medical waste
and the basic logic of IoT, the whole process of medical waste
disposal is supervised from the collection, storage, and
transshipment to the disposal and combined with the credit
mechanism of blockchain technology and the characteristics
of decentralization. A tamper-proof tracking account book
for the whole process of medical waste disposal is established
to provide users with credible and traceable management
information.

*is model provides a convenient way for waste
disposal personnel to report the data of disposal nodes
through smart devices, while providing an aggregated
information platform for supervisors to realize the au-
tomatic supervision of information by displaying each
node of medical waste disposal and monitoring the nodes
to promote the timely delivery of medical waste.
*is process of information collection and supervision
improves the standardized management of medical waste
disposal, accounts for the medical waste disposal infor-
mation, and provides a reliable and traceable digital
certificate for the supervision and punishment of medical
waste disposal. In the disposal process of medical waste,
all transaction information occurring on the node is
recorded through the contract, so that the process is

highly transparent. *e proposed IoT blockchain model
is shown in Figure 1.

We distribute the responsibilities of different stages in
the waste monitor recycle network where timely and credible
data exchange plays an essential role. *e material and
information flow of medical waste treatment is as follows.

3.1.1. Medical Institutions. Medical personnel classify, col-
lect, and sort medical waste according to the Medical Waste
Classification Catalog. Medical waste management profes-
sionals transport the classified and packaged clinical waste
from the medical waste generation site to the temporary
storage room in the hospital according to the specified route
on a daily basis.*e loss and leakage of medical waste should
be prevented during transportation. Medical waste man-
agement professionals weigh medical waste at the site where
it is generated on a daily basis. Registration includes the
source, type, weight, delivery time, final destination, and
operator. After themedical waste is transferred out, full-time
personnel shall clean and disinfect the temporary storage
sites and social facilities in a timely manner and make good
records.

3.1.2. Transport Company. When collecting clinical waste,
the transport personnel of the transport company should
register the waste and sign their names. *e content of the
registration includes the place where clinical waste is gen-
erated, the date, the type of waste, and the matters to be
explained.*e registration transfer form is kept on file at the
Medical Waste Management Office for three years. When
transporting medical waste, it is necessary to prevent the
damage of medical waste containers; the loss, leakage, and
diffusion of medical waste; and the direct contact of medical
waste with the body. All medical waste should be transported
in bags and sealed. Crossing medical areas, human activity
areas, food processing areas, etc. should be avoided.

3.1.3. Disposal Company. *e medical waste must be dis-
posed of by the centralized medical waste disposal unit
approved by the ecological environment department. *e
whole medical waste treatment process can be traced
throughout. Different types of medical waste are absorbed in
different ways. For example, the treatment of infectious
waste is high temperature incineration. *e hazardous waste
will be incinerated at high temperatures to destroy its shape
and tested for toxicity before being buried.

In the medical waste disposal process (see Figure 2), all
transaction information that occurs on the node is recorded
through the contract, making the process highly transparent:

(1) *e nursing staff and the department staff weigh and
encapsulate the medical waste face to face; the
nursing staff prints the label, and the department
staff scans and confirms the label and transfers the
data to the chain.

(2) *e nursing staff transports the medical waste to the
temporary storage point and conducts face-to-face
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Figure 2: Business flow chart of medical waste supervision.
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weighing and handing over with the temporary
storage point management personnel. After con-
firming that the weight of the waste is correct, a QR
code is generated for the box, and the handover data
is uploaded to the chain

(3) *e management personnel of the hospital’s tem-
porary storage point carry out the operation of waste
classification and scanning into the bin.

(4) *e transportation personnel and the hospital
temporary storage point management personnel
carry out the weighing and transfer of the boxes.
After scanning and confirming that the box weight is
correct, the transfer data is uploaded to the chain.

(5) *e transportation personnel and the personnel at
the destruction point weigh the vehicle, and after
confirming the receipt, the handover data will be
uploaded to the chain.

3.2. Digital Credential Model

Definition 1. A digital credential is a document that is
digitized and is cryptographically verifiable, presented in a
digital form for easy storage and transmission and based on
cryptographic mechanisms to more securely and reliably
verify its authenticity.

*e digital credential model mainly includes the
following:

(i) *e certificate issuer, i.e., the medical waste regu-
latory agency, constructs the digital certificate
according to the attribute structure of the digital
certificate and is responsible for issuing and
updating the certificate.

(ii) *e holder of the credential, i.e., the medical waste
operator, applies for the digitization of the cre-
dential and verifies its correctness.

(iii) Credential verifiers, i.e., participants of medical
waste, verify the authenticity and validity of the
received digital credentials. Participants include
health regulatory authorities, medical institutions,
transportation departments, transportation com-
panies, environmental protection departments, and
disposal companies.

(iv) Digital credential status includes the following
types: valid, revoked, and deactivated.

*e digital credential model is illustrated in Figure 3, and
an example is shown in Figure 4.

*ere are many links in the supervision of medical waste,
and the privacy disclosure of operators in each link is an
essential reason for the relevant personnel to operate in a
dark box or engage in dark transactions. To this end, this
paper proposes a digital credential model, which hides the
operator’s private information in the chain, represents each
operator by a unique identifier, and stores the basic infor-
mation in the digital credential.

Operators in all stages of medical waste disposal apply
for digital certificates to the regulatory agency. *e

regulatory agency issues digital credentials with a unique ID
(identification number, identity) and signs the digital cre-
dential information based on the asymmetric key’s digital
signature algorithm. After digitizing the credential, the
unique ID of the credential, credential status, and other
information are uploaded to the chain and available for
information verification by other institutions. *e specific
information of the operator is not disclosed on the chain (or
expressed in the form of a pseudonym) to achieve the
purpose of protecting the privacy of personnel information.

3.2.1. Detailed Operation Process

(1) Applying for digital credentials: medical waste op-
erators need to apply for digital credentials and
provide their personal information to the regulatory
agency before processing medical waste. *e digital
credentials are used as a personal identification.

(2) Issuing digital credentials: the regulatory agency
obtains the format and structural attributes of the
digital credentials that need to be issued from the
blockchain, fills in the corresponding information of
the operator according to the format and structural
attributes, and signs the credential information.

(3) Presenting digital credentials: when the operator
accesses the services provided by each participant,
each participant informs the operator of the cre-
dential information that needs to be provided; the
operator finds the credential information that meets
the needs of each participant from the digital cre-
dentials held by the individual, and provides the
credential information to each participant for
verification.

(4) Verification of digital credentials: after receiving the
credential information of the operator, each par-
ticipant first verifies the credential information and
verifies whether the signature of the presented in-
formation is correct; then verifies the correctness of
the credential information; and finally obtains it
from the blockchain. *e validity status of its cre-
dentials and corresponding attributes is to determine
whether the credentials and corresponding attributes
are valid and then determine whether the credential
signature information is correct.

(5) Maintaining status: when a regulatory agency issues
a credential, it needs to add its credential status
information to the blockchain and initialize it; when
it needs to change the status of the credential, such as
freezing, restoring, or revoking the credential, it
needs to change the corresponding credential.

(6) Updating attributes: regulators can update certain
attribute values of the issued credentials as needed,
without revoking the entire credentials, just reissuing
the credentials after the update.

An example of the attribute structure information of a
digital credential is shown in Figure 5.
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Figure 3: Digital credential model.

{
"@context": ["https://www.w3.org/2018/credentials/v1"],
"id": "medical-0001",
"type": ["VerifiablePresentation", "medicalwaste"],
"holder": "did:rep:network_1:9876543",
"verifiableCredential": {

"@context": ["https://www.w3.org/2018/credentials/v1"],
"id": "0123456789abcdef ",
"type": ["VerifiableCredential", "medicalwaste"],
"claimScheme": "CCS-0001",
"issuer": "did:rep:network_1:1234567",
"validFrom": "2021-01-19T19:05:22Z",
"validUntil": "9999-01-19T19:05:22Z",
"credentialSubject": {

"0": { "id": "did:rep:network_1:9876543" },
"2": { "Name": "Name_001" },

},
"proof ": {

"type": "EcdsaSecp256k1Signature2019",
"created": "2021-01-01T09:05:22Z",
"verificationMethod": "did:rep:network_1:1234567#key1",
"signature": {

"0": 
"gcyudgda898cdcbjsdhGYUGHJGBJHDSHJ&867tHJSGHJ.....JUHBXCYUDyt876732btd67120",

"2": "JGYUIDHJhdscui91289uxcjdsnjkhujkJNXSKJHK.....987238976sgx67gsGHJSGSH"
} 

}
}
"proof ": {

"type": "EcdsaSecp256k1Signature2019",
"created": "2021-05-01T19:25:23Z",
"verificationMethod": "did:rep:network_1:9876543#key2",
"challenge": "xhjgh-8392-ncjds",
"signature": 

"kdhsHJKKAuiTRDyqty767w21gygxg16VG91......hdshhYUGS89789GJGH679GYJGHJGstya�sfa" 
}

}

Figure 4: Example of digital credential presentation.
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4. Implementation Method of Medical Waste
Supervision System Based on Blockchain

*is section presents a detailed analysis of the supervision
system built based on the concept of real time and security.
We use a clear layered structure and apply RepChain as the
evidence chain connecting related practitioners and orga-
nizations. *e specific implementation method is described
as follows.

4.1. Architecture of Medical Waste Supervision Blockchain
System. *e medical waste supervision framework com-
prises the basic layer of the alliance chain platform and the
application layer of medical waste supervision. *e former
provides IoT-based blockchain services, and the latter
provides supervision services for medical waste. From the
bottom to the upper layer, there are the data storage,
component, application interface, and medical waste su-
pervision application layers, which guarantees the data
transfer, as shown in Figure 6.

(1) Data storage layer: it is divided into file storage and
database storage, wherein the former mainly stores
block segmented files and the latter is mainly used to
store blocks, transaction indexes, and contract status.

(2) Component layer: it provides network transmission,
verification mechanism, contract running engine,
consensus mechanism, and other components and
provides basic services for the application interface
layer.

(3) Application interface layer: it provides an external
interface to interact with the blockchain system in
the form of RESTful API; the application interface
layer provides basic functions such as transaction
submission, and transaction and block retrieval.

(4) Application layer: in combination with the business
process of medical waste supervision, the manage-
ment of contracts, interfaces, and digital credentials
is realized based on the application interface layer
from the four aspects of collection, storage, trans-
portation, and disposal.

4.2. Stakeholder Alliance and Consensus Node Construction.
In the deployment of blockchain, the autonomous and
controllable blockchain basic component RepChain is se-
lected as the underlying framework. RepChain is an alliance
chain implemented by responsive programming, which has
a good foundation in theory and engineering. Figure 7 shows
the construction scheme of stakeholder alliance and con-
sensus node.

(1) RepChain is used as the evidence chain of medical
waste data, and medical institutions, transportation
departments, transportation companies, environ-
mental protection departments, disposal companies,
and other subjects are used as alliance nodes, whose
cores are various devices with the capabilities of
computing, data storage, and telecommunication.
Regulatory agencies and operators can participate in
the RepChain as a node using these connected

{
"Unique identification of credential attribute structure": "medical-0001",
"Credential type name": "mobilenumberCredential",
"Credential attribute structure version": "0.1",
"Description of credential attribute structure": "Operator, including detailed information such as unique ID, name, ID 

number, mobile phone number",
"Credential attribute structure creation time": "2021-01-18T19:05:22Z´,
"Credential attribute collection": [

{
"Attribute name": "id",
"Type of attribute value": "String",
"Property description": "ID of the operator"

},
{

"Attribute name": "name",
"Type of attribute value": "String",
"Property description": "Name of the operator"

},
{

"Attribute name": "identity-number",
"Type of attribute value": "String",
"Property description": "ID numberof the operator"

},
{

"Attribute name": "mobile-number",
"Type of attribute value": "String",
"Property description": "Mobile phone numberof the operator"

},
]

}

Figure 5: Sample diagram of attribute structure information of a digital credential.
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devices, and the critical data of key links are linked in
the whole process to ensure the authenticity and
integrity of data.

(2) Smart contracts are used to store and retrieve
medical waste and submit it to the blockchain in the
form of signature transactions to ensure that all
participants have clear rights and responsibilities.

(3) *e block information is viewed according to the
visual real-time state diagram provided by
RepChain. Any institution or user who can access the
blockchain data can view the data on the chain and
verify the authenticity of the information on the
chain.

4.3. Deployment and Implementation of Medical Waste Su-
pervision System. *e deployment architecture of the
medical waste supervision system is composed of a front
exchange area, Web layer, application server layer, database
server layer, and storage area. Our goal is to establish a
service with quick, reliable, and sustainable responses. *e
structure is shown in Figure 8.

4.3.1. Front Exchange Layer. By deploying a set of front-end
processors, it can receive data from outside, develop a
unified interface and data standards, realize the function of
data exchange, receive and send data files in real time or
regularly, and separate the data exchange module from other

functional modules of the platform, which reduces the risk
of operation and improves the reliability of the system.

4.3.2. Web Layer. According to the use of resources, the
information request operation is forwarded, and the user’s
access platform is judged and switched according to the
user’s request. When Web browser connects to a server and
requests a file, the server processes the request and sends the
file to theWeb browser, along with information that tells the
browser how to view the file. *e server uses the HTTPS
protocol for information exchange to ensure the security of
information transmission.

4.3.3. Application Server Layer. It mainly deploys the ap-
plication program supporting the business implementation,
specifically processes the request transmitted by the Web
layer, and returns the corresponding processing results
according to the corresponding business logic. *e appli-
cation server uses load balancing technology on multiple
servers to bear the access pressure of the whole system
according to certain rules. Each server has the same status,
which can handle the high concurrent requests that one
server cannot bear at the same time and cannot affect the
operation of the whole system when one server fails.

4.3.4. Database Server Layer. It is mainly used to process
data query or data manipulation requests, and the

Medical waste supervision application layer

�e basic layer of the alliance chain platform

Application interface layer

Component
layer

Data storage
layer

User key security
management

Medical waste collection
and management

Medical waste collection
management interface

Medical waste collection
management contract

Medical waste storage
management

Medical waste storage
management interface

Medical waste storage
management contract

Medical waste transfer
management

Medical waste transfer
management interface

Medical waste transfer
management contract

Medical waste disposal
management

Medical waste disposal
management interface

Medical waste disposal
management contract

Alliance Chain Data Agency Consortium chain operation

Transaction data Block
data

Transaction
submission

Transaction
retrieval

Block
search

Network
transmission

Authentication
mechanism

Contract operation
engine

Consensus
mechanism

File storage

Block segment file

Database storage

Block/transaction
index Contract status

Digital credential
management

Figure 6: Regulatory framework for medical waste.
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Figure 7: Stakeholder alliance and consensus node construction scheme.
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application part that interacts with the user runs on the
user’s workstation. At the same time, transaction manage-
ment, indexing, caching, query optimization, security, and
multiuser access control are implemented.

4.3.5. Storage Area. It is mainly composed of a fiber switch
and a disk array. *e disk array comprises many cheaper
disks, which are combined into a disk group with huge
capacity. *e performance of the whole disk system is
improved by using the additive effect of the data provided by
individual disks.

*e format of medical waste data is designed, including
fields such as name, type, and description. See Table 1 for
details.

Uplink data is divided into two major categories: data
oriented to account permissions and data oriented to
business. *e chaining data for account authority mainly
includes the digital certificates of each participant for ac-
count authority management, wherein each participant can
use the account management contract to establish an ac-
count for a natural person in charge of specific business
activities as needed, and the digital certificates are linked in
the same form.

Business-oriented uplink data can be divided into two
categories: basic information data and full-process trace-
ability information data. *ese two parts of information
collected by nodes clarify the responsibility and content of
each step and make further consolidation and arrangement
possible. Among them, the basic information data mainly
refers to the data of relative forms unrelated to the transfer
and treatment of medical waste, including but not limited to
the following:

(i) Basic information on medical waste
(ii) Basic information of the medical institution

(iii) Basic information of the department
(iv) Information of medical waste temporary storage

point
(v) Information on medical waste transfer vehicles
(vi) Medical waste destruction point information
(vii) Information on various types of personnel

*e information of the input participant is linked to
its digital certificate and identity. *e whole-pro-
cess traceability information data mainly refers to
the dynamically increased data generated from the
generation, classification, packaging, temporary
storage, in-hospital transfer, out-of-hospital
transfer, and final disposal of medical waste, in-
cluding but not limited to the following:

(i) Packaging traceability code
(ii) Medical waste classification label
(iii) Weighing information
(iv) Documentary photos
(v) Handover information
(vi) Trajectory information during transportation

(vii) Surveillance video evidence information

In the chaining process, the data related to a single
participant needs to be signed by the participant with the
private key corresponding to its digital certificate to ensure
that the participant has an undeniable responsibility for the
data. *e data generated by the handover activity involving
multiparty participation needs to be signed by the private
key corresponding to the digital certificate of the multiparty
participants and then can be linked to ensure that the
participants agree that the data is authentic and credible. It is
also necessary to establish the association relationship be-
tween the data records through unique identification and
reference for the uplink information. In addition, each link
forms a closed loop by recording the identifier of the pre-
ceding step in the chain-up data generated by the handover
step, which means the procedures are well connected at an
information level. *e critical data can be stored in the latest
chain-up state through a set structure such as an array, so
that the state can be quickly viewed.

5. Demonstration ofMedicalWaste Supervision
Model Based on Blockchain

*e IoT-based and blockchain-based medical waste super-
vision model proposed in former sections has been
employed in the industry and shown the capacity for effi-
cient and reliable digitalized management of waste products,
which is a valid proof of the feasibility of our system.

5.1. Practical Application of the Model. *e research and
development of the medical waste monitoring system were
completed in 2018, and the system was put into operation in
pilot hospitals in Shaanxi Province in June 2020. See Tables 2
and 3 for the cumulative monitoring of medical waste
disposal. Table 2 presents the statistics of medical waste
categories, namely, infectious waste, loss waste, pharma-
cological waste, chemical waste, and pathological waste;
Table 3 shows the statistics of handover links, namely, de-
partment handover, nursing handover, warehouse man-
agement handover, and transportation handover.

*e medical waste smart contract deposit algorithm is
shown in Figure 9, and the traceability algorithm is shown in
Figure 10.

Figure 9 introduces the storage certificate algorithm.*e
blockchain-based medical waste disposal system uses the
storage certificate smart contract to upload medical waste-
related information to the blockchain, which mainly in-
cludes basic medical waste information, basic information of
medical institutions, basic information of departments, and
medical treatment.*e information is mainly collected from
temporary waste storage sites, medical waste transfer ve-
hicles, medical waste destruction sites, various personnel
information, and so on. Each user has an independent private
key to ensure that only users or institutions permitted by the
blockchain can initiate requests. If an unregistered user or
institution initiates the request, it will be directly rejected.
Regarding the data on the chain, a hash function is used to
encrypt the string to generate a unique, conflict-free, and
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irreversible identifier. *e PROOF function is used to store
medical waste-related information on the blockchain. Before
that, it will determine whether there is duplicate data on the
blockchain. If there is, it will show that it has been on the chain.
If not, it will be stored on the blockchain.

Figure 10 introduces the traceability algorithm. *e
retrieval function user checks whether the comparison
chain is consistent between the upper and lower chains.
After the medical waste-related data is stored in the
blockchain, when the verifier wants to verify whether the
data is true and reliable, on the one hand, it can pass any
section. *e three-party tool performs verification, sub-
mission, and production of electronic evidence document
summaries. On the other hand, it can obtain the deposit
transaction from the block of the blockchain and obtain the
data set from it, so that the two can be compared and the
verification result can be obtained from it.

5.2. Application Effect Demonstration. *e medical waste
supervision system saves the tedious manual recording and
data analysis for medical institutions and realizes the ex-
cellent management of medical waste by collecting required
information and facilitating data exchange. Similarly, only
smartphones need to be used for health supervision agencies
to trace back and monitor the whole process of medical
waste disposal in real time, around the clock. *e medical
waste supervision system interface is shown in Figure 11,
and Figure 12 shows the signature and verification of the
blockchain transaction data.

*rough the innovative blockchain application and the
IoT, the medical waste supervision system promotes the
standardized and digitalized management of medical waste.
*rough online real-time monitoring, whole-process
monitoring, and other informatized means, it focuses on
solving the difficulties of medical waste supervision in health
supervision and improves the informatization and intelli-
gence level of health supervision.

5.3. Related Research. *e studies listed in Table 4 are more
relevant to this article. Compared with these works, the
advancement of this work is reflected in privacy protection.
We propose a verifiable credential implementation method
based on atomic signature. *e method includes the fol-
lowing: (a) a credential structure creator defines and creates
a specific verifiable credential structure with various
properties. (b) Based on the atomic signature mechanism,
the credential issuer constructs a verifiable credential
complying with the above verifiable credential structure.
(c)*e credential holder checks the validity of the verifiable
credential. (d) *e credential holder selectively discloses
and presents the specific attributes information with the

Table 2: Statistics of categories of medical wastes.

Medical waste category Weight (kg)
Infectious waste 1467.84
Lossy waste 105.58
Pharmacological waste 81.32
Chemical waste 43.05
Pathological waste 113.68

Table 3: Statistics of handover link.

Handover Quantity (article)
Department handover 889
Nurse handover 88
Library management handover 54
Transport handover 49

Table 1: Categories of medical wastes.

Name Type Description Remark
PackageId String Waste bag number *e smallest unit of waste
BoxId String Shipping box number Packing the waste and packing it into a box
VehicleId String Transport vehicle number Loading waste after packing
MW_Type String Waste category Plaintext
MW_Weight String Waste weight

Op_Role String On-chain role category
(1) Hospital

(2) Transportation
(3) Disposal

Op_UnitId String Operator unit ID
Op_MemberId String Operator ID
Op_MemberDigest String Operator information digest hash

Operation String Operational behavior

(1) Initial packaging/confirmation
(2) Packing/confirmation
(3) Loading/confirmation

(4) Temporary storage/confirmation of warehousing
(5) Recycling/confirmation

Oth_MemberId String Handover ID
Op_DateTime String Operating time Timestamp
Op_Location String Operating location coordinates Traditional latitude and longitude format
Op_RFIDInfo String RFID location coordinate information
Memo_Photo String Photo digest hash
Note. *e above table only shows the design of some uplink data formats.
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respective atomic signatures to a credential verifier. (e)
When receiving the presentation, the credential verifier
verifies its authenticity and validity. (f ) *e credential is-
suer could either entirely update the whole verifiable
credential or partly update some attributes of the verifiable
credential.

5.4. Case Study. *is work has been successfully applied in
Shaanxi Province, China, in 2020, and because of certain
restrictions, we cannot get specific data. *erefore, we have

added a case study to the article and conducted some
analysis on the reasons for the successful application of this
work in Shaanxi Province.

In 2019, the National Health Commission of China
randomly inspected 41,337 medical and health institutions
for medical waste and imposed administrative penalties on
2,122 institutions that violated the relevant regulations on
medical waste disposal, accounting for 80% of the number
of investigations and punishments of medical and health
institutions for violations of infectious disease prevention
and control.

Figure 9: Medical waste smart contract certificate algorithm.

Figure 10: Intelligent contract traceability algorithm for medical waste.
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Figure 11: Interface of medical waste supervision system.

Figure 12: Signature and verification of blockchain transaction data.

Table 4: Statistics of categories of medical wastes.

Study Waste type Shipping rules Traceability Decentralized Supply chain Waste frauds Privacy protection
[30] Domestic waste No Yes No No No No
[31] Electronic waste No Yes No Forward No No
[32] Domestic waste No No No No No No
[33] N/A No Yes Yes Forward No No
[29] Domestic waste No No No No No No
[24] COVID-19 MW Yes Yes Yes Forward Yes No
Our study Medical waste Yes Yes Yes Forward Yes Yes
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In recent years, the administrative departments of health
and environmental protection, through deepening the re-
form of the medical and health system, are focusing on
solving the difficulties and pain points in managing medical
waste disposal in small and medium medical institutions.
Examples include (a) the integrated management of rural
medical and health institutions; (b) the functions of new
medical management mechanisms such as the medical
community; (c) exploring the management model of cen-
tralized medical waste from primary medical and health
institutions to the higher-level medical and health institu-
tions for unified disposal; and (d) transporting to the nearest
medical waste centralized disposal unit that holds a haz-
ardous waste business license, namely, suitable disposal.

*is work explores and promotes the implementation of
the “blockchain +medical waste supervision” model in
Shaanxi Province, China. We use blockchain technology to
digitally monitor the entire process of medical waste gen-
eration, storage, and transfer in medical and health insti-
tutions. *e traces of medical waste can be detected
throughout the entire process. *rough big data analysis, we
can grasp the actual production and centralized disposal
weight of various types of medical waste and respond to
abnormal situations in a timely manner.

In May 2021, at the National Medical Waste Manage-
ment Work Conference held in Shaanxi Province, the
Shaanxi Provincial Health Commission summarized and
promoted the “blockchain +medical waste supervision”
model to all provinces. In this way, the role of blockchain
technology in supervision during and after the event has
been fully brought into play. Blockchain technology pro-
motes regulatory innovation, promotes the modernization
of medical waste management capabilities, and realizes the
maximization of regulatory efficiency, the optimization of
regulatory costs, and the minimization of human
interference.

6. Conclusion

*is paper proposes a medical waste supervision model
based on blockchain, which combines blockchain technol-
ogy with digital evidence provided by directly involved
individuals or institutions. On the one hand, it can provide
an efficient and transparent way of supervision, ensure the
authenticity and integrity of data, improve the medical waste
supervision system, and enhance the credibility of regula-
tions. On the other hand, the detailed information of per-
sonnel is encapsulated in digital credentials, which
effectively solves the user privacy problem existing in the
traditional medical waste supervision processes and can
effectively promote the healthy development of the medical
waste supervision industry. *e decentralized IoTmodel for
medical waste supervision proposed in this paper provides a
new idea for the transformation and upgrading of existing
medical waste supervision models and implementation
methods. Furthermore, the model shows the capability and
importance of IoT-based blockchain in integrating and
managing disperse information which can bring tangible
and revolutionary changes to various areas.

*e possible future directions of this work can be the
application of the proposed model in different scenarios. In
addition, other algorithms and technologies can be con-
sidered to further improve the performance and portability
of the system.

Data Availability

All the data are collected in the medical waste monitoring
system since our paper focuses on building this system
rather than investing in the data. If anyone pursues further
investigation of the available data, please contact the cor-
responding author. Moreover, we will help in extracting the
data from the real-world system.
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Internet of+ings (IoT) has been widely used in many fields, bringing great convenience to people’s traditional work and life. IoT
generates tremendous amounts of data at the edge of network. However, the security of data transmission is facing severe
challenges. In particular, edge IoT nodes cannot run complex encryption operations due to their limited computing and storage
resources. +erefore, edge IoT nodes are more susceptible to various security attacks. To this end, a lightweight mutual au-
thentication and key agreement protocol is proposed to achieve the security of IoTnodes’ communication. +e protocol uses the
reverse fuzzy extractor to acclimatize to the noisy environment and introduces the supplementary subprotocol to enhance
resistance to the desynchronization attack. It uses only lightweight cryptographic operations, such as hash function, XORs, and
PUF. It only stores one pseudo-identity. +e protocol is proven to be secure by rigid security analysis based on improved BAN
logic. Performance analysis shows the proposed protocol has more comprehensive functions and incurs lower computation and
communication cost when compared with similar protocols.

1. Introduction

With the rapid development of new network technologies
such as cloud computing and artificial intelligence, Internet
of +ings (IoT) has been more and more widely used. It has
continuously brought great convenience to people’s lives
and work [1]. IoT devices play an important role in the
power generation, transmission, and distribution of smart
grids and can monitor power transmission conditions in a
more timely manner [2]. A system called iERS can monitor
and notify the availability of parking spaces near the smart
community through the IoT infrastructure and help users
find suitable parking spaces [3]. Baker et al. [4] created a
general model that can be used in most similar healthcare
systems using end-to-end IoT. +erefore, diverse technol-
ogies based on the IoT make users’ comfortable and con-
venient life possible.

According to the predictions of relevant agencies, IoT
devices are expected to grow exponentially in the next few

years, followed by the explosive growth of IoT data [5]. In
some low-latency IoT applications, the design idea of
combining the computing functions of the edge cloud to
complete the reception andmanagement of massive data has
become a way to improve the efficiency of IoT. Edge cloud
helps edge IoT nodes process data nearby, reducing the
heavy computing tasks of cloud data centers.

However, due to the openness of channels and data
sensitivity, data security and user privacy issues have
attracted more and more attention. Data security issues are
also one of the biggest obstacles restricting the widespread
deployment and application of Internet of+ings [6]. Due to
IoT characteristics, the specific challenges faced by data
security are as follows: (1) IoTdevice resources are generally
limited. Internet of +ings consists of many heterogeneous
and resource-constrained devices, which often have a single
function and limited computing and storage resources [7];
(2) massive data: the number of IoT devices and users is
huge, and massive amounts of data are generated in real
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time, which brings great workload to security authentica-
tion; (3) interactive dynamics: in the environment of In-
ternet of +ings, nodes and users are often in constant
movement, which makes real-time requirements for secure
access and authentication; and (4) strong data privacy: the
advent of the big data era puts forward higher requirements
for the protection of personal privacy information, and both
visitors and IoT nodes must be protected [8].

In order to solve the above-mentioned IoT data security
issues, many researchers have proposed various security
authentication and key agreement protocols to solve the IoT
data security issues [9]. However, as we all know, Internet of
+ings has many remote nodes. In this scenario, an attacker
can extract stored authentication information and keys from
the IoT device and then can perform security attacks
according to their own needs. At present, most studies have
not considered this aspect of security issues. +erefore, the
communication protocol designed for the IoTsystem should
ensure that the entire system remains secure, even if the
equipment or sensors are damaged. Fortunately, physical
unclonable functions (PUF) provide a viable option to
achieve this goal. Recently, some PUF-based authentication
protocols have been proposed to protect sensor security and
data security.

To solve the above issues, we propose a lightweight and
anonymous mutual authentication protocol for edge IoT
nodes with physical unclonable function. +e proposed
protocol only needs some lightweight cryptographic oper-
ations and stores one pseudo-identity. It is very suitable for
data security protection scenarios of IoT nodes in a wide
range of deployment scenarios. To sum it up, the main
contributions of the proposed protocol are as follows:

(i) +e proposed protocol realizes secure, lightweight
mutual authentication for edge IoT nodes. More
importantly, in addition to the noise of the nonideal
PUF, we also take the imbalance of resources be-
tween the device and the server into account, taking
advantage of the reverse fuzzy extractor to reduce
the cost.

(ii) +e proposed protocol only store one pseudo-
identity to prevent physical security attack such as
side-channel security attacks and memory data theft
while ensuring anonymity.

(iii) We introduced a supplementary subprotocol for
desynchronization attacks to overcome the short-
comings in [10]. It also improves efficiency by
querying the relevant subset in the database based
on the registration time instead of traversing the
entire subset.

(iv) We present rigid security proof based on improved
BAN logic [11] to demonstrate the proposed pro-
tocol is against all of secure attacks.

+e paper’s organization is as follows: Section 2 shows
the related works on the authentication protocols for the IoT
system. Section 3 and Section 4 introduce, respectively,
related preliminaries and system model and security re-
quirements. Section 5 presents the proposed scheme with its

supplementary subprotocol in detail. Section 6 and Section 7
show the security and performance analysis. Finally, the
conclusion and future work are described in Section 8.

2. Related Works

As IoT has gained steam in recent decades, its security issues
have also attracted widespread attention. In 2014, a study by
Hewlett Packard suggested that about seventy percent of IoT
devices suffer from acute vulnerability, which cannot be
ignored [12]. +erefore, considerable authentication pro-
tocols for Internet of +ings sprang up.

Most of the incipient authentication protocols are based
on asymmetric cryptography, which cuts both ways in IoT: it
boasts higher security but bears inevitably the computational
inefficiency and huge overhead. For instance, Fouda et al.
[13] proposed a scheme that established the shared session
key with Diffie–Hellman exchange protocol, whose needed
computing resources put a certain burden on resource-
constrained IoT devices. In addition, Porambage et al. [14]
involved the elliptic curve cryptography belonging to the
public key system to achieve the implicit certificate-based
protocol. Besides, Amin et al. [15] utilized the smart card and
the RSA algorithm. +erefore, not only does it have a major
potential danger in tampering because it is vulnerable to
physical attack but also it contributes to terribly large
computation costs.

+en, the study on protocols with symmetric cryptog-
raphy is generally extensive. Das et al. [16] introduced a
scheme with smart cards, which is a novel authentication
protocol on the basis of passwords and symmetric cryp-
tography for the hierarchical wireless sensor networks
(HWSN), a branch of Internet of +ings. However, it is
similar that the scheme, which is not tamper-proof, cannot
avoid physical attacks. Turkanovi and Holbl [17] designed
another protocol for HWSN, which pointed out the flaws in
[16] and eliminated its redundant components, taking ad-
vantage of the symmetric encryption or decryption. Nev-
ertheless, even if symmetric cryptography reduces the
computational complexity and saves some resources with
hash functions, XOR operations, and concatenation oper-
ations, compared with the asymmetric one, the storage of
secret keys still produces a large memory overhead in a
matter of the IoT system connected with a substantial
amount of devices.

+e demand for more secure and efficient authentication
protocols has prompted scholars to introduce the PUF,
which makes up for the drawbacks of smart cards and is
claimed as a hardware function with great promise in recent
research. Aman et al. [18] showed the scheme where the
response generated by PUF encrypted the data and verified
the source. Chatterjee et al. [19] proposed the scheme which
used the response value to construct the session key. What is
more, there is no need to explicitly store the challenge-re-
sponse pair. However, the protocols mentioned in [18, 19]
fail to guarantee anonymity. In addition, the challenge-re-
sponse pair is not updated and replaced every round, even
when the protocol introduced by Feikken et al. [20] avoids
conveying the identity in plain text. Consequently,
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considering the device anonymity, Gope and Sikdar [10]
presented a scheme with plentiful alternative pseudonyms
and challenge-response pairs. Instead of direct identity, it
completes communication with the help of pseudo-identity
which, together with the challenge-response pair, is
regenerated to prevent adversaries from the trail. However,
it is more likely to encounter desynchronization attacks. +e
protocol proposed by Jiang et al. [21] resolved the above two
weaknesses, but its overhead increases due to asymmetric
cryptography. Additionally, the protocol in [22] performs
better than that in [10] in terms of resistance to desynch-
ronization attack. On the contrary, the majority of protocols
such as [18] merely consider the ideal PUF. Since noisy
factors are inescapable in daily life, it is required to take
appropriate measures against them. Significantly, the fuzzy
extractor is regarded as a widely used and practical tool for
error correction. In the part of noisy PUF in [22], the fuzzy
extractor emerges to convert the error response values.
Besides, the protocol in [20] also serves as an example to
show the great role of the fuzzy extractor in addressing noisy
PUF issues. Furthermore, the fuzzy extractor in reverse is a
feasible optimization method, which takes the resource
difference between the device and the server in IoT system
into full consideration and makes the resource utilization
more reasonable. For instance, the protocols in
[10, 21, 23, 24] reverse the fuzzy extractor to arrange re-
sources more evenly.

3. Preliminaries

3.1. Physical Unclonable Function. Described as “an ex-
pression of an inherent and unclonable instance-specific
feature of a physical object” in [25], the PUF is considered a
key factor in the physical uniqueness of a device. +anks to
the randomness and uncertainty during the fabrication of
integrated circuits, it is less likely to produce a copy; thereby,
the PUF is increasingly shining in the security domain.

Additionally, the definition in [26] that a PUF is deemed
to be a special function that inputs a random challenge and
generates the corresponding response relying on the com-
plex physical character clarifies the PUF from another
perspective. As shown in the following equation, C is the
challenge inputted and R is the response outputted:

R � PUF(C). (1)

In ideal circumstances, there is a one-to-one corre-
spondence between the challenge-response pair and the
PUF; scilicet, if a challenge is assigned to the same PUF
multiple times, the responses generated are identical, and if
the same challenge is given to different PUFs, the responses
obtained are distinct. However, due to the environmental
and circuit noise, a PUF always outputs various responses
with a few errors to a challenge value.

3.2. Reverse Fuzzy Extractor. Since the influence of noisy
PUFs cannot be ignored, the fuzzy extractor is introduced to
address the issue. Combined with the PUF, the fuzzy

extractor with a secure sketch maps the responses with
resemblance to the same result [27].

A fuzzy extractor (m, l, t, ε) comprises two algorithms,
which are Gen(·) and Rec(·), according to [20,27]. As a
probabilistic algorithm, Gen(·) generates a key string
k ∈ 0, 1{ }l and a helper data hd with the input value R. In the
phase, in terms of every R with min-entropy m, with (2), the
difference of statistics between (k, hd) and (Ul, k) is up to
the threshold ε. Ul means a constellation of strings from
0, 1{ }l, which are chosen in a random and uniform way. As a
deterministic algorithm, if the hamming distance between R

and R′ is at most t, Rec(·) can utilize hd and R′ to reproduce
k, according to (3):

(k, hd) � Gen(R), (2)

k � Rec R′, hd( 􏼁. (3)

Generally, the reconstruction function Rec(·) is
deployed on the device with a PUF, while the key generation
function Gen(·) is placed in the server. However, it is a
critical defect that the reconstruction algorithm is performed
on the device end with limited memory and computing
resources as a consequence of numerous gates and time costs
when correcting errors [28]. +erefore, the reverse fuzzy
extractor, which sets Gen(·) on the PUF-equipped device
and Rec(·) on the server, is applied to resolve the problem.

3.3. Symbols andDescriptions. +e symbols and descriptions
involved in the protocol are presented in Table 1.

4. System Model and Security Requirements

4.1. System Model. Figure 1 shows two roles in the system
model: a series of IoTdevices and a server situated in the data
center. Moreover, the communication between devices and
the server is through Internet in the IoT system.

(i) IoTdevices: In the IoTsystem, every device possesses
a PUF, in which any effort to manipulate the PUF
will make it unavailable and any attempt to remove
the PUF will comprise it. In addition, it is assumed
that devices have finite resources.

(ii) Server: +e server is described as a secure, trusted,
and resource-unlimited entity, which can store the
related information about IoTdevices in the database
to operate the mutual authentication.

4.2. AdversaryModel. In matters of the adversary model, we
refer to the well-known Dolev–Yao attack model in [29],
with an assumption that an adversary A boasts a series of
capabilities as described below:

(i) According to the Dolev–Yao model, the adversary A

has complete control over the open channel, who can
grasp total information on the insecure channel
between the IoT device Di and the server S and
thereby intercept, tamper, or cancel it.
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(ii) Besides the threats mentioned above, aiming at
acquiring the essential data, the adversary can also
launch physical attacks, cloning attacks, counterfeit
attacks, desynchronization attacks, and so forth.

4.3. Security Requirements. After the analysis of the adver-
sary model, we take account of the related security re-
quirements for the proposed two-party authentication
protocol:

(i) Mutual authentication:+e genesis of the fact that it
is crucial to achieve the mutual authentication
between the IoT device and the server before the
formal communication lurks in the issue that an
attacker may disguise as a trusted device sending
malicious information to others with the imper-
sonation attack.

(ii) Reliable session key generation:+e problem that an
adversary is more likely to obtain the messages
transmitted through the open channel serves as an
explanation of the requirement that both the device
end and the server end ensure the same session key
is held during communication.

(iii) Anonymity: It is indispensable to use one-time
aliases so that the adversary cannot know the true
identity of the device.

(iv) Defense against the known attacks: +e designed
protocol is supposed to resist the known attacks,
such as physical attacks, cloning attacks, imper-
sonation attacks, and especially desynchronization
attacks.

5. The Proposed Scheme

In this section, we propose a lightweight and anonymous
mutual authentication protocol for edge IoT nodes with
physical unclonable functions, which features the zero
storage of shared secrets and a large number of pseudonyms.
In total, the protocol is composed of three phases: the setup
phase, the registration phase, and the authentication phase.

5.1. Setup Phase. In this stage, a reliable one-way hash
function h: (0, 1)∗ ⟶ 0, 1{ }l is selected to achieve mutual
authentication, where l is a secure parameter chosen by the
server.

5.2. Registration Phase. In this stage, the IoT device sends its
relevant messages to the server through the secure channel as
shown in Figure 2.+e IoTdevice selects a registration time RTi

(a time slot such as three days or five days), which together with
the identity Di is utilized to calculate FRi � PUF(Di‖RTi) in
order to prepare for the supplementary subprotocol against the
desynchronization attack. +en, the device randomly chooses a
one-time temporary alias TDi ∈ 0, 1{ }l and a challenge value
Ci ∈ 0, 1{ }l and obtains the response Ri from the PUF. +e
device stores the TDi needed in this round temporarily, while
the registration time RTi is also stored in a secure environment.
Next, Msg0: Di,TDi, (Ci, Ri), FRi,RT􏼈 􏼉i is sent to the server
through the ideal channel. After receiving Msg0, the server
stores it in the database.

5.3. Authentication Phase. In this stage, the device and the
server in the IoT system conduct mutual authentication
where a few pseudo-identities and shared secrets are stored
by the device end. +e final generation of the same session
key on the device and the server means the achievement of
their mutual authentication.

(1) +e IoT device transmits TDi of this round to the
server S. On receiving the alias, the server searches
for it in the database. If found successfully, S gets the
corresponding challenge-response pair (Ci, Ri) and
selects a nonce NS. +en, the server computes N∗S �

h(Di‖Ci)⊕NS and hS � h(NS‖Ci). Finally, Msg1:
Ci, N∗S , hS􏼈 􏼉 is given to the IoT device.

(2) Upon receiving Msg1, the IoT device calculates
Ri
′ � PUF(Ci), (ki

′, hdi
′) � Gen(Ri

′), NS
′ � h(Di‖Ci)⊕

N∗S , and hS
′ � h(NS

′‖Ci) and then verifies whether hS
′ is

equal to hS. If successful, the device computes
hd∗i � h(Di‖Ci)⊕ hdi

′, the challenge Cn
i � h(Ci‖ki

′) in

Table 1: Symbols and descriptions.

Symbols Descriptions
Di +e identity of the IoT device
TDi +e one-time temporary identity of IoT device
RTi +e registration time
Ti +e current timestamp
(Ci, Ri) +e challenge-response pair
(Ni) +e nonce generated by the IoT device
(Ns) +e nonce generated by the server
sk +e session key
PUF +e physical unclonable function
Gen(.) +e key generation algorithm of the fuzzy extractor
Rec(.) +e reconstruction algorithm of the fuzzy extractor
h(·) +e secure one-way hash function
‖ +e concatenation operation
⊕ +e XOR operation

Device 1 Device 2 Device 3

Internet

Server

Device n

Figure 1: +e system model.
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the next round, the corresponding response
Rn

i � PUF(Cn
i ), and R∗i � ki

′ ⊕Rn
i . +en, the device

selects a nonce Ni, which is used to generate
N∗i � ki

′ ⊕Ni, hi � h(Cn
i ‖Rn

i ‖ki
′‖Di‖Ni) and the ses-

sion key sk � h(Ni‖NS
′‖ki
′). Next, the device stores

TDn
i � h(TDi‖ki

′) for the next round and sends
Msg2: hd∗i , R∗i , N∗i , hi􏼈 􏼉 to the server.

(3) After acquiring Msg2, the server computes the helper
data hdi � h(Di‖Ci)⊕ hd∗i , the nonce Ni

′ � ki ⊕N∗i ,
the challenge Cn′

i � h(Ci‖ki), and its response
Rn′

i � ki ⊕R∗i . +en, hi
′ � h(Cn′

i ‖Rn′
i ‖ki‖Di‖Ni

′) is
computed to verify the identity of hi

′ and hi. If the
verification is passed, the server generates the session
key sk � h(Ni

′‖NS‖ki) and the temporary pseudo-
identity TDn′

i � h(TDi‖ki) for the following round.
Eventually, TDn′

i , (Cn′
i , Rn′

i )􏽮 􏽯 is kept in the database.

In summary, the procedure for an agreement of the session
key between the physical device and the server in the IoT
system is accomplished. +e details are presented in Figure 3.

5.4. 1e Supplementary Subprotocol. If a desynchronization
attack is launched whenMsg2 is sent to the server, the one-time
temporary alias of the IoT device on the server end cannot be
updated in time, which causes the messages of the IoT device
and the server to be out of synchronization. In this regard, it is of
vital necessity to introduce the supplementary subprotocol
against the attack for the sake of the normal continuation of our
authentication.

In the registration phase, the IoTdevice has calculated FRi �

PUF(Di‖RTi) and sent it to the server for storage. In the
subprotocol phase shown in Figure 4, with the current time-
stamp Ti, the device computes FRi

′ � PUF(Di‖RTi),
Fki
″ � h(Di‖RTi‖Ti)⊕Fk∗i , and Fk∗i � h(Di‖RTi‖Ti)⊕Fki

′
and then transmits Msg3 � Fk∗i , Fhd∗i , Ti,RTi􏼈 􏼉 to the server
end, which searches for the relevant data according to the
registration time RTi sent by the physical device and computes
Fki
″ � h(Di‖RTi‖Ti)⊕Fk∗i , Fhdi

″ � h(Di‖RTi‖Ti)⊕ Fhd∗i
and Fki � Rec(FRi, Fhdi

″) to compare Fki with Fki
″ after re-

ceiving the message. If both are the same, the resynchronization
is completed and the authentication process can continue
normally.

6. Security Analysis

+e BAN logic, designed by Burrows, Abadi, and
Needham [30], features its simplicity and practicality,
resulting in the general application to the formal security

analysis of identity verification protocols. However, even
though it pioneered the formal analysis, its pitfalls were
pointed out by Mao and Boyd [11]. Hence, we attempt to
prove our proposed protocol to meet a series of re-
quirements for the authentication between the IoTdevice
and the server with the Mao and Boyd logic, namely, the
improved BAN logic, in this section.

6.1. Basic Definitions. For the sake of eliminating negative
features caused by the type mismatch, Mao and Boyd logic
constructed three groups of type-specific objects, including
principals, messages, and formulas, so we employ letters P

and Q to describe principals, K, M, and N to represent
messages, while X, Y, and Z symbolize formulas for the
clarity and convenience [11].

Some definitions are listed below:

P| ≡ X, (4)

P |
K

∼ M, (5)

P⊲
K

M, (6)

P⟷K Q, (7)

#(N), (8)

sup(P), (9)

P⊲ ‖M. (10)

Equation (4) denotes that principal P believes formula X to
be true. Equation (5) shows that principal P says message M

is encrypted with the key K. Equation (6) manifests that
principal P sees message M is decrypted with key K.
Equation (7) points out that K is considered as a good shared
key between principals P and Q. Equation (8) suggests that
message N is fresh that it has never appeared before the
current protocol conducts. Equation (9) indicates that P is a
super principal; namely, it is credible and legitimate.
Equation (10) bespeaks that principal P cannot see the
message M.

Considering the issue that the syntax is context-free
while the relationship between messages is context-based,
Mao and Boyd [11] explained that the idealization of

Device Di

Select RTi

Compute FRi = PUF(Di||RTi)

Compute Ri = PUF(Ci)

Store TDi
Secure Channel

Msg0 :{Di ,TDi ,(Ci ,Ri),FRi ,RTi}
Store {Di ,TDi ,(Ci ,Ri),FRi ,RTi}

Server S

Select random TDi ,Ci 

Figure 2: +e registration phase.
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protocol messages converting the implicit contextual
information to the explicit specification should be op-
erated. +ere are some concepts of idealization regula-
tions. On the one hand, there are five related concepts.
+e atomic message means a data unit with no symbols
such as “,”, “|”, “R”, “” or “”, in a message, where ”,” is a
combinator for a message and a principal, and “|” or “R”
is a combinator for two messages. +e challenge is an
atomic message sent and received in two different lines by
its originator, namely, a principal. In the meantime, the
atomic message is not a timestamp. +e replied challenge
is a challenge existing in the message on the way to its
originator. +e response also belongs to the set of atomic
messages excluding timestamps, which is sent with a
replied challenge by its sender. If an atomic message is
not a challenge, a response, or a timestamp, it is called
nonsense. On the other hand, there are several ideali-
zation rules of messages in the protocol in the following:

(i) All of the atomic messages considered as non-
senses are supposed to be erased.

(ii) If an atomic message plays both roles of the
challenge and the response in a line, then it is
regarded as a response.

(iii) +e challenges separated by commas can be
combined with the symbol “ |”, so do responses.

(iv) +e challenge and its corresponding response can
be combined with the symbol “ R”, whose form is
“response R replied challenge”.

(v) +e message and its timestamp can also be com-
bined with “ R”, whose form is “message R

timestamp”.
Moreover, according to [11], there are some in-
ference rules which are created to achieve the
intuitive formal analysis on the scheme of au-
thentication and confidentiality in actual

Device Di

Select TDi

Search TDi

Find (Ci ,Ri)

Select random NSCompute Ri = PUF(Ci)

N'S = h(Di||Ci)⊕N*S 

Msg1 : {Ci ,N*s , hs}

h'S = h(N'S||Ci)

hd*i = h(Di||Ci) ⊕ hd'i

sk = h(Ni||N'S||k'i)

R*i = k'i ⊕ Rn
i

Select Ni

Compute N*i = k'i ⊕ Ni 

Check h'S ? =hS

Check h'i ? =hi

TDi

Server S

(k'i ,hd'i) = Gen(R'i)

Msg2 : {hdi ,Ri ,Ni ,hi}

Cn
i = h(Ci||k'i) , Ri= PUF(Ci ) nn

Store TDi = h(TDi||k'i) 
n

hi = h(Ci||Ri||ki||Di||Ni)
n n '

* * *

Compute NS = h(Di||Ci)⊕ NS *

Compute hdi = h(Di||Ci)⊕ hdi *

hs = h(Ns||Ci)

ki = Rec(hdi ,Ri)
*N'i = ki ⊕ Ni 

Ci = h(Ci||ki)
n'

*Ri = ki ⊕ Ri 
n'

hi = h(Ci
n'|| Ri

n'|| ki ||Di ||Ni )' '

Compute sk = h(Ni||Ns||ki)'

TDi = h(TDi || ki)
n'

Store {TDi
n',(Ci

n',Ri
n')}

Figure 3: +e authentication phase.

Device Di

Select Ti

Compute FR'i = PUF(Di||RTi)

Fk*i = h(Di||RTi||Ti)⊕Fk'i 
Fhd*i = h(Di||RTi||Ti)⊕Fhd'i 

Fhd"i = h(Di||RTi||Ti)⊕Fhd'i 

Fki = Rec(FRi ,Fhd"i)

Check Fki ?=Fk"i

Compute Fk"i = h(Di||RTi||Ti)⊕Fk*i Msg3 :{Fk*i ,Fhd*i ,Ti RTi}

Server S

(Fk'i ,Fhd'i) = Gen(FR'i)

Figure 4: +e supplementary subprotocol.
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applications, where symbol “ ∧” is a Boolean logic
conjunction used to connect two formulas. For in-
stance, if formulaX and formulaY are true, then they
can get the true formula Z, in the following form:

X∧Y

Z
. (11)

(vi) +e authentication rule (12): if P believes that K is
a good shared key between P and Q and P sees M

with K, P can believe Q encrypts M with K:

P| ≡ P⟷K Q∧P⊲
K

M

P| ≡ Q |
K

∼ M

. (12)

(vii) +e confidentiality rule (13): there are three con-
ditions: (1) P believes that K is a good key between
P and Q; (2) P believes that M cannot be obtained
by anyone else; and (3) P can use K to encrypt the
message M. If they are met, P can believe that only
M can be available to P and Q:

P| ≡ P⟷K Q∧P| ≡ S
C⊲‖M∧P |

K

∼ M

P| ≡ (S∪ Q{ })
C⊲‖M

. (13)

(viii) +e nonce-verification rule (14): if P believes that
M is fresh and that Q encrypts M with K, then P

can believe that Q thinks K is a good key between P

and Q:

P| ≡ #(M)∧P| ≡ Q |
K

∼ M

P| ≡ Q| ≡ P⟷K Q
. (14)

(ix) +e superprincipal rule (15): if P believes that Q

trusts X and Q is a legitimate server, P can believe X:

P| ≡ Q| ≡ X∧P| ≡ sup(Q)

P| ≡ X
. (15)

(x) +e fresh rule (16): if P believes that M is fresh and
P receives the message combined with N and M, P

can believe that N is fresh:

P| ≡ #(M)∧P⊲NRM

P| ≡ #(N)
. (16)

(xi) +e good-key rule (17): if P believes that K is not
available to any other principal than P, and Q and
K is fresh, P can believe that K is a good key
between P and Q:

P| ≡ P, Q{ }
C⊲‖K∧P| ≡ #(K)

P| ≡ P⟷K Q
. (17)

(xii) +e intuitive rule (18): it is a rule ignored usually
that if P decrypts M with K, then P can see M:

P⊲
K

M

P⊲M
. (18)

6.2. Formal Security Analysis on Proposed Protocol.
According to the above inference rules, we propose some
initial beliefs and assumptions for our protocol between the
device and the server in the IoT system, which then are used
to construct the security proofs.

Regarding the IoTdevice as D and the server as S, first,
we try to prove the proposition (vi), which is “S believes
that Ns is a good shared key between S and D”. As is
shown in the following, (i) shows that S believes Di is a
good key between S and D because it is the real identity of
the IoT device stored in the server; (ii) shows that S

believes Di cannot be known by any other one except D;
(iii) shows that S can encrypt Ns with Di; and (v) shows
that S believes Ns is fresh because S generates the nonce
Ns. In the light of the confidentiality rule, we use (i), (ii),
and (iii) to obtain the statement “S believes that no one
else knows Ns except for S and D”, which is (iv). +en,
(iv) and (v) are applied in the good-key rule to get the
final statement (vi). +e detailed proof process is shown
in Figure 5(a):

S| ≡ S⟷
Di

D(i),

S| ≡ # NS( 􏼁(ii),

S |
Di

∼ NS(iii),

S| ≡ S, D{ }
c⊲‖NS(iv),

S| ≡ # NS( 􏼁(v),

S| ≡ S⟷
NS

D(vi).

(19)

+en, we attempt to prove the proposition (xvi), which
is “D believes that Ns is a good shared key between S and
D”. In the following, (vii) means D believes that Di is a
good shared key between D and S; (viii) means that D can
decrypt Ns with Di; (ix) means D believes that S encrypts
Ns with Di; (x) means D believes that Ns is fresh; (xi) means
D believes that S holds the belief that Di is a good shared
key between S and D; (xii) means that D believes that S

takes the belief that Ns cannot be known by others except
for S; (xiii) means D considers the fact that S believes only
D and itself can obtain the nonce Ns; and (xiv) means that
D believes that S is a credible principal. +erefore, we can
use these beliefs and assumptions to deduce the final
conclusion. With the authentication rule, (vii) can be
combined with (viii) to draw (ix). Additionally, (xi) can be
derived from the combination between (ix) and (x) with the
nonce-verification rule. With the three conditions (ix), (xi),
and (xii) substituted into a variant of the confidentiality
rule, we can reason out (xiii), which thereby together with
(xiv) can be used in the superprincipal rule to obtain (xv).
+en, (xv) and (x) are utilized to generate the final con-
clusion (xvi) with the good-key rule. +e proof process is
vividly shown in Figure 5(b):
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D| ≡ D⟷
Di

S(vii),

D⊲
Di

NS(viii),

D| ≡ S |
Di

∼ NS(ix),

D| ≡ # NS( 􏼁(x),

D| ≡ S| ≡ S⟷
Di

D(xi),

D| ≡ S| ≡ S
c ⊲ ‖NS(xii),

D| ≡ S| ≡ D, S{ }
c⊲‖NS(xiii),

D| ≡ sup(S)(xiv),

D| ≡ D, S{ }
c ⊲ ‖NS(xv),

D| ≡ D⟷
NS

S(xvi).

(20)

Similarly, the proofs for “D believe that Ni is a good
shared key between D and S” and “S believes that Ni is a
good shared key between S and D” as, respectively, shown in
Figures 5(c) and 5(d). In thematters of the former, according
to the confidentiality rule, “D believes that ki

′ is a good shared
key between itself and S”; “D believes that no one can obtain
ki
′ except for S”; and “D encrypts Ni with ki

′”. +ese three
conditions are involved in deducing a statement, which is “S
holds the view that Ni can merely be known by S and D”. In
the light of the conclusion, we can introduce it with the belief
that “D believes Ni is fresh” into the good-key rule in order
to obtain the final statement. Moreover, the latter is

generated by “S believing that Ni is fresh” which is the result
of “Sconvinced that D believes only S and D can know Ni”;
“S believes that D is a legitimate principal” with the
superprincipal rule; and “S believes that only S and D can
obtain Ni” with the good-share key rule. Obtained with the
developed confidentiality rule, the statement “S is convinced
that D believes only S and D can know Ni” is the result of
“Sbelieving that D holds the belief that ki

′ is a good shared
key between D and S”; “S is convinced that D believes that it
is less likely for Ni to be attached by others except for D”;
and “S believes thatNi is encrypted byD with ki

′”. In terms of
the conclusion “S believes that D trusts ki

′ as a good shared
key between D and S”. It can be deduced with the nonce-
verification rule that “S believes Ni is a fresh nonce” and “S
believes D can encrypt Ni with ki

′”, which can be obtained by
the combination of “S believing that ki

′ is a good shared key
between S and D” and “Ni can be decrypted by S with ki

′”
with the authentication rule.

In Figures 5(e) and 5(f), the similar manner of the proofs
for “D believes thatRn

i is a good shared key betweenD and S”
and “S believes that Rn

i is a good shared key between S and
D” is described in the specific process. In Figure 5(e), with
the confidentiality rule, we utilize three conditions: “D
believes that ki

′ is a good shared key between D and S”; “D
believes that no one can obtain ki

′ except for S”; and “Rn
i can

be encrypted by D with ki
′” to conclude the statement of “S

believes it is impossible that a third person can obtain Rn
i

except for S and D”, which is combined with the fact that “D
believes Rn

i is fresh” to deduce the final belief of “D believes
that Rn

i is a good shared key between D and S” with the good-

S |≡S↔D^S|≡D
c||Di^S

Di|~Ns

S |≡{S,D}c||NS

S|≡S↔D
N

S

Di

^S|≡#(NS)

(a)

D |≡S|≡{D,S}c||NS

D |≡{D,S}c||NS

D|≡D↔S
N

S

D |≡D↔S^DNS

^D|≡S|≡Sc||NS^D|≡SDi|~Ns

^D|≡sup(S)

^D|≡#(NS)

D|≡#(NS)^

Di Di

D|≡S|~NS

Di

Di
D|≡S|≡S↔D

(b)

D |≡D↔S^D|≡Sc||k'
i^D

k'i|~Ni

S |≡{S,D}c||Ni

D|≡D↔S
N

i

k'i

^D|≡#(Ni)

(c)

S |≡{S,D}c||Ni

S|≡S↔D
N

i

^S|≡sup(D)

^S|≡#(Ni)

S|≡D|≡D↔S

S |≡S↔D^SNiS|≡#(Ni)^

k'i k'i

S|≡D|~Ni

k'i

k'i
^S|≡D|≡Dc||Ni^S|≡D|~Ni

k'i

S|≡D|≡{S,D}c||Ni

(d)

D |≡D↔S^D|≡Sc||ki^D|~Ri

S |≡S{S,D}c||Rn
i

D|≡D↔S
R

i

k'i

^D|≡#(Ri )

k'i
' n

n

n

(e)

S |≡{S,D}c||Ri

^S|≡sup(D) S|≡#(Ni)^

S |≡S↔D^SNiS|≡#(Ni)^

k'i
k'i

k'i k'i

k'i
S|≡D|~Ni

k'i

S|≡D|≡D↔S
k'i

^S|≡D|≡Dc||Ri^
S|≡S↔D^SRi

S|≡D|≡{S,D}c||Ri

n

S|≡D|~Ri

n

n

n

n S |≡#(Ri )n

n

n

k'i

S|≡S↔D
R

i

^

SNiRi
n

SNiRi

(f )

Figure 5: (a)+e proof for “S believes that NS is a good shared key between S and D”. (b)+e proof for “D believes that NS is a good shared
key between S and D”. (c) “D believes that Ni is a good shared key between D and S”. (d) “S believes that Ni is a good shared key between S

and D”. (e) “D believes that Rn
i is a good shared key between D and S”. (f ) “S believes that Rn

i is a good shared key between S and D”.
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key rule. In Figure 5(f), what calls for special attention is
that, with the fresh rule, the statement “S trusts Rn

i as fresh” is
generated by “S believes that Ni is a fresh nonce” and “S can
obtain Ni and Rn

i ”, which is concluded from “S can decrypt
Ni and Rn

i with ki
′”, according to the intuitive rule.

In conclusion, generally, Di is rarely known by others
excluding D and S, so an adversary cannot obtain the secrets
involved in the formal security proofs, which are NS, Ni, Rn

i ,
and ki
′. Some attacks like impersonation attacks are even less

likely to be operated. Additionally, thanks to the feature of
the PUF, they cannot get valid challenge-response pairs from
it even when adversaries control an IoT device. Conse-
quently, our protocol is regarded as reliable enough against
some common security attacks.

7. Performance Analysis

In this section, we analyze the performance of the proposed
scheme in three respects: security functions, computation
costs, and communication costs, whose comparison results
with the protocols in [10, 18, 21, 22] are introduced in the
following.

7.1. Security Function Analysis. Aiming to present the
strengths of the scheme proposed in the paper, we first
compare it with four other PUF-based mutual authentica-
tion protocols on their security functions in Table 2, where
F1, F2, F3, F4, F5, F6, F7, F8, and F9, respectively, represent
the mutual authentication, the resilience to desynchroni-
zation, the impersonation attack, the session key security,
the physical security, the reverse fuzzy extractor, the zero
storage of shared secrets, the anonymity, and the lightweight
feature. What is more, Y means achieved while N means not
achieved.

In terms of resilience to desynchronization and the zero
storage of the shared secrets, even when the scheme in [10]
keeps a mass of alternate pseudonyms and keys, the
desynchronization attack is still a problem. Although the
protocol in [22] can prevent attacks to a certain degree, it still
needs to store a large number of pseudo-identities and
challenge-response pairs, which require a lot of storage
space. According to the solution proposed in the paper, it is
unnecessary for the IoT device and server to store those.
When they are subjected to the desynchronization attack,
they merely need to search for a subset in the database in the
light of the registration time and finish the resynchroniza-
tion. Moreover, the issue that it is more likely for noise to
lead to some errors in the output is neglected by the scheme
in [18]. While the scheme in [22] involves the fuzzy ex-
tractor, it does not reverse it to consider the resource im-
balance between the device and server. Our scheme takes
these factors into full consideration, and with the reverse
fuzzy extractor, not only does it solve the noise problem, but
it also takes reasonable advantage of resources. What is
more, the protocol in [21] addresses the above issues, but it
contains the public key cryptography, resulting in a surge of
costs. Instead of it, our protocol is characterized by a series of
lightweight functions, such as PUFs, hash functions, and

XORs. Additionally, since the protocol in [18] directly uses
the original identity of the device rather than its pseudo-
identity, the anonymity is not achieved. Our resolve in the
paper that uses the one-time temporary alias updated in each
round of communication protects the privacy of the physical
device in the IoT system.

7.2. Computation Costs Analysis. Considering the difference
of the computation costs generated by various PUF-based
protocols, we show the details in Table 3, where TP, TH, TG,
TR, and TS, respectively, symbolize the time costs of PUFs,
hash functions (including the MAC), the key generation
function of the fuzzy extractor, the reconstruction function
of the fuzzy extractor, and symmetric encryption or de-
cryption. Generally, we think that various time costs roughly
meet the following magnitude relationships: TS >TP ≈ TH

and TR >TG.
Since the protocol in [21] is based on the three-party

authentication, we just conduct the comparative analysis of
our protocol and those in [10, 18, 22]. In our protocol,
h(DiCi) in the IoT device is used twice. As a result, we only
consider the time cost of calculating it once. According to
Table 4, we can conclude that our protocol still has a slight
advantage compared with the protocol in [18]. Although it
uses fewer hash functions, the time costs caused by the
symmetric encryption and decryption with the response
value bring our protocol the latest edge through a small
victory. In addition, our protocol is one hash function less
than that of [10], which is also a narrow margin. Further-
more, the computation costs of our PUFs and hash functions
are similar to those of [22], but the device end equipped with
the key generation function of the reverse fuzzy extractor
costs fewer resources and less time.

7.3. Communication Costs Analysis. By analyzing the
communication costs, we can still demonstrate some ad-
vantages of our proposed protocol. Since we regard l as a
security parameter, utilizing the hash function to convert a
bit string of arbitrary length into that of l-bit length, we
define the length of nonces, identities, challenge values, and
response values as l bits, and the l-bit data is changed to 8l-
bit one after the symmetric encryption.

We contrast the computation costs of relevant protocols
in [10, 18, 22], as shown in Table 4, attributing to the fact that
the protocol in [21] involves three parties and causes nu-
merous costs with asymmetric encryption and decryption.
In Table 4, Size means the size of messages and Times means
the times of sending messages. It is apparent that the
computation costs of the protocol in [18] are much more

Table 2: +e analysis of security functions.

Protocols F1 F2 F3 F4 F5 F6 F7 F8 F9

[18] Y Y N Y Y N Y N Y
[10] Y N Y Y Y Y N Y Y
[21] Y Y Y Y Y Y Y Y N
[22] Y Y Y Y Y N N Y Y
Our protocol Y Y Y Y Y Y Y Y Y
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than any other protocol resulting from symmetric encryption
and decryption. Additionally, the communication overhead of
our protocol is as little as that in [10]. Besides, even though the
communication costs of the IoT device in the protocol pro-
posed by [22] are less than ours, regardless of the total size of
messages or the total times of communications, the protocol in
[22] is slightly more than ours. +erefore, our protocol in this
paper can be treated low-overhead.

Above all, our protocol fully demonstrates its advantages
in terms of security functions, computing costs, and com-
munication overhead. Table 5 shows the summary com-
parisons among the protocols in [10, 18, 21, 22] and this
paper. Since the computation and communication costs of
the protocol in [21] are not involved in the above com-
parisons, we ignore them in Table 5, in which we can know
that not only does our protocol meet all the security
functions mentioned, but its computation and communi-
cation overhead is also the lowest.

8. Conclusion and Future Work

In this paper, we propose a lightweight and anonymous
mutual authentication protocol for edge IoT nodes with
physical unclonable functions. Instead of symmetric or
asymmetric cryptography, the proposed protocol only uses
lightweight operations, such as hash functions, PUFs, ex-
clusive OR operations, and concatenation operations. On
the one hand, we can solve the problem of a large number of
pseudonyms in IoTdevices due to anonymity and effectively
resist physical security attacks from adversaries. On the
other hand, we can consider PUF in nonideal environments
and use fuzzy extractors to implement error correction to
ensure the protocol’s reliability. In addition, we present a

strict formal security proof to show that the proposed
protocol meets the expected security requirements. Per-
formance comparison analysis shows it has better com-
puting efficiency and communication performance when
compared with similar protocols.

We use subprotocols to resist desynchronization attacks.
Although it is simple to implement, it is still not a very
effective method to solve the desynchronization attack in the
lightweight anonymous security authentication protocol.
+erefore, our next work will further find better solutions.

Data Availability

+e data used to support the findings of this study are
available from the corresponding author upon request.

Conflicts of Interest

+e authors declare that they do not have any commercial or
associative interest that represents a conflicts in connection
with the work submitted.

Acknowledgments

+e work was supported in part by the National Natural
Science Foundation of China (61862052) and the Science
and Technology Foundation of Qinghai Province (2020-ZJ-
943Q).

References

[1] M. El-hajj, A. Fadlallah, M. Chamoun, and A. Serhrouchni, “A
survey of internet of things (iot) authentication schemes,”
Sensors, vol. 19, no. 5, 2019.

Table 3: +e analysis of computation costs (ms).

Protocols [18] [10] [22] Our protocol
+e IoT device end 2TP + 5TH + 2TS 2TP + 7TH + 1TG 2TP + 6TH + 1TR 2TP + 6TH + 1TG

+e server end 5TH + 2TS 7TH + 1TR 6TH + 1TG 6TH + 1TR

Table 4: +e analysis of communication costs (bits).

Protocols
[18] [10] [22] Our protocol

Size Times Size Times Size Times Size Times
+e IoT device end 35l 2 5l 2 4l 2 5l 2
+e server end 26l 1 3l 1 5l 2 3l 1
Total 61l 3 8l 3 9l 4 8l 3

Table 5: +e summary comparisons of protocols.

Protocols Security functions Computation costs Communication costs
[18] Part Highest Highest
[10] Part Higher Lowest
[21] Part — —
[22] Part Higher Higher
Our protocol All Lowest Lowest

10 Security and Communication Networks



[2] F. A. Turjman and M. Abujubbeh, “Iot-enabled smart grid via
sm: an overview,” Future Generation Computer Systems,
vol. 96, pp. 579–590, 2019.

[3] V. Chauhan, M. Patel, S. Tanwar, S. Tyagi, and N. Kumar, “Iot
enabled real-time urban transport management system,”
Computers & Electrical Engineering, vol. 86, Article ID
106746, 2020.

[4] B. S. Baker, W. Xiang, and I. Atkinson, “Internet of things for
smart healthcare: technologies, challenges, and opportuni-
ties,” IEEE Access, vol. 5, Article ID 26521, 2017.

[5] S. H Shah and I Yaqoob, “A survey: internet of things (iot)
technologies, applications and challenges,” in Proceedings of
the 2016 IEEE Smart Energy Grid Engineering (SEGE),
pp. 381–385, IEEE, Oshawa, ON, Canada, August 2016.

[6] N. Bates, Driverless Vehicle Security: Considering Potential
Attacks and Countermeasures for Military Applications, De-
partment of Information Security, Egham, Surrey, 2020.

[7] J. Cui, F. Wang, Q. Zhang, Y. Xu, and H. Zhong, “An
anonymous message authentication scheme for semi-trusted
edge-enabled iiot,” IEEE Transactions on Industrial Elec-
tronics, vol. 68, Article ID 12921, 2020.

[8] N. Tariq, A. Qamar, M. Asim, and F. A. Khan, “Blockchain
and smart healthcare security: a survey,” Procedia Computer
Science, vol. 175, pp. 615–620, 2020.

[9] J. Cui, J. Lu, H. Zhong, Q. Zhang, C. Gu, and L. Liu, “Parallel
key-insulated multi-user searchable encryption for industrial
internet of things,” IEEE Transactions on Industrial Infor-
matics, 2021.

[10] P. Gope and B. Sikdar, “Lightweight and privacy-preserving
two-factor authentication scheme for iot devices,” IEEE In-
ternet of 1ings Journal, vol. 6, no. 1, pp. 580–589, 2018.

[11] W. Mao and C. Boyd, “Towards formal analysis of security
protocols,” in Proceedings of the Computer Security Foun-
dations Workshop VI, pp. 147–158, IEEE, Franconia, NH,
USA, June 1993.

[12] I. Lee and K. Lee, “+e internet of things (iot): applications,
investments, and challenges for enterprises,” Business Hori-
zons, vol. 58, no. 4, pp. 431–440, 2015.

[13] M. M. Fouda, Z. M. Fadlullah, N. Kato, R. L. Rongxing, and
X. S. S. Xuemin, “A lightweight message authentication
scheme for smart grid communications,” IEEE Transactions
on Smart Grid, vol. 2, no. 4, pp. 675–685, 2011.

[14] P. Porambage, C. Schmitt, P. Kumar, A. Gurtov, and
M. Ylianttila, “Two-phase authentication protocol for wireless
sensor networks in distributed iot applications,” in Proceed-
ings of the IEEE Wireless Communications and Networking
Conference (WCNC), pp. 2728–2733, Istanbul, Turkey, April
2014.

[15] R. Amin, S. K. Islam, M. K. Khan, A. Karati, D. Giri, and
S. Kumari, “A Two-Factor Rsa-Based Robust Authentication
System for Multiserver Environments,” Security and Com-
munication Networks, vol. 2017, Article ID 5989151, 15 pages,
2017.

[16] A. K. Das, P. Sharma, S. Chatterjee, J. K. Sing, and
K. S. Jamuna, “A dynamic password-based user authentica-
tion scheme for hierarchical wireless sensor networks,”
Journal of Network and Computer Applications, vol. 35, no. 5,
pp. 1646–1656, 2012.

[17] M. Turkanovic and M. Holbl, “An improved dynamic pass-
word-based user authentication scheme for hierarchical
wireless sensor networks,” Elektronika ir Elektrotechnika,
vol. 19, no. 6, pp. 109–116, 2013.

[18] M. N. Aman, K. C. Chua, and B. Sikdar, “Mutual authenti-
cation in iot systems using physical unclonable functions,”

IEEE Internet of 1ings Journal, vol. 4, no. 5, pp. 1327–1340,
2017.

[19] U. Chatterjee, V. Govindan, R. Sadhukhan et al., “Building puf
based authentication and key exchange protocol for iot
without explicit crps in verifier database,” IEEE Transactions
on Dependable and Secure Computing, vol. 16, pp. 424–437,
2018.

[20] K. B. Frikken, M. Blanton, and M. J. Atallah, “Robust au-
thentication using physically unclonable functions,” in Pro-
ceedings of the International Conference on Information
Security, pp. 262–277, Springer, Pisa, Italy, September 2009.

[21] Qi Jiang, X. Zhang, N. Zhang, Y. Tian, X.Ma, and J. Ma, “Two-
factor authentication protocol using physical unclonable
function for iov,” in Proceedings of the 2019 IEEE/CIC In-
ternational Conference on Communications in China (ICCC),
pp. 195–200, Changchun, China, October 2019.

[22] P. Gope, J. Lee, and T. Q. S. Quek, “Lightweight and
practical anonymous authentication protocol for rfid
systems using physically unclonable functions,” IEEE
Transactions on Information Forensics and Security,
vol. 13, no. 11, pp. 2831–2843, 2018.

[23] W. Feng, Y. Qin, S. Zhao, and D. Feng, “Aaot: lightweight
attestation and authentication of low-resource things in iot
and cps,” Computer Networks, vol. 134, pp. 167–182, 2018.

[24] M. Mitev, M. H. Shekiba, A. Chorti, and M. Reed, “Multi-
factor physical layer security authentication in short block-
length communication,” 2020, https://arxiv.org/abs/2010.
14457.

[25] R. Maes, Physically Unclonable Functions: Constructions,
Properties and Applications, Katholieke Universiteit Leuven,
Leuven, Belgium, 2012.

[26] G. E. Suh and S. Devadas, “Physical unclonable functions for
device authentication and secret key generation,” in Pro-
ceedings of the 2007 44th ACM/IEEE Design Automation
Conference, pp. 9–14, San Diego, CA, USA, June 2007.

[27] Y. Dodis, L. Reyzin, and A. Smith, “Fuzzy extractors: how to
generate strong keys from biometrics and other noisy data,” in
Proceedings of the International Conference on the 1eory and
Applications of Cryptographic Techniques, pp. 523–540,
Springer, Interlaken, Switzerland, May 2004.

[28] A. V. Herrewege, S. Katzenbeisser, R. Maes et al., “Reverse
fuzzy extractors: enabling lightweight mutual authentication
for puf-enabled rfids,” in Proceedings of the International
Conference on Financial Cryptography and Data Security,
pp. 374–389, Springer, Kralendijk, Bonaire, Sint Eustatius and
Saba, March 2012.

[29] D. Dolev and A. Yao, “On the security of public key proto-
cols,” IEEE Transactions on Information1eory, vol. 29, no. 2,
pp. 198–208, 1983.

[30] M. Burrows, M. Abadi, and R. N. Michael, “A logic of au-
thentication,” Proceedings of the Royal Society of London.
A. Mathematical and Physical Sciences, vol. 426, pp. 233–271,
1989.

Security and Communication Networks 11

https://arxiv.org/abs/2010.14457
https://arxiv.org/abs/2010.14457


Research Article
A Virtual Machine Migration Strategy Based on the Relevance of
Services against Side-Channel Attacks

Ji-Ming Chen ,1,2 Shi Chen ,1 Xiang Wang ,1 Lin Lin ,1 and Li Wang 1

1School of Computer Science and Communication Engineering, Jiangsu University, Zhenjiang, China
2Key Laboratory of Security Technology for Industrial Cyberspace, Jiangsu University, Zhenjiang, China

Correspondence should be addressed to Ji-Ming Chen; jmchen@ujs.edu.cn

Received 31 August 2021; Accepted 29 November 2021; Published 21 December 2021

Academic Editor: Jie Cui

Copyright © 2021 Ji-Ming Chen et al. 'is is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

With the rapid development of Internet of 'ings technology, a large amount of user information needs to be uploaded to the
cloud server for computing and storage. Side-channel attacks steal the private information of other virtual machines by coresident
virtual machines to bring huge security threats to edge computing. Virtual machine migration technology is currently the main
way to defend against side-channel attacks. VM migration can effectively prevent attackers from realizing coresident virtual
machines, thereby ensuring data security and privacy protection of edge computing based on the Internet of 'ings. 'is paper
considers the relevance between application services and proposes a VM migration strategy based on service correlation. 'is
strategy defines service relevance factors to quantify the degree of service relevance, build VM migration groups through service
relevance factors, and effectively reduce communication overhead between servers during migration, design and implement the
VMmemory migration based on the post-copy method, effectively reduce the occurrence of page fault interruption, and improve
the efficiency of VM migration.

1. Introduction

With the development of the Internet of 'ings technology,
the number of Internet of'ings devices is increasing rapidly,
which means that a large amount of data will be generated for
processing and storage. Due to the limited computing and
storage capabilities of IoT devices, these data are usually
uploaded to a cloud server for processing. However, the long-
distance data transmission of ordinary cloud computing is
difficult to meet the needs of resource-intensive and delay-
sensitive IoTapplications [1]. As a result, edge computing was
created. Edge computing delivers ultra-low latency and high
bandwidth for IoT devices to satisfy the data processing and
storage requirements by putting computing and storage re-
sources on the network edge near the IoT devices [2, 3]. 'e
massive data generated by the Internet of 'ings devices in
the edge computing-based IoTwill contain a large amount of
user identity information, location information, and sensitive
information, so leakage of user information will inevitably
pose significant security risks to users [4].

In edge computing, the most common method of in-
formation leakage is through side-channel attack. Malicious
users use the underlying shared resources of the server to
build a side channel, bypassing the logical isolation provided
by the virtualized environment, and stealing the private
information of other coresident virtual machines [5]. Rather
than focusing on the mapping between plaintext and ci-
phertext, side-channel attacks obtain keys by analyzing
nonfunctional behaviors and encryption or decryption
operations [6, 7]. As a result, the commonly used strong
encryption schemes cannot avoid exposing this physical
information, posing a significant threat to the data security
and privacy protection of edge computing-based IoT.
'erefore, defense against side-channel attacks is crucial for
edge computing. At the moment, virtual machine migration
technology is frequently used to defend against side-channel
attacks, which is the primary method of defense [8, 9].
Compared with traditional countermeasures, the VM mi-
gration method is general and immediately deployable [10].
By dynamically migrating virtual machines, the time for
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coexistence between virtual machines is reduced, thereby
reducing the amount of information that an attacker steals
from the target virtual machine, so that the attacker cannot
successfully obtain the target’s information. Virtual machine
migration can effectively prevent attackers from realizing
coresident virtual machines, thereby ensuring data security
and privacy protection of edge computing-based IoT [11].

As the types of IoT services increase, and their functions
become more complex, a service request often requires a
combination of services on multiple virtual machines.
'erefore, if the association between services is not con-
sidered in the process of virtual machine migration, it will
bring a large amount of communication overhead between
servers and increase network energy consumption to the
cloud data center. 'erefore, this paper designs a virtual
machine migration strategy based on service relevance,
defines server relevance factors to quantify the degree of
relevance between services, and migrates more relevant
virtual machines to the same target server according to the
degree of relevance between services. A post-copy method
based on service priority is also designed to minimize the
total migration time, and page fault rate. 'e experiment
proved that the virtual machine migration strategy based on
service relevance minimizes the communication overhead
between servers while achieving fast and efficient VM
migration.

2. Related Work

Virtual machine migration technology mainly involves
server resource monitoring, load forecasting, virtual ma-
chine placement methods, and memory migration execu-
tion. In the process of VM live migration, firstly select the
VM to migrate and the target server through the virtual
machine placement method in the migration scheduling
phase, and then complete the VM migration through the
memory migration method in the migration execution
phase. At present, there are many research studies on VM
migration technology, which mainly focus on VM place-
ment method and VM memory migration method.

2.1. VM Placement Methods. Virtual machine placement
methods are mainly divided into migration time selection,
virtual machine selection, and target server selection.

For the migration time selection problem, the prediction
method is generally used to predict the resource utilization
rate of the server in the future. For example, Melhem et al.
[12] proposed a host load detection algorithm to determine
overload or light load and migrate VMs to achieve server
consolidation or load balancing.

For the VM selection and target server selection prob-
lem, Sotiriadis et al. [13] proposed an adaptive VM
scheduling algorithm. 'e algorithm selects the VM to
migrate by analyzing real-time resource monitoring data
and migrates the VM to the server with the highest server
evaluation value. In order to reduce the communication
overhead caused by migration, Liu et al. [14] proposed a
correlation-based VM migration algorithm to quantify the

relationship between the resource requirements of VMs and
time-varying resources, build the VM group with the highest
relevance as the migration unit, and select the server with the
least relevance to the virtual group as the target server.
Rajabzadeh and Haghighat [15] selected the VM with the
highest CPU utilization without sacrificing SLA and used the
Markov chain model to select the target server. In order to
reduce the resource consumption caused by migration, Xu
and Fortes [16] considered the total resource waste, power
consumption, and cooling cost of the VM when it was
running. However, the relationship between VMs and the
cost of live migration is not fully considered. In literature
[17], Verma et al. considered energy consumption and
migration costs, but their research showed that it is difficult
to estimate the exact power consumption of the server. A
novel VM placement algorithm [18] designed a new tech-
nology called resource usage factor, which can be used to
quantify server resource usage and place VMs on suitable
physical machines to improve the resource utilization of
physical machines. In addition, Kanniga Devi et al. [19, 20]
also did research on optimizing placement methods. 'ey
used cluster intelligent algorithms to optimize the selection
of VMs or target servers in VM migration strategies, re-
ducing energy consumption in cloud computing and im-
proving Resource utilization rate.

2.2. VM Memory Migration Methods. 'e research of
memory migration methods mainly focuses on the pre-copy
method and the post-copy method [21].

Mandal et al. [22] designed an algorithm to find the
appropriate bandwidth and the number of prereplication
iterations. It develops a model to measure network resource
consumption, migration time, and downtime and determine
the appropriate migration bandwidth and number of pre-
replication iterations to improve performance. In order to
reduce the total migration data, the paper [23] proposed a
method to optimize the pre-copy method, which can reduce
unnecessary memory page transfer, and the feature-based
compression (CBC) algorithm reduces the total migration
time and downtime. In order to ensure that the memory
migration is completed within a specific time, Zhang et al.
[24] proposed a novel transmission control mechanism to
ensure the bandwidth of the calculation and theoretically
analyzed the bandwidth demand to ensure the total mi-
gration time and downtime. Literature [25] conducts a
comprehensive empirical study on the pre-copy method to
provide suggestions for optimal selection. To optimize post-
copy method, Su et al. [26] improved the subsequent copy
method by eliminating unnecessary remote page errors.

Sun et al. [27] proposed an improved serial migration
strategy, which is based on the post-copy method and
supports multivirtual machine migration. Lei et al. [28]
proposed a hybrid copy method, which combines the pre-
copy method with the subsequent copy method to make up
for the defects of the pre-copy method and the post-copy
method, but this method still has page fault. Deshpande et al.
[29] designed an eviction-aggregation VM live migration
method. It speeds up the eviction time of the VM migration
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process by setting the cache area and restores the overloaded
server to the normal state in the fastest time.

At present, when selecting multiple VMs for migration,
the research on VM selection seldom considers the com-
munication consumption between the VMs. If closely re-
lated VMs are migrated to different servers, it will bring
more data transmission overhead between servers in the
calculation process. 'is paper defines service relevance
factor to quantify the degree of relevance between services
and proposes a VM selection strategy based on service
relevance. It combines closely connected VMs into a VM
migration group for migration to reduce energy con-
sumption and communication overhead. For memory mi-
gration methods, this paper chooses to improve the post-
copy method and proposes a post-copy memory migration
method based on service priority (PBSCP). 'e method sets
the initial priority of the service based on service relevance
and updates the service priority according to the page fault
situation to reduce the occurrence of page fault interruption.
'is method also reduces the migration time and the mi-
gration data volume by adding temporary storage devices
and reduces the occurrence of page faults.

3. The Design of Virtual Machine
Migration Strategy

3.1. Service Relevance Factor. Figure 1 describes the com-
munication relationship between devices in the Edge
Computing. Users and IoTdevices upload the collected data
to the edge server through the network for processing and
storage, and then the VMs on the server provide services to
users and IoT devices, so the edge server will generate
interserver communication overhead due to the cooperation
between services. 'e dynamic nature of multiple service
relationships affects the communication overhead between
servers in the process of VM migration. Before designing
VM selection and memory migration strategies based on
service relevance, we need to quantify the degree of asso-
ciation between services, which determines the value of the
service relevance factor.

'is paper defines the service relevance factor as the
degree of relevance between application service programs on
each VM. Before measuring the degree of association, the
interaction rate between application services and the com-
munication overhead of each interaction need to be con-
sidered. 'e service set is defined as I � I1, I2 . . . Ik . . . In􏼈 􏼉,
and there are different interaction rates and communication
overheads between services.

Assume that service Ii on virtual machine Vk and service
Ij on virtual machine Vl have an interaction relationship
when providing services to users. 'e interaction rate factor
is defined as IR

ij

f(Vkl), which represents the number of

interactions required to process service requests per second.
According to the interaction factor, define the server
overhead SC(Ii, Ij) consumed by two related services as

SC Ii, Ij􏼐 􏼑 � IR
ij

f Vkl( 􏼁 · Δcij, (1)

where Δcij represents the cost of processing each interactive
task.

Since a VM can contain multiple services, the rela-
tionship between services is also different. If there is no
interaction between services, the service overhead is 0.
'erefore, the calculation formula of service relevance factor
can be expressed as

SC Ii, Ij􏼐 􏼑 �
IR

ij

f Vkl( 􏼁 · Δcij, Ii is related to Ij,

0, others.

⎧⎨

⎩ (2)

3.2. VM Selection Strategy Based on Service Relevance. A
virtual machine migration strategy is based on the relevance
of services against side-channel attacks, a VM group with a
higher association is built through the service relevance
factor, and the VM migration group is used as a whole for
migration. From the perspective of service relevance, the
VM migration group is a closely connected “area” on the
server. Migrating this whole to the target server can improve
task execution efficiency and reduce network communica-
tion overhead between servers.

During the construction and expansion of the VM
migration group, the VM with the highest relevance within
the group should be found. 'erefore, in the process of
building a VM migration group, it is necessary to compare
the service relevance CGI between a certain VM and the
migration group, and the service relevance C GO between this
VM and outside the group.

'is paper defines CF(Vi, G) to indicate the association
between VM Vi and VMmigration group G. 'e calculation
of CF(Vi, G) can be expressed as

CF Vi, G( 􏼁 � C
GI
Vi,G

− C
GO
Vi,G

. (3)

According to the calculation formula of service relevance
factor (2), it can be seen that the server cost between any two
VMs is shown in the following formula:

C
L

Vi, Vk( 􏼁

� 􏽘
Ix∈Vi

􏽘
Iy∈Vk

SC Ix, Iy􏼐 􏼑

� 􏽘
Ix∈Vi

􏽘
Iy∈Vk

IR
xy

f Vik( 􏼁 · Δcxy.

(4)

Formula (4) can be further expressed as

Security and Communication Networks 3



CF Vi, G( 􏼁

� 􏽘
CL

Vk∈G
Vi, Vk( 􏼁 − 􏽘

CL

Vl∉G
Vi, Vl( 􏼁

� 􏽘
Vk∈G

􏽘
Ix∈Vk

􏽘
Iy∈Vi

IR
xy

f Vki( 􏼁 · Δcxy − 􏽘
Vl∉G

􏽘
Iz∈Vl

􏽘
Iy∈Vi

IR
zy

f Vli( 􏼁 · Δczy.

(5)

Set the server overload threshold Sthreshold. If the service
load exceeds the threshold, it will be regarded as an overload
state, in order to facilitate the measurement of the load
condition that the server can accept when it is not over-
loaded. 'e load capacity of the server Si is defined as
W

accept
i .
In this paper, the VM selection strategy is the con-

struction process of the VM migration group. When de-
termining the amount of migration, find the VM with the
largest load on the original server as the initial migration
group, and then expand the initial migration group to in-
clude more load.

During the expansion process, the VM with the closest
relationship to the group must be selected each time, and the
load of this VM and the load of the migration group must be
calculated whether the total load reaches the migration data
volume. If the required volume of migration data is not
reached, the VM is added to the group; otherwise, the next
closest VM is selected, and the process is repeated until the
load of the migration group meets the requirements. 'e
specific strategy is shown in Figure 2.

Assuming that the load to be migrated for original server
Si is W, the acceptable load difference threshold is Wbound,

the VM on Si is denoted as V1, V2 . . . Vm􏼈 􏼉, the VM mi-
gration group constructed is G � V1, V2 . . . Vk􏼈 􏼉, and the
construction algorithm of the VM migration group is as
shown in Algorithm 1.

3.3. Memory Migration Strategy Based on Service Priority.
'e VM migration group constructed based on service
relevance has the characteristics of large data volume and
many service requests. 'is paper combines service rele-
vance and designs a post-copy memory migration method
(PCBSP) based on service priority. 'e method uses service
priority to determine the corresponding memory page push
priority and adds temporary storage devices (TD) during the
migration process to make the migration time minimize and
reduce the page fault rate.

3.3.1. Overall Process of PCBSP. In order to minimize the
VM migration time and reduce the page fault rate, PCBSP
adds a memory page push algorithm based on service pri-
ority and temporary storage devices on the basis of the post-
copy method. 'e basic process of PCBSP is shown in
Figure 3.
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Figure 1: Communication relationship between devices in the edge computing-based IoT.

4 Security and Communication Networks



PCBSP mainly includes three stages. 'e first phase
needs to select the appropriate spare memory construction
in the physical server.'e second phase is the VMmigration
phase, which includes migrating memory pages to T D and
sending memory pages directly to the target server.

'e third phase is the VM migration phase, which in-
cludes the migration of memory pages from T D and the
direct acquisition of required memory pages from the
original server. 'e migration of memory pages is collec-
tively called the memory page push.

3.3.2. Priority Calculation. Since multiple services can be
deployed on a VM, that is, the VMmigration group contains
several services, and each service provides a service when the

user requests it, there may be dependent or dependent re-
lationships amongmultiple services. In this paper, a memory
page push algorithm (PBSP) based on service priority is
designed to actively push memory pages to reduce the oc-
currence of page fault in the target server.

When the VM is resumed on the target server, the initial
priority of the service and related pages is calculated
according to the service request rate and the dependency
relationship between the services.

Definition 1 (service rate). For a certain service Ij in the VM
migration group G, the number of requests received from
users per unit time is taken as the service rate, which is
recorded as SR(Ij).

Calculate the load of each VM on
original server

Compose VM into a candidate set

Find the VM with the most load
and delete it from the candidate set

Add the VM to G

Add the VM to G

Whether the candidate set is empty?

Select the VM with the highest
relevance with G

and delete it from the candidate set

Get the VM migration group G

NO

YES

NO

NO

NO

YES

YES

NO

YES

YES

Construct VM migration group G

Vi
Cap > W

W -Wbound ≤ Vk
Cap < W∑

Vk G

W -Wbound ≤ Vk
Cap < W∑

Vk G

Vk
Cap + Vj

Cap > W∑
Vk G

Figure 2: Process of building a VM migration group.
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Figure 4 is an example graph of an associated service group.
Services are represented by dots in the graph, and service
dependencies are represented by directed edges in the graph.

Definition 2. According to the dependency between services
in the associated service group, define the set of service
nodes, which is a dependence of service Ij as reply(Ij) and
the set of service nodes, which is dependent on Ij as
depended(Ij).

Set the default priority of Service Ij as

DR Ij􏼐 􏼑 � α
SR Ij􏼐 􏼑

􏽐Ii∈GSR Ii( 􏼁
, (6)

where α represents a parameter that can simplify DR(Ij) to
an integer.

Each service performs related functions and needs to
load the corresponding program into the memory.

'rough this loading mechanism, the corresponding
page fault rate can be inferred according to the probability of
service access. 'erefore, when calculating the preset pri-
ority, the service priority and the related memory page
priority can be equivalent. 'us, the default priority of
memory pages related to Ij can be obtained:

DR pages Ij􏼐 􏼑􏼐 􏼑 � DR Ij􏼐 􏼑. (7)

For a service, which is being dependent on, the greater its
out-degree, the greater the |depended(Ij)|, and the priority
push of its related pages can prevent page faults due to the lack
of dependent services when users request the service, which is
being dependent on, which can effectively reduce the page
fault rate.'is paper comprehensively considers the in-degree
and out-degree of the service and defines the initial priority
calculation method for the service and its related pages:

PR pages Ij􏼐 􏼑􏼐 􏼑 � PR Ij􏼐 􏼑

� DR Ij􏼐 􏼑 · β1 depended Ij􏼐 􏼑
􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌 + β2 reply Ij􏼐 􏼑
􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼒 􏼓

� α
SR Ij􏼐 􏼑

􏽐Ii∈GSR Ii( 􏼁
· β1 depended Ij􏼐 􏼑

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌 + β2 reply Ij􏼐 􏼑
􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼒 􏼓.

(8)

For page fault service Ik, when the VM resumes running
on the target server, first check whether there are any
memory pages for service Ik, and if so, push the memory
pages according to the initial priority calculated by (8).

Input: server load information
Output: VM migration group G
Method:
(1) Analyze the server load information to get the original server as Si;
(2) Get the set of virtual machines on Si as AllVmList, set to V∗c􏼈 􏼉;
(3) Calculate the VM load on Si, mark it as V

Cap
i􏽮 􏽯, and sort in descending order of load;

(4) Initialize the VM migration group G;
(5) while( V∗c􏼈 􏼉!�null) do
(6) find the VM with max(V

Cap
i ) and set it as Vi;

(7) V∗c􏼈 􏼉 � V∗c􏼈 􏼉/Vi;
(8) if (VCap

i <W) then
(9) add Vi to G;
(10) if (W − Wbound ≤V

Cap
i <W) then

(11) return VM migration group G;
(12) else
(13) break;
(14) end if
(15) end if
(16) end while
(17) while( V∗c􏼈 􏼉!�null) then
(18) select V∗c􏼈 􏼉 in max(CF(Vi, G)), that is, select the VM with the most service relevance and set it to Vj;
(19) V∗c􏼈 􏼉 � V∗c􏼈 􏼉/Vj;

(20) if(􏽐Vk∈GV
Cap

k + V
Cap
j <W) then

(21) add Vi to G;
(22) if (W − Wbound ≤􏽐Vk∈GV

Cap

k + V
Cap
j <W) then

(23) break;
(24) else
(25) continue;
(26) end if
(27) end if
(28) end while
(29) return VM migration group G;

ALGORITHM 1: Build VM migration group.
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'e priority of memory page push is mainly determined
by |reply(Ij)|, |depended(Ij)|, and SR(Ij). Since |reply(Ij)|

and |depended(Ij)| are fixed amounts, the service rate
SR(Ij) is an average value for a period of time, which is not
related to the interaction sequence. If the interaction rate is
low, but the access is earlier, according to the priority, it may
not be pushed first, and page faults will eventually occur.
'erefore, the priority needs to be dynamically adjusted
according to the real-time situation of service access during
the memory migration process.

In order to dynamically adjust the priority, this paper
introduces the following parameters: V0, T, push_tab1 and
push_tab2, where V0 represents the change value of the
priority related to page faults when the original server re-
ceives a page fault request, T represents the priority update
cycle, and push_tab1 represents the memory page priority
array that has not yet been migrated to T D, and push_tab2
represents the memory page priority array on T D.

'e push_tab1 and push_tab2 priority update methods
are the same, and the two arrays are collectively referred to as
push_tab.

Set the index of memory page in the priority array
push_tab as push_index, service Ij of page, and if there is no

page fault request related to service Ij within T, the priority
is reduced as

push tab[page index]

�
push tab[page index] + PR pages Ij􏼐 􏼑􏼐 􏼑

2
.

(9)

If a page fault request for a service related to page occurs
within T, the page faulted service is Ik. If this service is a
dependence of the service in page, the priority is increased to

push tab[page index]

� push tab[page index] +
V0

depended Ik( 􏼁
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
.

(10)

If this service is dependent on the service in page, the
priority is increased to

push_tab[page_index]

� push_tab[page_index]+V0.
(11)

Because once a page fault occurs, as a dependence
service, there is a high probability of a page fault.
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3.3.3. Implementation of PBSP. When a large number of
page faults occur in the restored VM, it directly requests
memory pages from the original server. At this time, the
page fault transmission is directly transmitted from the
original server to the target server in descending order of the
initial priority. 'e remaining memory pages in push_tab
adjust their priority dynamically and actively push memory
pages to T D in descending order of priority.

'e memory page push algorithm (PBSP) based on
service priority is given in Algorithm 2.

4. Implementation

'is section mainly introduces the overall process of the VM
migration strategy based on service relevance and introduces
the VM selection strategy based on service relevance in the
migration scheduling phase and the specific implementation
of the memory migration method based on service priority
in the memory migration phase.

4.1. Overall Process. 'e overall process of VM live mi-
gration is divided into two phases, namely, the migration
scheduling phase and the migration execution phase. In this
paper, the VM selection strategy based on service relevance
is applied to the migration scheduling module, and the
memory migration method based on service priority is
applied to the migration execution module. 'e overall
framework of VM live migration is shown in Figure 5.

'e main process is divided into two phases: the mi-
gration scheduling phase and the migration execution phase.
'e migration scheduling phase mainly involves VM se-
lection and the target server selection, and the migration
execution phase mainly involves memory migration.

4.2. Implementation of Migration Scheduling Phase. 'e
migration scheduling phase is mainly divided into two parts.
Firstly, the load that needs to be migrated is calculated
according to the original server’s own load information and
builds the VM migration group. 'en, the target server is
selected to place the VM migration group according to the
load information of other servers provided by the VM
migration management center. 'e selection of VMs is the
key to migration scheduling. 'is paper uses a VM selection
strategy based on service relevance to construct a VM

migration group. 'e process of the migration scheduling
phase is shown in Figure 6.

Step 1: after the server management center detects the
migration command, it starts the construction of the
VM migration group and builds the VM migration
group G according to the service relevance as the load
group that needs to be migrated. 'en, send a VMM
request [Req] to the VMM management center.
Step 2: after the idle server receives the VMM request
information, it calculates its own failure rate, load
capacity, and other information.
Step 3: the idle server returns the reply message [reply]
to the original server.
Step 4: if the original server is adjacent to the idle server,
that is, there is a TCP link, send a reply message [reply]
directly to the original server; otherwise, establish a new
link first, and then send [reply] to the server.
Step 5: the original server receives [reply], selects the
appropriate target server according to the load infor-
mation of the idle server, and prepares to enter the
migration execution phase.

4.3. Implementation of the Migration Execution Phase.
'e migration execution phase mainly performs VM mi-
gration. 'e first step is to establish a temporary storage
device to calculate the service priority according to formula
(8). 'e second step is to directly send the original server to
the target server and migrate the memory page to the TD
through the running state of the VM. In the third step, the
target server moves out the memory page from the TD and
obtains the required memory page from the original server.
'e second and third steps are carried out at the same time
and are collectively referred to as memory page push.
Figure 7 shows the process of the migration execution phase.

Next, the specific implementation process of the mi-
gration execution phase is described in detail:

Step 1: the original server obtains the resource usage of
each server from the VMM manager and obtains the
candidate server list H � S1, S2 . . . Sm of TD according
to the result of the migration scheduling stage. Select
some physical servers in the list as TD, which can be
used by overloaded servers to quickly move out of VMs
and move in memory pages to the target server.

I1

I2 I3 I4

I5 I6 I7

I8

Figure 4: Example of associated service group.

8 Security and Communication Networks



Step 2: send the minimum execution conditions such as
the execution status of each VM in the VM migration
group directly to the target server and resume the
execution of the VM on the target server.

Step 3: move the memory pages in the VM migration
group into the TD in the order of service priority. If the
VM migrated on the target server has a page fault
interruption at this time, it directly requests the

Input: initial list push_tab
Output: push_tab
Method:
(1) Receive page faults request;
(2) Send pages to target server;
(3) push tab.delete (pages);
(4) Service I1 � getService (page);//get service related to fault page.
(5) for each page in unMigrationPages do//unMigrationPages are pages unmigrated.
(6) Service Ij � getService (page);
(7) if (Ij is related to I1) then
(8) if (Ij replay on I1) then
(9) push_tab[page_index] � push_tab[page_index] + (V0/|depended(I1)|);
(10) else
(11) push_tab[page_index] � push_tab[page_index]+V0;
(12) end if
(13) else
(14) push_tab[page_index] � push_tab[page_index] + PR((pages(Ij))/2);
(15) end if
(16) end for
(17) return push_tab;

ALGORITHM 2: Page push algorithm based on service priority (PBSP).
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memory page from the original server, and the original
server sends the page fault to the target server and, at
the same time, updates the order in which the VM
memory page is pushed. Repeat this process until all the
memory in the VM is sent to the TD.
Step 4: the target server migrates the memory pages in
the TD to the server in the order of service priority.'is
process is synchronized with the third step. If a page
fault occurs after the end of the third step, a memory
page is directly requested from the TD. Repeat this
process until the target server finishes receiving
memory.

5. Results Analysis

5.1. Experimental Protocol. In the experiment, this paper
uses a total of 6 PCs based on the actual situation, of which
one is used as a VMM management node to deploy mi-
gration management strategies, and the other 5 are used as
edge nodes. 'e configuration of each PC is shown in
Table 1.

'e Eucalyptus cloud computing platform is open
source, easy to use, and rich in management interfaces [30].
'is article uses the Eucalyptus architecture to build the
above devices into a cluster system. In this experiment, the
management node is set as the VM migration manager, and
the VMs are run on edge nodes to simulate providing
services to terminal devices. 'is article deploys the VM
placement method and memory migration method on the
system to implement the VM migration framework. 'e
topology of the final cluster is shown in Figure 8.

All VMs in the system use KVM/QEMU 1.6.50, running
Ubuntu as a suboperating system, with 2 virtual CPUs
(vCPU), and each VM is configured with different memory
sizes such as 512M, 1024M, 2G, etc.

In order to verify the effectiveness of the VM migration
strategy based on service relevance, the experiment was
divided into four groups, and the following questions were
tested, respectively:

(1) Whether the strategy can reduce the communication
overhead between servers?

(2) Whether the strategy can load balance quickly?
(3) Whether the memory migration method of this

policy is efficient?

5.2. Analysis of Results

Experiment 1. 'is experiment is to verify the effectiveness
of the VM placement method based on service relevance
(SRVMP) and simulate the round-robin scheduling (RR)
algorithm [31], the least connection (LC) algorithm [32], and
the ant colony (AG) algorithm [33]. In order to compare the
communication overhead of each algorithm, this paper
divides each algorithm into single VM migration (single)
and multiple VM migration (multiple). 'e experimental
comparison chart is shown in Figure 9. It can be seen from
Figure 9 that the communication overhead of the SRVMP

algorithm is much smaller than that of the RR algorithm and
the LC algorithm, and the communication overhead of
multivirtual machine RR algorithm is lower than single-
virtual machine RR algorithm, and multivirtual machine LC
algorithm has lower communication overhead than single-
virtual machine LC algorithm. 'is is because multivirtual
machine migration algorithm migrates multiple VMs to the
same server, which avoids the communication overhead
caused by VMs being scattered to different servers. 'e
SRVMP algorithm considers the service relevance between
VMs during multivirtual machine migration and groups
closely related VMs into a migration group. 'erefore, the
SRVMP algorithm designed in this paper can reduce the
communication overhead between servers duringmigration.

Experiment 2. Experiment 2 needs to test the load balancing
ability and task execution time of the system, and the
combined result of the two is used as a measure of the
effectiveness of load balancing.

'e load balancing capability is measured by the load
balance degree. 'e load balance degree refers to the
standard deviation between the server resource utilization
and the average data center resource utilization, which re-
flects the system load distribution. And the smaller the
degree is, the more balanced the load is. 'e calculation
formula is as follows:

Lfactor �

������������������

􏽐
n
i�1 Li − Ldatacenter( 􏼁

2

n

􏽳

, (12)

where Lfactor represents the load balance degree, n represents
the total number of servers in the data center, Li represents
the resource utilization of the servers Si, and Ldatacenter de-
notes the average utilization of the data center resources.

'e task execution time indicates the duration from
entering the processing queue to completing the task pro-
cessing. 'is paper mainly takes the form of randomly
generating multiple tasks, such as generating the number of
103 − 5∗ 103 tasks at regular intervals and then recording
the results of several time units. In the task processing time
experiment, the efficiency of different algorithms is verified
by different task numbers. Besides, so as to avoid accidental
factors, the average is taken as the final result through 30
experiments.

'e algorithms in this experiment are all based on
multivirtual machine migration, and on the basis of Ex-
periment 1, a self-heuristic algorithm ant colony (AG) al-
gorithm is added for comparison. 'e results of the
experiment are shown in Figure 10.

According to Figure 10(a), we can see that the SRVMP
algorithm is relatively evenly distributed in the CPU load
balance degree. Although it is lower than the AG algorithm,
the load balancing degree is roughly distributed around 10.
'e reason for this phenomenon is that this paper uses the
greedy strategy to chooses the server with the least migration
cost as the target server, so the communication cost and
other indicators are not optimal. Comparing the RR algo-
rithm and the LC algorithm, the algorithm in this paper has a
greater advantage in load balance degree. Similarly,
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Figures 10(b) and 10(c) also prove that the SRVMP algo-
rithm can achieve system load balancing. Since the AG
algorithm has a higher balance degree, this paper will do an
experiment to check the execution time of the task. 'e
experimental result is shown in Figure 11.

It can be seen from Figure 11 that the SRVMP algorithm
proposed in this paper has a greater advantage in task

execution time. When the number of tasks is small, there is
not much difference in the execution time, but when the
number of tasks gradually increases, the execution time of
the RR algorithm and the LC algorithm increases signifi-
cantly. 'e time complexity of the SRVMP algorithm is
O(n2), the time complexity of the ant colony algorithm is
O(nc · n3), and nc is the number of iterations of the ant

Table 1: Experimental configuration.

Management node Other nodes
CPU 2.3GHz 2.3GHz
RAM 32GB 16GB
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Figure 8: Experimental environment topology.
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Figure 10: Comparison of load balance degree.
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colony algorithm. 'e AG algorithm requires multiple it-
erations. 'erefore, although the SRVMP algorithm is
slightly worse than the AG algorithm in system load bal-
ancing, it does not affect the task execution speed.

Experiment 3. 'e VM migration strategy based on service
relevance designed in this paper uses an improved post-copy
method (optimized post-copy) PCBSP to perform memory
migration.
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'is experiment compares PCBSP with pre-copy and
post-copy and uses total migration time (TMT), total mi-
grated data, and page fault conditions as the criteria for
verifying the efficiency of the method [34].

5.2.1. Total Migration Time (TMT). We set the target
server’s memory in the form of virtual memory in the form
of 8G, 10G, 12G, 14G, and 16G and checked the changes of
TMT in the four methods. 'e experimental results are
shown in Figure 12.

Figure 12 shows that as the target server memory gets
larger, the memory pressure gets smaller and smaller, and
the TMTgap of each method gradually decreases. As can be
seen from the figure, pre-copy takes the longest time, post-
copy takes slightly shorter time, and post-copy (Active Push)
further shortens the total time, because post-copy (Active
Push) combines active push of memory and on-demand
requests for memory to speed up the migration speed. 'e
optimized post-copy method used in this article takes
slightly longer than post-copy (Active Push). 'is is because
the optimized post-copy method needs to first migrate the
memory pages to TD and then to the target server.

5.2.2. Total Migrated Data. In this experiment, the original
server and the target server were kept unchanged, and we
compared the changes in the amount of migrated data,
respectively, when the number of VMs is 1, 2, 3, 4, and 5.
Since post-copy and post-copy (Active Push) have roughly
the same amount of migrated data, the experiment com-
pared the amount of migrated data by pre-copy, post-copy,
and optimized post-copy methods. Figure 13 shows the
comparison of the transferred data volume of the three
methods. In the figure, the pre-copy transferred data volume
is the largest, because the pre-copy method needs to re-
peatedly transfer the dirty pages synchronously, while the
post-copy method only needs to migrate the memory page
once. 'e optimized post-copy method takes into account
the problem of data redundancy, so the amount of trans-
ferred data is the least, reducing the migration overhead, and
effectively improving the efficiency of VM migration.

5.2.3. Page Fault Interruption. In order to show the trade-off
between MT and migration performance, select a suitable
VM to be migrated as the database server, query the database
content through Yahoo Cloud Servicing Benchmark (YCSB)
[35], and calculate each data based on the data calculated by
YCSB. 'e number of operations per second is used to
measure migration performance. 'is paper shows the
changes in the number of operations per second of several
methods over time. According to continuous monitoring of
migration performance, the effect is shown in Figure 14.

'e figure shows that, from about 110 seconds, the post-
copy-related methods have always remained at a low level
from the beginning of themigration.'is is caused by a large
number of page faults. At this time, the request for page
faults and the target server receives memory pages to

compete for traffic.'e performance of the pre-copymethod
will also decline, but the decline is relatively gentle, because
the pre-copy method does not have the effect of page faults.
We compared it with the other two post-copy methods; the
method in this paper recovers faster. Although the perfor-
mance of the post-copy method decreases less, the MT is the
longest. We consider that the application background of this
paper is to complete the VMM as quickly as possible, so the
trade-off between MT and migration performance should
choose MT as a more important performance indicator
when the migration performance is acceptable.

In summary, the post-copy memory migration method
based on service priority proposed in this chapter can indeed
reduce the VMmigration time and reduce the occurrence of
page faults when the migration performance is less affected;
that is, it can quickly and efficiently complete VMmigration.

6. Conclusion

Edge computing-based IoT provides a platform for data
calculation and storage for the IoT devices. 'e data gen-
erated by IoT devices contains a large amount of user
identity information, location information, and sensitive
information. 'erefore, data security and privacy issues in
edge computing-based IoT are becoming increasingly
prominent. Side-channel attacks steal the private informa-
tion of other virtual machines by coresident virtual machines
to bring huge security threats to edge computing. Virtual
machine migration is the main way to defend against side-
channel attacks. When selecting VM for migration, the
degree of association between services is not considered. If
some closely connected VMs are migrated to different
servers, it will bring a lot of communication overhead during
the calculation and migration process. In the process of VM
memory migration, the pre-copy method is often used,
which needs to repeatedly transfer a large number of dirty
pages, thereby increasing the migration time of the virtual
machine.

For the above problems, this paper proposes a VM
migration strategy based on service relevance. First, define
the service relevance factor to quantify the degree of rele-
vance between services.'en, design a VM selection strategy
based on service relevance, and group closely related VMs
into a VM migration group to migrate. Finally, we design a
post-copy memory migration method based on service
priority (PCBSP); it can quickly migrate out of the VM
migration group and effectively reduce the page fault rate.
'rough comparative experiments, it is verified that the VM
selection method based on service relevance can effectively
reduce the communication overhead in VM live migration.
However, there are still two limitations in this paper. 'e
next step of this paper is as follows: (1) in the VMmigration,
the downtime caused by server failure or overload is not
considered. Once failure or downtime occurs, the VM
migration will be invalid, and it is difficult to recover the VM
after failure. 'e next step should consider how to deal with
failure or downtime when using this method to migrate
VMs. (2) PCBSP only calculates the service priority uni-
formly according to the dependency and dependent
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relationship of the service, without considering the specific
situation. In the next step, we should consider the specific
situation to make the calculation of service priority more
accurate and further reduce the page fault rate.
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5G heterogeneous network (HetNet) is a novel network topology that integrates various kinds of wireless access technologies such
as 4G Long-Term Evolution (LTE),Wi-Fi, and so on. Despite greatly improving spectrum efficiency, it poses enormous challenges
to spectrum e-auction. Firstly, due to high mobility, bidders may be interested in different spectrums in terms of time or
geolocation. Secondly, one’s bidding value should be protected against rival bidders or adversaries to avoid vicious competition as
well as privacy leakage. )irdly, the ubiquitous HetNet requires a trustworthy distributed auction framework rather than a
centralized auctioneer-based pattern. Aiming at overcoming these obstacles above, we proposed a blockchain-based combi-
natorial spectrum e-auction framework. Different from other blockchain-based solutions of using SGX to realize trust processing
in the auction phase, we adopt Zether, a privacy-preserving smart contract, as the main building block. Besides, the bidding value
is preserved from the beginning to the end, even though the time-consuming Paillier homomorphic encryption and garbled
circuits are absent. We provide the auction security by leveraging Σ-Bullets, a zero-knowledge proof mechanism. )eoretical
analysis and extensive evaluation also indicate that our approach is better than the state-of-the-art works in terms of efficiency
and effectiveness.

1. Introduction

)e fifth-generation (5G) mobile network is expected to
promote the connection of everything that demands a low-
latency Internet connection, from IoT devices and appli-
ances to self-driving cars, paving the way for an environment
where every device is smart and connected. According to the
forecast released from Cisco, the overall mobile data traffic is
expected to grow to 77 exabytes per month by 2022, a seven-
fold increase over 2017 [1]. As a result, the existing wireless
network capacity has been unable to support the explosive
growth of data traffic and the ubiquitous demand for high-
quality communication. New wireless and network tech-
nologies are demanded to solve the contradiction between
the limited wireless bandwidth resources of the existing
network and a large number of high-speed transmission
requirements. Heterogeneous network (HetNet), emerging

as a novel network topology which integrates various kinds
of wireless access technologies (e.g., 5G, 4G Long-Term
Evolution (LTE), Wi-Fi, Universal Mobile Telecommuni-
cations System (UMTS), and so on), is deemed to be the
most promising solution against the above challenges.
However, the scarce spectrum resource has become an
obstacle in HetNet deployment. Considering the wide
coverage of 5G services, 3rd Generation Partnership Project
(3GPP) introduces the idea of unlicensed 5G in Release 16,
which is expected to solve the problem of 5G spectrum
scarcity [2]. Nevertheless, a field test released by Aviat
Networks points out that the use of unlicensed equipment in
the 6GHz frequency band will affect the microwave point-
to-point links operating on this frequency band and cause
interference to existing users [3]. Obviously, the lack of
coordination between these unlicensed frequency band
applications will directly lead to interference between
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different services and lead to a series of other unfavorable
consequences due to no spectrum coordination. )erefore,
the effective allocation of the 5G spectrum has become a key
factor that affects the availability of HetNet.

Spectrum e-auction, which is considered to be one of the
most effective ways of solving the spectrum allocation
problem, has been widely researched in the past few years
[4–7]. Recently, on account of the rise of the smart contract,
some blockchain-based frameworks have also been con-
structed [8–11]. )ere are three main entities participant in
the spectrum e-auction process, namely, seller(s), auction-
eers, and buyer(s). )e most common workflow of a
spectrum e-auction is as follows. (1) Seller (maybe more than
one seller, e.g., double auction) releases the spectrum re-
sources to the auctioneers. (2) Buyers (maybe only one
buyer, e.g., reverse auction) submit their bid values as well as
other information (e.g., location and account address) to the
auctioneer. (3) Auctioneer judges the winner according to
the bid value and then returns the result to both the seller
and the bidders. (4) Auctioneer refunds the bids to those
buyers who have not won in the auction. Seller and winner
buyers finish the deal. )is workflow could be implemented
to most of the spectrum auction schemes. However, the
actual application scenarios of HetNet put forward some
specific requirements for spectrum auctions. We summarize
the most challenging issues as follows:

(i) In HetNet, the buyer may be interested in more than
one spectrum. Besides, buyer (e.g., the autonomous
vehicle) may not be fixed in one location but oc-
cupies the spectrum resources in a certain location
within a certain period of time. )at is to say, the
buyer might be interested in a bundle of the
spectrum related to both geolocation and time.
)us, the corresponding combinatorial auction
mode has to be considered.

(ii) )e buyer’s bidding value should be protected
against the other rival bidders or adversaries.
Existing spectrum auction schemes rely either on
some expensive cryptographic tools (e.g., garbled
circuits (GC) and homomorphic encryption) or on
the implementation of trusted processors (e.g., Intel
SGX). )ese approaches would not only increase
time consumption but also have to make more
hypothesis.

(iii) Most of the existing sealed-bid e-auction schemes
require a trusted third-party auctioneer to ensure
the fairness of bidding. Alternatively, assuming that
the auctioneer is semihonest, then an additional
semihonest auction agent is also needed under the
restriction that it would not collude with the auc-
tioneer. A fully decentralized spectrum auction
scheme without trusted third party has not been
effectively constructed.

Motivated by solving the aforementioned issues simul-
taneously, we proposed a combinatorial spectrum e-auction
for 5G HetNet by leveraging the latest privacy-preserving
smart contract theory named Zether [12]. Our ultimate goal

is to design a combinatorial e-auction scheme which con-
siders both bidding value privacy and practicality. Hereby,
we summarize our contributions:

(i) As far as we know, we are the unique to construct a
combinatorial e-auction scheme based on Zether.
We not only give the concrete construction but also
design the auction procedure on the Zether smart
contract. It is worth noting that our scheme could be
easily extended to other account-based blockchain
platforms (e.g., Hyperledger Fabric, EOS, and so
on).

(ii) )e bidding value of the buyer is protected without
introducing the expensive cryptographic tools or
trusted processors. We take advantage of the ad-
ditive homomorphic feature of ElGamal encryption,
thereby reducing the complexity of the entire
scheme. Technically speaking, this is the first
blockchain-based e-auction without a trusted third
party.

(iii) To ensure the correctness of the encrypted trans-
actions, the zero-knowledge proof (ZK proof) has to
be included in the smart contract, which is also the
expensive part in most of the blockchain-based
auction schemes. )e experimental results indicate
that our proposed scheme is superior than state-of-
the-art works in terms of time and gas consumption.

2. Related Work

)e rapid development of 5G communication as well as the
new architecture of HetNet facilitates the speed and diversity
of accessing the Internet. Nonetheless, the high density of
network infrastructure and the mobile nodes aggravate the
scarceness of the spectrum. Spectrum e-auction looks
prophetic against this dilemma. Since the auction procedure
can be regarded as a multi-player game among different
bidders, the bid value needs to be protected to avoid
malicious competitions or collude attacks. Miao Pan et al.
proposed a secure spectrum auction scheme to prevent the
frauds of the insincere auctioneers between the auctioneer
and the bidders by utilizing the Paillier cryptosystem,
namely, THEMIS [4]. Wang et al. extended the security
concerns to geolocation and time dynamics other than bid
value only by introducing PROST [5]. However, to achieve
the design goals, PROST uses a series of expensive crypto-
graphic tools such as Paillier homomorphic encryption,
oblivious transfer, and garbled circuits to construct the
atomic blocks for the secure auction protocol. Afterwards,
ARMOR [6] and PS-TAHES [7] are proposed to tackle the
security issues in the heterogeneous spectrum, respectively.
Both of these works leverage Paillier homomorphic en-
cryption and garbled circuits along with some other cryp-
tographic tools, and the difference is that ARMOR
concentrates on combinatorial auction, while PS-TAHES
focuses on double auction. Cheng et al. put forward another
lightweight auction framework without using Paillier al-
gorithm, namely, SLISA [13]. A set of subprotocols is
designed by integrating additive secret sharing and garbled
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circuits. SLISA provides strong security guarantees related to
the bidders in the double auction.

In the past few years, blockchain technology has attracted
tremendous attention. As a distributed ledger with the in-
herent temper-resistant feature, the new paradigm of
“blockchain + x (i.e., everything)” reaches a consensus that it
could revolutionize every aspect of our lives. )e subsequent
deployment of smart contract in blockchain 2.0 (i.e.,
Ethereum) makes it more practical for financial applications.
Weiss et al. proposed an idea of spectrum management via
adopting blockchain. )ey widely examined the blockchain
application in spectrum sharing and, in the meantime,
specified that a number of areas would benefit from further
research [15]. )ereafter, considering the spectrum shortage
dilemma, Zhou et al. put forward a blockchain-based secure
spectrum sharing scheme for 5G HetNet, in which the
underutilized spectrum allocated to the human-to-human
(H2H) users could be shared with the machine-to-machine
(M2M) communications. However, security claimed in this
work is just the security guaranteed by the blockchain itself.
Auction between the primary user and secondary user via the
smart contract is totally transparent to everyone [10]. Wu
et al. first considered the collusion coalitions among selfish
auction participants and constructed a decentralized collu-
sion-resistant e-auction system on Ethereum, named CREAM
[8]. However, since the transactions on Ethereum are public,
to protect bid privacy, CREAM designs a two-phase bidding
process, commitBid and revealBid. After bid commitment, all
bidders still have to trigger the revealBid to launch the auction
algorithm. )at is to say, rival bidders could still observe the
true bid of a bidder. To eliminate the hypothetical trusted
auctioneer (in some studies, if the auctioneer is semitrusted,
then a semitrusted auction agent would be introduced in the
premises that they would not collude with each other), some
Software Guard Extension (SGX) approaches were proposed
[9]. Recently, Chen et al. proposed SAFE, a general secure
e-auction framework with privacy preservation [11]. It should
be noted that this framework considered all the single-round
(single-round auction stands for the bidders that can only
submit their bids once) auction formats. Despite the fact that
SAFE also leverages a bundle of cryptographic tools as well as
the SGX, it is certainly one of the best spectrum e-auction
approaches in state-of-the-art works. Moving one step for-
ward, in this paper, we build a combinatorial spectrum
e-auction scheme with privacy preserving based on Zether.
We abandon the use of Paillier homomorphic encryption,
garbled circuits, and SGX. Besides, we also reduce the gas
consumption in the market cleanup phase. Finally, for ease of
reading, we put the feature comparison in Table 1.

3. Preliminaries

3.1. Auction Terminologies. Here we present some auction
terminologies used in our schemes.

(i) Sealed-Bid Auction. A sealed-bid auction is an
auction process in which all bidders submit sealed
bids to the auctioneer at the same time so that no
bidder knows the bids of other auction participants.

)e sealed bid will not be opened before the
specified date. )e person with the highest bid is
usually declared the winner of the bidding process.

(ii) Vickrey Auction. Vickrey auction is also known as
the second-price sealed-bid auction. All bids are
sealed and sent to an auctioneer who can open all
the bids. )e highest bidder wins but only needs to
pay the second-highest bid. It is highly centralized
and does not protect the privacy of the bids [16]. If
the bidder is interested in multiple items, Vickrey
auction can be generalized to Vickrey–Clarke–
Groves (VCG) auction.

(iii) Combinatorial Auction. A combinatorial auction is
a type of smart market in which participants can
place bids on combinations of discrete heteroge-
neous items, rather than individual items or con-
tinuous quantities [17].

3.2. Zether and Zether Smart Contract (ZSC) [12]. Zether is a
completely decentralized and confidential payment mech-
anism, compatible with Ethereum and other smart contract
(SC) platforms. )e fundamental of Zether is to realize
transaction privacy via the smart contract, that is, hide the
transaction amount and the balance of the account. For this
purpose, mechanisms such as ElGamal encryption, pending
transfer, and rolling over are designed. )e payment
mechanism is similar to Ethereum, which contains setup,
user algorithms, and a smart contract. User algorithms,
which contain seven subroutines, specify how users interact
with Zether Smart Contract (ZSC). CreateAddress and
CreateBurnTx check the input public keys to make sure that
each pending transfer is rolled over. CreateBurnTx utilizes
ReadBalance to recover the ZTH (ZTH is the confidential
token of the Zether; the value of ZTH is related to the
corresponding platform; for example, if the platform is
Ethereum, then 1 ZTH� 1 ETH) from the account. Crea-
teFundTx is utilized to deposit amounts to an account and
CreateTransferTX is utilized to transfer money between one
account and another. If the user wants to lock her account to
an Ethereum address, she can use CreateLockTx. Otherwise,
she can choose CreateUnlockTx to unlock an account.

ZSC has five methods: Fund, Burn, Transfer, Lock, and
Unlock. Before executing the user algorithms, these func-
tions would initiate the checkup process, such as checking
the nonce or verifying a proof. If any of the checks does not
succeed, the method outputs 0. Besides, ZSC also introduces
a time horizon named epoch. )e epoch length is denoted as
E, and E ≥ 1. A block’s epoch number at height h is de-
scribed as [h/E]. In order to ensure the correctness, ZSC
stipulates that a transaction should be processed in the same
epoch as it is generated.

3.3. ElGamal Encryption. ElGamal encryption is a type of
public key encryption which is proved to be secure under
decisional Diffie–Hellman (DDH) assumption [18]. It has
been acknowledged that ElGamal is homomorphic to
multiplication, whereas Zether leverages the additive
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homomorphic feature of ElGamal, so it can be used to hide
the balance in exponent.

Let b and b′ be two amounts that need to be protected
and y be the public key. )e ciphertexts can be computed as

CL � g
b
y

r
, CR � g

r
;

CL
′ � g

b′
y

r′
, CR
′ � g

r′
.

(1)

)en, the encryption of b + b′ under y can be calculated
as

CLCL
′ � g

b+b′
y

r+r′
; CRCR
′ � g

r+r′
. (2)

3.4. Σ-Bullet Zero-Knowledge Proof [12]. To ensure the
encrypted transactions are correct, Zether provides with a
novel ZK proof, namely, Σ-Bullets. Σ-Bullets combine
Bulletproofs and Σ-protocols to make algebraically encoded
form as ∃x: gx � y∧ hx � u ∈ G.

A ZK proof for the statement st: (p, q, t, . . . ; l, m,􏼈

n, . . .): f(p, q, t, . . . ; l, m, n, . . .)} means that the prover
shows knowledge of l, m, n, . . . s.t. f(p, q, t, . . . ; l, m, n, . . .)

is true, where p, q, t, . . . are public variables.

4. Zether-Based E-Auction Scheme

4.1. System Overview. Figure 1 illustrates a combinatorial
spectrum auction via Zether in 5G HetNet scenario. We
briefly introduce the workflow of our proposed scheme. In 5G
HetNet, a buyer may be interested in more than one spectrum
resource. Moreover, different buyers may be interested in a
same spectrum resource simultaneously. )is is because same
spectrum frequency band can be reused in accordance with
different geolocations. )erefore, a conflict graph over com-
binatorial spectrum sets should be constructed firstly. After-
wards, buyers could seal the bids according to their interests in
the spectrum combinations.)e bids would be locked into the
ZSC. ZSC initiates spectrum auction and announces the
winner. It should be noted that there may be multiple winners
when they have no conflict of interest. At last, winners will be
assigned the corresponding spectrum resources and the rest of
the bids will be returned to the accounts, respectively. In

addition, we also give some important notations in this paper,
as shown in Table 2.

4.2. Detailed Construction. In this paper, we propose a
combinatorial spectrum auction in 5G HetNet scenario based
on Zether. As shown in Figure 2, it is mainly composed of five
parts.)e first is the global setting algorithm, which can create
the global parameters when it runs once and deploy the ZSC.
)e next part is the registration of users participating in the
auction. )e users register a Zether account and deposit a
certain amount.)e third part is to execute a specific auction,
lock the account to the “Secure Auction Execution (called
AUC)” smart contract provided in SAFE [11], and then ex-
ecute the specific auction process in the fourth part, that is, to
transfer the control of the Zether account to AUC. )e last
part is the settlement of the funds and auction items after the
auction ends. AUC is complementary to the price difference
between the auction winners based on the final auction price.
)rough transfer, AUC simply burns the entire amount and
keeps a part of it (the winner’s payment) and refunds the
balance of the remaining bidders.

4.3. Setup. )e setup algorithm refers to Setup1 and Setup2
subalgorithms. )ese two subalgorithms are the setting al-
gorithms of the proof mechanism and the signature scheme,
respectively. )e setting of the proof mechanism may de-
pend on the relationship of the construction of the proof,
which means that its correctness would be publicly verified.
During the specific implementation, Bulletproofs [19] and
Schnorr signatures [20] are utilized, both of which have
untrusted settings.

)e formal description of the setup algorithm is shown
in Figure 3. In addition to deploy the proof and signature
mechanism, it also initializes the account table f(acc) as
well as the pending transfer list p(Transfers). )e last
transfer period table lastRollOver is to record recent
account updates, the lock table is to record the address
when the account is locked, the counter table ctr is to
prevent replay attacks, and the variable btotal is to record
the total funds of ZTH contracts controlled by the ac-
count. Besides, the setup designs an epoch length E and a
maximum funds MAX.

Table 1: Features in different schemes: a comparative summary.

Schemes Auction type Cryptographic tools Auction platform Privacy Scalability
THEMIS [4] VCG Paillier Auctioneer ✓ ×

PROST [5] Double Paillier +OT+GC Auctioneer + agent ✓ ×

ARMOR [6] Combinatorial Paillier +OPE+GC Auctioneer + agent ✓ ×

PS-TAHES [7] Double Paillier +OT+GC Auctioneer + agent ✓ ×

SLISA [13] Double Secret sharing +GC Auctioneer + agent ✓ ×

CREAM [8] Single N/A Ethereum smart contract × ×

Wang et al. [9] Single Paillier + SGX+PC Ethereum smart contract ✓ ×

SAFE [11] Single SGX+ZKCP Ethereum smart contract ✓ ×

Ours Combinatorial ElGamal +Σ-Bullets Account-based BC+ZSC ✓ ✓
Here, “OT” stands for oblivious transfer. “OPE” is order-preserving encryption. “PC” means Pedersen commitment, and the “ZKCP” represents zero-knowledge
contingent payment [14]. Account-based BC can be any blockchain platform operating under the account model, such as Ethereum, Fabric, and so on.
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Figure 1: System overview.

Table 2: Key notations.

Notations Descriptions
GroupGen A polynomial-time algorithm where input 1λ outputs (p, g, G)
p p�Θ(λ), p is prime
g A generator of G
G A group of order p

Zp Integers modulo p

y Public key
σlock Signature
acc Account tables
pTransfers Pending transfers table
E An epoch length
Max A maximum amount value
(ω, p) Successful auction combination
(CL,i, CR,i) Encrypted amounts linked to key yi

T1

Timer t Seller

Setup

Registration

Locking

Auction

Market Clean

Security
Parameter λ

Public Key y

Public Key y Address addr
Signature σlock

Bids value v

Successful action combination (ω, p) 

Buyer Smart Contracts

T2

T3

T4

T5

T6

Figure 2: Workflow of e-auction via ZSC. Figure 3: Setup.

Security and Communication Networks 5



4.4. Registration. Anyone can fund the account by
straightforward specifying the public key y as well as de-
positing certain ETH. )e transfer algorithm is introduced
in Figure 4. Transfer transfers ZTH from one account to
another, and πtransfer ensures that the ciphertext is in the
correct form and the transferor has enough money. In
addition, there is a signature to avoid replay attacks. As
shown in Figure 5, Fund converts ETH to ZTH. ETH is
stored in SC, and ZTH is also added to the (pending) balance
of y. If the account does not already exist, a new account will
be created.

4.5. Locking. Every transaction made to an account is
linked with add. )e Lock algorithm is introduced in
Figure 6. If the account is unlocked, you can do it from any
address. However, if you lock to an address, you can only
operate from add. CheckLock is an internal method to
check both states. Before operating the account, all
methods will invoke CheckLock. When it has y, addr, and
σlock, Lock will check whether the account is operated by
calling CheckLock.

4.6. Auction Execution. In Figure 7, in the auction exe-
cution stage of T4 <T<T5, the auction execution agree-
ment first checks the deposit amount of each bidder, and
the bids of bidders who do not have sufficient deposits will
be ignored. )en, the auction execution agreement selects
winners and payment amounts for different auction
formats. Failed buyers and failed sellers do not have to pay
any fees.

In combined auctions, the auction execution protocol
sorts V in descending order v1 ≥ v2 ≥ . . . ≥ vn and greedily
distributes the items in order hereafter. Buyer Bi can win her
package, if the package does not include any items that have
been distributed in the previous winning package. When
there are no bidders or available items, the allocation stops.
)e key bidder is selected as Bc, and its previous bidder is the
winner with the smallest bid value, namely,
vc−1 ∈W, vc−1

i,j ≤ vi′,j′ ,∀Bi′ ∈W∧aj, aj′ ∈ A.

4.7. Market Cleaning. During the market cleaning, bidders
and sellers runmarket clearing agreements to exchange their
cryptocurrencies and auction items. After that, the smart
contract updates the deposit record of the bidder. Since no
bidder has suspended the auction, the SC refunds all funds
based on records.

)e way to return the deposit is Burn. As shown in
Figure 8, Burn transforms ZTH to ETH, and it verifies the
proof πburn and stburn to guarantee that the sender holds
correct private key and asks for correct amount. Besides, it
checks the signature on the transaction data and the
counter value to avoid replay attacks. )e most important
point is that every transfer and destruction transaction in
the auction includes ZK proof to ensure that the trans-
ferred or redeemed amount is valid without revealing its
true value.

5. Theoretical Analysis

5.1. Transfer ZK Proof. In addition to hiding the transfer
amount, anonymous transfers also hide the information of
sender as well as receiver in the transfer. When someone
transfers money b⋆ from Ethereum address y to y, and he or
she wants to hide the both address in a bigger range of public
keys, where y � y1, . . . , yn􏼈 􏼉, let (CL,i, CR,i) be the encrypted
amounts linked to key yi, for i ∈ [n], then the user creates n

ciphertexts (C1, D1), . . . , (Cn, Dn) as well as proves that (i)
one (jth) encrypts b⋆, and another one (ℓth) encrypts −b⋆,

¯ ¯

¯

¯ ¯ ¯

Figure 4: Transfer.

Figure 5: Fund.

Figure 6: Locking.
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and the remaining users encrypt 0; (ii) b⋆ is positive; (iii) the
remaining funds in yj (b′ ) are positive too.

We can let D1 � · · · � Dn � D and use randomness in
order to effectively process statement without disclosing
j, b⋆, ℓ, and b′. Besides, we introduce split-new variables
s1, . . . , sn and t1, . . . , tn. Value 1 for an si indicates that funds
are being transferred from yi and value 1 for a tj indicates
that funds are being transferred to yj. )e user will let these
variables be confidential and use them to prove different
claims. One of s1, . . . , sn and one of t1, . . . , tn should be 1.
)is can prove that any of these variables is 1 or 0, 􏽐isi � 1
and 􏽐iti � 1. Besides, the user proves

􏽙

n

i�1
C

si

i � g
b⋆

􏽙

n

i�1
y

r·si

i , (3)

􏽙

n

i�1
C

si+ti

i � 􏽙
n

i�1
y

r· si+ti( )
i , (4)

C
1−si( )· 1−ti( )

i � y
1−si( )· 1−ti( )·r

i for i ∈ [n], (5)

􏽙

n

i�1

CL,i

Ci

􏼠 􏼡

si

� g
b′ 􏽑

n
i�1 C

si

R,i

D
􏼡

sk

,⎛⎝ (6)

g
sk
epoch � u. (7)

s1, . . . , sn is 1, and the remaining are 0. Equation (3)
indicates that the ciphertext for si is an effective encryption
for b⋆. As equation (3) is subtracted from equation (4),
􏽑

n
i�1 C

ti

i � g− b⋆ 􏽑
n
i�1 y

r·ti

i , which indicates that the cipher-
texts of ti is an effective encryption for −b⋆. )ereby, both

equations (3) and (4) indicate that the ciphertext-encoded
quantities are effective.

In equation (5), (1 − si)(1 − ti) is non-zero in the case
when both si and ti are 0. As the equation shows, i and Ci are
an encryption of 0. Equation (6) denotes b′ amounts of the
account for which si is 1. Finally, equation (7) denotes that u

is the surefire random number during the current epoch.
In addition, users need to prove gsk � Πy

si

i , b⋆, b′ ∈
[0, MAX], and the equation associates the secret key with the
public key (latter is not revealed), while the latter two equations
denote that the transferred amount and the remaining amount
are in the correct range. To summarize, users prove the fol-
lowing statement: stAnonTransfer: (yi, CL,i, CR,i, Ci)

n
i�1 , D, u, g,

gepoch; sk, b⋆, b′, r, (si, ti)
n
i�1:

􏽙

n
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si
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􏽙
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i , (8)
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r· si+ti( )
i , (9)

D � g
r
, (10)

C
1− si( )· 1− ti( ) � y

1−si( )· 1−ti( )·r
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n

i�1
, (11)
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g
sk
epoch � u, si ∈ 0, 1{ }, ti ∈ 0, 1{ }( 􏼁

n

i�1, (14)

􏽘

n

i�1
si � 1, 􏽘

n

i�1
ti � 1, b

⋆ ∈ [0, MAX], b′ ∈ [0, MAX]. (15)

Finally, stAnonTransfer is expressed as equations (8) to (15).
)e statement is very complicated, but the structure is ac-
tually very deep. It turns out that the size can be logarithmic
in the range and anonymity set. )is is completed by in-
tegrating multiple proofs with Bulletproof to encrypt 0.

5.2. Correctness. )e algorithms CreateTransferTx and
CreateBurnTx scroll all public keys y according to the status
of the SC. )erefore, any unfinished transfers linked with
these keys will be returned to the corresponding account,
and these unfinished lock requests will become effective.
)en, generate the transactions of transfer and burn for the
new status of the account, which matches the status of ZSC
used to handle them.

Trusted users only place accounts locked to the same
address in their anonymous set. When the account holders
change the lock of their accounts through calling both
methods of lock or unlock, both methods will set the new

Figure 7: Auction.

Figure 8: Burn.
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Table 3: Comparison of different auction schemes in gas consumption among twenty bidders.

Stages
Consumption in gas

SAFE [11] CREAM [8] Ours
Registration 455395 2357366 262286
Allocation 0 396742 1279664
Clearing 1955742 91442 750200
Total 2411137 2845550 2292150
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Figure 9: )e impact of the quantity of buyers’ overheads on (a) computation and (b) communication.
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lock address as a suspended lock. )erefore, transactions
generated during this period will not have an impact.

)e remaining of the correctness is the ElGamal en-
cryption in homomorphic properties and the proof system.
Although the encrypted value is in Zp and ideally deals with
positive integers, it has no effect because ZSC only accepts
deposits with the maximum amount of MAX, and the
constant is smaller than p. )erefore, homomorphic op-
erations will not lead to overflow.

5.3. Experiment Performance. In order to correctly evaluate
the proposed smart contracts and show their feasibility, we
run contracts in the form of SC. )is implementation in-
dicates that our scheme is practical and it is able to run on
the Ethereum Virtual Machine (EVM). In order to show the
superiority of our scheme, we also compared it with existing
research work.

Our proposed implementation of the Ethereum-based
smart contract is written in the Solidity language, and some
observations have been analyzed and utilized. Ethereum
recently introduced a precompiled contract for elliptic curve
operations on the BN-128 curve. Compared with direct
implementation, these precompiled contracts lower the cost
of performing these operations. )e reason is that miners
can utilize special software to execute these functions more
efficiently. )ese operations are initially introduced to
support pair-based ZK-SNARK. Σ-Bullets do not need to be
paired. Curve BN-128 is not the best choice for the efficiency
or safety of Bulletproofs Σ-Bullets. Despite this, we still
choose to use this curve to implement experiment because it
is natively supported and the implementation cost is rela-
tively lower.

5.4.GasConsumption andOverheads. We first measured the
gas consumption used to implement basic contract opera-
tions. We measure gas consumption including registration,
allocation, and clearing. As shown in Table 3, in a combined
auction with 20 bidders, combined with SAFE [11] and
CREAM [8], our scheme consumed the least gas.

As shown in Figures 9 and 10, we evaluated the system
overhead of quantity of buyers and sellers, As buyers’
quantity increases but is less than the quantity of items in the
combined auction, time and storage consumption will soar
because of the high growth rate of the winners. When the
quantity of buyers’ items exceeds the quantity of buyers, the
quantity of winners will remain unchanged, resulting in an
increase in overhead during the market clearing phase. )e
increase in the quantity of sellers or projects will increase the
quantity of winners, and the main expense is in the market
clearing phase. Overall, our solution has better performance
than SAFE.

6. Conclusions

In this paper, we present a Zether-based approach in dealing
with the combinatorial spectrum e-auction challenges in 5G
HetNet. )e e-auction is executed in the ZSC without
adopting SGX. Besides, our approach also achieves bidding

value preservation without introducing time-consuming
cryptographic tools such as Paillier homomorphic encryp-
tion, garbled circuits, and so on. We deploy our approach on
Ethereum and testify the effectiveness as well as scalability.
Given that gas consumptions in some auction phases are
higher than that in state-of-the-art research, we leave these
in our future work.
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Ransomware is a special malware designed to extort money in return for unlocking the device and personal data files. Smartphone users
store their personal as well as official data on these devices. Ransomware attackers found it bewitching for their financial benefits. +e
financial losses due to ransomware attacks are increasing rapidly. Recent studies witness that out of 87% reported cyber-attacks, 41% are
due to ransomware attacks. +e inability of application-signature-based solutions to detect unknown malware has inspired many
researchers to build automated classification models using machine learning algorithms. Advanced malware is capable of delaying
malicious actions on sensing the emulated environment and hence posing a challenge to dynamic monitoring of applications also.
Existing hybrid approaches utilize a variety of features combination for detection and analysis. +e rapidly changing nature and
distribution strategies are possible reasons behind the deteriorated performance of primitive ransomware detection techniques. +e
limitations of existing studies include ambiguity in selecting the features set. Increasing the feature set may lead to freedom of adept
attackers against learning algorithms. In this work, we intend to propose a hybrid approach to identify and mitigate Android ran-
somware.+is study employs a novel dominant feature selection algorithm to extract the dominant feature set.+e experimental results
show that our proposedmodel can differentiate between clean and ransomware with improved precision. Our proposed hybrid solution
confirms an accuracy of 99.85% with zero false positives while considering 60 prominent features. Further, it also justifies the feature
selection algorithm used. +e comparison of the proposed method with the existing frameworks indicates its better performance.

1. Introduction

Ransomware has blown away the cyber security world in
recent past. It targets the major losses like data, money, and
even life. +ese are special malware used to extort money in
return of access and data without user’s consent. Attackers
are consistently working on producing advanced methods to
deceit the victim and generate revenue. According to coa-
lition’s cyber insurance claim report (Cyber Insurance
Claims Report, 2020), out of 87% reported attacks, 41% are
due to ransomware attacks as shown in Figure 1. +e
possible reason for this significant increase is because of

COVID-19 pandemic; most of the employees are working
remotely. +e rapidly changing nature and distribution
strategies along with smart tactics are also responsible for
deteriorated performance of primitive ransomware detec-
tion techniques. Ransomware is generally seen in two forms:
locker-ransomware and crypto-ransomware [1]. Locker-
ransomware attacks lock the victim’s device to restrict its use
until they pay ransom. On the other side, crypto-ransom-
ware attacks encrypt all personal files to make them inac-
cessible for owner. Victims are forced to pay ransom to allow
unrestricted access to their own personal and confidential
data. To classify, analyze, and detect malicious application
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samples, there exists use of two primitive approaches, i.e.,
static and dynamic techniques. Static techniques examine
the applications by matching their signature, code, or per-
missions used and can detect previously known ransomware
only.

+ough the literature witnessed that static analysis is fast
and effective in detection of Android ransomware, static
analysis techniques are popular for their ability of identifying
only known ransomware. Considering fast-evolving nature
of Android ransomware, static analysis is not enough. Static
analysis is based on code and signature similarity and fails at
code obfuscation. On the other hand, dynamic analysis
checks the general behavior of an application while exe-
cution. Dynamic analysis techniques are strong enough to
withstand with vulnerable situations and can even detect
suspicious behavior even when code is compressed or
encrypted. However, dynamic analysis also has a few flaws
against smart malware tactics being used these days. Smart
malware actions are sometimes triggered only under certain
conditions, which is not possible to achieve in emulated
testing environment. Hence, fusion of effective static tech-
niques with dynamic techniques could give a robust hybrid
solution for Android ransomware. +e literature also states
that there exist comparatively less studies based on hybrid
technique for identifying Android ransomware. Existing
hybrid solutions majorly vary in feature set used for de-
tection of Android ransomware. Most of the hybrid ap-
proaches focus on a specific ransomware family or a specific
ransomware type or specific feature only.+ose type-specific
or family-specific solutions would be difficult to consider as a
generalized solution. Another important aspect to be con-
sidered here is novelty required in collecting and utilizing
the important features for analysis. Ransomware families
utilized new evolving features for constructing new variants,
hence creating need of constructing robust feature set for
analysis and detection. +e success of any approach directly
depends on feature set and feature selection method being
used. To accurately classify the applications, the feature set
being used has to be well-built. Extracting prominent

features and feature selection methods to be used is an
ongoing research challenge. Suspicious authors constantly
modify a few features to make frequent new variants, hence
posing challenge for existing techniques. However, most of
the existing studies focus on one or two types of features only
for their analysis and detection while testing its run-time
behavior. +ough system calls, permissions and APIs are
important features to be used for analysis and detection of
Android ransomware. However, the literature lacks in kernel
level checks, file operations, system component, phone state,
and so on. Researcher often faces difficulty in predicting all
possible behavior set due to limited availability of ran-
somware dataset and its fast-evolving nature.

In this work, we performed static analysis as well as
dynamic analysis over the collected sample of 3249 clean and
malicious applications. Static analysis was performed using
Apk tool. In the static feature extraction phase, we focus on
manifest file to extract permissions associated with the
application sample. In parallel, dynamic analysis was per-
formed over the collected data samples using an emulator,
i.e., habo analysis system. During the dynamic feature ex-
traction phase, we focussed on API calls, system calls,
permissions, file operations, network features, and other
system components. Further, static and dynamic feature
vectors were transformed to build combined feature matrix
containing unique features. A novel feature selection algo-
rithm was applied to select k-prominent features iteratively.
Multiple machine learning classifiers were applied to classify
samples as clean or ransomware.

+e major contributions of this work are follows:

(i) +is work demonstrated the effective use of ob-
tained dynamic features by studying combined
impact of all the dynamic features. To the best of our
knowledge, prior existing studies utilized one or two
standard features like system calls and API. Here, we
focussed on all the significant obtained dynamic
features to build the efficient dynamic model.

(ii) We have also built a dominant feature selection al-
gorithm to extract top k-dominant features being used
by Android ransomware samples and clean sample.
+is helped to discriminate among risky and nonrisky
features to effectively analyze malicious behavior.

(iii) With exhaustive experimentation by varying the
number of features to be 20, 40, 60, and till 80, we
showed the absolute difference in nominal fre-
quency of features used by Android ransomware
and clean applications.

(iv) We evaluated the effectiveness of machine learning
classifiers by calculating accuracy, false positive, and
false negative rate of each classifier for different set
of features iteratively. +e result shows that among
all the machine learning algorithms, random forest
algorithms achieved the highest accuracy of about
99.85% with zero false negative.

(v) We have also compared the results of our proposed
method with those of the existing system as shown
in Table 1. +e results of our proposed hybrid
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Figure 1: Ransomware share in recent reported cyber incidents
(modified from Cyber Insurance Claims Report, 2020).
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framework outperform the existing static, dynamic,
and hybrid approaches. Our proposed hybrid so-
lution confirms the accuracy of 99.85% with zero
false positives while considering 60 prominent
features. Further, it also justifies the feature selection
algorithm used.

+e rest of the paper is organized as follows. +e second
section presents related work. +e complete methodology
followed is explained in the third section. +e fourth section
presents experimental results followed by conclusion and
future scope in the last section.

2. Related Work

Two prominent approaches to restrict ransomware infec-
tions are static and dynamic analysis of software applica-
tions. Static analysis investigates the structural properties of
an application without executing it. It primarily emphasizes
on code, metadata, and digital signatures imbued within
software [5–7]. On the contrary, dynamic analysis examines
application behavior by executing it. It executes software
within a simulated environment and studies its behavior.
Application behavior corresponds to the access permissions,
network usage, and information shared, processed, and
exchanged by the software application during execution.
Static analysis requires less resources and is fast. However,
they got failed in case of code obfuscation. On the other
hand, dynamic approaches are more effective in performing
actual behavior check. However, dynamic approaches are
incapable of executing all possible paths and also cannot
check interapplication communication on emulators.
Hence, many researchers have also worked on hybrid ap-
proaches to increase the performance of ransomware
detection.

Reference [8] attained lot of popularity and success
because in their methodology, they make use of multiple
properties together for the analysis and detection. +ey
used source code as well as permissions for capturing
static features. +is model achieved better performance
results by exploring feature level granularity through API
calls. Reference [9] proposed that a significant static
approach developed was based on application features for
detection of malware. It captures important permissions
and suspicious API calls of applications, assigns a weight
value to them, and then compares it with a threshold value

so as to make appropriate decisions. Weight value for each
application is based on the nature of the identified
malicious patterns. Reference [10] gave a signature-based
static technique. Its aim was to scan the payload to check
the threatening strings relevant to financial claim.
However, this technique was not much popular because
generally text messages for financial claim are sent from
C&C (Command and Control) server. Reference [2]
proposed framework consists of multiple layers for fil-
trations. In this paper, they generate a message digest
value, i.e., MD5 (message digest) based on suspicious
permission being used, dangerous permissions being
granted, and hazardous intentions. Appropriate decisions
are further made on basis of hash value comparison.
Reference [3] focussed on checking whether any file had
undergone any remarkable changes. Authors make use of
techniques like content similarity and entropy measure-
ment for performing the checks. Reference [4] framed a
static model capable of identifying both locker as well as
crypto-ransomware. +is model does not require any apk
to be decompiled because its detection is based on
bytecode of application. It does not make use of source
code. It also can detect the multiple variants of ran-
somware. Reference [11] built a static model called
R-PackDroid that was light weight solution and was
implemented on users’ device itself. Its functionality was
to extract and analyze the application packages from the
apk files. Reference [12] extended their previous work,
which has attained a considerable improvement. For the
successful implementation of their designed experiment,
they gained the administrative rights by rooting the de-
vice. After getting the root access, they performed ex-
tensive testing on the several applications like financial
applications and social applications. +eir experiments
observed that most of the crucial applications do not fulfil
the minimum-security requirements, which increase the
chance of data leakage. Reference [13] made use of hi-
erarchal steps of analysis before installation of an appli-
cation to guarantee its trustworthiness. It has the
capability of labelling each application in one of categories
as either trustable or type of risk associated with it, i.e.,
high risk, low risk, and medium risk. For its successful
implementation, its analysis is based on multiple infor-
mation being gathered like permissions used by appli-
cations, number of downloads, source of the application,
and its rating and developer reputation also. +is

Table 1: Comparison with existing studies.

Reference Approach Machine learning model used Feature set used Accuracy
(%)

[2] Static
Random forest, logistic regression, XGBoost,
Naive Bayes, support vector machine (SVM),
deep learning, and decision tree classifier

Intent, permission, API calls, system
commands, and malicious activities 96.3

[3] Dynamic Naive Bayes, SVM, and logistic regression Application programming interface (API) 97
[4] Hybrid SVM Permission, API calls, system calls 99.7

Our proposed
method

(dynamic)
J48, LMT, random forest, and random tree

System calls, system components, system
command, phone events, run-time
permissions, and broadcast receivers

99.85
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approach does not include code-based detection as it used
only application metadata. +ey proved their approach as
an effective as well as reasonable approach. Reference [14]
developed a completely automatic malware identification
mechanism. Its results are based on the multiple classifiers
which categorize each application as benign or malicious
with the appreciable accuracy of 82.93%. For their ex-
perimental observations, they used a very large set of
applications containing 107,327 safe and 8,701 malicious
applications along with the feature set of top 34,630 out of
23,74,340 features. To maintain balance between the
performance and results of all the classifiers, they col-
laborate performance of all. Reference [15] used supple-
mentary techniques that have always played important
role when combined with conventional techniques. Here,
in this paper also, authors have firstly captured the
metadata of each application and their associated features
like developer info, number of downloads, application
creation date and time, and permissions being granted.
+en, further it applies appropriate machine learning
algorithms to assess and analyze. +is is a simple and
effective approach to gain high performance accuracy. +e
literature also suggests deep learning feature fusion for
identifying mobile malware [16]. Research trends in
Android literature have been performed by authors and
suggest that machine learning has ability to achieve better
accuracy [17, 18]. According to authors [19], healthcare
organizations are the key targets of ransomware attack
due to the vitality and confidentiality of patient data and
then comes the governmental institutions as criminals
know the importance of data for the government and they
expect to get back the ransom. +e third main target of
ransomware attack is higher educational institutions due
to weak IT hierarchy and then comes the law firms and
mobile users who become the target of ransomware attack.
Table 2 shows rank-wise targets organizations affected by
ransomware attacks.

Reference [20] formulated a hybrid technique called as
MONET which is based on the static as well as dynamic
analysis. In this model, behavior of the user is consistently
monitored and mapped against the run-time behavior of the
malicious application. It also includes signature matching
generated on the basis of API calls.+e significant aim of this
approach was to identify malware as well as its variants.
Reference [21] attempted to provide full protection against
malware, and most importantly this model gives descriptive
analysis to users about the threat and its awareness measures.
+is model sustained high performance accuracy as it is a
three-step fold mechanism. It makes use of combined
benefits of multiple approaches like static and dynamic and
further merged it with effects of machine learning algo-
rithms or local-remote hosts. First, it includes static analysis
using a famous framework called Drebin [22] feature set. It
also then applied dynamic analysis with the use of system
calls which actually improves their analysis results. Further,
it applies appropriate machine learning concepts and local-
remote host concepts to strengthen their performance ac-
curacy. Reference [23] observed that library component does
contain some instances of its malicious behavior. Based on

this apparent observation, authors developed a unique ap-
proach in which they detect the malwares on the basis of
abnormal library instances. +e major part of the whole
process emphasizes on to find whether a library instance has
been renamed or not. For the demonstration of their
framework, they used more than 1100 applications set out of
which 185 were found to be malicious as their library in-
stances were found to be abnormal. Reference [24] proposed
a new framework to perform malware detection on the basis
of network traffic flow.+ey considered all the constraints of
the traditional static and dynamic techniques such as code
obfuscation and resource limitation. In comparison to
which, they find that their approach seems to be quiet
promising. Based on the fact that most of malware develop
and spread across the multiple devices during network
processing, so analyzing the network flow will definitely help
in identification of malicious activities associated with ap-
plications. +e proposed approach performs automatic
feature selection using appropriate natural language pro-
cessing and achieves 99.15% detection rate. +e framework
was also claimed to perform better than many antivirus
scanners.

+e literature witnesses that the most of the existing
frameworks consider system calls, API tracing, and static
features like manifest files and permissions, for detection
and analysis. On the contrary, ransomware families target
the other features and also target personal information and
device information. Towards the end of 2017 (Quick heal,
2018), it was reported that ransomware is making use of
unique features and make frequent new variants. Examples
are doubleLocker that locks both screen as well as data. Some
of variants show smart behavior, and their action is based on
the Internet status of the user. Such frequently emerging new
features which had never been seen before pose a great
challenge for existing techniques [1]. However, the engi-
neering new feature fusion method to support in-depth
study of all ransomware families is the need of the hour.

3. Methodology

+is section presents the overall methodology followed for
the hybrid framework to mitigate Android ransomware. We
have included details of data collection, feature extraction,
feature selection, and machine learning classifiers. To en-
hance the effectiveness of the proposed hybrid framework,
we have built the feature selection algorithm to extract k-
dominant features. +is proposed hybrid framework also
utilizes the various machine learning models to classify each
apk file as ransomware or clean.

Table 2: Key targets of ransomware attacks.

Rank targets Key target organisations
1 Healthcare sector
2 Government institutions
3 Education
4 Law firms
5 Mobile and MAC users

4 Security and Communication Networks



3.1. Data Collection. In this experimentation, applications
are collected from twomajor sources. For clean applications,
around 1486 apk files have been downloaded from Google
Play Store. Google Play Store is an official Android market
that promises to provide the most trusted source of appli-
cations. Google Play Store developer and support team claim
that they do not permit applications which mine the
cryptocurrencies [25]. For malicious data samples, Android
Malware Dataset (AMD) is used. AMD is a standard re-
pository which officially provides access to its dataset es-
pecially for research purpose [26] and has been used by
many researchers in their study [27–29]. AMD provides
updated and latest release for its collection. AMD dataset
contains thousands of malicious applications. In this work,
we have included only ransomware families which cover
1763 ransomware samples. Here, in this study, Android
applications are termed as clean applications or ransomware
applications as in Table 3.

3.2. Proposed Hybrid Framework. Figure 2 presents the
overall methodology of the proposed hybrid framework. A
large set of 3,249 application samples containing both clean
and malicious samples are used as input. First, static analysis
is performed on each application in data sample to extract
static features associated with that application. Further,
dynamic analysis is performed to extract dynamic features
set used by both benign and ransomware applications. Static
analysis and dynamic analysis are performed in parallel to
extract feature set. Further, we transformed the obtained
static and dynamic feature set information to build a
combined feature vector matrix. A well-designed feature
selection algorithm is applied to identify k-dominant fea-
tures. +is algorithm is applied iteratively to identify k-
dominant feature where k is set to be 20, 40, 60, and 80. To
evaluate the effectiveness of model, machine learningmodels
are applied to train and classify each apk files as clean or
ransomware application.

3.3. Feature Extraction. In this work, we majorly focus on
manifest.xml file to extract static properties associated with
that application. Manifest file provides metadata like
package name, acquired permissions, and related application
components, i.e., activities, broadcast receivers, and other
services required as static properties only hold features being
used without executing an app. For advanced cyber-attacks,
it becomes important to check actual behavior analysis of
application. Hence, in this work, we also performed dynamic
analysis of each apk file to extract the dynamic features. To
evaluate the effectiveness of static and dynamic techniques
over Android ransomware applications, we analyzed a few
applications statically as well dynamically. We observed the
similarity in feature usage pattern among clean as well as
ransomware samples. Common features are considered to be
the most dangerous features. It becomes very important to
scan those static and dynamic features for better results.+is
laid the formation of the algorithm for extracting dominant
features for our proposed hybrid framework as discussed in
subsequent sections.

3.3.1. Static Feature Extraction. For extraction of static
properties associated with application, we have used Apk
tool version 2.4.0 [30] as shown in Figure 3. Apk tool is a
popular open-source tool that decompiles apk file to ex-
tract its code and other metadata details. +e decom-
pressed files contain manifest.xml, resource folder, and
java code. Permissions are generally considered to be one
of the most important static properties. Each application
acquires a set of permissions upon installation. +ese
permissions can be easily extracted from manifest.xml file.
In this work, python scripts are used to extract permissions
using Apk tool. Apk tool decompiles each apk file, extracts
the permissions associated with it, and helps store the
information in a text file format. +e scripts involve the
following steps:

(i) +e script requires .apk file as input
(ii) It uses Apk tool v2.4.0 to decode .apk file to xml file,

dex files, and other resource folder
(iii) +e script scans manifest.xml file to extract all

permissions using “permission” tag
(iv) Further, this information is stored to text file format
(v) +ese steps are repeated for all the .apk files

+e working of script for static feature extraction using
Apk tool is as shown in Figure 4. +e steps are repeated for
all applications, i.e., apk files in the collected dataset. As the
dataset contains both clean and ransomware applications,
static permission is analyzed thoroughly. Further, we ob-
served similarity in feature usage between clean and ran-
somware applications. It was found that permission used by
clean applications is quite similar to permissions being used
by ransomware samples. Hence, those permissions are
considered to be riskiest permission and must undergo
checks for analyzing any application. +e details of per-
mission extracted are shown in the result section.

Apk tool takes up the largest proportion and is often
used to decompile APKs. Current support tools for static
analysis and its percentage of use in other studies [31] are
enumerated as shown in Figure 5.

A study over Android detection mechanisms using static
features also confirms that around 41% of techniques used
permissions as a key parameter for detection and analysis of
Android malware [31]. Other features used are API calls,
metadata, intents, and so on as depicted in Figure 6.

3.3.2. Dynamic Feature Extraction. Dynamic analysis ob-
serves the actual behavior of an application while in exe-
cution. It is quite obvious that on-device real time execution
of Android application on Android platform will result in
high consumption of battery and other device resources.
Hence, in this study, dynamic analysis is performed on the
virtual emulated environment to examine its dynamic fea-
tures as shown in Figure 7.+e literature states that dynamic
features like API calls, permissions, and system calls are
frequently used features. In this work, emulator called habo
analysis system [32] is used which has capability to scan and
extract other set of dynamic features also. Security analyst
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generally used the habo analysis system to automate the
process of malware analysis. Dynamic features used in this
proposed work include API calls, permissions, system calls,
network, file monitoring, and other system components. A
robust approach to perform an effective dynamic analysis
lies in extracting a limited set of features that provide the
ability to classify between ransomware and benign behavior
of application being tested. For which, we have used the
prominent feature selection algorithm as discussed in

subsequent sections. +e traces obtained upon execution
under controlled virtual environment are recorded to
generate the individual reports. +ese reports contain sig-
nificant information about dynamic features like API calls,
permissions, system calls, network, file monitoring, and
other system components. Further, these generated reports
are converted to required input format for the experiment.
+e steps followed for extracting the dynamic features are as
follows:

Table 3: Difference in clean and ransomware applications.

Clean applications Ransomware applications

Characteristics +ese applications do not contain malicious code in the
source code. +ese are safe for device.

+ese applications do contain malicious code in the source
code. Malware authors, i.e., attackers may inject the code to

affect the device users.

Installation
Upon installation of clean applications, it performs its
dedicated task and does not harm either the device or

user’s data.

Ransomware applications encrypt the confidential data and file
in system upon installation. +ese can even lock the device and

demand ransom to unlock it.
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Samples
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Figure 2: Proposed hybrid framework.
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Figure 3: Static feature extraction.
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(i) Set up the environment settings
(ii) Install VirtualBox 5.1
(iii) Upload the source code to virtual machine to

compile it
(iv) After successful compilation, upload .apk file
(v) For each application in dataset,

(a) Test and analyze the application
(b) Download the output.dynamic report file

3.4.FeatureVector. In this step, the recorded features from the
previous step were transformed into nominal representation to
build feature vector. +e feature used by application is marked
as 1 denoting its presence and 0 in case of its absence.

Let us assume an application that uses set of features (f1,
f2, . . ., fn). For every application in collected dataset, i.e.,
clean as well as ransomware, fn is calculated based on
formula as follows:

fn �
1, if feature exists,

0, otherwise.
􏼨 (1)

3.5. Feature Selection Using Prominent Feature Selection
Algorithm. Static analysis is based on code and signature
similarity and fails at code obfuscation. Dynamic analysis
techniques are strong enough to withstand with vulnerable
situations and can even detect suspicious behavior even
when code is compressed or encrypted. Smart malware
actions are sometimes triggered only under certain

conditions, which is not possible to achieve in emulated
testing environment. Hence, we have used a fusion of static
features with dynamic feature to produce promising results
for hybrid solution for Android ransomware. Existing hy-
brid solutions majorly vary in feature set used for detection
of Android ransomware. Ransomware families utilized new
evolving features for constructing new variants. +e success
of any approach directly depends on feature set and feature
selection method being used.

+e feature set must be unique for both clean feature
vector and ransomware feature vector. Hence, a unique
feature set is created by taking combination of all the static
and dynamic feature sets used by clean samples and ran-
somware samples. Initially, extracted static features and
extracted dynamic features were large in number and re-
dundant. Further, a total of 94 features were extracted as
unique set of features as shown in Table 4. Considering all
the features or larger set of feature combination for analysis
and classification may lead to redundant data. Moreover, to
maintain the accuracy and effectiveness of results, we have
used prominent feature set in this work. To identify the most
significant features, we used a feature selection algorithm as
stated Algorithm 1. +is algorithm determines top k-
dominant features being used by both ransomware and clean
applications.

Feature vector files contain data in the form of zeros and
ones to represent existence and absence of each feature fed as
an input. Further, we calculated sum of frequencies of each
feature in clean feature vector file and further normalized it
by dividing it with total number of samples, i.e., for clean as
well as ransomware samples.+e value of nominal frequency
for each feature determines its dominance. +en, we cal-
culated the absolute difference between both normalized
frequencies for each feature. It represents similarities in
feature existence in both clean and ransomware samples. For
extracting the most used features, we sorted all the values in
ascending order. +e smaller values of difference signify
more dominance of that feature whereas higher the differ-
ence, lesser the dominance of the feature. Initially, we
identified the top 20 most dominant features to analyze and
classify the samples. However, we have also iteratively in-
creased the number of dominant features by 20 at each step.
However, it is expected that considering the large number of
feature combination may result in high consumption of
system resources as well as time. +e difference in nominal
frequencies of features among clean and ransomware ap-
plications is discussed in the result section.

3.6. Classification Using Machine Learning Models. +e
obtained combination of unique set of static and dynamic
features is used to train machine learning models. In this
work, we have used supervised learning. Two class labels
used are c for clean application and r for ransomware for
training the classification models. Existing solutions [33, 34]
have suggested many classifiers and attained promising
results. So, during our experiments, we have used multiple
classifiers to test and validate our results which includes
random forest [35], decision tree (J48) [36], logistic model

I: Using Apktool 2.4.0 on es-file-explorer-4-2-1-9.apk
I: Loading resource table…
I: Decoding AndroidManifest.xml with resources…
I: Loading resource table from file:_WorkArea1\Frameworks\1.apk
I: Regular manifest package…
I: Decoding file resources…
I: Decoding values/ XMLs
I: Baksmaling classes.dex…
I: Baksmaling classes3.dex…
I: Baksmaling classes2.dex…
I: Copying assets and libs…
I: Copying unknown files…
WORKING ON EXTRACTING PERMISSIONS
FINISHED.

Figure 4: Working of apk tool.
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tree, and random tree. Selection of the correct number of
dominant features was critical decision of the feature se-
lection phase. Initially, top 20 dominant features were se-
lected. Further, experiment was repeated by incrementing
dominant features by 20 at each step till 80, i.e., 20, 40, 60,
and 80.

3.7. Performance Evaluation. For measuring the performance
evaluation statistics, we have used the following metrics.

3.7.1. Accuracy. Accuracy of machine learning models
can be found by dividing the total number of correctly
classified with sum of actual positives and actual nega-
tives. +e formula for calculating the accuracy is as
follows:

accuracy �
TP + TN

TP + TN + FP + FN
∗ 100. (2)

3.7.2. Recall. Recall is fraction of true positive with sum of
true positives and false negatives. +e equation for calcu-
lating recall can be found as follows:

recall �
TP

TP + FN
. (3)

3.7.3. Precision. Precision is division of true positive with
sum of true positives and false positives. +e equation for
calculating precision can be found as follows:

precision �
TP

TP + FP
. (4)

3.7.4. F-Measure. A good score of precision and recall will
lead to a good F-measure of the model. +is value represents
the harmonic mean and justifies the strength of the model
for classification.+e formula for its calculation is as follows:

F − measure �
precision × recall
precision + recall

×2. (5)

4. Experimental Results

+e experimental results of this study are discussed in this
section. Intense manual analysis over initially obtained feature
set helped to identify the most dangerous features used by
Android ransomware as discussed in Section 4.2. To determine
the relevance and dominance of feature, we analyzed results
with varying number of features during the feature selection
algorithm as discussed in Section 4.3. Classification results with
top k-dominant features and their corresponding performance
evaluation are presented in Section 4.4.

0
5

10

N
et

w
or

k

Co
de

 R
el

at
ed

Pa
tte

rn

M
et

a D
at

a

Co
ns

ta
nt

str
in

gs

H
ar

dw
ar

e
Co

m
po

ne
nt

In
te

nt
s

A
PI

 ca
lls

Pe
rm

iss
io

ns

15
20
25
30
35
40
45

Figure 6: Use of permissions.

Application
Samples

Dynamic Execution
using Habo Analysis

System

Clean Samples

FS1

Malicious Samples

Feature Matrix

Feature Matrix

Dynamic
Analysis

Dynamic
Analysis

...

FS2

FSk

1 10 0 ...

1 00 1 ...

0 11 0 ...

......... ...

......... ...

FS1

...

FS2

FSk

1 10 0 ...

1 00 1 ...

0 11 0 ...

......... ...

......... ...

Figure 7: Dynamic feature extraction.

8 Security and Communication Networks



4.1. Experimental SystemSetup. Being a hybrid approach, we
required a good device and other computational resources
for our experiments. It includes both static and dynamic
analyses of a large dataset of 3249 application samples.
Table 5 shows the details of system setup and tools used
during the experiment.

4.2. Feature Extraction and Critical Analysis over Obtained
Feature Set. All the static and dynamic execution reports
were transformed to feature vector format to analyze ob-
tained features for both clean and ransomware samples.
Nominal values for each feature show whether a particular
feature is used by that sample or not. Based on reports of
clean and ransomware feature vector statistics, we identified
top 30 features used by clean samples as well as top 30
features used by ransomware samples as shown in Figures 8
and 9 separately. +e results showed that ransomware ap-
plication sample uses many crucial features also, and
moreover a few clean application samples are also used. It
becomes cumbersome for analyst to make decisions. For
example, our results show that the use of feature Access
Network (f5) is 75% by clean applications whereas 82% use

Table 4: Unique features list extracted.

Feature_No Feature_Name
f1 Access URL
f2 Access database
f3 Access location
f4 Access mail session
f5 Access network
f6 Access network state
f7 Access shared app data
f8 Activate device manager
f9 Active activity
f10 Active ActivityForResult
f11 Add alert window
f12 Add view
f13 Aquire root access
f14 Call setAction of intent
f15 Change WIFI (wireless fidelity) state
f16 Change component property
f17 Change network state
f18 Check available GPS
f19 Check root access
f20 Create database
f21 Create file
f22 Create new process
f23 Detect device id (antisimulator)
f24 Detect operator brand (antisimulator)
f25 Disable keyguard
f26 Execute SQL query
f27 Execute system command
f28 File read
f29 File remove
f30 Get WIFI state
f31 Get accounts
f32 Get connected WIFI
f33 Get device id
f34 Get installed app
f35 Get last location
f36 Get main intent of apk
f37 Get phone number
f38 Get running service
f39 Get running task
f40 Get scanned WIFI
f41 Get special property of simulator
f42 Get specific account
f43 Get standby state
f44 Get stored WIFI
f45 Get user id
f46 Hide from desktop
f47 Initialize URI
f48 Initialize URL
f49 Initialize intent
f50 Initialize monitor driver file
f51 Initialize new process
f52 Install shortcut
f53 Intercept broadcast
f54 Kill background processes
f55 Launch apk via intent
f56 Load class
f57 Load dynamic library
f58 Load website in webview
f59 Make toast
f60 Monitor network data

Table 4: Continued.

Feature_No Feature_Name
f61 Open bluetooth
f62 Parse URI
f63 Read URL data
f64 Read call log
f65 Read external storage
f66 Read history bookmarks
f67 Read one line from buffer
f68 Read system settings
f69 Receive network data
f70 Record audio or media
f71 Register receiver
f72 Reset password
f73 Run-time error
f74 Scan WIFI
f75 Send broadcast
f76 Send extra information
f77 Send mail via intent
f78 Send network data
f79 Send notification
f80 Send SMS
f81 Set looped task
f82 Set timed task
f83 Start recording
f84 Start service
f85 Stop recording
f86 Uninstall shortcut
f87 Vibrate
f88 Window information
f89 Write external storage
f90 Write file
f91 Write system settings
f92 SetSharedPreferences
f93 AddAppToShareData
f94 ReadSharedPreferences
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in ransomware applications samples. Access Network in-
dicates establishing communication with Internet which can
be very dangerous in case of ransomware application.
Similarly, features like Send Network Data (f78), Receive
Network Data (f69), and Send Extra Info (f76) have been
observed to be 10–15% more in use than a normal clean
application sample. Making communication with command
and control servers is the major step involved in ransomware
working mechanism. So, it justifies that it is important to
check such critical features while analyzing application
against ransomware attacks. +e use of file operations like
File Read (f28) and File Remove (f29) do not differ in large,
hence should be added to list of risky features. Based on the
observation made, we intend to focus on similarity in feature
usage pattern among clean as well as ransomware samples.
Common features which do not differ in large are considered
to be the most dangerous features. It becomes very im-
portant to scan those static and dynamic features for better
results. To produce effective results, we have used the feature
selection algorithm for extracting dominant features for our
proposed hybrid framework as discussed in subsequent
sections.

4.3. Feature Selection. Initially, we analyzed all the features
of all the samples and found that occurrences of usage of
some features in clean and ransomware applications differ in
large. To record the difference in nominal frequency of each
feature among clean and ransomware samples, we tend to
find k-dominant features as discussed in Algorithm 1.
Further, we implemented the experiment by varying the
value k as 20, 40, 60, and 80.+e varying k helped to perform
cross-analysis about dominant features over all the collected

samples. +e dominant features distinguish the differences
in the behavior of clean and Android ransomware appli-
cations. Here, graphs as in Figures 10–15 represent

Table 5: Experimental system requirements.
Static analysis tool Apk tool v2.4.0
Dynamic analysis tool Habo analysis system
Data mining tool Weka 3.8.3
Operating system Windows 10

Processor Intel(R) core (TM) i5-8250U CPU@
1.80GHz

RAM 8.0 B

Input: Unique feature vector data for both clean and ransomware samples
Output: List of k-dominant features
Symbols Used: Let Sc be the total number of clean sample, Sm be the total number of ransomware samples, and K be the number of
dominant features required to be extracted
Step 1: for all clean samples, calculate sum of frequencies of each feature and normalize it
Normalized_FrequencyClean(fi) � 􏽐

n
i�0 Frequency(fi)/Sc

Step 2: for all ransomware samples, calculate sum of frequencies of each feature and normalize it
Normalized_Frequencyransomware(fi) � 􏽐i�0Frequency(fi)/Sm

Step 3: for all features in unique feature list, calculate the absolute difference between normalized frequencies of clean and
ransomware sample DiffNormalizedFrequency(fi)

� NormalizedFrequencyClean(fi) − Normalized_Frequencyransomware(fi)

Step 4: Sort DiffNormalizedFrequency(fi)

Step 5: Choose k to record k number of dominant features for k in (20, 40, 60, 80) iteratively.

ALGORITHM 1: Dominant feature selection.
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Figure 8: Top 30 features used by clean samples.
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difference of normalized feature occurrence for top 20, 40,
60, and 80 dominant features, respectively.

+e results of top 20 dominant features extracted include
Access URL (f1), Access location (f3), Access shared app
data (f7), Activate device manager (f8), Active Activity (f9),
Create file (f21), Get device id (f33), Get installed app (f34),
Get phone number (f37), Get running service (f39), Get user
id (f45), Initialize URL (f48), Load class (f56), Load website
in webview (f58), Read call log (f68), Run-time error (f73),
looped task (f81), Set timed task (f82), Start service (f84), and
Window information (f88). We observed that clean appli-
cations generally do not use much of a few features like
Activate device manager (f8), Read call log (f68), and Get
running service (f39) but ransomware applications do.

However, top 40 dominant features include all the
features extracted as top 20 list as well as a few more features
like Access Database (f2), Access Network State (f6), Call
setAction of intent (f14), and Check root access (f19).
Features like Access Database (f2), Access Network State
(f6), Call setAction of intent (f14), and Check root access

(f19) are majorly used by ransomware applications to
perform kernel level check to attain the root access and
device admin privileges. +e results also justify that our
feature selection algorithm is able to identify themost crucial
features which must be included for analysis procedure.

Similarly, we have also identified top 60 and top 80
dominant feature lists for our experiments. Selection of the
correct number of dominant features was critical decision of
the feature selection phase. Initially, top 20 dominant fea-
tures were selected. Further, experiment was repeated by
incrementing dominant features by 20 at each step till 80,
i.e., 20, 40, 60, and 80. To compute the effectiveness of the
model, we have applied the classification model iteratively
for all top extracted features as discussed in Section 4.4.

4.4. Classification. In this phase, we performed the classi-
fication over collected data set containing both ransomware
and clean applications. +e major purpose is to identify
suitable classifier with the appropriate number of features
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Figure 9: Top 30 risky features used by ransomware samples.
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which can classify applications with highest accuracy. We
have used multiple classifiers to test and validate our results
which include random forest, decision tree (J48), logistic
regression, and random tree. During the feature selection
algorithm, we decided to extract top k-dominant features
with varying value of k to be 20, 40, 60, and 80. Classification
results with all values of k are presented in subsequent
sections. We evaluated and compared the performance of
classifiers with other performance measurement statistics,
i.e., accuracy, recall, precision, and F-measure as shown in
Figures 16–19.

Figure 20 shows that initially J48 produced highest
false positives. Further, with the increase in the number
of features set, the considerable dip represents a slight
better performance than LMT (logistic model tree) and
random tree. Overall, random forest produces minimal
values for false positive over the change of the number of
features and least when 60 dominant features were
considered.

Figure 16 shows that initially random forest, random
tree, and LMT produce almost the same values for false
negatives. Further, with the increase in the number of
features set, the downfall represents a slight better perfor-
mance. However, J48 produced highest false negatives
throughout different sets of dominant features. With k to be
40, random forest produced minimal values for false neg-
atives. +e rest gradually becomes stable with varying
number of features.

Accuracy of any machine learning classifiers can be
calculated by dividing the total number of correctly classified
with sum of actual positives and actual negatives. +e line
chart as shown in Figure 17 illustrates that with the increase
in the number of features, there is a substantial increase in
performance of all the classifiers. Overall, random forest
found to be the best in classifying applications sample into
clean or ransomware.

+e results show that among multiple classifiers, the
random forest algorithm outperforms in terms of highest
accuracy, lowest false negative, and false positive for all sets
of features taken to be as 20, 40, 60, and 80. With 60
dominant features, random forest algorithms achieved the
highest accuracy of about 99.85% with zero false negative. As
the random forest algorithm is based on ensemble learning,
the problem of overfitting and missing data is reduced. Due
to its abundance qualities, it has also been used to detect
ransomware by other researchers as the only classifier used
in their studies [37, 38]. Researchers also do compare the
performance of multiple classifiers, and their results also
indicate that random forest performs better than random
tree or any other single decision model tree [39].

4.4.1. Classification Results with Top 20 Dominant Features.
Figure 18 shows effect of selecting 20 dominant features as
an input dataset on F-measure along with the results ob-
tained from computing precision and recall for multiple
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classifiers, i.e., J48, random forest, LMT, and random tree.
Computational values of random forest, random tree, and
LMT are closely equivalent to each other but random forest
has achieved best values of recall, precision, and F-measure,
i.e., 0.984118, 0.986356, and 0.985236, respectively.

4.4.2. Classification Results with Top 40 Dominant Features.
Figure 19 shows effect to cater 40 dominant features as an
input dataset on F-measure, precision, and recall for mul-
tiple classifiers, i.e., J48, random forest, LMT, and random
tree. Computational values of precision for random forest
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and J48 are slightly different to each other but overall
random forest has achieved the best values of recall, pre-
cision, and F-measure, i.e., 0.997731, 0.991545, and
0.994628, respectively.

4.4.3. Classification Results with Top 60 Dominant Features.
+ere is dramatic change in results of 60 dominant features.
Here, all the classifiers performed significantly well to
classify the application samples. Figure 21 shows level up of

0.029495179

0.000567215

0.711287578

0.815087918

0.56324447

0.772546795

0.804310834

0.897901305

0.285309132

0.872943846

0.746454906

0.036301758

0

0.995558546

0

0.00113443

0

0.124993271

0.002836075

0.046971736

0.008508225

0.864435621

0.936471923

0.013282765

0.023823029

0.1243607

0.819625638

0.707317073

0.120349933

0

0.730572887

0.029939166

0.850822462

0

0.025887483

0.025524674

0

0.712422008

0.032331254

0.856494611

0.495962315

0.249663526

0.171601615

0.790040377

0.779946164

0.260430686

0.000672948

0.455585464

0.01615074

0.976446837

0.489905787

0.020188425

0.02153432

0.095558546

0.01345895

0.495962315

0.02153432

0.034993271

0.014804845

0.246971736

0.053162853

0.921265141

0.917227456

0.030282638

0.072005384

0.3243607

0.388963661

0.225437416

0.180349933

0.01884253

0.049798116

0.036339166

0.051144011

0.011440108

0.045087483

0.069986541

0.015477793

0.098923284

0.001345895

0.790713324

Access URL

Access database

Access location

Access network

Access network state

Access shared app data

Activate device manager

Active Activity

Add alert window

Add view

Call setAction of intent

Change component property

Check available GPS

Check root access

Create database

Create file

Create new process

Detect operator brand (Anti-simulator)

Disable keyguard

Execute SQL query

Execute system command

File read

File remove

Get WIFI state

Get accounts

Get connected WIFI

Get device id

Get installed app

Get last location

Get main intent of APK

Get phone number

Get running service

Get running task

Get scanned WIFI

Get special property of simulator

Get specific account

Get standby state

Get user id

Hide from desktop

Initialize URI

Top-80 Dominant Features (Part-1)

Clean
Ransomware

Figure 14: Difference in nominal frequencies of top 80 dominant features (Part 1).

16 Security and Communication Networks



0.621803499

0.968371467

0.092193809

0.02153432

0.043068641

0.002018843

0.339838493

0.088156124

0.265814266

0.139973082

0.199192463

0.492597577

0.240915209

0.01615074

0.064602961

0.004037685

0.780619112

0.758411844

0.592866756

0.85397039

0

0.358008075

0.007402423

0.237550471

0.636608345

0.00538358

0.596904441

0.047779273

0.000672948

0.073351279

0.168236878

0.009421265

0.543068641

0.746971736

0.160834455

0.937415882

0.02153432

0.712651413

0.032974428

0.894347241

0 0.2 0.4 0.6 0.8 1 1.2

Initialize URL

Initialize intent

Initialize monitor driver file

Initialize new process

Install shortcut

Kill background processes

Load class

Load dynamic library

Load website in webview

Make toast

Monitor network data

Parse URI

Read URL data

Read call log

Read external storage

Read history bookmarks

Read one line from buffer

Read system settings

Receive network data

Register receiver

Reset password

Run-time error

Scan WIFI

Send broadcast

Send extra information

Send mail via intent

Send network data

Send notification

Send sms

Set looped task

Set timed task

Start recording

Start service

Window information

Write external storage

Write file

Write system settings

SetSharedPreferences

AddAppToShareData

ReadSharedPreferences

Top-80 Dominant Feature (part-2)

Figure 15: Difference in nominal frequencies of top 80 dominant features (Part 2).

Security and Communication Networks 17



0
5

10
15
20
25
30
35
40

20 40 60 80

False Negative

J48
Random Forest

LMT
Random Tree

Figure 16: False negative rate.

J48
Random Forest

LMT
Random Tree

96.50
97.00
97.50
98.00
98.50(%)
99.00
99.50

100.00
100.50

20 40 60 80

Accuracy 

Figure 17: Accuracy of multiple classifiers.

Recall Precision F-measure
J48 0.979013046 0.977349943 0.978180788
Random Forest 0.984117981 0.986355884 0.985235662
LMT 0.983550766 0.984667802 0.984108967
Random Tree 0.984117981 0.983560091 0.983838957

0.972

0.974

0.976

0.978

0.98

0.982

0.984

0.986

0.988

Pe
rc

en
ta

ge

Figure 18: Classification results for top 20 features.
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Figure 21: Classification results for top 60 features.
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Figure 19: Classification results for top 40 features.
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random forest classifier with precision value to 1. However,
results also showed that recall value of random forest and
LMT is exactly same, i.e., 0.997163.

4.4.4. Classification Results with Top 80 Dominant Features.
A radical change in evaluation metric results is observed on
considering 80 dominant features as shown in Figure 22.
+ere is sudden rise in performance of J48; this is due to fact
that J48 performs well when there are large numbers of
features. Also, recall of J48 and LMT are found to be
equivalent, i.e., 0.997163.

5. Conclusion and Future Work

Existing hybrid solutions majorly vary in feature set used for
detection of Android ransomware. Most of the hybrid ap-
proaches focus on a specific ransomware family or a specific
ransomware type or specific feature only.+ose type-specific
or family-specific solutions would be difficult to consider as a
generalized solution. Extracting prominent features and
feature selection methods is a research challenge. We used a
total of 3249 applications samples to extract the static as well
as dynamic features. +e experimental results show that our
proposed model is able to differentiate between clean and
ransomware with improved precision. +e results of our
proposed hybrid framework outperform the existing static,
dynamic, and hybrid approaches. Moreover, it also shows
that the conglomeration of all dynamic features helps dis-
tinguish ransomware more effectively. Our proposed hybrid
solution confirms accuracy of 99.85% with zero false posi-
tives while considering 60 prominent features. Further, it
also justifies the feature selection algorithm used.

+e considerable improvement in accuracy of our
proposed hybrid framework encourages the use of the novel
feature selection algorithm with ensemble machine learning
classifiers also. We can also demonstrate the results over a
larger dataset. In future, we may train ensemble learning
models to detect as well as classify the ransomware into their
families. Static features like URL, signatures, strings, and
other resources and dynamic features like CPU usage and
time could also help in achievement of promising results.
Hence, we strongly recommend the use more static and
dynamic features in future.
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Scan test is widely used in integrated circuit test. However, the excellent observability and controllability provided by the scan test
gives attackers an opportunity to obtain sensitive information by using scan design to threaten circuit security. Hence, the primary
motivation of this paper is to improve the existing DFTtechnique, i.e., to enhance the chip security on the premise of guaranteeing
test quality. In this paper, we propose a new scan design method against scan-based side-channel attack. In the proposed method,
the encryption structure is adopted, which requires the correct test authorization code to carry out normal test operation.Without
the correct test authorization, the attackers cannot obtain the desired scan data, preventing the scan-based side-channel attacks.
Furthermore, the test authorization code is determined by the nonvolatile memory built into the chip to realize the inconsistency
of the test authorization code for each chip.

1. Introduction

In recent years, several technologies, such as sensor networks
[1–4], wireless communication [5–8], smart grid [9, 10], big
data [11, 12], and internet of things [13, 14], have been
developed rapidly and their security has been widely
researched [15]. At the same time, the researcher has been
paying more and more attention to the security issue of the
underlying hardware [16–18].

In the manufacturing process of integrated circuit, de-
fects are inevitable. When system intrinsic faults and faults
in the integrated circuit occur simultaneously [19–21], fault
detection will become more difficult [22–24]. In order to
detect the faults of integrated circuit, testing is becoming an
indispensable step and occupies an important position.
Based on this, the design of scan chain to facilitate testing is
proposed and widely used. Scan chain design can provide
high controllability and observability during testing. How-
ever, the design of the scan chain gives attackers an open
door while providing convenience. In [25], Yang et al. first
proposed the scan-based side-channel attack. If the scan
chain is not encrypted, sensitive information such as

intellectual property (IP) or secret keys [26, 27] could be
exposed to attackers. (erefore, it is necessary to use a
feasible solution to protect integrated circuits (ICs) from
scan-based side-channel attacks [28].

In recent years, many scan-based attacks have been
proposed to protect encryption systems. (e scan-based
side-channel attacks are mainly carried out through the
acquisition and analysis of scan data. Currently, on-chip
implementation of private key algorithms have been facing
scan-based side-channel attacks, like Data Encryption
Standard (DES) [29], Advanced Encryption Standard (AES)
[30], Rivest-Shamire-Adleman (RSA) [31], Elliptic Curve
Cryptography (ECC) [32], NtrueTrypt [33], and Stream
Cryptography based on Linear Feedback Shift Register
(LFSR) [34].

Based on this, many countermeasures are put forward to
counter the scan-based attacks [35–44]. Previously, the
existing advanced DFT architecture includes test response
compactor, X-masker [45, 46], and X-tolerance [47, 48].
(ey were regarded as a powerful countermeasure of
resisting scan-based attacks. (is DFT architecture makes it
difficult to apply plaintext input and obtain intermediate
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data from the scan chain, which provides a high level of
security. However, recent research has shown that this
strategy is also vulnerable. After inserting the test controller
into the circuit under test, the state of the scan chain is
cleared if the CUT is switched from functional mode to test
mode [49]. (is countermeasure is effective against mode-
switching attacks, but they are not available against test-
mode-only attacks. In [50], the technique keeps the pass-
word apart from the key module in test mode. It prevents an
attacker from switching between test mode and functional
mode. Another kind of methods obfuscate the scan output
by changing the structure of the scan chain [51–56].
However, even without information about the scan cells, a
skilled adversary can still carry out a signature attack
[57, 58]. In [59], a solution is proposed, which is based on the
lock and key of physical unclonable function, but this design
method has a particularly high hardware overhead. Some
methods resist scan-based attacks by reordering scan chains
[60–69].

In order to protect the encryption chip from scan-based
side-channel attacks, in this paper, we propose a new scan
design method. In this method, only the user with the
correct test authorization code can perform a normal scan.
When a user without test authorization code tries to perform
a scan test, the scan input/output data will be obfuscated.(e
test authorization code is determined by the values of the
nonvolatile memory and the way the D flip-flops in a
nonlinear shift register (NSR) connect with scan flip-flops.
(is means that the test authorization code for each en-
cryption chip can be set differently. (e main contributions
of this paper are as follows:

(1) A novel scan design scheme based on test authori-
zation is presented to overcome scan attacks. By
embedding a small management circuit, the en-
hanced DFT scheme improves significantly the se-
curity of chip. Furthermore, the proposed scheme
does not incur significant performance penalties, for
example, without decreasing the testability of the
chip and increasing any timing delay.

(2) (e test authorization code can be changed when
altering the configuration bits for the nonlinear shift
register. Hence, the test authorization code can be
different for two chips with the same design. (is
reduces substantially the risk of test authorization
code disclosure. Even if one test authorization code is
leaked, it will not affect all chips.

(e rest of this paper is organized as follows. Section 2
describes the basic ideas, scan structure, and timing analysis
of the proposed structure. Section 3 provides testability
analysis, security analysis, and experimental results. Section
4 is the conclusion of this paper.

2. Proposed Secure Scan Design

2.1. Basic Idea of Proposed Secure Scan Design. In the pro-
posed secure scan design, the test authorization code is used
to manage scan operation. Only entering the correct test
authorization code can enable the normal scan operation.

When the test authorization code is wrong, the scan-in
stimulus and scan-out response are randomly XORed with
the value of the node inside the combinational logic unit. At
the same time, the wrong key will cyclically shift in the NSR,
making data obfuscation elusory. Since the scan data is
obfuscated, attackers will be misled into inferring incorrect
results.

After power-on, the circuit is reset first. (e operation
mode of the circuit is controlled by the shift enable signal SE.
When SE is set to low (“0”), the circuit enters in functional
mode. When SE changes from “0” to “1,” enter the test
authorization code from the first clock cycle of the scan test,
and the N-bit test authorization code should be entered in N
clock cycles. If the test authorization code is correct, normal
scan operations can be carried out and the scan data will not
be affected. If not, the circuit cannot perform the normal scan
operation and the scan data will be obfuscated. (e attacker
will mistakenly believe that is the correct scan data and infer
incorrect results. In order to strengthen the security of the
encryption chip, the nonvolatile memory is used to control
the test authorization code of each chip to be different. (e
test authorization code is determined by both the values of the
nonvolatile memory and the output port (Q or Q) of the D
flip-flops in the NSR used to control the scan chain.

(e proposed scan design method is a new architecture.
In the following introduction, we first introduce the secure
scan design and then show how to perform the test operation
on a protected chip.

2.2. Scan Architecture of Proposed Secure Scan Design. As
shown in Figure 1, the proposed secure scan structure is
mainly composed of nonvolatile memory, nonlinear shift
register (NSR), scan chain, and some control logic. (e scan
chain, made up of scan flip-flops (SFFs) marked in blue, is
the intrinsic component in the standard scan design. (e
configurable NSR is used to store the test authorization code.
If the test authorization code is N bits, an N-bit vector is
needed to prestore in the nonvolatile memory to configure
the NSR. (e NSR contains N D flip-flops, each of which is
preceded by a 2-to-1 Multiplexer. (e multiplexer has two
data inputs, which are connected with the outputQ and Q of
the front D flip-flop, respectively. (e address input driven
by a configuration bit in the nonvolatile memory is used to
determine which data input is selected. (erefore, if the bit
in the nonvolatile memory is “0,” it indicates that the output
Q of the frontD flip-flop derives the nextD flip-flop. Instead,
if the bit is “1,” it implies the outputQ of the frontD flip-flop
derives the next D flip-flop. It should be pointed out that the
D input to the first D flip-flop is controlled by an additional
2-to-1 multiplexer. (e two data inputs of the multiplexer
are, respectively, connected to the lastD flip-flop and the test
authorization code input pin.

In the proposed structure, the scan chain is modified;
that is, some XNOR gates are inserted between scan flip-
flops. (e output of a NAND gate serves as one of the inputs
to the XNOR gate between scan flip-flops. (e output Q (or
its complement Q) of a D flip-flop in NSR is connected with
one input of the NAND gate, and the other input is driven by
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a combinational logic node selected randomly from CUT.
On the assumption ofQ connection, if the outputQ of a NSR
cell is 0, the NAND gate generates “1,” and the output of the
XNOR gate is decided by the preceding scan flip-flop.
Otherwise, if the output Q of a NSR cell is “1,” the output of
the NAND gate is decided by the combinational logic node.
When the combinational logic node is also “1,” the low level
output of the NAND gate will make the succeeding scan flip-
flop receive the opposite value of the preceding scan flip-
flop. By this way, the logic obfuscation in the scan chain is
achieved. Due to the uncertainty about the value of the
combinational logic node, the logic obfuscation is haphazard
and thus difficult to analyze. It is not difficult to see that if the
Q output of a NSR cell is used to hardwire to the NAND gate,
to enable the normal scan operation the state of the NSR cell
should be 0. On the contrary, if it is the complement output
Q, the state of the NSR cell should be 1. We define the
expected NSR state enabling the normal scan operation as
the scan key. Meanwhile, the vector, which is loaded into
NSR and used to generate the scan key, is defined as the test
authorization code.

Besides being connected to the NAND gate, theQ output
(or its complement Q) of each NSR cell is also connected
with an OR gate GT2. After the test authorization code is
entered into the NSR completely, the output of the OR gate
G2 can be latched into the D flip-flop DF1. (e clock signal
clk_0 of DF1 is driven by the OR gate GT3, which is con-
trolled by the system clock CLK. (e other input of GT3 is
connected to the carry output Cout of a module-N counter
CT1.(e clock signal clk_1 of theD flip-flop in NSR is driven
by the output Q1 of DF1 and the system clock CLK through
the AND gate GT1. (e enable signal of CT1 is marked as
EN, which is connected to the complement of the carry
output signal cout through an AND gate GT4.

After the system reset or power-on, the module-N
counter CT1 and DF1 will be initialized to zeros. (e NSR is
also initialized to all-zeros state.

In the test mode (SE� 1), when the output of the AND gate
GT4 is high-level, EN port becomes high, and the module-N
counter will be enabled. (e module-N counter will start
counting from zero. During this mode, test authorization code
should be delivered first. When the correct test authorization
code is entered completely, all the inputs of OR gate GT2 are
“1” and the output of OR gate GT2 is “0,” so clk_1 will be “0.”
Simultaneously, the counter reaches the maximum value of
counting, so the carry output signal of CT1 becomes “1.” Due
to the “1” value of carry output signal, the EN input of CT1
turns low, leading CT1 into the holdmode.(eD flip-flopDF1
is locked because clk_0 is equal to “1” consistently. During this
period, Q1� 0 and the output signal clk_1 of GT1 remains “0.”
At this time, the D flip-flop in the NSR is locked by the clock
clk_1 and the correct test authorization code is stored in the
NSR until it is initialized. Because one input of the XNOR gate
between SFFs is “1,” the scan data will not be affected and
normal scan operations can be performed.

When the test authorization code is incorrect, that is, at
least one bit is incorrect, the scan key will also be wrong. In
this case, the output of the OR gate GT2 will be “1” after the
module-N counter reaches the maximum value of counting.
(e “1” output of GT2 will be latched into DF1, the clock
clk_0 of DF1 is disabled, and Q1 remains “1.” (us, the
output clock clk_1 of GT1 will be active; that is, the shift
operation in the NSR is enabled. (e incorrect scan key will
be shifted cyclically in NSR during the execution of the test
operation. (e shifted scan key will obfuscate the output of
the scan chain through the XOR gate between SFFs. As a
result, the attacker gets incorrect scan output, making the
scan attack invalid.

Q

QD

Q

QD1
0

Q

QD

DQ1

Q1

DI
SI

Q

Se

SFF
Q

CLR

CLK

test authorization
code input port

clk_0

clk_1

GT4 SE

GT1

Counter
CT1

Cout

EN

CLK

CLK

DI
SI

Q

Se

SFF
QCLK

DI
SI

Q

Se

SFF
QCLKGT3

GT2

SE

SE

CLK

node1

node2

Scan chain

Nonlinear Shift Register (NSR)

DF1

1
0

1
0

1
0

CLR

SET

CLR

SET

CLR

SET

Non-volatile Memory

Figure 1: Proposed secure scan structure.
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As mentioned earlier, the test authorization code is
determined by the combination of the values in the non-
volatile memory and the connection style between NSR and
the scan chain. (e following is an example of inferring the
test authorization code. Take a 5-bit test authorization code
as an example. Assume that the value in nonvolatile memory
is 01101, and the initial state in NSR after initialization is
00000. (e test authorization code X5, X4, X3, X2, X1 is
delivered in five clock cycle from right to left. As can be seen
from Table 1, after one cycle, the state of NSR becomes
X11001. Eventually, after five cycles, the state of NSR is X5,
X4, X3, X2, X1.(e connection style between theD flip-flops
in the NSR and the inserted NAND gates is shown in
Figure 2. (us, the expected scan key should be 11001. (at
is, X5, X4, X3, X2, X1 should be consistent with 11001. (e
right test authorization code can be solved, i.e., X5, X4, X3,
X2, X1 � 10111.

2.3. Timing Analysis of Proposed Secure Scan Design.
Assume that the state of the circuit before reset is unknown.
(e circuit is reset when the reset signal RST of the circuit
changes from low to high. (at is, all storage units are
cleared to zero. In functional mode, RST is invalid and SE is
low. In functional mode, NSR will not affect any operation of
the circuit. Because the clk_1 is low, the NSR is disabled and
the initial value of the NSR will not change. Low-level SE
causes EN to be low. Based on this, the counter CT1 will not
start counting, and the carry signal cout remains “0.” In
summary, additional circuits will not work in functional
mode.

In order to perform the test operation, SE should be set
to “1,” while clk_1 is activated. (e N-bit test authorization
code can be entered serially into the NSR input port. At this
point, the EN port of CT1 is activated and the counter starts
counting from “00.” When the test authorization code is
completely entered, the carry signal cout of CT1 turns “1.”
(e high value of cout makes the enable signal EN of CT1
turn to “0,” causing CT1 to be disabled. As described in
Section 3, if the incorrect test authorization code is entered,
the output Q1 of DF1 will be high due to the high output of
GT2. (e clock signal clk_1 of NSR is always consistent with
CLK during test mode. (e timing diagrams are illustrated
in Figure 3. In this condition, incorrect test authorization
code will shift bit by bit in the D flip-flop of NSR.(at is, the
scan data is the obfuscated data instead of the output data
under scan test with correct test authorization code.

If the test authorization code entered is correct, the input
of DF1 connected to the output of GT2 will be low. Because
one input of GT1 is “0,” the clock signal clk_1 of the D flip-
flop in the NSR will be disabled, and the correct test au-
thorization code is stored in the NSR. (e timing diagrams
are illustrated in Figure 4. In this condition, the scan test can
be implemented normally.

3. Results and Performance Analysis

3.1. Testability Analysis. (e insertion of security design
does not affect the original testability of the circuit. All

commonly used testing techniques like stuck-at, and delay
test can be applied. As long as the test authorization code is
entered correctly, the normal scan operation can be per-
formed, and the scan-out data will not be obfuscated.

Targeting at the stuck-at fault model, we do experiments
on several big ITC′99 benchmark circuits including B17,
B18, B19, B20, and B22. (e results show, the fault coverage
does not reduce for all these benchmark circuits with the
same test set when the proposed secure scan design is in-
tegrated into them.

Since the added security design only adds logic gates,
counters, and triggers, the faults occurring in the security
scan design can be easily detected. When faults occur, al-
though the test authorization code entered is correct, the
output data will be still obfuscated. (en, the circuit will be
treated as faulty one. (erefore, this does not affect the
testability of the circuit.

3.2. Security Analysis. (is section provides a detailed
analysis of the security of the proposed structure by means of
the following attack models.

3.2.1. Brute Force Attack. Since the test authorization code
of the circuit is determined by the values in the nonvolatile
memory and the way the NSR is connected with the scan
chain, it is difficult to guess the test authorization code by
brute force without obtaining specific design information
about the circuit. (e probability of randomly speculating
the L-bit test authorization code to perform the scan test
correctly is (1/2)L. For L� 64, the probability of guessing the
test authorization code is only 5.4×10−20. In this case, it is
impossible to obtain the test authorization code through
brute force attack. In engineering applications, the attack
probability and hardware overhead within the controllable
range determine the value of L.

3.2.2. Differential Attack. Differential attack means that the
attacker first runs in functional mode for several cycles and
then switches to test mode to obtain an intermediate state
[32]. Even if the attacker can dominate the scan chain
through the primary input pins, the output data of scan
chain will be obfuscated without the correct test authori-
zation code. (erefore, the proposed secure scan structure
can resist differential attack.

3.2.3. Test-Mode-Only Attack. Test-mode-only differential
attack requires attackers to scan specific test vector pairs to
obtain valuable information. However, in the proposed
secure scan structure, these data will not be properly loaded
into the scan chain due to the protection of obfuscation
logic. In addition, incorrect keys can be cyclically shifted in
the NSR during testing. (erefore, this leaves the obfuscated
bits in an indeterminate state for each clock cycle while the
scan operation is being performed. (erefore, the secure
design proposed in this paper has the ability to resist test-
mode-only attack.
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3.2.4. Resetting Attack. Resetting attack requires the attacker
first resets the CUT, at which the state of all scan flip-flops is
initialized to all-zeros. (en, the initial state is scanned with
the given test authorization code. Finally, the attacker analyses
the data from the scan-out result and determines whether the

test authorization code is correct. However, the secure scan
design proposed in this paper has obfuscation characteristics.
When the test authorization code is not correct, the wrong
scan key shifted in the NSR, and the scan-out data will also be
obfuscated. Hence, inferring the test authorization code bit by

Table 1: (e state of example NSR.

0th 0 0 0 0 0
1st X1 1 0 0 1
2nd X2 X1 1 0 1
3rd X3 X2 X1 1 1
4th X4 X3 X2 X1 0

5th X5 X4 X3 X2 X1
1 1 0 0 1
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bit from the scan-out data does not work. (e proposed
secure scan design can effectively resist the attacker using
resetting attack to threaten the security of the circuit.

3.3. Overhead Analysis. In order to analyze area overhead,
we perform experiments on AES circuit with Synopsys
Design Compiler and Synopsys DFT Compiler. (e area

without the security design is shown in Table 2, and the
power consumption is shown in Table 3.

(e area and power consumption after inserting the
proposed secure scan design with 64-bit test authorization
code are shown in Tables 4 and 5. By comparing the total
area and total power consumption, it can be seen that the
overhead and power consumption after inserting encryption
design are well within the acceptable range.

Table 4: Area overhead with inserting encryption design.

Area categories Area
Combinational area 288683.274511
Buf/Inv area 82261.829572
Noncombinational area 63958.268591
Macro/black box area 0.000000
Net interconnect area 1615052.812500
Total cell area 352641.543102
Total area 1967694.355602

Table 5: Power consumption with inserting encryption design.

Internal power Switching power Leakage power Total power
311.7226 uw 1.0020e+05 uw 8.9633e+06 nw 1.0948e+05 uw

Table 3: Power consumption without inserting encryption design.

Internal power Switching power Leakage power Total power
288.8334 uw 9.4736e+04 uw 8.9739e+06 nw 1.0400e+05 uw

Table 2: Area without inserting security design.

Area categories Area
Combinational area 288499.656516
Buf/Inv area 82048.231581
Noncombinational area 63713.608595
Macro/black box area 0.000000
Net interconnect area 1611937.031250
Total cell area 352213.265112
Total area 1964150.296362

Table 6: Comparison of different secure scan design. Note: LOC denotes “launch-on-capture.”

Design Area overhead
(%) Vulnerability Probability of brute force Test application

Proposed (64 bit
authorization code) 0.18 None 2−64(64 is the length of test

authorization code)
All types of tests can be

applied

MKR [30] 0.19 None Brute force is inapplicable Online testing cannot be
applied

Mode reset [49] ∼10 Test-mode-only
attacks Brute force is inapplicable Online testing cannot be

applied

Scan chain encryption [40] 2.92 Memory attack 2−m(m is the length of test password) All types of tests can be
applied

FTSL-64 [59] 3.09 None 2–64 Loc delay testing cannot be
applied

6 Security and Communication Networks



(rough the above analysis, the proposed secure scan
design has high security and testability, as well as low area
overhead and power consumption.

3.4. Overheads and Performance Comparison of Different
Countermeasures. (e area overhead and performance of
the proposed secure scan design are compared with other
countermeasures, MKR [30], Mode reset [49], scan chain
encryption [40], and so on. (e characteristics of these
countermeasures are shown in Table 6. It can be seen from
the comparison that the proposed secure scan design has
many advantages, such as low area overhead, unscathed
testing applications, and high security.

4. Conclusion

In this paper, a secure scan design is proposed to defeat the
scan-based side-channel attacks. (e proposed design
adopts encryption structure, which requires the correct test
authorization code to carry out normal test operation. (e
test authorization code needs to be inferred from both the
configuration bit of a nonlinear shift register and the con-
nection style between the nonlinear shift register and the
scan chain. (e configuration bits are stored in a nonvolatile
memory, which can be configured arbitrarily by IP owner
and are inaccessible for users and attackers. (e proposed
structure performs well in testability and security, and its
overhead and power consumption are within acceptable
range.
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In recent years, the number of smart devices has exploded, leading to an unprecedented increase in demand for video live and
video-on-demand (VoD) services. Also, the privacy of video providers and requesters and the security of requested video data are
much more threatened. In order to solve these issues, in this paper, a blockchain-enabled CMEC video transmission model (Bl-
CMEC) for intelligent video caching and transcoding will be proposed to ensure the transactions’ transparency, system security,
user information privacy, and integrity of the video data, enhance the ability of severs in actively caching popular video content in
the CMEC system, and realize transcoding function at network edge nodes. Furthermore, we chose a scheme based on deep
reinforcement learning (DRL) to intelligently access the intracluster joint caching and transcoding decisions./en, the joint video
caching and transcoding decision smart contract is specially designed to automatically manage the transaction process of the joint
caching and transcoding service, which records key information of joint caching and transcoding transactions and payment
information on a continuous blockchain./e simulation results demonstrate that the proposed Bl-CMEC framework not only can
provide users with better QoE performance for video streaming service but also can ensure the security, integrity, and consistency
for the video providers, video requesters, and video data.

1. Introduction

People are becoming more and more dependent on network
services, especially during the period of COVID-19 pan-
demic, many activities and works are carried out on the
network. Furthermore, the most important network service
is the video streaming service. In recent years, because the
number of smart devices has exploded, there is an increasing
demand for video live and video-on-demand (VoD) services.
In video streaming services, higher data rates and larger
system capacity are usually required to meet the ever-in-
creasing users’ needs, which has become a more challenging
task. According to the summary of the Cisco Visual Network
Index [1], mobile smart devices’ videos compose around
more than 50% of the total data traffic. And, it is expected to
grow further to about 79% of the total data traffic in 2022.

Because of the huge demand for mobile smart devices’
videos, the operators of mobile networks are not able tomeet
the users’ demand for high quality of experience (QoE) in
video live and VoD services.

In order to solve this issue, the proposal of mobile edge
computing (MEC) has brought new opportunities for the
optimization of wireless video transmission [2–7]. Utilizing
the communication, caching, computing, and control (4C)
capabilities of edge devices, it could provide proactive video
caching, transcoding, and distribution services at the net-
work edge in the mobile networks. Also, it could reduce the
burden of the backbone network and improve the video
quality of experience for requested users.

At the same time, smart device users may have different
needs for specific videos because of the heterogeneity of
smart device users’ caching and computing capabilities and
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changes in network conditions. For example, the smart
device users with better network always ask for high QoE
videos, while the smart device users with poor network
generally prefer the videos with appropriate QoE. To reduce
the computational load of the cloud center and transmission
cost at different formats and versions of videos in the
backbone network, the Content Distribution Network
(CDN) is proposed which may only push a certain format
and version of the video stream to the network edge and
requires intelligent transcoding and distribution for tasks, as
well as adaptive allocation of network resources. Especially,
the cooperative transcoding decision and task assignment
are needed to decide which edge nodes carry out cooperative
transcoding and what kind of transcoding task is assigned to
each node. /e influencing factors of video transcoding and
caching decisions include video content popularity, user
demand and distribution, the capabilities of each edge node,
and bandwidth resources between nodes. Because of this
issue, adaptive bitrate streaming (ABR) [8] has been widely
proposed to improve the QoE of video data which serve for
smart device users in the Internet.

In addition, the blockchain has developed rapidly in
recent years, which is a new fashion application mode. Its
core content includes P2P transmission, encryption algo-
rithm, distributed data storage, and consensus mechanism
[9, 10], and the consensus mechanism is the most important
content in blockchain. Blockchain has acted as a very ef-
fective distributed management framework which has been
widely used in many fields. /rough the blockchain module
integrated under the framework of MEC, the data resource
security protection and monitoring can be realized for the
processing of video data at network edge.

In this paper, a blockchain-enabled framework for
Clustered Mobile Edge Computing (CMEC) system is
proposed, which can integrate the MEC networks and the
CDN networks by setting the CDN tips. /e experiments on
comparison of QoE and bandwidth cost between CMEC and
other schemes have been performed in our own previous
paper [11]. /e CMEC method can promote intracluster
collaboration among the MEC nodes in one cluster. So, it
can reduce the additional processing costs and backhaul
consumption. Furthermore, the proposed blockchain-en-
abled CMEC-based video transmission model in this paper
can seamlessly enable the blockchain scheme into our
Clustered MEC network, connecting with the popular CDN
video transmission system. /en, we deploy the blockchain
structure into the CMEC system, which can be set at CDN
tips or edge clusters. In the proposed scheme, the CDN tip
and some edge nodes make the network edge area in the
local network area. /en, the proposed model optimizes the
entire network transmission of wireless video data by using
the collaborative capabilities of edge cluster in communi-
cation, caching, computing, and control (4C). Specifically,
the main contributions of this paper can be summarized as
follows:

(i) Blockchain-enabled CMEC-based video transmis-
sion model (Bl-CMEC): a video transmission sys-
tem framework model with incorporating

blockchain technology is designed to actively cache
popular video content in the CMEC system and
realize transcoding function at network edge nodes.
/is model is used to improve the allocation of
video caching resources and computing resources in
edge cluster nodes and also to optimize user QoE
from the perspective of mobile users.

(ii) Blockchain empowerment: the joint caching and
transcoding transactions between network edge
node and smart device users are implemented in
blockchain by a smart contract. /e smart contract
is specially designed to manage the transaction
process of the joint caching and transcoding service,
which records the joint caching and transcoding
transaction and payment information on a con-
tinuous blockchain. Furthermore, the smart con-
tract can check the integrity of results returned from
the network edge node to achieve adaptive video
transmission optimization and make security pro-
tection of video data in a blockchain-enabled
CMEC-based environment.

(iii) Intelligent scheme design: it can intelligently obtain
and implement the decision of allocating the
caching and computing resources at the network
edge node in one cluster. It has two sections,
namely, DQN-Based Video Caching and Trans-
coding Algorithm (DQN-VCT) (section 1) and
Implementation of Video Caching and Transcoding
Decision Smart Contract (section 2). According to
mobile users’ demand changes and network time-
varying conditions, each network edge node de-
termines the optimal caching and transcoding price.
/en, we use the deep reinforcement learning-based
algorithm to acquire the smart device users’ optimal
caching and transcoding decision. /e decision is to
meet the best QoE needs of smart device users and
obtain better video services.

(iv) Sufficient performance evaluation: because of ex-
tensive and sufficient simulations, we analyze the
performance of the proposed intelligent video
caching and transcoding scheme in this paper based
on blockchain-enabled CMEC system environment.

/is paper is organized as follows. Section 2 presents
related work. /e system model design is described in
Section 3. Furthermore, Section 4 formulates the blockchain
empowerment mode. Problem formation and intelligent
video caching and transcoding scheme is introduced in
Section 5. /e analysis of simulation experiments is given in
Section 6. Lastly, the conclusions are given in Section 7.

2. Related Work

In recent years, the number of smart devices has exploded,
leading to an unprecedented increase in demand for video
live and VoD services. Also, the privacy of video providers
and requesters and the security of requested video data are
much more threatened in the mobile edge computing
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system. /us, the blockchain technology can help to enable
the privacy of video providers and the security of requested
video data. /rough the distributed storage mechanism of
the blockchain, the security of video information is im-
proved, the collection of individual video data is realized
through the personal ledger of blockchain, and the autho-
rized use of video data is realized through asymmetric en-
cryption and public and private key design in blockchain
[12–15]. It is essential to introduce the blockchain into the
adaptive video services in the mobile edge computing
system.

/e integration of blockchain and MEC to solve the
corresponding practical problems is currently a hot spot for
many scholars, which is a very promising development
direction [12, 16–19]. On the one hand, MEC nodes in
network edge can provide a low-latency, much more con-
venient and distributed computing offloading scheme for
smart mobile devices with only limited resources. Edge
computing devices have powerful computing and storage
capabilities compared to general user mobile devices, while
blockchain services require powerful computing capabilities.
/erefore, MEC provides the possibility for mobile users to
enjoy blockchain services. On the other hand, blockchain
can be used as an auxiliary framework to manage the
provision of mobile edge computing resources and turn the
supply of edge computing resources into a blockchain ap-
plication. /is not only enhances the security of MEC re-
sources but also regulates the occupation and purchase of
edge computing resources.

Based on the literature on the combination of mobile
edge computing and blockchain, the recent research mainly
focuses on two aspects. First, such research about security
and privacy protection mainly lies in how to introduce the
blockchain technology into MEC system to achieve the
security and safety of cached content. Furthermore, MEC-
enabled blockchain-based distributed video system archi-
tecture is used to solve the problem about the allocation of
decentralized resource for video caching, transcoding, and
delivery at blockchain-based video streaming system.

2.1. Blockchain-EnabledMEC-BasedCaching Strategy. In the
process of task offloading, the transmitted information is
vulnerable to attacks, resulting in incomplete data. In view of
this challenge, Xu et al. [20] proposed a blockchain-enabled
computing offloading method which is called BeCome. In
BeCome, to ensure the data integrity, they introduced the
blockchain technology into the edge computing scheme. To
address the issues of data security and users privacy, Feng
et al. [21] adopted blockchain technology to ensure the
reliability and irreversibility of cache data in the MEC
network system. Also, they developed a framework of co-
operative computing sharing and resource allocation for the
blockchain-enabled MEC-based network system. Guo et al.
[22] proposed a blockchain-enabled MEC-based framework
for adaptive computing offloading and resource allocation in
the future wireless networks. In this method, blockchain is
used to providemanagement and control function./en, the
problem acted as a joint optimization issue and deep

reinforcement learning based methods are adopted to ad-
dress this problem. Because of the possession of very sen-
sitive personal information, the vehicle may be unwilling to
cache its content to an untrusted cache provider. Dai et al.
[23] integrated DRL and permissioned blockchain into the
vehicle network, so as to acquire a secure and smart content
caching method, by which a distributed content caching
framework based on blockchain has been proposed. Content
caching in Mobile Cyber-Physical System also faces some
security issues. To address these issues, Xu et al. [24] pro-
posed a new blockchain-based trusted network edge caching
solution for mobile smart device users in a Mobile Cyber-
Physical System.

Applying blockchain toMEC cache systemmainly solves
the safety problem of cache content, MEC severs, mobile
equipment users, etc. In terms of blockchain-enabled MEC-
based systems, on the one hand, such research mainly lies in
the use of blockchain technology to realize the privacy
protection and security of cached content. On the other
hand, blockchain technology can be adopted to solve data
integrity issues in edge computing and to monitor the re-
sources of edge computing devices.

2.2. MEC-Enabled Blockchain-Based Distributed Video De-
livery Strategy. In the blockchain-based video delivery
network system, in order to meet the different needs of smart
device users, a lot of computing resources are needed to
transcoding them into different versions and formats for the
heterogeneous quality and format of video streams. To solve
this problem, Liu et al. [25] and Liu et al. [26] have proposed
a MEC-enabled blockchain-based architecture using MEC
technology, with a series of smart contracts that can acquire
self-organization at video transcoding and delivery services,
especially without a centralized controller. Some emerging
video streaming platforms want to build cryptocurrency-
based payment systems and p2p content distribution ar-
chitectures by using the blockchain technology. Liu et al.
[27] proposed a novel transcoding framework that supports
the MEC network for blockchain-based video delivery
scheme, designing an adaptive block size mode for the
underlying blockchain. Furthermore, Zhang et al. [28, 29]
proposed an incentive mechanism for blockchain-based
cache and delivery systems. By this incentive mechanism, the
willingness of both MEC network cache nodes and D2D can
be guaranteed by meeting their expected rewards for cache
sharing. /e existing offloading methods based on DRL
always suffer from a slow convergence which is caused by the
high-dimensional action spaces. Qiu et al. [30] presented a
new free-model DRL online computing offloading mode.
/is method is used to solve the computing offloading of
data processing tasks and mining tasks in wireless block-
chain networks. Effective computing diversion cannot be
achieved in MEC with blockchain because mobile devices do
not always have enough tokens to bear the cost of diversion
services. Zhang et al. [31] analyzed the combined computing
offloading and coin loan problems of blockchain-empow-
ered MEC to optimize the total cost of all smart mobile
equipment.
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Such research mainly focuses on two aspects. /e first
aspect is to use mobile edge computing to solve the mining
tasks and data processing tasks in the wireless blockchain
network. In addition, in the blockchain-based video system,
it works to implement the distributed resource allocation
issues for video transcoding and delivery.

2.3. Motivation. Because of the high dynamics of the MEC
network system, the data security and privacy protection of
network edge service providers are a major challenge.
Blockchain technology can construct a decentralized and
secure resource sharing scheme, while Artificial Intelligence
(AI) can explore and solve issues with time-varying, un-
certain and complex characteristics [32–36]. /e blockchain
technology and MEC system both have the same decen-
tralized characteristics, making their combination natural.
Motivated by recent research results, blockchain technology
can be introduced into the MEC system to support many
management and security services in mobile edge com-
puting. Also, DRL-based video transmission strategy in the
MEC environment is extensively studied recently [37–43].
/e DRL method can jointly solve the problems of cache
content location decision, cache update strategy, and cache
content delivery. Deep reinforcement learning is used to
analyze and learn network information through deep
learning, so as to use reinforcement learning to achieve
resource scheduling.

Based on the related work, applying blockchain to
MEC cache system mainly addresses the safety threat of
the cached content, MEC severs, mobile equipment users,
etc. In terms of blockchain-enabled MEC-based systems,
such research only lies in the use of blockchain technology
at the caching strategy, which realizes the security and
privacy protection of the cached content. Furthermore,
pursuing for the new distributed data management mode
of computer technology, such as p2p transmission, dis-
tributed data storage, encryption algorithm, and con-
sensus mechanism, the blockchain technology is
integrated into the MEC environment architecture. Also,
a blockchain-enabled distributed video content caching
and transcoding framework is proposed. In this frame-
work, edge nodes perform video content caching and
transcoding and the CDN tips maintain a licensed
blockchain to ensure the integrity and accuracy of cached
video data, leading to design the best video caching and
transcoding scheme.

3. System Model Design

For convenience, the major notations used in this article are
summarized in Table 1.

3.1. Bl-CMEC System Model Design. To satisfy the require-
ments for video distribution across the entire network and
maximize the role of edge computing nodes, it is necessary to
perfectly integrate edge nodes with the existing wireless
network environment and video transmission technology,
fully cooperating with cloud center and user terminals

[44–50]. At the same time, the blockchain technology can be
integrated into the mobile edge computing environment.
/e blockchain can be used as an auxiliary framework to
manage the provision of mobile edge computing resources
and turn the supply of edge computing resources into a
blockchain application.

In Figure 1, this paper intends to present a blockchain-
enabled CMEC-based video transmission model. /e first
important aspect is the Clustered Mobile Edge Computing
(CMEC) system. In this CMEC system, mobile edge
computing is seamlessly connected with CDN tips. Also,
the CDN tips and some mobile edge computing nodes
make the mobile edge area. Based on the CMEC model,
the storage, computing, and communication capabilities
in one cluster can be collaboratively used to optimize
wireless video streaming transmission quality through the
whole network.

In this system, the CDN tip is a central server directly
connected to each edge cluster. It can provide the original
cached video resources for each edge cluster and the
computing power support required for the implementation
of deep reinforcement learning algorithms and is also re-
sponsible for maintaining the permission blockchain to
ensure the transparency, security, privacy, and integrity of
cached video data and user information. Also, the proposed
blockchain-enabled CMEC-based video transmission model
in this paper will seamlessly enable the blockchain scheme
into our Clustered MEC network, combining with the
popular CDN video transmission system by connecting edge
clusters with CDN tips.

Furthermore, the second important aspect is the
blockchain-enabled intelligent video caching and trans-
coding framework for CMEC-based video transmission
system. In this framework, mobile edge nodes perform joint
video caching and transcoding by using the deep rein-
forcement learning method in one mode (independent or
federated) and the CDN tips will maintain a licensed
blockchain to ensure the transparency, security, privacy, and
integrity of cached video data and user information. /e
mobile edge nodes in the cluster, which can participate in the
task of intelligent video caching and transcoding, will de-
pend on the security model of the blockchain.

/e security model of the blockchain includes four levels
of the encryption guarantee layer, the consensus guarantee
layer, the economic guarantee layer, and the social security
layer. Encryption guarantee is used to ensure that only safe
and legal edge nodes can participate in the task of intelligent
video caching and transcoding services. /e consensus
mechanism layer is to complete the verification and con-
firmation of the transaction in a short time through the
voting of trusted edge nodes to ensure the accuracy of the
information. Economic security can reward good behavior
(with block rewards and fees) and punish bad behavior (by
cutting margin or withholding future rewards). Also, social
security is the last guarantee. If the consensus attack exceeds
the stage of economic security, the society can still reject it by
manually lifting the control of the miner.

So, the blockchain designed in this article has four
functions as follows:
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(a) Transaction Transparency. Any party in this network
system (including users, mobile edge nodes, and
CDN tips) can choose to download and access this
blockchain to obtain information about cached and
transcoded video transactions.

(b) System Security. /e blockchain uses asymmetric
encryption technology, so that the security of the
blockchain can be achieved by using private and
public keys. Blockchain can provide identity verifi-
cation function and access control to protect CMEC
system.

(c) User Information Privacy. /e user privacy in the
blockchain is achieved by public key anonymity.
Immutability and consensus ensure the privacy of
the database stored on the blockchain

(d) Video Data Integrity. As users and edge nodes reach
a consensus, edge nodes and users will add blocks of
newly completed transactions (smart contracts)
broadcasted by honest entities to the blockchain./e
consensus mechanism not only ensures the integrity
of the video data but also makes the content of the
video data transparent in the blockchain network
formed by all nodes, that is, unmodifiable means to
monitor the integrity and authenticity of data.

3.2. Video Caching Model. In the CMEC system, to reduce
the delay time of video streaming services, the more popular
video content is proactively cached in the network edge
node. In our CMEC system, the video content is actively
cached in any edge MEC server in one edge cluster. Videos
with high video popularity are generally cached at edgeMEC
servers, while videos with low video popularity are generally
cached at CDN tips. In a cluster, the specific location of the
video cached with high video popularity needs to be in-
telligently selected according to users’ needs. In CMEC
system, the video cache updating, which means the caching
action at each time stage t, is denoted as Cache(M(t), U(t)).

According to this caching model, the videos are needed
to be proactively cached according to the video popularity,
which is the user’s preference for the video. /erefore, the
popularity of the video content will be requested to be
obtained as the basic data information./e important key to
solve the video caching problem is videos’ popularity dis-
tribution. During the caching process, the video content
cached by the MEC server also needs to be updated con-
tinuously. In our caching model, we update the caching
video by using the first-in-first-out (FIFO) method, selecting
the more popular videos at the mean time. /en, the
probability of video v is defined as

Zv �
v

−α

􏽐
V
v�1 v

−α, (1)

where α> 0 is the parameter in Zipf distribution, indicating
the skewness degrees [51].

In addition, the corresponding bandwidth cost will be
generated during the caching process, which is represented
by the symbol Cb(t). Bandwidth cost is one of the main costs
that need to be considered. In the CMEC system, we suppose
that the price of bandwidth remains constant within a time
stage./en, the bandwidth cost Cb(t) [52] of MEC servers in
one cluster can be defined as follows:

Cb(t) � 􏽘
M

n�1
P(n, t) · W(n, t), (2)

where M is the number of MEC severs in one cluster at time
stage t. Also, the bandwidth cost in MEC server n can be
computed by the following formula:

W(n, t) � 􏽘
i∈Ut

Bu(i, t) · I
t
(i, n), n ∈ 0, . . . , M − 1{ }, (3)

where q(t) is the user group in one cluster at time stage
q(t) � β log(B(t)). /e symbol β is an indicator, repre-
senting if user CRH(t) needs be connected to the MEC
server T at time stage t.

Table 1: Summary of major notations.

Notation Description
t /e time stage
M(t) /e serial number of MEC severs in a cluster
U(t) /e decision of video cache updating
zv /e probability of the requests of video v

Cb(t) /e corresponding bandwidth cost
P(n, t) /e unit bandwidth price
W(n, t) /e amount of bandwidth usage in the MEC server n

B(i, t) /e bitrate assigned to user i at time slot t

O (t) /e video transcoding cost
L(t) /e buffer occupancy rate
R(t) /e video rebuffering time of playback buffer
q(t) /e video quality rate
CRH(t) /e video cache hit rate
(pki,j, ski,j) /e public/private key pairs of user mobile device i connecting to edge node j

(pkj, skj) /e public/private key pairs of edge node j

ID(Vi,j) /e ID of video content Vi,j

H(ID(Vi,j)) /e generated hash value of ID(Vi,j)
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3.3. Video Transcoding Model. To reduce the delay time of
video services and improve the QoE of video services, pro-
active popular video caching has been carried out on the
network edge server. However, in real life, different users have
different network conditions, which leads to different users’
needs for the same video. /at is, users with good network
conditions need high-definition video sources, while users
with poor network conditions only need video sources with
general definition. /is requires the network edge server to
cache different versions of the video source for the same
video, but this requires a huge caching space to satisfy.

/erefore, it is considered that the functions of caching and
transcoding can be realized at the CMEC network edge server
at the same time. /us, the CMEC network edge server can
perform video transcoding in real time according to different
user needs and actual conditions to satisfy the needs of different
users, improving the efficiency and QoE of video services.

In our CMEC system, let Bu(i, t) ∈ B1, B2, . . . , Bmax􏼈 􏼉 be
the set of all video layers in video transcoding service. Also,
the symbol Bmax represents the original video level cached at

the MEC server. So, the video transcoding action is video
transcoding layer decision and which MEC server in the
cluster will carry out this task of video transcoding at each
time stage t.

Because the network edge server will implement video
transcoding in real time according to different user needs
and actual conditions, the video services also need to
consider the transcoding cost. Generally, the target video bit-
rate, the input video bit-rate, the number of CPU cores, and
the video length will closely affect the transcoding cost./ese
need to be considered in the video pricing model. /en, the
video transcoding cost can be defined as

O(t) � σ ∗ Lmax − l( 􏼁∗Tv ∗Ncpu, l ∈ L1, L2, . . . , Lmax􏼈 􏼉,

(4)

where the symbols l, Ncpu, Tv, and σ represent level of input
video data, the number of CPU cores required for trans-
coding task, the length of video, and an adjustable pa-
rameter, respectively.
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3.4. RebufferModel. /e video playback buffer is usually set
on the user’s smart device to ensure continuous playback of
the video, in which the video block will be downloaded to
the buffer [53]. Let W(t) represent the wireless trans-
mission rate of smart device users. Also, the symbol B(t)

denotes the bitrate of the chunk of the video data. So, the
buffer occupancy rate L(t) will be obtained as

L(t) �
buffer occupancy

buffer size
. (5)

Furthermore, in the rebuffer model, the buffered video
time and rebuffering time could be usually introduced [54].
/e video rebuffering time of playback buffer is denoted as
R(t):

R(t) � max(d(t) − T(t), 0), (6)

where T(t) denotes the buffered video time at playback
buffer at the beginning of time stage t. Also, the total
downloading time of one chunk during time stage t is
denoted by d(t).

3.5. Video Quality-Rate and Cache Hit Rate Model. Under
normal circumstances, for video quality evaluation, the
video quality of a rate-encoded video can be approximated
by the following logarithmic function [55]:

q(t) � β log(B(t)), (7)

where the value β will be obtained from the video encoder
when encoding in the video source. Furthermore, the high-
definition video generally has a higher bit rate, while the
standard-definition video generally has a lower bit rate.

In addition, the quality of video streaming service can
generally be evaluated and analyzed using the cache hit rate.
/e cache hit rate of T requests in the time period [51] can be
obtained as

CRH(t) �
􏽐

T
i�1 1 Hi( 􏼁

T
, (8)

where 1(Hi) is an indicator function.

4. Blockchain Empowerment Mode

4.1. Integration of Blockchain and Video Streaming Service
Network. Blockchain is a layered architecture, which in-
cludes data layer, network layer, consensus layer, incentive
layer, contract layer, and application layer. Also, it is a
decentralized system composed of P2P networks. In our
CMEC system, the CDN tip and some mobile edge com-
puting nodes make themobile edge area. Because of the large
difference in capabilities among mobile edge nodes, a
clustered mobile edge computing model is introduced to
cluster edge nodes at the network local area. /en, there are
also some mobile edge nodes in one cluster, and one cluster
head is selected based on the storage, computing, and
communication capabilities of the network edge node. /e
users can also be divided into some different user groups in
one mobile edge area, according to user preferences for

videos. Generally speaking, users in the same group often
have the same type of edge nodes to provide video streaming
services.

As shown in Figure 2, the detail of blockchain-enabled
process for intelligent video streaming service has been given
as follows:

(a) Requesting and making decision: when there is a
request, the requested edge node uses the deep re-
inforcement learning method to make a video
caching and transcoding decision based on the user’s
request content and the actual network environment
and also returns the decision result to the user

(b) Create smart contract: according to the decision, the
video caching and transcoding smart contracts are
created based on user requests and task requests in
the edge cluster

(c) Execute smart contract: the smart contract will be
executed to realize the edge nodes in the edge cluster
to cache the video, complete the video transcoding
task, and provide the transcoded requested video to
the user

(d) Record and release the smart contract: finally, put the
smart contract transaction data on the blockchain
and release the smart contract

In the CMEC system, video streaming services can be
implemented by P2P connection between edge nodes and user
equipment. All the edge nodes and user equipment aremade to
be consensus nodes. Only the trusted consensus nodes are able
to access CMEC video streaming service system, in which the
consensus nodes should have passed authorization in block-
chain. In the CMEC system, we need to consider where to
cache the requested video and choose which version of the
requested video should be transcoded for the users. However,
in real life, different users have different network conditions,
which leads to different users’ needs for the same video.

/erefore, selecting the appropriate video resolution
according to the user’s real-time network conditions is a
relatively complex decision-making problem in the high-
dimensional state space.

To solve this problem, we use a framework based on deep
reinforcement learning to automatically acquire intracluster
collaborative caching and transcoding decisions. /ese de-
cisions are executed on real time based on user demand
predictions, video data popularity, and the capabilities of the
MEC server. Based on the blockchain technology, we use
smart contracts to implement edge collaborative caching
and transcoding applications. /en, the packaging node
uploads the key information of the edge collaborative cache
and transcoding application to the blockchain to save the
certificate and ensure efficiency and accuracy. /rough the
smart contract, the video streaming service transaction
between the edge node and the user is realized./e user pays
a certain token, and the edge node that provides the service
can receive the token reward.

By blockchain-enabled framework for CMEC-based video
transmission system, the blockchain technology is introduced
into the CMEC system to ensure the transactions’
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transparency, system security, user information privacy, and
integrity of the video data. Also, the intelligent video
streaming service has been provided, which has a series of
smart contracts to acquire self-organization at video caching
and transcoding services, especially without a centralized
controller, only based on real-time DRL decision results.

In this system model, deep reinforcement learning is
generally performed at the edge nodes in the cluster. Also, in
blockchain-enabled CMEC-based video transmission sys-
tem, the edge nodes are generally macro base station or small
base station which is equipped with servers. /eir com-
puting power is strong enough to quickly implement
learning algorithms and give decisions./e delay time of this
process is much shorter, which can be ignored in com-
parison. Furthermore, the real-time computing power re-
quired for video caching and transcoding is not high. Even
when the required computing power is higher, the CDN tip
directly connected to the edge cluster can help to complete
the task and quickly return the calculation result. /erefore,
we need not consider the latency of the process of deep
reinforcement learning in the experiments.

4.2. Joint Video Caching and Transcoding Decision Smart
ContractDesign. In the blockchain-enabled video streaming
service, we use tokens to realize the video streaming service
transaction [11]. Since the video streaming service inter-
action between network edge nodes and smart mobile device
users is not supervised by other parties, malicious users will
deliberately refuse to pay the caching and transcoding
service fees of edge nodes. Based on this, first, we plan to use
the blockchain technology to supervise the video caching
and transcoding transactions between network edge nodes
and smart mobile device users in a distributed mode. In this
paper, we use blockchain to realize collaborative caching and

transcoding transactions among network edge nodes and
smart mobile device users. /e joint caching and trans-
coding transaction between network edge nodes and smart
device users is implemented in blockchain by a smart
contract. /e smart contract is specially designed to manage
the transaction process of the joint caching and transcoding
service, which records the joint caching and transcoding
transaction and payment information on a continuous
blockchain. In particular, the smart contract can check the
integrity of results returned from the network edge node to
achieve adaptive video transmission optimization and make
security protection of video data in the blockchain-enabled
CMEC-based environment.

/e detail of the joint video caching and transcoding
decision smart contract construct is shown in Algorithm 1.

(a) Initialization: the initialization is the setup function
of the joint video caching and transcoding service,
where the user’s smart mobile device i interacts with
the network edge node j. /e initialization formu-
lates smart contracts for the joint video caching and
transcoding service. /e user smart mobile device i

and network edge node j both generate public and
private key pairs, which are represented by
(pki,j, ski,j) and (pkj, skj), respectively. Every smart
contract contains a set of variables, including cached
video location Mi,j, cache update decision Ui,j,
cached video content size Si,j, service user video
version Bu(i, t), network edge node transcoding
price pj, deployment time dTime, timestamp
tStamp, and contract service period time cTime.
Finally, in this function, the user smart mobile device
i and the network edge node j will both sign the
contract by using their own private keys sign(IDi,j)

and sign(IDj).
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(b) Create: after the user smart mobile device i and the
network edge node j reach an agreement, they will
deploy a new smart contract by using the creating
function on the blockchain./e output of the creating
function is the contract address on the blockchain,
which is public to all network edge nodes and smart
device users. To ensure the execution of the smart
contract and prevent malicious behavior, both the
user smart mobile device i and the network edge node
j must submit certain deposits from their own ac-
counts to the smart contract. /e paid deposits can be
represented by depositi,j and depositj, respectively.

(c) Transaction execution: if a specific smart contract
has been set on the blockchain, the transaction
function is executed. When the user smart mobile
device i requests a video streaming from the network
edge node j, based on the user network environment
and the load of the nodes at the cluster in CMEC
system, using the deep reinforcement learning al-
gorithm, the user mobile device Q(s, a; θ) should
generate a cooperative caching and transcoding
token with the help of the edge device; its value is
δi,j � (ID(Vi,j), Mi,j, Ui,j, Bu(i, t), hi,j), where
ID(Vi,j) is the ID of video content Vi,j and hi,j is
H(ID(Vi,j)), the generated hash value, where the
symbol H is the public hash function. After that, the
user smart mobile device signs δi,j by sign(δi,j). /e
user smart mobile device sends the signature
sign(δi,j) and δi,j to the network edge node j. Once
the network edge node j receives δi,j, it will firstly use
the public key pki,j of the user smart mobile device to
verify δi,j. Simultaneously, verify hi,j and implement
collaborative caching and transcoding in δi,j. After
completing the above process, network edge node j

generates the following joint video caching and
transcoding transaction:

Transaction⟶ hi,j, sign δi,j􏼐 􏼑, Mi,j, Ui,j, Bu(i, t), pj􏼐 􏼑.

(9)

(d) Recording: after the transaction is completed, the
network edge node j in cluster sends the transaction
to the selected smart contract. /e network edge
node of cluster heads and user group leaders in the
network will use the DPoS consensus protocol to
record transactions on the blockchain.

(e) Penalty and settlement: at this stage, because the
smart contract can monitor the video content
transmission service between the user’s smart mobile
device and the network edge node, if any of them
does not abide by the signed agreement, the penalty
function will be called to implement the penalty.
Finally, when the smart contract is completed and
reaches the service period, financial settlement will
be performed and all assets owned by the smart
contract will be released.

5. Problem Formulation and Intelligent Video
Caching and Transcoding Scheme

To use deep reinforcement learning algorithm for network
resource optimization at the Bl-CMEC system, we used the
DQN method to address the joint video caching and
transcoding optimization problem.

5.1. Problem Formulation. In this paper, the objective
function of the joint video caching and transcoding issue is
to maximize the expected average reward. /erefore, we
model the dynamic optimization problem as a Markov
Decision Process, which is

max
M(t),U(t),Bu(i,t)

J(t) � E 􏽘
T−1

t�0
c

t
r(t)⎡⎣ ⎤⎦,

s.t. C1: M(t) ∈ 0, 1, . . . , M{ },∀t,
C2: U(t) ∈ 0, 1{ },∀t,
C3: Bu(i, t) ∈ B1, B2, . . . , Bmax􏼈 􏼉,∀t,

(10)

where c ∈ [0, 1] is a discount factor and r(t) is the reward at
the time stage t in this optimization problem.

In general, it is difficult to solve optimization problems
with a large number of states in the state space. However, for
large-scale optimization problems that do not require any prior
knowledge of state transition probability, the DRL algorithm
has been proven to be a very effective mathematical tool.

5.2. DQN for Intelligent Video Caching and Transcoding
Decisions. /e basic idea of many reinforcement learning
algorithms is to gradually estimate the Q value function by
using the Bellman equation as an iterative update, so that

this value iterative algorithm converges to the optimal Q
value function. Since the advent of the deep Q network
[56–58] in 2013, many scholars have chosen to use the DQN
algorithm as an algorithm and method to solve practical
application problems. /e value iteration algorithm to solve
the optimal Q value function is as follows:

Qi+1(s, a) � E r + cmaxa′Qi s′, a′( 􏼁 | s, a􏼂 􏼃. (11)

In DQN, Mnih et al. refer to a neural network function
approximator with weights θ as a Q-network, which can be
trained by minimizing a sequence of loss functions Li(θi)

that changes at each iteration i.
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Li θi( 􏼁 � Es,a∼ρ(·) yi − Q s, a; θi( 􏼁( 􏼁
2

􏽨 􏽩,

yi � r + cmaxa′Q s′, a′; θi−1( 􏼁 | s, a,
(12)

where yi is the target for iteration i and ρ(·) is a probability
distribution over sequences and actions which we refer to as
the behavior distribution.

In deep reinforcement learning of DQN method, there
are three basic elements, which are the action, state, and
reward of the optimization issue. In our joint video
caching and transcoding optimization issue, they can be
obtained as follows:

S(t) � Cb(t), L(t), R(t), q(t)􏼈 􏼉,

A(t) � M(t), U(t), Bu(i, t)􏼈 􏼉,

r(t) � ω1CRHsl(t) + λq(t) − ω2‖q(t) − q(t − 1)‖

− ω3R(t) − ω4Cb(t) − ω5O(t),

(13)

where in the state S(t), Cb(t) is the current bandwidth cost,
L(t) is the current buffer occupancy rate, R(t) is the current
playback buffer, and q(t) is the current video quality
downloaded during time stage t. Also, the action is selected
from the action set A(t). Lastly, at the reward, the weighted
sum of the short- and long-term cache hit rate CRHsl(t) for
each step is obtained as

CRHsl(t) � CRHs(t) + μ∗CRHl(t), (14)

where μ is the weight to balance the short- and long-term
cache hit rate.

In the reward, it is consists of video quality, video quality
variation, video playback rebuffering time, and two penalty.
Furthermore, the user perceived QoE in video streaming
service is directly depended by the total cache hit rate, video
quality variation, video quality, and video playback rebuf-
fering time. Symbols ω1, λ1,ω2,ω3,ω4, andω5 are the
weighting parameters in the formula.

5.3. Intelligent Video Caching and Transcoding Scheme.
Our proposed intelligent video caching and transcoding
scheme has a series of smart contracts which can acquire
self-organization at video caching and transcoding services,
especially without a centralized controller. /e proposed
intelligent video caching and transcoding scheme has two
sections, namely, DQN-Based Video Caching and Trans-
coding Algorithm (DQN-VCT) (section 1) and Imple-
mentation of Video Caching and Transcoding Decision
Smart Contract (section 2).

In section 1, there are two major factors that support
DQN andmake it extremely powerful./e twomajor factors
are experience replay and fixed Q-targets./rough these two
factors, the correlation between the learning samples is
removed, and the learning efficiency of DQN is getting
higher and higher.

In DQN-Based Video Caching and Transcoding Algo-
rithm (DQN-VCT), the inputs of the deep neural network
are the video service system states S(t), which are listed in
equation (13), and the outputs of the network are theQ value

function, Q(s, a; θ) for each action are listed in equation
(11). Based the method in our previous article [59], we il-
lustrate the details of the DQN-based video caching and
transcoding algorithm in section 1 in Algorithm 2.

/en, based on the decision of video caching and
transcoding in section 1 by the algorithm, the selected edge
node in cluster will execute automatically the imple-
mentation of video caching and transcoding decision smart
contract. /e smart contract will be strictly executed
according to Algorithm 1.

6. Simulation and Analysis

/is section contains two parts. First, the experiment set-
tings were illustrated. /en, the experimental simulations
were carried out to prove the performance of the proposed
scheme.

6.1. Experimental Settings

6.1.1. Data Generation. In the experiments, the smart device
user data of requests will be generated randomly. /e video
data of smart device users’ requests were generated under the
Zipf function distribution. Different numbers of requests in
one episode have been adopted as the testing data, such as
50, 70, and 100. /e video data in smart device users’ dif-
ferent numbers of requests were obtained by unchanged
popularity distribution, in which the Zipf function pa-
rameter is set as 1.3.

6.1.2. Parameters Setting. In the experiments, we deploy 7
MEC network nodes in one cluster, which will serve 30 smart
device users in this region and also provide about 50 videos
for smart device users’ requests. /ere are four video layers
of the video in the experiment, with the original layer at the
MEC node in the cluster as Bmax./e video transcoding from
Bmax to B1, B2, and B3 will need, respectively, 2, 4, and 6 CPU
cycles. /en, we set the parameter in the experiments as
given in Table 2.

6.1.3. Deep Neural Network Setting for DQN. In the ex-
periments, a fully connected neural network was adopted,
which consists of 2 hidden layers, 256 and 512 in size, re-
spectively. /e loss function we used was the mean square
error function. /e naive ε-greedy strategy was adopted for
exploration, in which the probability of randomly choosing
an action during the training stage was ε. /e degree of
exploration continues to shrink when the learning prog-
resses./e size of experience replay in DQN and the learning
rate were adopted as 2000 and 0.01. Also, the number 0.90
was chosen as the attenuation parameter which is used to
update the target Q network. /en, the batch size in sto-
chastic batch gradient descent was 32. Finally, the experi-
ment simulations were carried out by using Python.

6.1.4. Environment Setting for Blockchain. To assist the
simulation experiment, in the simulation implementation of
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the blockchain, we use Ganache to simulate the operating
environment of Ethereum and deploy smart contracts
through Truffle. When using Truffle to deploy a smart
contract, the network address and network number of the
current simulation environment will be used so that Truffle
can deploy the smart contract to Ganache’s Ethereum test
environment through this interface.

6.2. Experimental Simulation Results. In this section, we
perform intelligent video caching and transcoding by deep
reinforcement learning method in the independent mode.
Also, we compare the proposed Bl-CMEC scheme (called Bl-
CMECmethod) with the CMEC scheme without blockchain
technology (called CMEC method). Because of the char-
acteristics of DRL, for the proposed algorithm and compared
method, all the reported results would be acquired from the
average of 20 algorithm executions.

Figure 3 shows the convergence performance of DQN-
VCT algorithm, which is with the set of full weight at dif-
ferent learning rates. From Figure 3, we can see that the
performance of learning rate 0.01 is the best among the three
different learning rates. It is better than the performance
with learning rate 0.1 and 0.001. Because a large update step
will lead the average reward converging to a local optimal
solution, convergence performance in learning rate 0.1
becomes worse. Generally, the appropriate learning rate
always depends on the real-time state of the environment at
the current optimization step.

Figure 4 shows the comparison of the QoE value on
video streaming service performance with and without
blockchain empowerment. It can be seen from Figure 4 that

the QoE value of the Bl-CMEC method empowered by the
blockchain is slightly worse than that of the CMEC method.
/is is because the blockchain empowerment introduces a
consensus mechanism, which causes a certain time delay,
reducing the QoE value of video streaming. Comparing to
the CMEC method, blockchain empowerment brings se-
curity and privacy protection to video streaming service
systems based on edge computing in the Bl-CMEC method.
Based on blockchain-enabled framework for CMEC-based
video transmission system, the blockchain technology is
introduced into CMEC system to ensure the transactions’
transparency, system security, user information privacy, and
integrity of the video data.

It can be seen from Figure 5 that the bandwidth cost
performance between the Bl-CMEC method and CMEC
method is much similar. At the beginning, the service cost of
the two methods is relatively high, but as the learning
process continues to advance, the service cost slowly de-
creases. Although the Bl-CMEC method enabled by
blockchain has a higher service cost than the CMEC method
in the later stage, overall, the service cost of the Bl-CMEC
method enabled by the blockchain is very similar to that of
the CMEC method. /is is because there is no other cost
load that is introduced in the Bl-CMECmethod, except time
delay comparing to the CMEC method.

In order to better analyze the experimental effect, we give
a comparison of the bandwidth cost and the average QoE
when the blockchain is placed in different locations. From
Figure 6, we can see that when the blockchain is set in the
CDN tip, the bandwidth cost is slightly higher than that of
the other two locations, namely, cluster head and cluster
element./is is because whenmany clusters’ blockchains are

(1) Initialization:
(2) Initialize the input data IDi,j, IDj, Mi,j, Ui,j, Si,j, Bu(i, t), pj

(3) Initialize state (pki,j, ski,j), (pkj, skj), dTime, tStamp, cTime􏽮 􏽯

(4) sign(IDi,j) and sign(IDj) on the selected smart contract
(5) Creat:
(6) Output the smart contract address
(7) Input: depositi,j, depositj
(8) Verify: depositi,j ≥pj, depositj
(9) Transaction Execution:
(10) Verify the state: t>dTime
(11) Edge cluster asks the video for caching
(12) /e selected edge node in edge cluster implements the transcoding task
(13) Edge cluster sends the appreciate video to users
(14) Edge cluster broadcasts collaborative caching and transcoding transaction
(15) Transaction as:
(16) Transaction⟶ (hi,j, sign(δi,j), Mi,j, Ui,j, Bu(i, t), pj)

(17) Recording:
(18) Edge node in cluster sends the transaction to the selected smart contract
(19) Edge cluster and users in the network use the DPoS consensus protocol to record transactions on the blockchain
(20) Penalty and Settlement:
(21) Verify the state: t> cTime
(22) Penalty execution: penaltyi,j, penaltyj

(23) Settlement:
(24) (IDi,j, depositi,j − pj + penaltyi,j), (IDj, depositj + pj + penaltyj)

ALGORITHM 1: Joint video caching and transcoding decision smart contract algorithm.
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set in the CDN tip compared to the cluster head and cluster
element, it will cause more bandwidth consumption./en, it
can be easily seen in Figure 7 that as the learning process
continues, the position of the blockchain has less impact on
the video QoE and tends to be similar.

/en, we analyzed the experimental results when there
are different numbers of user requests in an episode. In
Figure 8, overall, in order to pursue higher video quality at
the beginning, the bandwidth cost is higher. When the
number of smart device users’ requests in a time slot is 100,
the bandwidth cost generated is the largest. With continuous
learning, the bandwidth cost is slowly reduced and the
balance between bandwidth cost and video QoE is desired.
Similarly, it can be directly seen in Figure 9 that different
numbers of user requests in an episode have almost no effect
on the QoE value. Based on the above experimental results,

we can find that the Bl-CMEC method we proposed has
better robustness to the Internet environment.

Furthermore, the framework and algorithm of this ar-
ticle can withstand the attacks that blockchain technology
can withstand, such as encryption cracking, consensus
mechanism challenges, 51% attacks, and N@S (nothing at
stock) attacks. /e discussion of these attacks is well
documented in the blockchain theory and technology re-
lated literature. Also, the topic of this article is blockchain-
enabled intelligent video caching and transcoding in clus-
tered MEC networks, which integrates blockchain tech-
nology and applies it into video streaming services based on
edge computing to ensure user information privacy and
video data security through the distributed storage structure
of blockchain. /e core point in our paper is how to ef-
fectively integrate blockchain technology into intelligent

(1) Section 1: DQN-Based Video Caching and Transcoding Algorithm (DQN-VCT)
(2) Initialization:
(3) Initialize the replay memory D to capacity N
(4) Initialize the Q network and the target Q network with random weights
(5) Initialize MEC network service matrix V of requests
(6) for episode � 1, M do
(7) Generate the smart device users’ requests data
(8) Observe initial state s1 as illustrated in equation (13)
(9) for t � 1, T do
(10) Give a random probability ς ∈ [0, 1]

(11) Choose action A (t) which listed in equation (13) as A(t) �
a
∗
(t) � argmax

a
Q(s, a; θ), ς> ε,

a(t)≠ a
∗
(t), randomly selecta(t), others.

􏼨

(12) Observe the reward r (t), state s (t+ 1)
(13) Store the transition (s (t), A (t), r (t), s (t+ 1)) into Buffer pool D
(14) Update MEC network service matrix V of requests
(15) Sample random minibatch of transitions (s (t), A (t), r (t), s (t+ 1)) from Buffer pool D

(16) Set yj �
rj, for terminal s′,
rj + cmaxa′Q(s′, a′; θi−1) | s, a, o non-terminal s′.􏼨

(17) Implement a gradient descent step according to equation (12)
(18) Update the parameters within the Q network
(19) Reset the parameters within the target Q network every G time stages
(20) end for
(21) end for
(22) Section 2: Implementation of Video Caching and Transcoding Decision Smart Contract
(23) Create SC:
(24) Trigger the smart contract according to the user’s request based on the action A (t) from Section 1
(25) Execute the SC: carry out the smart contract for managing the transaction process of the intelligent caching and transcoding

service
(26) Record the SC: record transactions on the blockchain
(27) Release the SC: the smart contract is released.

ALGORITHM 2: Intelligent video caching and transcoding scheme.

Table 2: Summary of major parameter values.

Parameter Value Parameter Value
D 10 s ω3 0.1
β 6.5 ω4 0.1
α 1.3 ω5 0.1
μ 0.6 Bmax 10Mbps
σ 1.2 B1 1Mbps
ω1 1.2 B2 2Mbps
λ 1.2 B3 4Mbps
ω2 0.9 CPU cores 2, 4, 6, 8{ }
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Figure 3: /e convergence performance of DQN-based joint video
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Figure 5: /e bandwidth cost performance between the Bl-CMEC
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requests in an episode.
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method with blockchain at different positions.

Security and Communication Networks 13



video services in the clustered edge computing environment,
on the basis of improving security performance and en-
suring the high quality of intelligent video services.
/erefore, the discussion of these attacks will not be repeated
here.

7. Conclusions

In this paper, we firstly proposed a blockchain-enabled
CMEC-based video transmission system model (Bl-CMEC)
that could ensure the transactions’ transparency, system
security, user information privacy, and integrity of the video
data, enhance the ability of severs in actively caching popular
video content in the CMEC system, and realize transcoding
function at network edge nodes. In addition, we proposed an
intelligent video caching and transcoding scheme. A smart
contract is specially designed which can acquire self-orga-
nization at video caching and transcoding services, especially
without a centralized controller. Furthermore, we adopted a
DQN-based framework to automatically obtain the intra-
cluster joint video caching and transcoding decisions. Fi-
nally, the experimental results were presented to validate the
effectiveness of the proposed method.
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Figure 7: /e QoE performance in the Bl-CMEC method with
blockchain at different positions.
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Figure 8: /e bandwidth cost performance of the Bl-CMEC
method in different requests’ numbers at an episode.
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Based on the model of Bl-CMEC system, this paper
mainly focuses on ensuring video data security and user
privacy protection and also encouraging the collaboration
amongMEC network nodes in one cluster. In this model, the
DPoS consensus protocol was used in video transmission
application scenarios. In the future work, we will perform
intelligent video caching and transcoding by using the deep
reinforcement learning method in the federated mode, and
more efficient consensus mechanism algorithms need to be
proposed to meet the special needs of video transmission
application scenarios.
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'e emerging smart city is driving massive transformations of modern cities, facing the huge influx of sensor data from IoT
devices. Edge computing distributes computing tasks to the near-edge end, which greatly enhances the service quality of IoT
applications, that is, ultralow latency, large capacity, and high throughput. However, due to the constrained resource of IoT
devices, currently, systems with a centralized model are vulnerable to attacks, such as DDoS from IoT botnet and central database
failure, which can hardly provide high-confidence services. Recently, blockchain with a high security promise is considered to
provide new approaches to enhancing the security of IoTsystems. However, blockchain and IoT have obvious incompatibility, and
low-capacity IoT devices can hardly be incorporated into blockchain with high computing requirements. In this paper, a
blockchain-edge computing hybrid system (BEHS) is presented to make the adaptation of blockchain to edge computing and
provide trustworthy IoTmanagement services for a smart city. A novel extensible consensus protocol designed for proof-of-work,
named proof-of-contribution (PoC), is proposed to regulate the data upload behaviors of nodes, especially the data upload
frequency of IoT device nodes, so as to protect the system from attack about frequency. In order to secure the data privacy and
authenticity, a data access control scheme is designed by integrating symmetric encryption with asymmetric encryption al-
gorithm. We implemented a concrete BEHS on Ethereum, realized the function of PoC mechanism via smart contracts, and
conducted a case study for smart city. 'e extensive evaluations and analyses show that the proposed PoC mechanism can
effectively detect and automatically manage the behavior of nodes, and the time cost of data access control scheme is within an
acceptable range.

1. Introduction

1.1.Motivations. 'e rapid advancement of the Internet-of-
'ings (IoT) technologies has greatly promoted the intel-
ligent transformation of modern cities, making the reali-
zation of smart city getting closer [1, 2]. 'e extensive usage
of IoTdevices causes the storm growth of cloud traffic. Edge
computing is an emerging computing paradigm, which
decentralizes computing tasks to the near-edge end to im-
prove the quality of smart city applications and services [3].
Meanwhile, the rise of IoT has also brought some security
concerns to smart cities. Due to the constrained resources,
IoT devices are vulnerable to attacks. In 2016, the Dyn data
center was attacked by large-scale DDoS attack from IoT
devices affected by botnet, resulting in a long time

interruption of relevant services and a large number of
enterprise losses [4]. Moreover, systems with centralized
model are vulnerable to central database failure and are not
conducive to secure the data authenticity. In addition, lack of
promised approaches of value transmission constrains the
application scenario of IoT [5].

Cloud and edge computing also have some problems to
be solved. For example, cloud platform that stores hetero-
geneous data is still not yet deviated from the essence of
centralization, which leads to users overrelying on trust in
cloud platforms for data access control. Furthermore, edge
computing has the ability to continuously receive and
process omnipresent data, which seems to be unremarkable
in the field of data privacy protection. More importantly, the
operation and maintenance of such a large yet centralized
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IoT system requires an immense cost. 'ese problems are
restricting the development and progress of the Internet of
things. Bitcoin [6], a decentralized cryptocurrency intro-
duced by Nakamoto in 2008, provides a trustworthy method
to transfer information in the untrustworthy environment,
which is the first phenomenal application of blockchain.
Owing to the distributed and digital trust properties of
blockchain, the integration of blockchain into IoT archi-
tecture based on edge computing is a feasible and potential
scheme [7–9].

Zhang et al. [10] designed a smart contract-based
framework to investigate the access control issue in IoT
systems. Huang et al. [11] developed a high-throughput
industrial IoT blockchain system based on the principle of
directed acyclic graph in distributed ledger technology
(DLT). Pan et al. [12] proposed an EdgeChain framework to
link the resource of edge servers with IoT objects by a coin
system based on smart contracts. However, there are
challenges remaining unsolved when integrating blockchain
with edge computing. Numerous and heterogeneous IoT
devices make smart contract undertake higher complexity
and storage cost, which leads to inefficiency of smart con-
tract-based IoT management and can hardly meet the re-
quirement of high throughput of IoT systems. Due to the
constrained resource, IoT devices can hardly adapt to
consensus algorithms with high computational complexity
and large storage requirement, such as proof-of-work [13]
and proof-of-stake [14], which makes IoT devices fall out
system supervision and become vulnerabilities. Addition-
ally, the transparency of blockchain makes it difficult to
protect data privacy, which is contrary to the requirements
of IoT systems. Even in the permissioned chain, data is not
always intended to be disclosed to all permission partici-
pants. So far, there is a lack of blockchain-based scheme
designed specifically for the IoT devices.

1.2. Related Work. 'e conventional IoT systems have
achieved improvements in computing and storage capa-
bilities based on cloud computing. However, IoT devices, as
a large number of writers in the system, cannot verify the
integrity of stored data. 'e questionable credibility of IoT
devices and the complexity of the network also pose chal-
lenges to information security and data privacy of large-scale
smart city systems. While centralized systems have strong
performance, it is difficult to be applied in IoT scenarios due
to the vulnerability of single point of failure and zero-tol-
erance of malicious writers. Instead, blockchain, a special
distributed ledger technology that sacrifices performance in
exchange for trust and availability, is considered a new
solution. However, the performance of blockchain is difficult
to meet the requirements of IoT with massive data. Because
of this, a lot of works have been done to improve the
scalability of consensus algorithm or blockchain on the
premise of ensuring the security. Biswas et al. [15] present a
novel lightweight proof of block and trade (POBT) con-
sensus algorithm for IoT blockchain and its integration
framework, allowing the validation of trades as well as blocks
with reduced computation time. 'ey proposed a new

allocation mechanism to reduce the memory requirements
of IoT nodes. Viriyasitavat et al. [16] analyzed the pressure
and risks of the quality of service (QoS) in the IoT and
integrated the blockchain technologies (BCT) with a mul-
tiagent approach to ensure the reliability of real-time data
and achieve the measurement of QoS in the IoT environ-
ment. Guo et al. [17] constructed collaborative mining
network (CMN) to execute mining tasks for mobile
blockchain, which solves the problem that IoT mobile de-
vices cannot afford the high computing cost of blockchain
due to the limitations of communication and computing.

Wang et al. [18], especially, designed a trust consensus
scheme for IIoT; it can be implemented on the state-of-the-
art PoX consensus protocols. 'e reputation module of this
scheme is equipped with an incentive mechanism; the
participants will be motivated to make honest behavior and
contribution for network. However, IIoTdevices are defined
as nodes in the blockchain network, which overestimates the
storage and computing capacity of IIoT devices. Song et al.
[19] proposed a proof-of-contribution consensus mecha-
nism for intellectual property protection, which quantifies
various behaviors and actions of nodes into specific con-
tribution values. When the current state of system meets the
conditions for generating a new block, nodes are sorted by
their contribution values, and the node with the highest
values will become the new bookkeeping node. However,
although assigning contribution values to each node can
effectively improve bookkeeping credibility, overreliance on
contribution will aggravate the centralization.

1.3. Contributions. To address the aforementioned chal-
lenges, we proposed a novel blockchain-edge computing
hybrid system (BEHS) to provide trustworthy IoTservice for
smart cities. 'e core idea of BEHS is to integrate edge
computing with permissioned chain to enhance the security
of IoT system while ensuring efficiency. Considering the
system scalability, it is designed to have multilayers and
multiple modules, which can run on different IoT systems,
for example, smart home, smart industry, and smart
transport. A novel proof-of-contribution consensus mech-
anism is proposed to regulate the behavior of nodes, es-
pecially IoT device nodes, securing the system from
malicious attacks. A data access control scheme, which
integrates the symmetric cryptography with the asymmetric
cryptography, is also presented to secure the data privacy
and authenticity during the communication. As a short
summary, our main contributions of this paper include the
following:

(1) A novel framework integrates permissioned chain
with edge computing, providing a decentralized
model for IoT.

(2) A proof-of-contribution (PoC) consensus mecha-
nism is developed to provide a trustworthy man-
agement method for the nodes in IoT systems.

(3) A data access control scheme is designed to realize
the directional transmission and the privacy pro-
tection of IoT data.
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(4) We implemented a concrete system on Ethereum
and conducted experiments to evaluate the system.

'e remaining of this article is organized as follows:
Section 2 presents the overview design of BEHS. Section 3
introduces a concrete BEHS on Ethereum platform. 'e
evaluation is discussed in Section 4. 'e conclusions are
discussed in Section 5.

2. Blockchain-Edge Computing Hybrid
Systems for Trustworthy IoT

In this section, we introduced the proposed system with its
key modules. 'e overview framework design of the system
is presented first, and then, we introduced the PoC con-
sensus mechanism and the data access control scheme in
detail.

2.1. Overall Framework Design. 'e system framework is
built on permissioned-chain and edge computing. As
depicted in Figure 1, it can be divided into two layers with
four essential modules. Infrastructure layer includes sensing
device, blockchain, and edge server modules, which support
the system environment and functionality. Application layer
implements specific services for users, which commonly
relies on the cloud to realize its function.

Multiple types of sensing devices, edge server groups in
multiple regions, and blockchain key approaches form the
infrastructure layer. Each node has a unique identity, a
specific address, and a pair of public/private keys. A private
peer-to-peer (P2P) network [20] is set up for communica-
tion, where all nodes can discover each other, transmitting
and broadcasting transaction information.

Sensing devices collect and collate the samples data
measured from physical environment. 'e data will be
uploaded to several nearby edge servers at the same time,
and edge servers will broadcast the data throughout the
whole network, thus adding the data to the transaction pool,
waiting for edge servers to pack. In this way, the system
separates the one-to-one subordination relationship be-
tween sensing device and edge server. Every sensing device
can be a stand-alone node, peer-to-peer with the edge server
and constrained by the system rules.

Edge servers have powerful computing and network
resources, providing the calculation power for generating
new blocks and securing system consistency. 'e data from
sensing devices will be stored into blocks, and the generation
of a new block should contain the hash value of its previous
block.'us, blocks are stored in a chain structure to form the
ledger. Once formed, it is hard to change any part of the
ledger. Every edge server stores a real-time updated backup
of the ledger locally to make the distributed storage of data in
the system.

Blockchain supports vital security functions, including
consensus mechanism and encryption algorithm. Consensus
mechanism ensures the consistency of the ledger stored in
edge servers. We considered that the regulatory function of
sensing devices should be included in the consensus
mechanism, which is the key to the separation of edge

devices from the subordinate relationship between servers.
From this, we design a novel consensus mechanism, named
proof-of-contribution (PoC).

Encryption algorithm and digital signature algorithm
secure the communication between nodes. Data processed
by encryption algorithm is usually difficult to be cracked in
blockchain system, but while ensuring the security, it also
undermines the convenience of data sharing. 'e digital
signature algorithm can effectively ensure the integrity,
credibility, and nonrepudiation of data, which is one of the
reliable technical means of data sharing. 'erefore, in the
application scenario of smart city, we designed the data
access control scheme that integrates encryption algorithm
and digital signature algorithm to balance the requirements
of security and data sharing.

Cloud is the interface of services for users, such as vi-
sualized analysis, device management, and privacy protec-
tion. Its implementation commonly relies on website
platform, applet of WeChat, apps, and so on. Moreover, the
system retains the valuable token mechanism, which is
designed as a value container. It has a novel function:
digitally incentivize the contribution and loyalty behavior of
each node for the system. 'is mechanism encourages de-
vices to upload timely and authentic data and stimulates the
participation of merchants and other stakeholders to pro-
mote the development of IoT. In addition, the token system
gives the ability to transfer value between entities and ex-
pands the application of IoT in economy related scenarios.

2.2. Proof-of-Contribution Mechanism. In this subsection,
we present a novel consensus mechanism, named proof-of-
contribution (PoC), which can synchronize the ledger and
regulate the behavior of nodes, that is, sensing device node
(SDN) and edge server node (ESN). PoC is inspired by PoW
mechanism, which has been upgraded to adapt to IoT
systems. We considered behaviors that benefit the system’s
services as contributing to the system. Sensing device
contributes to the system by uploading data, and edge server
contributes to the system by mining block. Any contribution
will be recorded in the block, forming the system’s ledger,
and PoC rewards the contributors for encouraging their
behaviors.

2.2.1. Edge Server. 'e edge server node (ESN) is the miner.
Any behavior of nodes will be spread throughout the system
and be added to the local transaction pool in every ESN.
ESNs pack the behaviors in the transaction pool as an in-
complete block and solve a hash puzzle to generate the block
and log these behaviors. By inputting the information in a
block into secure hash algorithm (SHA) function, such as
SHA256 [21], the hash value of the block can be obtained.
When the previous block hash value, Merkle root of the
behaviors, timestamp, and nonce are input to SHA function,
and the output is within the target range, the hash puzzle is
solved, and the block is packed. If other ESNs verify that the
block is correct and first published, the block will be accepted
as the latest block in the ledger of the system.
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ESNs store the verified blocks locally. Since each block
contains its previous block hash, the blocks are stored with
chain structure in each ESN, thus making the distributed
ledger. Due to the chain storage structure and large com-
puting power for solving the hash puzzle, once the ledger is
formed, it will be hard to tamper with the ledger’s content.
When a new block is verified and added into the distributed
ledger as the latest block, PoC will reward the ESN that
contributes to the block generation. 'erefore, the structure
of the block is designed to contain the address of contrib-
utors, as shown in Table 1.

From the aforementioned block verification scheme, the
ESN with a higher computational power of hash might have
a higher chance to find the correct nonce and obtain the
reward. 'e probability Pe that the ESN e gets the reward of
generating a new block with N ESNs is

Pe �
He

􏽐
N
k�1 Hk

· De · σ, (1)

whereHe is the hash computational power of e,Hk is the hash
computational power of k,De is impact factor of the density of
ESNs adjacent to e in the network topology, and σ is the factor
weight of the impact of time consumption. Due to the time
consumption of message propagation in the system, ESNs
close to the SDNs will receive behavior messages first, which
means that it will start searching for nonce earlier than the
ESNs far away from the SDNs.'erefore, the number of ESNs
in the region, where ESNs are located, has a great impact on
the opportunity to obtain rewards of mining, which conforms
to the concept of edge computing. 'is makes ESNs with low
computing power still have a relatively reasonable chance to
get rewards through mining, effectively preventing ESNs with
strong computing power from combining to monopolize
rewards and opportunities of block generation.

'e computing resources of all the ESNs in a region can
be considered a computing pool. When the computing
resources overflow the pool, as the number of ESNs in-
creases, the chance of each ESN to get a reward through
mining will be reduced. 'erefore, the mutual competition
between ESNs in the same region will lead to the renewal and
elimination of ESNs, which will allow the number of ESNs to
be adapted to the number of SDNs. 'is also promotes the
competition of interest organizations, which are the most
innovative role in smart cities and provide fresh blood for
the development of IoT industries.

2.2.2. Sensing Server. We defined that each sensing device
node (SDN) s has a property of credit value Cs and a property
of subcategory value r. PoCwill dynamically evaluate the credit
score of the SDN based on its past behaviors. 'e normal
behaviors, that is, the SDN obeying the prefixed rules to upload
data, will increase its credit score, while the abnormal be-
haviors, for example, the SDN uploading data at an incorrect
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Figure 1: Framework design of the blockchain-edge computing hybrid system.

Table 1: Block structure designed for BEHS.

Block header
Number Block height number
Timestamp Creation time of the block
Hash Hash of the block
ParentHash Hash of the previous block
Nonce Nonce
ESN Address of ESNs
SDN Address of SDNs
Difficulty Mining difficulty value
Size Length of the block in bytes

Block body
Transaction List of included behaviors
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time interval or format will reduce its credit score. When a
block is accepted by the system, the SDN contributing to the
block will be rewarded. SDNs with high credit score are
considered honest and have relatively high rewards. On the
contrary, SDNs with low credit score will receive relatively less
rewards.When the credit score of a SDN falls below the system
threshold, it will be considered as a malicious attacker and be
removed from the system.

Before giving the detailed mechanism of PoC for SDNs,
we first introduced the possible existing abnormal behaviors
of SDNs in the system.

(1) Extra gain: in order to gain more reward, a “greedy”
SDN wants to compete inappropriately for rewards,
for example, arbitrarily shortening the upload in-
terval. 'is will lead to unfair reward competition
among SDNs and result in system resource
redundancy.

(2) Lazy strike: when a SDN fails to finish the work in
time, it will be considered as a “lazy” device and stop
contributing to the system. Although it does not
threaten the security of the system, it affects the
normal operation of related services in the system,
which can reduce the service quality of the system.

(3) Malicious attack: a “malicious” SDN would want to
monopolize the upload authority or prevent others
from uploading. It sacrifices itself to disrupt the
normal operation of the system, for example,
uploading at an ultrahigh frequency. 'is will cause
network congestion and waste system resources,
making the system unable to handle normal
transactions.

'us, according to the past behavior of s, the Cs can be
denoted as

Cs � δ1 · C
N
s + δ2 · C

A
s , (2)

where CN
s represents the score of normal behaviors, CA

s

represents the score of abnormal behaviors, and δ1 and δ2
represent the system sensitivity to normal behaviors and
abnormal behaviors, respectively, which can be adjusted
dynamically to distribute the weight of these two parts
according to application requirements.

CN
s evaluates the quality of work completed by s, which is

positively related to the upload intervalΔt.When the interval is
between (2 − αs)ts and αsts (αs is the preset parameter of the
reasonable range of the specified upload interval ts, which is
determined by the subcategory r of s), the behavior will be
regarded as normal. 'us, CN

s can be defined as

C
N
s � 􏽘

KN
s

i�1

1

η ts−Δt| | · t − ti( 􏼁
ζ1

2 − αs( 􏼁, ts >ΔT> αts, (3)

where KN
s represents the total number of normal behaviors

conducted by s, t represents current time, ti represents the
time point of the ith behavior conducted by s, Δt represents
the time interval of ith behavior and (i− 1) th behavior
conducted by s, η represents the sensitivity factor of the
difference between rated interval and actual interval, and ζ1

is the impact index of time on the credit score of normal
behaviors.

As described in (3), we can observe that the credit score
of normal behaviors of a SDN is related to the quality of its
work completion, that is, the upload interval. Besides, as
time goes on, the influence of past behaviors on the credit
score will decrease.

CA
s is negatively related to the upload interval, which can

be defined as

C
A
s � − 􏽘

KA
s

i�1

ts − Δt
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌

t − ti( 􏼁
ζ2 + κ

, Δt≤ αsts ∪Δt≥ 2 − αs( 􏼁ts,

(4)

where KA
s represents the total number of abnormal be-

haviors conducted by s, ζ2 is the impact index of time on the
credit score of abnormal behaviors, and κ is the constraint
parameter, which can adjust the range of the impact of
abnormal behaviors.

As described in (4), we can observe that when a behavior
is judged as an abnormal one, its situation will also be
determined by its interval time. From (2), we can observe
that the normal behaviors will increase the credit score, and
the abnormal behaviors will reduce the credit score.
Moreover, with the passage of time, the influence of the past
behavior on the score will gradually decrease.

After the behavior is recorded in the ledger, PoC rewards
the corresponding SDN based on CS by

Ps � λr · P ·
ξCs − ξ− Cs

ξCs + ξ−Cs
+ 1􏼠 􏼡, (5)

where P is the preset reward of the ESN for every time
finishing their work, ξ is the sensitivity of the reward Ps to
the credit score Cs, and λr represents the weight between the
reward of ESNs and the reward of the r type SDNs, which
can be adjusted according to the management requirements
of different types of SDNs. 'e concrete setting of these
parameters will be discussed in Section 4.1.

As described in (2) and (5), when abnormal behaviors
happened, Ps will decrease timely according to the decrease
of Cs, while when a normal behavior happened, Ps will
increase timely according to the increase of Cs. Moreover, as
the value of Cs increases, Ps will never be higher than the
upper limit, that is, 2λrP. A SDN with continuous abnormal
behaviors in a time unit will cause the sharp decline of Cs.
When Cs is lower than the preset threshold of the system, the
SDN will be considered as a malicious attacker, and it will be
temporarily removed from the system.

2.3. Data Access Control Scheme. Since every behavior mes-
sage needs to be broadcasted and transmitted many times
throughout the system, it is essential to ensure the data au-
thenticity during the communication. Moreover, behavior
messages come mostly from IoTdevices in smart cities, which
involve the privacy of IoT users. In order to protect the data
authenticity and privacy in the system, we designed the data
access control scheme (DACS).
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From the aforementioned framework design, we know
that BEHS is built on permissioned blockchain, and every
node holds a pair of asymmetric keys (Pk, Sk). 'e message
encrypted by Sk can only be decrypted by the corresponding
Pk. 'e digital signature algorithm [22] uses this method to
realize the directional transmission and nontampering of
messages, but the messages can be exposed during trans-
mission, and the privacy can hardly be protected.

Symmetric encryption is a lightweight scheme with high
efficiency, and asymmetric encryption can provide a secure
distribution way for symmetric keys [11]. 'us, we con-
sidered integrating the symmetric and asymmetric keys to
encrypt privacy data and control data access in IoT devices.
'e encryption process of DACS can be denoted as

encryption(M) �
ENCSks

SHA ENCK(M)􏼈 􏼉􏼈 􏼉,

ENCK(M),
􏼨 (6)

where Sks is the secret key of the sender, K is the symmetric
key generated by sender, ENC is the abbreviation of en-
cryption, ENCSks

represents the encryption by Sks, ENCK

represents the encryption by K,M denotes the message to be
transmitted, and SHA() represents generating the summary
information leveraging secure hash algorithm. 'e receiver
can decrypt the ENCSks

SHA ENCK(M)􏼈 􏼉􏼈 􏼉 by the public key
Pks of the sender and verify the authenticity of the message
by comparing SHA ENCK(M)􏼈 􏼉with ENCK(M).'e sender
stores the key locally and send it to its owner. If a user wants
to get the data, it needs to request the corresponding key
from the owner of the data to decrypt the data. 'e dis-
tribution of K can be denoted as

distribution(K) � ENCSks
ENCPkU

K{ }􏽮 􏽯, (7)

where PkU is the public key of the user, and ENCPkU
rep-

resents the encryption by PkU. DACS utilizes user’s public
key to ensure that only the target user can decrypt the correct
symmetric key.

According to the aforementioned scheme, the message
format is designed for the system, as listed in Table 2. Every
message is directed and contains the address of sender and
receiver. 'e type field represents the type of content
contained in the message, including data uploading, cur-
rency trading, and smart contract calling. If the message
contains an upload behavior, the value and contract code
fields can be blank, and the uploaded data is stored in
payload field. For calling the smart contract, the payload
field can be blank, and for the simple currency transaction,
the payload and contract code fields are both blank.

Worthy of note is that three different types of timestamps
exist in our system, respectively, recorded by sensing device,
edge server, and blockchain. 'e combination of three
timestamps creates a complete timeline for each behavior
message uploaded by device. 'is timeline has the ability to
trace and review behavior messages and preclude devices from
uploading duplicate data to defraud credit value and rewards.
'e following is a detailed explanation of three timestamps:

(1) Creation timestamp of the behavior: ts. When a
sensing device collects a sufficient amount of data, it

will send data to the edge server in the format of
behavior message.

(2) Reception timestamp of behavior message: te. If the
edge server monitors a behavior message sent by a
sensing device, it will record the timestamp of that
moment. In the event that the edge server detects ts is
too close to te or even later than te, it will refuse to
store and package this behavior message.

(3) Creation timestamp of the block: tb. While cloud or
edge server packs the accumulated transactions to
generate a new block, the system will save the
timestamp of the block generation time based on
specification requirements of the block structure.

'e flowchart of DACS is shown in Figure 2, which can
be divided into two parts. Part 1 includes encryption,
uploading, and storage of data. Part 2 includes request and
distribution of symmetry key and decryption of data. 'e
nonce is a random check code. If the receiver returns the
right nonce, we will consider the receiver has decrypted the
message correctly. When a sensing device submits data to an
edge server, it utilizes its asymmetric keys to sign the data in
payload field. 'e consistency of the summary and content
of the data ensures the authenticity of the message. In this
way, all messages in the system are traceable, and edge
servers cannot tamper with behavior messages of sensing
devices during broadcasting. For private data that need to be
protected, the sensing device will generate a random sym-
metric key to encrypt the data, store the key locally and then
distribute it to the administrator.'us, the data stored in the
ledger are encrypted by symmetric keys, and getting the
access to the data requires obtaining the corresponding
symmetric key. If a user wants to get the access of the data, he
needs to request the corresponding key from the adminis-
trator to decrypt the data. If agreed, the sensing device will
distribute the corresponding symmetric key by utilizing
user’s public key. 'us, the administrator or the node itself
can protect the privacy of the data through controlling the
access of the data.

3. System Implementation

In this section, we present the detailed implementation of
the proposed BEHS, following by the evaluation of its
performance.

Table 2: Format of behavior message.

Header
Type Type of the behavior
From Sender’s address
Order Number of behaviors from the sender
To Receiver’s address
Value Number of currencies
Timestamp Creation time of the behavior

Payload
Data1, data2, ..., datan

Contract code
Variable1, variable2,..., variablen
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3.1. Ethereum-Based BEHS for Smart City

3.1.1. Edge Server. We installed Go-Ethereum on each of
three clouds and built a consortium chain network by ini-
tializing the same configuration of the genesis.json file [23].
'e configuration of the cloud is listed in Table 3, and some
modules have already been embedded in Ethereum for pro-
viding interface, as summarized in Table 4. Cloud has the same
status as edge server in distributed data processing, which
packs transactions from the transaction pool and provides the
computation support for mining new blocks. 'e block in-
cludes the block header and body, which will be synchronized
locally to each cloud. Block generation requires a certain time
interval to ensure the consistency of nodes, and the capacity of
transaction payload for containing data is at most 1024 bytes.
'erefore, compared with the ideal state of BEHS, the per-
formance of Ethereum-based BEHS is significantly limited.

3.1.2. Sensing Device. We chose several common moni-
toring devices as sensing device nodes, including smoke,
lampblack, and current devices. Each sensing device consists
of an ARM Cortex-M3-based 32-bit processor named
STM32F103VCT6 and a SIM7020C NB-IoT module oper-
ated by China Telecom. We deploy multiple laptops as the
agent to help sensing devices connect to Ethereum network.
Each laptop utilizes the Geth client of Ethereum and con-
nects the network as a light node, which only needs to store
the block header and verifies blocks via Merkle Proof [6].
Each sensing device communicates with its agent through
UDP protocol of NB-IoTgateway and uploads data through
the RPC interface of the agent. In this case, the rewards of
sensing devices cannot be directly distributed to their ac-
counts, being held by the account of their agent. Addi-
tionally, we implemented the data access control scheme by

integrating ECDSA based on the secp256k1 elliptic curve
with AES symmetric encryption algorithm in each sensing
device. Each piece of data uploaded from sensing devices is
encrypted by a randomly generated symmetric key of 16
bytes. 'e key is stored locally on the device and periodically
synchronized to its agent.

3.2. Implementation of PoC via the Smart Contract. We
implemented PoC on Ethereum-based BEHS via multiple
smart contracts. An entry contract is the entrance for re-
ceiving data from sensing device, and a judgment contract is
responsible for evaluating credit scores and rewarding
contributors.

3.2.1. Entry Contract. A lookup table containing the identity
information of sensing devices is established in entry con-
tract, as shown in Table 5, in which each row contains the
following information of each sensing device:

Sensing Device Edge Server

ENCSks 

{SHA{ENCK (M)}} & ENCK (M)

ENCSks
 {ENCK (Nonce & Timestamp1) & ENCPkU

 (K)}

ENCSkU
{ENCK (Nonce & Timestamp2)}

Generate the symmetric key K to Encrypt M,
denoted as ENCK (M), store K locally;

Generate the summary of ENCK (M) by SHA
denoted as SHA {ENCK (M)};

Encrypt SHA {ENCK (M)} by Sks.

User (PkU, SkU) (Pks, Sks)

Decrypt ENCSks 

by Pks,
verify the message;

Broadcast and mine the
message into the ledger.

Decrypt ENCSks
by Pks

and ENCPk
u

by SkU ;
Get M and return Nonce.

Decrypt ENCSkU 
by PkU

and ENCK by K;
Get and verify Nonce.

Part.1

Part.2 Request access to the message

Process the request and query
corresponding K by order.

Figure 2: Flowchart of data access control scheme.

Table 3: Configuration of cloud.

Attributes Configuration
Processor Inter(R) core(TM) i5-3470 3.20GHz
Memory 4GB
OS Windows 7
Database Oracle
Disk 1 TB

Table 4: Modules in Ethereum-based BEHS.

Module Technology
RPC interface RPC APIs of Go language
Smart contract interface Ethereum virtual machine
Application interface Web3 protocol of JavaScript
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(1) DecAddress: address of the sensing device
(2) AgeAddress: address of the agent
(3) DecType: type of the sensing device
(4) Order: number of messages from the sensing device
(5) CreScore: credit score of the sensing device
(6) AccAuthority: access authority of the sensing device

'us, the entry contract can store the record of every
behavior and the access authority of each sensing device. In
addition, the entry contract provides the following appli-
cation binary interfaces (ABIs) to maintain the lookup table:

deviceRegister(): this ABI receives the identity infor-
mation of a new sensing device and registers its in-
formation into the lookup table.
deviceUpdate(): this ABI receives the new identity
information of an existing sensing device and updates
its information in the lookup table.
deviceDelete(): this ABI deletes the existing identity
information of a sensing device from the lookup table.
accControl(): this ABI receives the credit score from
judgment contract, controls the access authority, and
updates the related information of the lookup table,
especially the fields of CreScore and AccAuthority.

We noticed that only nodes with the authorized address
can register, update, and delete the sensing device. 'e entry
contract also has subData() ABI for receiving data from
sensing devices; subData() ABI will call ABIs of judgment
contract for judging the credit score and transact with the
judgment contract to log the data.

3.2.2. Judgment Contract. 'e judgment contract imple-
ments a behavior evaluation method. When the data from a
sensing device is logged in the block, judgment contract will
reward the sensing device according to its credit score by
transacting with its agent. A timestamp list is established for
recording every behavior of each sensing device. 'e
judgment contract provides the timUpdate() ABI for
updating the list and the timQuery() ABI for querying
timestamps from the list.

Based on the proposed PoC mechanism, we imple-
mented the creEvaluation() ABI in judgment contract, as in
Algorithm 1. It evaluates the credit score according to the
inputs of the source address, type, timestamp and hash of a
behavior, and returns the result. 'e evaluation of credit
score is from lines 1 to 7 by (2), and the distribution of
reward is from lines 8 to 17 by (5).'e event in line 18 is used
to return the results of updating the credit score and the
reward distribution.

'e detailed workflow of PoC mechanism is shown in
Figure 3, which can be described in the following steps:

(1) Edge servers initialize the private chain based on Go-
Ethereum and create account. Sensing devices and
their agents create accounts by the integrated en-
cryption scheme and connect to the blockchain
network.

(2) Agents deploy entry and judgment contract on the
chain, and sensing devices call entry contract to
register their identity information.

(3) 'en, sensing devices upload data through the RPC
port of its agent and call ABIs in entry contract for
recording this behavior.

(4) After that, when the behavior is packed by an edge
server into a block and accepted by the system, the
edge server will get the reward for mining, and
judgment contract will evaluate the credit score of
sensing devices and reward them.

4. Evaluation

In this section, we start by introducing the specific pa-
rameters setting of Ethereum-based BEHS, and then, we
evaluate the performance of the system, including the ef-
fectiveness of PoC and the cost of DACS.

4.1. Parameters Setting. According to (2), the weight of the
impact of normal and abnormal behaviors on credit score is
1 :1, so we set δ1 � 1 and δ2 � 1. According to (3), due to the
short time between the production and judgment time of
each behavior message, we set ζ1 � 1/2 to constrain the
impact of time on credit score. 'e upload period of sensing
devices is set to 30 s, and ts is thus set to 30. When η is set to
1, the credit score of normal behavior will be fixed. In order
to motivate sensing devices to provide high-quality services,
we set η to 2. 'e timestamps of behaviors will be stored in
the list of judgment contract; thus, ts and KN

s can be cal-
culated. A large tolerance of abnormal behaviors is beneficial
to the effectiveness evaluation of the system, so we set αs to 2/
3.

For a sensing device with abnormal behaviors, PoC will
limit its future rewards in several cycles.'e negative impact
of the abnormal behavior will gradually decrease over time
but cannot be erased. 'erefore, the reward of node with
abnormal behavior will always be less than node without
abnormal behavior with the same performance. According
to (4), we set the decrease rate of the influence of abnormal
behavior to be the same as that of normal behavior,
ζ2 � ζ1 � 1/2. κ is set to 2, which adjusts the impact range of
abnormal behaviors according to that of normal behaviors.

Table 5: Illustration of the lookup table.

DecAddress AgeAddress DecType Order CreScore AccAuthority
0xs35bpjk3... 0 x 6b6cad3c... Smoke 35 2.1 True
0xdj92j29e... 0 x 2jk43lv4... Lampblak 108 −20 False
0xd31f60gl... 0 x 2816b60s... Current 0 0 True
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If a larger range is desired, we can set it smaller. KA
r can also

be calculated from the list in judgment contract.
Based on the previously mentioned setting, PoC can

evaluate and regulate behaviors of sensing device according to
its credit score. According to (5), there are three parameters
λr, ξ, and P. Every time a new block is mined, PoCwill reward
5 Ether to the corresponding miner, so P is thus set to 5. 'e
weight between the reward of edge server and sensing device
can be adjusted according to the needs, where we set λr � 1 in
the experiment. ξ is set to 2, which is not a large sensitivity
level. However, this value can be adjusted if needed.

4.2. Effectiveness Proof-of-Contribution. To present the ef-
fectiveness of PoC, we set sensing devices in different states
for simulating different types of behaviors. Figure 4 shows
the results of credit score changes based on behaviors of
sensing device. 'e x − axis represents the timeline, con-
taining multiple Δt. 'e period of normal behavior is set to
30 s, and the abnormal behavior is divided into the malicious
behavior and lazy behavior. 'e period of the malicious
behavior is set to 10s, and the lazy behavior will stop working
for 130 s. 'e y − axis represents the value of credit score,
with three curves representing normal behavior score,

Input: address, type, timestamp, hash
Output: result (update, reward)
Require: result.update← False, result.reward← False.
Create a timestamp array timestampArray[].
timestampArray← timQuery (address)
get Cs (address, timestampArray) using (2)
create an Entry Contract instance entry
if entry.accControl(address, Cs) is captured then
result.update←True

end if
while true do
check the transaction receipt
if the block containing the behavior is generated then
get Ps(Cs) using (5)
create a transaction(address, Ps)
launch the transaction.
result.reward←True
break.
end if

end while
return result (update, reward)

ALGORITHM 1: creEvaluation() ABI.

Sensing
Device

Create the sensing
device account and
initialize NB-IoT

network

Upload through RPC port

Entry
Contract

Edge
Server

Judgement
Contract

Agent

Deploy contract
Deploy contract

Initialize the private
chain of Ethereum

and generate account

Create the agent
account and connect
blockchain network

Register identity information 

Call subData () ABI

Check the authority of
the sensing device,

update the lookup table
and receive data

Solve the hash pullze,
generate new blocks

Call deviceRegister () ABI

Send a transaction 

Send the reward Call accControl () ABI

Call creEvaluation () ABI

Evaluate the credit
score and waiting for
the block generation

Get transaction receipt 

Success

Success

Update the transaction
pool and package

transactions

Figure 3: Flowchart of PoC via the smart contract.
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abnormal behavior score, and total credit score, respectively.
'e reward is also denoted according to the changes of the
total credit score.

As can be seen from Figure 4(a), when time is at 110s,
the sensing device conducts a malicious behavior. CN

s has a
sharp decline according to (4), Cs also has a sharp decline
according to (2), and Ps is decreased to 0. After the
malicious behavior, the sensing device continues to behave
normally. After several normal behavior periods, its total
credit score gradually recovers but is lower than the av-
erage before the malicious behavior. In Figure 4(b), when
the sensing device commits two consecutive malicious
behaviors, it will be punished more severely. After these
two malicious behaviors, the next normal behavior will
lose its reward, and more normal behaviors are required to
recover the total credit score. 'e average reward after
recovery is lower than the average reward after one ab-
normal behavior. Certainly, the system will not endlessly
tolerate a node with too much negative behavior. When a
node’s Cs falls below the threshold at a certain moment, it
will be kicked out of the network. Figure 4(c) shows the
change of credit score and reward of the sensing device
conducting three times consecutive malicious behaviors.
In addition to the malicious behaviors not being rewarded,

the next three normal behaviors will also not be rewarded.
'e recovery period of credit score is longer and the av-
erage reward is lower than the first two cases. As can be
seen from Figure 4(d), the sensing device stops uploading
data after 90 s and then starts uploading data normally at
220 s. 'e credit score of the sensing device continuously
decreases during the shutdown. Since the system cannot
capture lazy behaviors from the sensing device, no ab-
normal behavior score accumulates. When the sensing
device resumes uploading data, the first behavior is con-
sidered as a lazy behavior, and the credit score plummets.
Due to the long shutdown period, the sensing device needs
to reduce the impact of this abnormal behavior through
more time of normal behavior.

To further study the relationship between reward and
behavior cycle, we analyzed the changes of the reward based
on different uploading periods, that is, 20 s, 22 s, ..., 34 s, 36 s,
and the result is shown in Figure 5. We can observe that, with
the increase of the gap between the actual period and the
preset period, the credit score gradually decreases.'e change
of reward is more sensitive to the uploading period than the
change of credit score. Sensing devices cannot get more re-
wards by reducing their uploading period, which encourages
sensing devices to complete their work more honestly.
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Figure 4: 'e credit score changes based on behaviors of sensing devices. (a) When a malicious behavior happens. (b) When malicious
behaviors happen twice. (c) When malicious behaviors happen three times. (d) When a lazy behavior happens.
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We can conclude that the total credit score changes
dynamically according to the occurrence of behaviors.When
the period of upload is normal, the behavior will be con-
sidered as normal. Normal behavior score will be evaluated
timely according to the accuracy of the normal behavior.'e
higher the accuracy is, the higher the score is. However,
abnormal behaviors with a short period (e.g., 10 s) will
change the abnormal behavior score, which will decrease the
total credit score.'e abnormal behavior of sensing device is
not rewarded and affects its total credit score. Additionally,
the average total credit score will also be reduced by ab-
normal behaviors and lead to the change of the corre-
sponding reward. In this way, PoC can evaluate the
behaviors of sensing devices, reward honest sensing devices,
punish dishonest sensing devices, and clamp down mali-
cious sensing devices. 'us, the system can effectively
manage the behaviors of sensing devices, making the
trustworthy IoT.

4.3. Cost ofDataAccess Control Scheme. We finally evaluated
the cost of data authority management scheme running on
sensing device and edge server. DACS is implemented by
integrating AES and ECDSA encryption algorithm, with
AES as the symmetric encryption method and ECDSA as
asymmetric encryption method, and its flowchart has in-
troduced in Section 2.3. We used secp256k1 developed by
National Institute of Standards and Technology (NIST) as
the elliptic curve required by ECDSA. Specifically, the prime
order of the elliptic curve is set as p� 2256-232-29-28-27-26-24-
1, and hash function adopts SHA256 with ECDSA defined by
ANSI X9.62 and finally realizes this algorithm in Java with
Signature Class. AES algorithm adopts AES-128, which uses
10 rounds for 128-bit keys. 'e system clock tick of sensing
device is set to 0.5ms, and we collected the timestamp of
each composition of DACS. 'e results are average values
calculated from multiple experiments.

ECDSA is a common algorithm utilized for signature in
blockchain system. DACS integrate AES with ECDSA,
which increases the cost of data uploading of sensing devices
to some extent. Figure 6 shows the impact of DACS on
upload efficiency of sensing device. 'e efficiency of ECDSA
is low and takes up most running time of DACS, especially

obvious when the content length is small. On the contrary,
the efficiency of AES is very high, at a minimum of 1.2% of
the total clock ticks. In smart city, IoT devices generally
upload small batch data. When encrypting these data (less
than 213 bytes), AES accounts for less that 2% of total time
cost. We can conclude that DACS sacrifices very little cost of
time but brings high security and access control
functionality.

We fixed the content length to 26 bytes and calculate the
average total time cost of DACS, as shown in Figure 7. DACS
consists of four step: production of symmetric key, sym-
metric encryption based on AES, signature, and decryption
based on ECDSA. 'e first three steps are completed by
sensing device, and the last step is done by edge server. 'e
efficiency of AES based symmetric key generation and en-
cryption is very high, only taking 2ms and 14ms. 'e ef-
ficiency of ECDSA in sensing device is relatively low, taking
667ms, and the result is not ideal, while the decryption of
ECDSA in the edge server is very fast, and it only takes 9ms.
We can conclude that the time cost of DACS is within
acceptable range. However, the time cost of DACS in sensing
devices is high, which can be significantly improved.

DACS effectively and securely realizes the privacy
protection and trusted sharing of data, but its sharing
process is complicated. “One-to-one” data sharing scheme is
not the best solution for high concurrent access control
requirements. 'erefore, in the future, we will consider
introducing CP-ABE in blockchain and improving it to a
specific access scheme for IoT [24]. CP-ABE relies on an
access structure for encryption, and all users who satisfy the
access structure can decrypt and get the plaintext message.
'is one-time encryption realizes the access control of
multiple users, which is a feasible and promising solution in
future work.

4.4. Performance Proof-of-Contribution. Getting the perfor-
mance of PoC means we need to prove the availability of PoC
mechanism towards IoT devices in reality. In addition, an
appropriate consensus algorithm should be chosen as the
underlying consensus protocol in this subsection, which can
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be combined with PoC to serve IoT devices. Concretely, we
deployed Ethereum and Hyperledger fabric on three cloud
servers and configured Hyperledger Caliper [25] on one of the
clouds, which is an effective performance monitoring tool for
blockchain. Each cloud server will act as an edge server
accessing the same number of IoT devices, and Caliper will
monitor the throughput performance of PoC mechanism in
blockchain systems with different underlying consensus
protocols. Considering the large-scale IoT devices in practical
application scenarios, we built a consortium chain in Ether-
eum, as in Section 3.1.'is consortium chain is based on PoW
consensus algorithm, and we set an adaptive mining mech-
anism similar to the public chain, which has the ability to
adjust the difficulty of mining timely andmaintain the stability
of the system. Besides PoW, we think that PBFT algorithm
with excellent fault tolerance is also one of the available un-
derlying consensuses. However, it should be noted that we
chose an earlier version of fabric to run the PBFT algorithm
normally because of being not well implemented.

We set the frequency of IoT devices interacting with
blockchain network to two requests/s and continuously in-
creased the number of IoTdevices loaded by each edge server.
Figure 8 is the comparison of throughput performance be-
tween PBFTand PoC, which is plotted from the average value
of 10 rounds of experiments. PBFT shows excellent perfor-
mance when only a few IoTdevices join the network, but it is a
consensus serving the consortium chain after all. Since the
communication complexity of PBFT isO (n2), a large number
of IoTdevices accessing the network will significantly increase
the workload of message broadcasting process. Concurrently,
the number of consensus nodes, server hardware, and other
factors also limit the scalability of PBFT. 'is shortcoming is
also reflected in the figure, as the number of IoT devices
connected to each edge server increases continuously, the
throughput of PBFT has a dramatic decrease, and eventually
fails to function properly. Comparatively, although proof-of-
contribution mechanism based on PoW does not have su-
perior performance, it has a remarkable stability. PoC dy-
namically adjusts the difficulty of mining, and it leads to

throughput performance of blockchain always maintaining at
a consistent level. It also means that PoC has more practical
and stable throughput when a large number of IoT devices
participate in the network. 'e stability of PoW is what PBFT
cannot do for the time being, which is the reason for choosing
PoC based on PoW finally.

5. Conclusion

A blockchain-edge computing hybrid system is presented to
provide trustworthy IoT services in smart cities. A novel
proof-of-contribution consensus mechanism is proposed to
regulate the behavior of nodes, especially IoT device nodes.
PoC can detect and prevent abnormal behaviors realized by
modifying the data upload frequency, such as greed, absen-
teeism, or sabotage, so as to prevent them from damaging
system. A data access control scheme is proposed to secure the
data authenticity, especially to protect the private data of IoT
devices. We implemented the concrete system on Ethereum
platform. 'e extensive evaluations and analyses show that
the proposed PoC mechanism can effectively manage be-
haviors of nodes in the system, securing the system from
attacks, and the cost of the designed data access control
scheme is within reasonable range. However, Ethereum-based
BEHS is an application prototype system, and there are still
some shortcomings that need to be continuously updated and
improved, such as low concurrency caused by smart contract
and limited functionality of sensing device. In the future work,
we will continue to explore the implementation approaches of
the system, such as architecture with pluggable consensus
algorithm and cross-chain communication to improve the
expansibility and purity of the system.

Data Availability

'e data used to support the findings of this study are in-
cluded within the article.
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At present, artificial intelligence technology is widely used in society, and various intelligent systems emerge as the times require.
Due to the uniqueness of biometrics, most intelligent systems use biometric-based recognition technology, among which face
recognition is the most widely used. To improve the security of intelligent system, this paper proposes a face authentication system
based on edge computing and innovatively extracts the features of face image by convolution neural network, verifies the face by
cosine similarity, and introduces a user privacy protection scheme based on secure nearest neighbor algorithm and secret sharing
homomorphism technology. (e results show that when the threshold is 0.51, the correct rate of face verification reaches 92.46%,
which is far higher than the recognition strength of human eyes. In face recognition time consumption and recognition accuracy,
the encryption scheme is basically consistent with the recognition time consumption in plaintext state. It can be seen that the
security of the intelligent system with this scheme can be significantly improved. (is research provides a certain reference value
for the research on the ways to improve the security of intelligent system.

1. Introduction

With the rapid development of mobile network, multimedia
data on network edge devices are increasing rapidly. (e
network communication load and storage space of the
traditional cloud computing intelligent system are impacted.
With the improvement of the real-time requirements of the
network, the edge computing arises at the historic moment
[1]. Relevant research shows that as of October 30, 2020, 50%
of multimedia data have been preprocessed, forwarded,
stored, and other operations through the Internet edge [2, 3].
(e cloud computing mode of centralized processing will fall
into the demand of real-time and privacy protection that
cannot complete the common processing of all programs,
and edge computing has become a new direction of de-
velopment [4]. Face recognition has the advantages of in-
compatibility, mobility, uniqueness, directness, and
friendliness and has become the mainstream technology for
user authentication in intelligent systems [5]. Face recog-
nition technology mainly distinguishes different faces
through the distinguishability of faces. Due to the openness

of the Internet environment, the authentication system
based on biometrics has a great risk of privacy leakage [6]. To
improve the security of user identity authentication in in-
telligent system, an identity authentication scheme based on
edge computing is proposed. (e original face image is
processed by convolution neural network, and the feature
vector of face is extracted. (e user identity registration
technology based on secure nearest neighbor algorithm and
the user identity authentication technology based on secret
sharing homomorphism are introduced.

With the development of industrial Internet of things,
the type and number of industrial equipment increase.
(rough established a noninvasive load monitoring system
through recurrent neural network long-term memory and
identified the power equipment through edge calculation.
(e research results show that the average random recog-
nition rate of the system can reach 88% [6]. (e mobile
Internet of things can process a large amount of real-time
data. To alleviate the contradiction between the resource
constraints of mobile devices and the requirements of users
to reduce processing delay and extend battery life, Huang
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et al. and other scholars proposed a computing offload
method for cloud edge computing supporting the Internet of
things and solved the multiobjective optimization problem
of task offload in cloud computing through nondominant
sorting genetic algorithm III [7]. Researchers proposed that
mobile edge computing and UAV base station have become
a promising technology in the Internet of things and
designed an online edge processing scheduling algorithm
based on Lyapunov optimization. When the data rate is low,
it tends to reduce the frequency of edge processor. When the
data rate is high, it will flexibly allocate bandwidth for edge
data unloading [8]. After investigating the development of
artificial intelligence, edge computing, and the occurrence
of big data, scientific team believe that when people extract
intelligent information from Internet of things nodes, the
user’s information data are vulnerable to network attacks
and information leakage, that is, the data richness and data
analysis of intelligent management system form a great risk
of infringement on the user’s privacy [9]. With the de-
velopment of intelligent transportation system, video
analysis technology has become a potential technology to
improve vehicle network security, but a large number of
video data transmission brings great pressure to vehicle
network. A video analysis framework is proposed, which
integrates multiaccess edge computing and block chain
technology into the Internet of things to optimize the
transaction throughput of block chain system [10]. Re-
searchers proposed a vehicle edge planner based on two-
stage machine learning, to provide better driving service for
drivers [11].

Face recognition is the main way for most intelligent
systems to identify users, especially for intelligent moni-
toring systems. When the distance between monitoring and
face is too far, the success and accuracy of capturing face are
reduced. (erefore, Scholars use deep convolution neural
network to improve the resolution of captured image and
complete face feature extraction and classification [12]. In
image recognition, the Science team applied hierarchical
clustering technology to divide the database into some in-
terrelated clusters and sort them and then compared the
classification effect through deep convolution neural net-
work [13]. A lightweight convolutional neural network
structure is proposed, which uses smaller filter size and
depth separable convolution to improve the nonlinear
performance of the model and complete the mapping from
the original low-resolution image to the high-resolution
image [14]. Other researchers have successfully extracted the
host’s watermark image under various attacks by using the
nonembedded blind image watermarking algorithm based
on mapping residual convolution neural network [15].
Modern team proposed a distributed storage computing
k-nearest neighbor algorithm for data processing in the
Internet of things. By performing distributed computing on
each storage node, the algorithm effectively performs
k-nearest neighbor search and improves the speed of data
processing [16]. Scholars have proposed an automatic
license plate image recognition technology, which uses the
boundary tracking method to segment the contour, and then
uses the nearest neighbor algorithm to complete the image

recognition, which has high security [17]. To solve the
problem of encrypted traffic identification, some scholars
proposed an encrypted network behavior identification
method based on dynamic time warping and k-nearest
neighbor [18].

To sum up, a lot of research has been carried out in edge
computing, secure nearest neighbor algorithm, face recog-
nition, intelligent system, user data privacy protection, and
so on. However, in the aspect of improving the security of
intelligent system, there is still a lack of research on using
edge computing, convolutional neural network face feature
extraction, and secure nearest neighbor algorithm to im-
prove the security of face recognition. In view of this, this
paper proposes an intelligent system security enhancement
scheme based on edge computing, which uses convolution
neural network to extract the feature vector of face image
and uses secure nearest neighbor algorithm to protect the
user privacy.

2. Research on Security Enhancement
Technology of Intelligent System Based on
Face Recognition

2.1. Face Feature Vector Extraction Based on CNN. Edge in
edge computing refers to network devices with data storage
capacity and data computing capacity, which are distributed
between terminal data source and cloud server [19]. Edge
computing is both the data owner and the data user, which
also means that the data requests between cloud computing
center and edge computing devices are bidirectional requests
[20, 21]. At the same time, the data at the edge of edge
computing is divided into uplink and downlink. Uplink
refers to cloud computing services, and downlink refers to
Internet of things services. While sending and receiving data
to the cloud service center, edge computing also takes into
account part of the data computing and storage tasks of the
cloud Computing Center. See Figure 1 for details.

Due to the uniqueness, incompatibility, direct friendli-
ness, and other characteristics of face recognition, it has
become an authentication method in a variety of intelligent
systems, and its security directly determines the security of
intelligent systems. (erefore, this paper proposes a privacy
protection technology in an intelligent face authentication
system based on edge computing [22]. (e main technol-
ogies of face recognition include face detection, face data
preprocessing, face feature extraction, similarity measure-
ment, and discriminant classification, and finally output the
recognition results [23]. In this study, convolutional neural
network (CNN) is used to assist in face authentication of
intelligent system. (rough learning a large number of face
data, the face information is digitally represented to form a
deep CNN model for face feature extraction. (e basic
structure of CNN includes convolution layer, pooled sam-
pling layer, and full connection layer; see Figure 2 for details.

In convolution layer, convolution core is used to traverse
the image, and the corresponding data in the same region of
the image are accumulated to activate function operation as
the output of a single neuron.
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In formula (1), xl
j refers to the j characteristic graph on

the l layer of CNN; F(·) is the activation function in the
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In formula (2), xi is the input vector of the classifier; yi is
the sample category, yi ∈ 1, 2, . . . , m{ } is the sample

category, and m is the total number of samples, so p(yi �

m|xi; θ) is the probability estimate.
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Equation (3) is the objective loss function of softmax
classifier, where the meaning of each letter is the same as
above. In the research process, the cosine similarity function
is used to verify whether the two feature vectors belong to
different face images of the same person, as shown in
equation (4).
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In equation (4), f1 and f2 are all arbitrary face
feature vectors, where f1 � (a1, a2, . . . , am) and
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Figure 1: Edge computing model.
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f2 � (b1, b2, . . . , bm) obey Gaussian distribution of 0-means.
Whether two eigenvectors belong to the same person or not
is measured by calculating the similarity of two eigenvectors
in multidimensional space. In the process of research,
Shamir threshold scheme is selected to protect sensitive data.
(e secret information is recorded as s, divided into n parts,
and distributed to n users. A perfect (t, n) secret sharing
threshold requires at least T Information holders to re-
construct the secret information.
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x − xj
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Equation (5) shows the process of secret information
reconstruction by t information cooperators, and
(xi, xj)(1≤ i≤ t) is the subkey owned by t information
holders; xi is a nonzero constant, which is open to all in-
formation holders; and yi is the unique subkey of a single
information holder.

Figure 3 shows the CNN structure responsible for face
feature extraction, which consists of four convolution layers
and maximum pooling to recognize face features hierar-
chically;(e output of one-dimensional feature is realized by
a fully connected layer; (e softmax output layer is used to
output feature categories.

Figure 4 shows the specific model parameters of con-
volutional neural network used in the research process.
Totally, 2800 categories are selected as the training data, that
is, the final output size of softmax output layer is 2800. It can
be seen that with the extension of network structure, the
dimension of feature graph is decreasing, and it becomes a
highly abstract feature vector in the last hidden layer.
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In equation (6), xi refers to the feature map of the input
of layer i; yj refers to the feature map output by the j layer;
kij is the convolution kernel between xi and yj; “ ∗” calculate
the symbol for convolution; bj is the configuration pa-
rameter corresponding to the characteristic graph of the jth
output layer; and r is the weight sharing area.
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ax, x< 0,

x, x≥ 0.
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Equation (7) is the parametric relu activation function of
activated neurons, where a is the parameter involved in
training.
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Formula (8) is the maximum pooling formula, yi is the
ith output characteristic graph, in which each neuron comes
from the nonoverlapping region with the size of s × s in xi.
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Formula (9) is the calculation formula of the neurons in
the last hidden layer. (e corresponding neurons in the last

convolution layer are expressed as x1 and x2, the weight
parameters are expressed as ω1 and ω2, the bias parameter is
b, and the activation function is F(·).
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Equation (10) is responsible for predicting the proba-
bility distribution of n categories. In equation (11), the
calculation result of 160-dimensional eigenvector is used as
the input of category k, and the output is yk. (e bias
parameter of class k is bk. (e input of the i layer is char-
acterized by xi; ωi,k are the weights corresponding to the
features of class k and layer i.

2.2. Privacy Protection Scheme for Intelligent System.
After extracting face feature data through CNN, privacy
protection scheme should be set to protect face data stored in
the location of edge computing node [24]. When users
register their identity through an edge computing node, a
privacy protection scheme based on the nearest security
neighbor is set.

As shown in Figure 5, when the user registers, the camera
collects face data and uploads it to the edge computing node.
(e authority allocation agency is responsible for trans-
mitting the corresponding encrypted authority vector to the
edge computing node, and the edge computing node extracts
face features and encrypts them [25]. In this process, there is
a 160-dimensional random bit vector s and two 160 ∗ 160
random invertible matrices M1 andM2.(e key is shared by
all n edge computing nodes.

fi � fi,1, fi,2, . . . , fi,160􏼐 􏼑
T
. (12)

Formula (12) is the expression of face feature vector of
registered user fi, where T is the threshold value of face
verification, i is the output feature map, and the edge
computing node transforms formulae (12) into (13).
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In equation (13), ‖fi‖ refers to the 2- norm of the face
feature vector fi � (fi,1, fi,2, . . . , fi,160)

T.
􏽢fia[j] � 􏽢fib[j] � 􏽢fi[j], if S[j] � 0,

􏽢fia[j] + 􏽢fib[j] � 􏽢fi[j], if S[j] � 1.

⎧⎨

⎩ (14)

In equation (14), j ∈ [1, 160], when [j] � 0, there is
􏽢fia[j] � 􏽢fib[j] � 􏽢fi[j], When S[j] � 1, 􏽢fia[j] is an arbitrary
real number and 􏽢fia[j] + 􏽢fib[j] � 􏽢fi[j] exists. Where S is
the encryption key, the vector (􏽢fia, 􏽢fib) can be obtained by
substituting 􏽢fi and S into equation (14). Combined with the
encryption key M1, M2, (MT

1
􏽢fia, MT

2
􏽢fib) can be obtained as

the feature vector for encryption in the privacy protection
scheme. (e fluorite protection scheme based on the secure
nearest neighbor algorithm makes a lightweight encryption
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of face feature vectors and stores the local database with edge
computing equipment. Users can obtain the corresponding
information access rights after they pass the identity au-
thentication, so as to realize the privacy protection of users.

When an edge computing node is requested to perform
identity authentication, the node randomly selects (t−1)
devices, which come from other edge computing. (e two
devices cooperate through secret sharing homomorphism
technology and aggregate the obtained calculation results
through cloud computing center to complete the acquisition
of user permission information [25]. (e details are shown
in Figure 6.

After a series of preprocessing, such as redundant data
clipping, interference noise filtering, image scaling, and so on, a
160-dimensional feature vectorfq � (fq,1, fq,2, . . . , fq,160)

T is
proposed from the image through CNNmodel, in which fq is
the face feature vector of the authenticated user, and T is the
threshold value of face verification.
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Q[j] �
−1, fi,j < 0,

1, fi,j ≥ 0.

⎧⎨
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In equation (15), Q is the user requesting authentication,
j is the dimension, and j ∈ [1, 160] and fi are the face
feature vectors of registered users.
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Equation (16) is the expression of the intermediate vector
Ui

j, where k ∈ [1, 160], (􏽥fq1[k], 􏽥fq2[k], . . . , 􏽥fqj[k]) is the t

sub secret of the eigenvector 􏽥fi[k], t is the threshold value in
secret sharing homomorphism, and p is a large prime
number greater than n. t edge computing encrypts Ui

j and
sends it to the cloud server. (e cloud server summarizes all
the information and compares the cosine similarity between
the eigenvector fq and the eigenvector fi through equation
(17). Cosine similarity can calculate the similarity between
any two feature vectors in multidimensional space and
measure the similarity mainly by the angle. According to the
definition of cosine similarity, the cosine values of the angles
between all matching vectors and reference vectors are
similar. When using cosine similarity as a constraint con-
dition for face recognition, it can effectively reduce the false
matching points.

COS fq, fi􏼐 􏼑 � 􏽘
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j�1Ui
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where R is the symbol vector of registered users, Q is the
symbol vector of authenticated users, fq and fi are the
feature vectors of human face, and COS(·) is the calculation
formula of cosine similarity, k ∈ [1, 160].

3. Analysis of Security Effect of
Intelligent System

3.1. Training Effect of Convolution Neural Network.
CASIA Webface data set is selected as the training set of
convolutional neural network. (e data set contains more
than 10000 categories of data, a total of ab better. It can be
seen that when the false-positive rate (FPR) is the same, the
true rate (TPR) of CNN model is always higher than that of
ANN moing set. After the research process, LFW face data
set is selected as the verification set of CNNmodel.(ere are
5749 categories of objects in the data set, including 13233
face images, of which 1680 objects have two or more face
images. (e maximum number of iterations of the network
is 240000, the test interval is 2000, the number of iterations
to complete a test is 129, and the learning rate is 0.001. Every
40000 iterations of the network, 0.1 is used as an index to
update the learning rate, and the network is trained in CPU
mode [26].

Figure 7 shows that with the increase of the number of
iterations, the test loss value in the network training process
decreases gradually. When the number of iterations is 50000,
the loss value decreases to the minimum, and then gradually
becomes stable. In the process of network training, the

model test accuracy increases with the increase of the
number of iterations. When the number of iterations is
50000, the test accuracy reaches the maximum, and then
gradually becomes stable, and the convolutional neural
network training is successful. (e LFW data set is selected
as the validation set of the convolutional neural network
model after training, and 6000 pairs of face images are
selected. In total, 3000 pairs of face data in these images are
positive examples, marked as 1, and the remaining images
are from different objects and are marked as 0. (e trained
convolution neural network is used to extract the feature
vectors of 6000 pairs of faces in the data set. According to the
specific situation of the feature vectors, the cosine similarity
between the feature vectors is calculated and normalized to
the [0, 1] interval. Different thresholds between 0.2 and 0.8
are selected to calculate the accuracy of 6000 pairs of face
verification under different thresholds.

As can be seen from Figure 8, with the increase of the
threshold value from 0.2 to 0.8, the accuracy rate of face
verification first increases and then decreases. When the
threshold value is 0.51, the accuracy of face verification
reaches the maximum value, which is 92.46%, which also
indicates that the accuracy of face verification of the intel-
ligent system designed in this study can reach 92.46%, which
is far beyond the recognition strength of human eyes, in-
dicating that the proposed scheme can significantly increase
the security of the intelligent system.

In the field of machine learning, receiver operating
characteristic curve (ROC) is often used to evaluate the
performance of the model. (e true-positive rate (TPR)�

[true case TP/(false counterexample FN+ true case TP)] and
the false-positive rate (FPR)� [false-positive case FP/(true
counterexample TN+ false-positive case FP)]. ROC curve is
drawn with TPR and FPR as indicators. (e larger the area
under ROC curve is, the better the effect of the model is.
Figure 9 shows that the model works well.

Figure 10 shows an example of data matching failure in
the verification process, in which two images in each column
are the same object. It can be seen that the reasons for the
failure include exaggerated expression, special shooting
angle, and partial occlusion of face.(at is to say, when facial
expression, action, and expression are in normal state, the
model designed in this paper has good recognition and
matching effect, that is, the model proposed in this paper has
good application effect in protecting the privacy of data set.

3.2. Security Effect Analysis of Face Recognition in Intelligent
System. To verify the face recognition security of the in-
telligent system designed in the research, the experiment
selects the intelligent face recognition system with artificial
neural network (ANN) as the core and the intelligent face
recognition system with deep neural network (DNN) as the
core and selects CASIA webface data set as the test set, (e
accuracy of the three systems in CASIA webface data set is
compared. CASIA webface data set contains more than
10000 categories of data and about 500000 face images.

It can be seen from Figure 11(a) that the ROC curves
corresponding to Ann andDNN are all included in the range
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of the ROC curves corresponding to CNN. When the false-
positive rate (FPR) is the same, the performance of the
model represented by the curve with higher true rate (TPR)
is better. It can be seen that when the false-positive rate
(FPR) is the same, the true rate (TPR) of CNN model is
always higher than that of ANNmodel and DNNmodel, and
the true rate (TPR) of DNNmodel is always higher than that
of ANN model. (at is to say, the performance of CNN
model is always better than ANNmodel and DNNmodel. At
this time, the area under the ROC curve of ANN, DNN, and
CNN is 0.8826, 0.9278, and 0.9359, respectively, which in-
dicates that the intelligent system based on convolutional
neural network designed in this paper can achieve better
application effect in the process of face recognition verifi-
cation. Figure 11(b) shows that the convergence speed of the
intelligent system based on convolutional neural network
(CNN) is faster than that based on ANN and DNN, which
indicates that the former can complete the whole process
faster in face recognition and verification.

As can be seen from Figure 12, the time consumption of
the privacy protection scheme based on the secure nearest
neighbor algorithm combined with the secret sharing ho-
momorphism technology is mainly concentrated on the
feature vector extraction, recognition, and encryption. It can
be seen that the time consumption of face recognition in
plaintext state is the lowest, and the time consumption of
face recognition in the proposed algorithm is basically equal
to that in plaintext state, which indicates that the proposed
technology can quickly complete the user’s identity regis-
tration and verification without too much interaction pro-
cess on the premise of protecting the user’s privacy and
security, (e role of edge fitting computing in the system
also reduces the security degradation of intelligent system
caused by too much interaction to a certain extent. In ad-
dition, the convolution neural network is used to extract the
features of face image instead of the original face image,
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which can save a lot of computing space. In the research
process, the data space occupied by 10000 face images and
10000 face feature vectors are compared, and the results

show that the former occupies 85504.53Kb. (e latter only
takes up 7031.21 kB of space, that is to say, the face feature
vector data only take up about 10% of the space of the
original face image. (erefore, edge computing is used to
process the face image to improve the security of the in-
telligent system, and the face feature vector is used to replace
the corresponding face image for subsequent operations, It
can greatly reduce the storage pressure and communication
load of intelligent system.

4. Conclusion

With the development of computer hardware technology,
artificial intelligence technology ushered in the heyday of
development, intelligent systems in various industries began
to popularize, biometric identification has become the
mainstream technology of intelligent system to achieve user
identity authentication, but also an important part of
measuring the security of intelligent system. To improve the
security of intelligent system, a privacy protection scheme

Figure 10: Failed data instance validation set matching.
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based on edge computing, secure nearest neighbor, and
secret sharing homomorphism is designed. (e results show
that with the increase of the number of iterations, the test
loss value decreases and the test accuracy increases. When
the number of iterations is 50000, the test loss value de-
creases to the minimum, the test accuracy reaches the
maximum, and then gradually becomes stable; With the
increase of the threshold, the face verification accuracy first
increases and then decreases; When the threshold is 0.51, the
correct rate of face verification reaches 92.46%, which is far
higher than the recognition strength of human eyes; (e
ROC curves of ANN and DNN are all included in the range
of CNN. (e area under ROC curve of ANN and DNN was
0.8826 and 0.9278, respectively, which was less than that of
CNN (0.9359). (e convergence speed of the intelligent
system based on CNN is faster than that based on ANN and
DNN. (e time consumption of the proposed algorithm is
almost equal to that of the plaintext face recognition. Based
on face feature vector data, only about 10% of the original
face image space is needed. (e above results show that the
proposed privacy protection scheme based on edge com-
puting can greatly improve the security of users using the
intelligent system and effectively avoid user information
leakage and data loss. In this research process, cosine
similarity technology is used to measure the similarity of
encrypted face feature vectors. (e next step is to make full
use of machine learning technology to accurately classify
face feature vectors in ciphertext state. Although some
achievements have been made in the research, the high-
intensity demand of response time in application scenarios
is not considered. In the future, encryption scheme should
be further improved and response time should be
shortened.
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With the vigorous development of artificial intelligence technology, various engineering technology applications have been
implemented one after another. ,e gradient descent method plays an important role in solving various optimization problems,
due to its simple structure, good stability, and easy implementation. However, in multinode machine learning system, the
gradients usually need to be shared, which will cause privacy leakage, because attackers can infer training data with the gradient
information. In this paper, to prevent gradient leakage while keeping the accuracy of the model, we propose the super stochastic
gradient descent approach to update parameters by concealing the modulus length of gradient vectors and converting it or them
into a unit vector. Furthermore, we analyze the security of super stochastic gradient descent approach and demonstrate that our
algorithm can defend against the attacks on the gradient. Experiment results show that our approach is obviously superior to
prevalent gradient descent approaches in terms of accuracy, robustness, and adaptability to large-scale batches. Interestingly, our
algorithm can also resist model poisoning attacks to a certain extent.

1. Introduction

Gradient descent (GD) is a technique to minimize an ob-
jective function, which is parameterized by the parameters of
a model, by updating the parameters with the opposite
direction of the gradient of the objective function about the
parameters [1]. It has widely been applied in solving various
optimization problems because of its simplicity and im-
pressive generalization ability [2], but it is born with a heart
of revealing privacy. Mathematically, the gradient is the
parametric derivative of the loss function, which is explicitly
calculated from the given training data and its true label.
,erefore, the attacker may extract the sensitive information
of the original training data from the captured gradients.
Recently, researches have shown that the attacker, which
captures the gradient of a training sample, can successfully
infer its attributes [3], label [4], class representation [5, 6], or
the data input itself [4, 7–9], with high accuracy. In the actual
deep learning system, the gradient of multiple samples is
widely used to improve efficiency and performance, which
can also be viewed as the per-coordinate average of the
single-sample gradients. Is multisample gradient safer for

the privacy of training data? Unfortunately, Pan et al. [9]
gave the theoretical analysis to indicate that multisample
gradient still leaks samples and labels under certain cir-
cumstances. Since the work of Zhu et al. [7] was proposed,
there is a branch of research [4, 7–9] to explore a violent but
universal method for successful data reconstruction attacks,
and some meaningful empirical results are given on CIFAR-
10 and ImageNet. ,ese works are based on the same
learning-based framework. First, a batch of unknown
training samples are used as variables, and then the optimal
training samples are searched by minimizing the distance
between the ground-truth gradient and the gradient cal-
culated by the variables. ,e main difference between them
is the choice of minimizing distance function. L2 and cosine
distances are used in [4, 7, 8], respectively. Although Zhao
et al. [4] used the properties of neural networks to recover
the label of a single sample before the learning-based attack,
this technique is only suitable to single-point gradient. It is
the same as [7] in the multisample case. Pan et al. [9] gave a
theoretical explanation for information leakage of single
sample in a fully connected neural network with ReLu ac-
tivation function. Furthermore, they used the internal
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information between neurons to show that in some cases
there is sample and label leakage in multiple samples and
extended the model to ResNet-18 [10], VGG-11 [11],
DenseNet-121 [12], AlexNet [13], ShuffleNet v2-x0-5 [14],
InceptionV3 [15], GoogLeNet [16], and MobileNet-V2 [17].

To solve the gradient safety problem, Bonawitz et al. [18]
designed a secure aggregation protocol, which is a four-
round interactive protocol. Xu et al. proposed VerifyNet [19]
and VeriFL [20] by adding verifiability to [18] for ensuring
the correctness of aggregation. Bell et al. [21, 22] introduced
a secure aggregation protocol with multilogarithmic com-
munication and computational complexity, which reduces
one round of interaction compared with [18]. Fereidooni
et al. [23] showed that only two rounds of communication
can be safely aggregated. All of the above works use en-
cryption algorithms to encrypt the entire data set or in-
termediate values during the training process. Different
from them, Ma et al. [24] used secure verifiable computing
delegation to privately label a public data set from locally
trained model aggregation and then utilized public data sets
to train local models. Phong et al. [25] used homomorphic
encryption technology to encrypt the gradient before
sending it. Abadi et al. [26] employed differential privacy to
protect gradients. Yadav et al. [27] applied differential
privacy to federated machine learning by directly adding
noise to the gradient. In PrivateDL [28], it is allowed to
effectively transfer relational knowledge from sensitive data
to public data in a way of privacy protection and enables
participants to jointly learn local models based on public
data with noise protection labels. However, these methods
also have their limitations. ,e main problem of the secure
aggregation protocol is communication overhead and
computational efficiency. For differential privacy technol-
ogy, it needs to consider the tradeoff between privacy and
utility. More noise will lead to poor performance, and less
noise will not be enough to protect the gradient. PrivateDL
[28] requires a public data set and reduces the performance
of the algorithm.

,erefore, this paper proposes a new gradient descent
method, super stochastic gradient descent (SSGD), for
achieving neuron-level security while maintaining the ac-
curacy of model. Moreover, SSGD has stronger robustness.
Phong et al. [25] analyzed the leakage of single-sample
single-neuron input data in the single-layer perceptron by
using the sigmoid activation function. Pan et al. [9] used the
ReLu activation function to analyze the sample data leakage
from the multilayer fully connected neural network gradient
and indicated that multiple samples also reveal privacy.
,ere are two neurons in the last layer which are only ac-
tivated by the same single sample. Essentially, the leakage is
caused by attacking the single-sample gradient. SSGD
converts the neuron gradient into a unit vector, whichmakes
that the gradient aggregation of neurons has super-
randomness. Superrandomness may significantly worsen the
performance of the algorithm and make it difficult to
converge. We select multiple-sample gradient composition
updates to increase stability. At the same time, the super-
randomness also brings strong robustness because the at-
tacker cannot know the true gradient. SSGD invalidates

these attacks on the gradient model, including the attack by
searching for the optimal training sample [4, 7, 8] based on
minimizing the distance between the ground-truth gradient
and the gradient calculated by the variable, and the attack by
solving the equation system [9] to obtain the training data.
Our contributions are summarized as follows.

(1) We propose a gradient descent algorithm, called
super stochastic gradient descent.,emain idea is to
update the parameters by using the unit gradient
vector. In neural networks, neuron parameters are
updated by using the unit gradient vector of neurons.

(2) We analyze theoretically that SSGD can realize
neuron-level security and defend against attacks on
the gradient.

(3) Experimental results show our approach has better
accuracy and robustness than prevalent gradient
descent approaches. And it can resist model poi-
soning attacks to a certain extent.

,e rest of this paper is organized as follows. In Section
2, we review the basic gradient descent methods and the data
leakage by gradients. In Section 3, we describe the super
stochastic gradient descent and analyze the safety of our
approach. ,e experimental results are shown in Section 4.
Finally, we conclude this paper and give the further work.

2. Preliminaries

In this section, we review some basic gradient descent al-
gorithms [1], including batch gradient descent (BGD),
stochastic gradient descent (SGD), and mini-batch gradient
descent (MBGD). ,e difference among them is that how
much data is used to calculate the gradient of the objective
function. ,en, we describe the information leakage caused
by gradients [19].

2.1. Basic Gradient Descent Algorithms. ,e BGD is an or-
dinary form of gradient descent, which takes the entire
training samples into account to calculate the gradient of the
cost function ℓ(θ) about the parameters θ and then update
the parameters by

θ � θ − η · ∇θℓ(θ), (1)

where η is the learning rate and ∇θℓ(θ) represents the
gradient of function ℓ(θ) with respect to the parameters θ.
,e BGD uses the entire training set in each iteration.
,erefore, the update is proceeded in the right direction, and
finally BGD is guaranteed to converge to the extreme point.
On the contrary, the SGD considers a training sample xi and
label yi randomly selected from the training set in each it-
eration to perform the update of parameters by

θ � θ − η · ∇θℓ θ; xi; yi( 􏼁. (2)

,e BGD and SGD are two extremes: one uses all
training samples and the other uses one sample for gradient
descent. Naturally, their advantages and disadvantages are
very prominent. For the training speed, the SGD is very fast,
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and the BGD cannot be satisfactory when the size of training
sample set is large. For accuracy, the SGD determines the
direction of the gradient with only one sample, resulting in a
solution which may not be optimal. For the convergence
rate, because the SGD considers one sample in each iteration
and the gradient direction changes greatly, it cannot quickly
converge to the local optimal solution.

,e MBGD is a compromise between BGD and SGD,
which performs an update with a randomly sampled mini-
batch of N training samples by

θ � θ − η · ∇θℓ θ; x(i;i+N) ; y(i;i+N)( 􏼁, (3)

where N is the number of batches. MBGD decreases the
variance of the updates for parameter, so it has more stable
convergence. Moreover, the computing of gradient about a
mini-batch is very efficient by using highly optimized matrix
optimizations that existed in advanced deep learning
libraries.

2.2. Analysis of Gradient Information Leakage. Phong et al.
[25] illustrated that how gradients leak the data information
based on a single neuron shown in Figure 1. Assume that
􏽢x ∈ Rd represents data input with a label value y ∈ R. w ∈ Rd

is the weight parameter and b ∈ R is the bias, represented
uniformly by θ � (w, b) ∈ R(d+1). g ∈ R(d+1) is the gradient
vector of the parameter θ, f is an activation function, and the
loss function isℓ(f(􏽢x, w, b), y) � (hw,b(􏽢x) − y)2, where
hw,b(􏽢x) � f(􏽐

d
i�1 wi􏽢xi + b). Let g � (σ1, . . . , σk, . . . , σd, σ)

and k ∈ 1, . . . , d{ }. We have

σk �
zℓ(f(􏽢x, w, b), y)

zwk

� 2 hw,b(􏽢x) − y􏼐 􏼑f′ 􏽘

d

i�1
wi􏽢xi + b⎛⎝ ⎞⎠ · 􏽢xk,

σ �
zℓ(f(􏽢x, w, b), y)

zb
� 2 hw,b(􏽢x) − y􏼐 􏼑f′ 􏽘

d

i�1
wi􏽢xi + b⎛⎝ ⎞⎠.

(4)

,erefore, we obtain σk � σ · 􏽢xk. By solving the system of
equations, we can easily get 􏽢x and y. Also, we know that g is
determined by (􏽢x, y). ,erefore, g and (􏽢x, y) are bijective.
In distributed training, w and b usually are the parameters
that need to be updated and known. ,en, it can infer (􏽢x, y)

from g.
Based on [9], the single-sample analysis of multilayer

neural networks by using ReLu activation function, there is
also data leakage problem. Although there is no such simple
and intuitive leakage of data in a multilayer neural network,
we can still know 􏽢x and y by analyzing the internal rela-
tionship of the neural network and find that (􏽢x, y) and g are
still bijective.

3. Super Stochastic Gradient Descent

In this section, we propose our super stochastic gradient
descent approach for preventing gradient leakage while
keeping the accuracy and then analyze in detail the safety of
our approach.

3.1. Approach. It was confirmed that the gradient leaks
privacy [7, 25]. For solving the security problem caused by
the exchange gradient in stochastic gradient descent or mini-
batch gradient descent, we propose the super stochastic
gradient descent approach, which can protect the gradient
information without losing accuracy by hiding part of the
gradient information. ,e gradient is the first-order partial
derivative of the objective function, so it is a vector with both
magnitude and direction. We seek the gradient of the ob-
jective function to find the fastest descent direction. But it is
a little related to the modulus length of the gradient vector.
,erefore, we hide the modulus length of the gradient vector
and convert the gradient vector into a unit vector.

,e superrandomness, caused by the aggregation of
multiple unit gradient vectors, may lead to poor results. To
guarantee that this kind of randomness is friendly, we utilize
the following approaches to reduce the uncertainty caused
by superrandomness.

For single-sample training sample xi and label yi, we use
unit gradient vector to update parameter θ:

θ � θ − η ·
∇θℓ θ; xi; yi( 􏼁

∇θℓ θ; xi; yi( 􏼁
����

����
. (5)

For multiple samples, the parameter is updated to

θ � θ −
η
m

· 􏽘
m

j�1

∇θℓ θ; x(i;i+n); y(i;i+n)􏼐 􏼑
j

∇θℓ θ; x(i;i+n); y(i;i+n)􏼐 􏼑
j

������

������

, (6)

where x(i+n) represents n samples and y(i+n) denotes their
labels. ,e gradient ∇ℓ(θ; x(i;i+n); y(i;i+n)) of n samples is
considered as a basic gradient, and m is the number of basic
gradients. Aggregating the unit gradient vectors of m basic
gradients on average is to further enhance the stability of the
algorithm. ,e algorithm has higher performance with
strong randomness. It is secure to share this unit basic
gradient in a distributed environment.

Neuron is the smallest information carrier in the neural
network structure. In the neural network, we choose to
convert each neuron parameter gradient vector into a unit
vector. ,erefore, the single-layer neural network parameter
is updated to

θr � θr −
η
m

· 􏽘
m

j�1

∇θℓ θ; x(i;i+n); y(i;i+n)􏼐 􏼑
rj

∇θℓ θ; x(i;i+n); y(i;i+n)􏼐 􏼑
rj

������

������

, (7)
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Figure 1: Single neuron structure.
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where θr represents the rth column or rth row of the pa-
rameter matrix in the fully connected layer or convolutional
layer (the convolution kernel is regarded as a neuron). In the
fully connected layer, ∇θℓ(θ; x(i;i+n); y(i;i+n))r is expressed as
the rth column of the gradient matrix. And in the con-
volutional layer, it represents the rth row of the gradient
matrix of the convolution kernel. ,erefore, each row or
column of the gradient matrix is a unit vector. ,en, we
obtain an average gradient matrix by using m such gradient
matrices to update the parameters.

3.2. /e Safety of SSGD. By analyzing the multilayer neural
network with ReLu activation function on a training sample,
the following relationship is obtained in [9]:

G
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H
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H
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D

(i+1)
􏼒 􏼓,

(8)

in which X � x1, x2, . . . , xn􏼈 􏼉 is the input data, where
xi ∈ Rd and X ∈ Rd×n. gc represents the cth dimension of the
loss vector g, T is the number of layers of neural network, Di

is the activation pattern of the ith layer of neural network,
andG

i andWi denote the gradients and parameters of the ith
layer of neural network, respectively. In fact, the attack
gradient models are all solutions to the above equations. In
the distributed training model that needs to share the
gradient, the participants know G

i, Wi, and Di. For data
reconstruction attacks, it can infer gc and solve X by
equation (8).

,e left side of equation (8) is the ith layer gradient
matrix:
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where wi is the number of neurons in the ith layer. ,e
gradient matrix of our SSGD is
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Each column of 􏽢G
i is a unit vector, and μi

1 is the modulus
length of the 1st column vector of the ith layer gradient
matrix, i.e., the modulus length of the 1st neuron gradient of
the ith layer neural network. Essentially, the parameter
matrix of a layer of neural network is multiplied by a

diagonal matrix Ui on the right, and the value of the diagonal
matrix is the reciprocal of the modulus length of the gradient
vector of each neuron. By using our SSGD, equation (8) is
represented as
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where Ui is unknown and is not uniquely determined when
the loss functions are nonconvex and nonconcave functions.
According to [29], we know that the loss function of
multilayer neural networks are nonconvex and nonconcave
functions. Due to the dynamicity of Ui, even if gc, 􏽢G

i, Wi,
and Di are known, X is not obtained.

Our method hides the correlation between the gradient
and the sample, eliminates the information between neu-
rons, and achieves neuron-level security. SSGD is a multi-
sample training; there is no information leakage problem
like in [19], which is a single-sample leakage of privacy.
SSGD can defend against attacks on the gradient.

Since training a model requires rounds of iterations, is it
safe to use multiple rounds of iterations? We previously
analyzed that the gradient g and the training data (􏽢x, y) are
bijective in terms of parameter θ, i.e., g � ∇θf(θ|(􏽢x, y)),
where f is a functional relationship. We use θi and θi+1

to denote the training parameters of the ith and i+ 1st
rounds, respectively. ,en, we haveθ(i+1) � θi − η · gi. ,e
ith gradient gi � ∇θf(θi|(􏽢x, y)). ,erefore, we have
θ(i+1) � θi − η · ∇θf(θi|(􏽢x, y)). Furthermore, we obtain
g(i+1) � ∇θf(θi − η · ∇f(θi|(􏽢x, y))|(􏽢x, y)). By comparing
g(i+1) with gi, we can see that there is not additional in-
formation in g(i+1). ,e information of the model is only
related to the training samples, initial parameters, and
learning rate. ,erefore, the iteration operation does not
cause the information leakage.

4. Experiments

Data. We use MNIST (https://yann.lecun.com/exdb/mnist)
and Fashion-MNIST (https://fashion-mnist.s3-website.eu-
central-1.amazonaws.com) datasets to assess the perfor-
mance of our algorithm.,eMNISTcontains 60000 training
images and 10000 test images, where every image is a 28× 28
grayscale image, and each pixel is an octet. ,e Fashion-
MNIST [30] is composed of 28× 28 grayscale images of
70,000 fashion products from 10 categories, with 7,000
images per category. ,e training set and test set contain
60,000 images and 10,000 images, respectively.

Model. ,e lenet-5 [31] contains two convolutional layers,
two pooling layers, and three fully connected layers. ,e
activation function is ReLu. ,e input dimensions are 784,
and output dimensions are 10.
Evaluation Index (/e Test Accuracy).We use 60000 training
images to train model. ,e test accuracy is the average value
of ten experimental results, and every experiment obtains
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the average test accuracy of randomly selecting 1000 samples
from the test set. ,e number of iterations is 10,000. ,e
highest test accuracy of these compared algorithms in the
same experimental environment is shown in bold.

4.1. Accuracy and Efficiency. We compare SSGD with SGD,
SGDm [32], and Adam [33], which are widely used gradient
descent algorithms. ,e batch size (N � m × n) is set to 16,
32, 64, 128, 256, 512, 1024, 2048, 4096, and 8192, where n is
set to 1, 4, 8, 16, 32, 64, and 128 and m is set to 4, 8, 16, 32,
and 64. When m� 1, it is the MBGD. ,ere is not set same
learning rate as a good experimental result, because SGD and
SGDm have poor adaptability in large batches.

For MNIST data set, the momentum of SGDm is set to
0.999. For the experimental parameters of Adam, the
learning rate is set to 5 × 10− 4, and β1 and β2 are set to 0.9
and 0.999, respectively. For SSGD, the learning rate in this
experiment is set to 10− 1. For Fashion-MNIST data set, the
momentum of SGDm is set to 0.99. For the experimental
parameters of Adam, the learning rate is set to 10− 3, and β1
and β2 are set to 0.9 and 0.999, respectively. For SSGD, the
learning rate in this experiment is set to 10− 2/1.50.002j, where
j is the number of iterations.

,e comparative experimental results of SGD, SGDm,
Adam, and SSGD are shown in Tables 1 and 2, where the
numbers in bracket in the second and third columns denote the
learning rates of SGD and SGDm, respectively, and the number
in bracket in the fifth column is the value of m. From Tables 1
and 2, we can see that the performance of our algorithm is
better than that of SGD, SGDm, and Adam for large batches of
data. In this case, SGD and SGDm need to reduce the learning
rate to adapt to it. And Adam also has obvious overfitting in
large batches of data. SSGD has always maintained high
precision. On the whole, our algorithm on test accuracy is
better and more stable than SGD, SGDm, and Adam.

Tables 3 and 4 show the running results of our SSGD
approach in different numbers of training batches. We can
see that the larger the number of training batches
(N� m × n) is, the better the test accuracy is. When the
number of training batches is too small, the effect of n on
performance is greater than that of m. ,e distribution of m
values in Tables 1 and 2 also shows this point.

,e convergence rate graphs on MNIST and Fashion-
MNISTare shown in Figures 2(a) and 2(b), respectively. ,e
value in longitudinal axis is the average accuracy of every 10
iterations. ,e SSGDm is SSGD with momentum. We
choose the intermediate value 256 as the batch number in
the convergence experiment, where n� 16 and m� 16 for
SSGD and SSGDm. In Figure 2(a), the learning rates of SGD
and SGDm are 10− 4 and 5 × 10− 4, respectively. ,e mo-
mentum of SGDm is set to 0.999. ,e learning rate of
SSGDm is 10/1.0002j, where j is the number of iterations,
and its momentum is 0.99. ,e other parameters are con-
sistent with the above experiment onMNIST. In Figure 2(b),
we choose the larger batch number 1024 as the batch
number in the convergence experiment, where n� 64 and
m� 16 for SSGD and SSGDm.,e learning rates of SGD and
SGDm are 10− 5 and 10− 3, respectively. ,e momentum of

SGDm is set to 0.99. ,e other parameters are consistent
with the above experiment on Fashion-MNIST.,e learning
rate of SSGDm is 1/1.50.002j, where j is the number of it-
erations, and its momentum is 0.9. From Figure 2, we can see

Table 1: ,e test accuracy of compared algorithms on MNIST.

N � m × n SGD (η) SGDm (η) Adam SSGD (m)

16 0.9781
(5 × 10− 4)

0.9778
(5 × 10− 4) 0.9767 0.9832 (4)

32 0.9702
(5 × 10− 4)

0.9768
(5 × 10− 4) 0.9850 0.9876 (8)

64 0.9794
(5 × 10− 4)

0.9792
(5 × 10− 4) 0.9842 0.9900 (8)

128 0.9676
(5 × 10− 4)

0.9780
(5 × 10− 4) 0.9896 0.9901

(16)

256 0.9755 (10− 4) 0.9804
(5 × 10− 4) 0.9855 0.9877

(16)

512 0.9665 (10− 4) 0.9789
(5 × 10− 4) 0.9814 0.9861

(16)

1024 0.9738 (10− 5) 0.9749 (10− 4) 0.9778 0.9869
(16)

2048 0.9763 (10− 5) 0.9717 (10− 4) 0.9894 0.9886
(64)

4096 0.9703 (10− 5) 0.9806 (10− 4) 0.9788 0.9878
(64)

8192 0.9785
(2 × 10− 6) 0.8994 (10− 4) 0.9753 0.9855

(64)

Table 2: ,e test accuracy of compared algorithms on fashion-
MNIST.

N � m × n SGD (η) SGDm (η) Adam SSGD (m)
16 0.8253 (10− 4) 0.7795 (10− 3) 0.7175 0.8035 (4)
32 0.8241 (10− 4) 0.8031 (10− 3) 0.7513 0.8046 (4)
64 0.8468 (10− 4) 0.8163 (10− 3) 0.7674 0.8344 (4)
128 0.8629 (10− 4) 0.8331 (10− 3) 0.7835 0.8437 (4)
256 0.8527 (10− 4) 0.8511 (10− 3) 0.8252 0.8602 (4)
512 0.8682 (10− 4) 0.8569 (10− 3) 0.8566 0.8590 (4)
1024 0.8569 (10− 5) 0.8612 (10− 3) 0.8547 0.8668 (16)
2048 0.8457 (10− 5) 0.8351 (10− 4) 0.8511 0.8652 (32)
4096 0.8629 (10− 6) 0.8518 (10− 4) 0.8321 0.8704 (32)
8192 0.8325 (10− 6) 0.8278 (10− 4) 0.8144 0.8648 (64)

Table 3: Test accuracy of SSGD on MNIST.

n� 1 n� 4 n� 8 n� 16 n� 32 n� 64 n� 128
m� 4 0.9717 0.9832 0.9842 0.9846 0.9895 0.9886 0.9888
m� 8 0.9815 0.9876 0.9900 0.9884 0.9855 0.9861 0.9849
m� 16 0.9801 0.9854 0.9901 0.9877 0.9861 0.9869 0.9832
m� 32 0.9851 0.9804 0.9901 0.9833 0.9819 0.9867 0.9828
m� 64 0.9830 0.9849 0.9831 0.9833 0.9886 0.9878 0.9855

Table 4: Test accuracy of SSGD on Fashion-MNIST.

n� 1 n� 4 n� 8 n� 16 n� 32 n� 64 n� 128
m� 4 0.7739 0.8035 0.8046 0.8344 0.8437 0.8602 0.8590
m� 8 0.8152 0.8136 0.8150 0.8271 0.8401 0.8564 0.8655
m� 16 0.8137 0.8176 0.8246 0.8446 0.8446 0.8668 0.8663
m� 32 0.8189 0.8125 0.8198 0.8353 0.8574 0.8652 0.8704
m� 64 0.8215 0.8196 0.8238 0.8289 0.8577 0.8655 0.8648
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that the convergence speed of our algorithm is faster and
more stable than SGD, SGDm, and Adam.

4.2. Robustness. Robustness is the robustness of the system,
which refers to the characteristic that the systemmaintains a
certain performance under certain parameter perturbations.
To check the robustness of our algorithm, we add random
noise to the gradient. At the same time, we noticed that
differential privacy is a way to protect gradient information
by adding random noise that meets a certain distribution. To
compare the performances of our algorithm and the model
with differential privacy, we choose the model in the ro-
bustness experiment to add noise that satisfies differential
privacy. In this section, we compare the performances of the
traditional gradient descent algorithm and SSGD with
noises. In [20], the large gradient does not participate in the
update, which will seriously affect the gradient descent
performance. However, the large gradient participating in
the update will cause the noise scale to be too large, which
makes the algorithm effect extremely poor or even unable to
converge. Different from cutting gradient value in [20], we
strictly define sensitivity as the maximum value minus the
minimum value in the gradient matrix. We add Laplacian
noises of the same scale on comparing algorithms and set
privacy budget ε� 4 and ε� 2 on MNIST and Fashion-
MNIST, respectively.

We use SGDm and Adam as the compared algorithms.
Also, we have tested SGD algorithm. When noise or the
number of batches is large, the gradient explosion will
occur and the SGD cannot converge on MNIST. SGDm
and Adam algorithms have better robustness. Because
both SGDm and Adam have momentum, SSGDm is
chosen as our comparison algorithm. We adjust hyper
parameters to get more performance for SGDm and Adam
with noises. To make SGDm, Adam, and SSGDm ex-
periments in the same environment, the batch number is
N � n × m, where n is set to 4, 8, 16, 32, and 64, andm is set

to 4, 8, 16, 32, and 64. For each iteration, after the n vectors
are added, the Laplace noises of ε� 4 or ε� 2 that strictly
meet the differential privacy are added. ,e sensitivity is
set to the maximum value minus the minimum value of
the gradient matrix of the same batch. ,en, we use
SGDm, Adam, and SSGDm algorithms to update their
parameters, respectively. For SGDm, the momentum is
0.99. ,e learning rate is 10− 2 and 10− 3 on MNIST and
Fashion-MNIST, respectively. For Adam, the learning rate
is 10− 3 on MNIST and Fashion-MNIST, β1 � 0.9 and
β2 � 0.999. For SSGDm, we use the average of multiple-
unit gradient vectors to update the gradient. ,erefore,
the module length of the update gradient vector decreases
very slowly, and dynamic learning rates need to be set. ,e
learning rate of SSGDm is set to 10/1.0002j and
1/1.50.002jon MNIST and Fashion-MNIST, respectively.
,e momentum � 0.9.

From Tables 5 and 6, all three algorithms comply with
the law of acquaintance; that is, the larger the batch size is,
the better the accuracy is. We can see that SSGDm is more
robust than the SGDm and Adam algorithms when the
noises of the same scale are added in gradients on test ac-
curacy. On MNIST, compared with SGDm and Adam, the
average test accuracy of SSGDm is increased by 4.12% and
1.60%, respectively. On Fashion-MNIST, compared with
SGDm and Adam, the average test accuracy of SSGDm is
increased by 5.24% and 1.64%, respectively.

Where is the limit of the robustness of our algorithm?On
MINST, we try to increase the scale of noises and make ε
be 0.2, 0.5, 1, 2, and 4. ,e experimental environment is
the same as the robustness experiment above, and the
parameter settings are also the same. ,e batch number is
set to n � 16 andm � 16. On Fashion-MNIST, we make ε be
0.5, 1, 2, and 4. ,e batch number is set to n � 64 and
m � 16. From Tables 7 and 8, it is clear that our SSGDm has
obvious advantages in robustness. ,e greater the scale of
noises is, the more obvious the advantage of our algorithm
is.
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Figure 2: ,e convergence speed of test accuracy (a) on MNIST and (b) on Fashion-MNIST.
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Table 5: Test accuracy with ε� 4 on MINST.

SGDm\Adam\SSGDm n� 4 n� 8 n� 16 n� 32 n� 64
m� 4 0.8714\0.9321\0.9730 0.9299\0.9515\0.9816 0.9508\0.95920.9822 0.9559\0.9567\0.9774 0.9518\0.97150.9851
m� 8 0.9242\0.9570\0.9785 0.9337\0.9657\0.9829 0.9582\0.9737\0.9790 0.9569\0.95690.9832 0.9625\0.9797\0.9802
m� 16 0.9471\0.9607\0.9684 0.9390\0.9606\0.9839 0.9662\0.97230.9833 0.9674\0.9726\0.9844 0.9699\0.97960.9860
m� 32 0.9203\0.9580\0.9780 0.9333\0.9693\0.9805 0.9594\0.9658\0.9859 0.9647\0.97630.9838 0.9758\0.9806\0.9837
m� 64 0.9163\0.9545\0.9772 0.9514\0.9771\0.9861 0.9560\0.97150.987 0.9710\0.9702\0.9853 0.9678\0.98330.9885

Table 6: Test accuracy with ε� 2 on Fashion-MNIST.

SGDm\Adam\SSGDm n� 4 n� 8 n� 16 n� 32 n� 64
m� 4 0.7089\0.7177\0.7732 0.7623\0.7729\0.7875 0.7894\0.7813\0.7947 0.7941\0.81800.8233 0.8108\0.8192\0.8343
m� 8 0.7123\0.7402\0.7885 0.7658\0.7548\0.8040 0.7806\0.80220.8175 0.8044\0.8242\0.8412 0.8159\0.83730.8459
m� 16 0.7127\0.7723\0.7903 0.7763\0.8052\0.8139 0.7724\0.8173\0.8389 0.7993\0.82910.8474 0.8199\0.8386\0.8455
m� 32 0.7159\0.8013\0.8177 0.7669\0.8066\0.8333 0.7735\0.83390.8467 0.8103\0.8540\0.8611 0.8299\0.85530.8597
m� 64 0.7158\0.8140\0.8235 0.7432\0.8309\0.8412 0.7853\0.8497\0.8524 0.8064\0.85860.8647 0.8283\0.8663\0.8655

Table 7: ,e test accuracy by varying ε on MINST.

ε� 0.2 ε� 0.5 ε� 1 ε� 2 ε� 4
SGDm 0.0970 0.3745 0.8166 0.9344 0.9662
Adam 0.8074 0.8813 0.9140 0.9416 0.9723
SSGDm 0.8481 0.9395 0.9671 0.9719 0.9833

Table 8: ,e test accuracy by varying ε on fashion-MNIST.

ε� 0.5 ε� 1 ε� 2 ε� 4
SGDm 0.0995 0.5921 0.8199 0.8363
Adam 0.6474 0.7934 0.8386 0.8524
SSGDm 0.7587 0.8106 0.8455 0.8618

(a) (b)

Figure 3: Training sample image of MNIST. (a) ,e original image. (b) From left to right are the poisoned images with ε� 5, 2, and 1,
respectively.

Table 9: Test accuracy by varying ε on MNIST.

ε� 1 ε� 2 ε� 5
SGD 0.1095 0.9171 0.9679
Adam 0.4859 0.8160 0.8890
SSGD 0.9446 0.9621 0.9827

Table 10: Test accuracy by varying ε on Fashion-MNIST.

ε� 1 ε� 2 ε� 5
SGD 0.1012 0.5813 0.7969
Adam 0.2888 0.3452 0.6296
SSGD 0.4638 0.7651 0.8290
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4.3. Poisoning Attack. ,e goal of poisoning attack is to
destroy the integrity and availability of data. ,e robustness
experiment results show that our algorithm can resist the

poisoning attack added to the gradient to a certain extent.
According to the previous analysis, the gradient is a kind of
mapping of the training data. ,en, our algorithm should be
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Figure 4: DLG attacks SGD (a) on MINST dataset and (b) on Fashion-MNIST dataset.
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Figure 5: iDLG attacks SGD (a) on MINST dataset and (b) on Fashion-MNIST dataset.
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Figure 6: DLG attacks SSGD (a) on MINST dataset and (b) on Fashion-MNIST dataset.
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effective against data poisoning attacks. ,is part of the
experiment is to verify the performance of our algorithm in
data poisoning attacks.

SGD is a more basic gradient descent method. In this
experiment, we chose SGD as compared algorithm. ,is
experiment compares the performance of SGD, Adam, and
SSGD on the same data set with noises. To determine the
scale of added noises, the differential privacy mechanisms
still are used to add noises with the same methods as the
robustness experiment. We add Laplacian noises of different
scales to 60,000 training samples. ,e evaluation method of
the experiment result is the same as the above experiment.
On MNIST, the batch number is set to n� 64 andm� 4. ,e
learning rate of SGD, Adam, and SSGD is 10− 4, 10− 4, and
10− 2, respectively. On Fashion-MNIST, the batch number is
set to n� 64 and m� 16. ,e learning rate of SGD, Adam,
and SSGD is 10− 4, 10− 4, and 10− 2/1.50.002j, respectively. ,e
other settings are the same as the above experiment.

Figure 3 is the effect picture after adding different noise
scales. From Tables 9 and 10, we can see that SSGD is
significantly better than SGD and Adam in test accuracy.
Also, our algorithm still maintains a higher test accuracy
while continuously increasing the scale of noises. ,erefore,

SSGD can resist gradient poisoning attacks and parametric
poisoning attacks to a certain extent.

4.4. Data Reconstruction Attack. Zhu et al. [7] presented an
approach which shows the possibility of obtaining private
training data from the publicly shared gradients. In their
deep leakage from gradient (DLG) method, they synthesized
the dummy data and corresponding labels with the super-
vision of shared gradients. Specifically, they start with
random initialization of pseudodata and labels. Virtual
gradients are computed on the current shared model in the
distributed setup. By minimizing the difference between the
virtual gradient and the shared real gradient, they iteratively
update the virtual data and labels simultaneously. iDLG [4]
is an improvement based on DLG. ,e following experi-
mental diagrams include the experimental results of DLG [7]
and iDLG [4] attacking SGD and SSGD algorithms on
MINST datasets and Fashion-MNIST datasets. Figures 4
and 5 are the experimental results of DLG and iDLG
attacking SGD. Figures 6 and 7 are about the experimental
results of DLG and iDLG attacking SSGD. ,e number of
iterations is 300, and the iteration is stopped if the

Iter = 0

Iter = 90 Iter = 100 Iter = 110 Iter = 120 Iter = 130 Iter = 140 Iter = 150 Iter = 160 Iter = 170 Iter = 180

Iter = 190 Iter = 200 Iter = 210 Iter = 220 Iter = 230 Iter = 240 Iter = 250 Iter = 260 Iter = 270 Iter = 280

Iter = 10 Iter = 20 Iter = 30 Iter = 40 Iter = 50 Iter = 60 Iter = 70 Iter = 80
0

20

0 25

(a)

Iter = 0

Iter = 90 Iter = 100 Iter = 110 Iter = 120 Iter = 130 Iter = 140 Iter = 150 Iter = 160 Iter = 170 Iter = 180

Iter = 190 Iter = 200 Iter = 210 Iter = 220 Iter = 230 Iter = 240 Iter = 250 Iter = 260 Iter = 270 Iter = 280

Iter = 10 Iter = 20 Iter = 30 Iter = 40 Iter = 50 Iter = 60 Iter = 70 Iter = 80
0

20

0 25

(b)

Figure 7: iDLG attacks SSGD (a) on MINST dataset and (b) on Fashion-MNIST dataset.
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predetermined accuracy is reached. We can see that our
algorithm can defend against DLG and iDLG.

5. Conclusions

In this paper, we propose a new gradient descent approach,
called super stochastic gradient descent.,e SSGD enhances
the randomness of gradients to protect against gradient-
based attacks. Simultaneously, we use multisample aggre-
gation to enhance stability and eliminate the uncertainty
brought about by superrandomness. Our approach achieves
neuron-level security and can defend against attacks on the
gradient. Experimental results demonstrate that SSGD has
good accuracy and strong robustness because its stability
and randomness are enhanced. SSGD can also resist model
poisoning attacks to a certain extent. But for attacks with the
same degree of poisoning, data poisoning has a greater
impact on performance. In the future, we will continue to
find a more suitable method for resisting data poisoning
attacks.
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)e recent development of wireless body area network (WBAN) technology plays a significant role in the modern healthcare
system for patient health monitoring. However, owing to the open nature of the wireless channel and the sensitivity of the
transmitted messages, the data security and privacy threats in WBAN have been widely discussed and must be solved. In recent
years, many authentication protocols had been proposed to provide security and privacy protection inWBANs. However, many of
these schemes are not computationally efficient in the authentication process. Inspired by these studies, a lightweight and secure
anonymous authentication protocol is presented to provide data security and privacy for WBANs. )e proposed scheme adopts a
random value and hash function to provide user anonymity. Besides, the proposed protocol can provide user authentication
without a trusted third party, which makes the proposed scheme have no computational bottleneck in terms of architecture.
Finally, the security and performance analyses demonstrate that the proposed scheme can meet security requirements with low
computational and communication costs.

1. Introduction

In recent years, along with the quick development of
communications and microelectronics technologies, a new
network paradigm for detecting human body data, named
wireless body area networks (WBANs) [1], has emerged. A
typical architecture of WBAN for the healthcare system is
depicted in Figure 1.)ere are three main participants in the
WBAN: a dynamic set of M patients with monitoring
sensors, denoted as PAT � Pj|j � 1, 2, . . . , M􏽮 􏽯, a set of N
doctors as DCT Di|i � 1, 2, . . . , N􏼈 􏼉, and a registration center
(RC) as a trusted third party [2]. )e sensors are mainly
embedded or worn on the patient. )eir main function is to
collect various physical parameters of the patient, such
as blood pressure (BP), electrocardiogram (ECG), and
temperature, and then transmit these data to the personal
terminal. Next, the personal terminal uses a wireless com-
munication technology (such as Wi-Fi and 4G/5G/CDMA)
to forward all collected information to the appropriate

doctor or the medical server. )erefore, the personal ter-
minal acts as a bridge between the doctors and WBAN.
)ese sensory data collected from the patient will play an
important role in the doctor’s medical diagnosis. In addition,
this new technology not only helps to monitor and improve
the health of patients but is also more suitable for health
monitoring and care for the elderly and the disabled.
However, due to the openness of the wireless channel, the
data transmitted in WBAN can easily be eavesdropped or
tampered with by unauthorized users. Since these sensitive
patient data are the basis of clinical diagnosis, any data
leakage or modification may put the patient’s life at risk
[3–5]. Consequently, it is necessary and important to pro-
vide a safe and reliable authentication protocol in theWBAN
to ensure that only legitimate users can obtain the patient’s
sensitive information.

Since the collected information is vital to the patient’s
life, it is very confidential and vulnerable to various attacks
by an adversary. If these sensitive data are obtained and
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misused by an adversary, it may threaten the lives of patients.
)erefore, it is important to provide data security and
privacy protection to the WBAN [6]. In other words, strong
security solutions and authentication protocols are necessary
for the success and large-scale deployment of the WBANs.
Motivated by these shortcomings, we proposed a lightweight
and secure anonymous user authentication protocol for the
WBAN. )e contributions of the paper are summarized as
follows:

(1) To guarantee the privacy of doctors and patients in
the WBAN, an efficient ECC-based privacy-pre-
serving authentication is proposed. Moreover, the
proposed authentication protocol can verify the le-
gitimacy of the patients and doctors.

(2) In the proposed authentication protocol, under the
premise of anonymous authentication of users, no
trusted third party is required to participate in the
authentication process. In this way, the proposed
authentication protocol has no computational bot-
tleneck in terms of architecture. Besides, the pro-
posed scheme can provide a low computation
burden on the client side, which makes the proposed
authentication protocol more efficient.

(3) )e proposed authentication protocol provides a
method for RC to track the doctor’s actual identity.
At the same time, it also ensures that the doctor’s
identity information is not obtained by unrelated
parties. )is makes it possible to prevent doctors
from making a wrong diagnosis or to pursue ac-
countability afterward.

(4) A detailed security analysis and performance analysis
show that the proposed authentication protocol can
meet the security and performance requirements of
the WBAN application.

)e rest of the paper is organized as follows. Section 2
discusses the existing secure authentication schemes. Section
3 describes the attacker models and preliminaries. Section 4
presents the proposed mutual authentication scheme. Se-
curity and performance analyses of the proposed protocol

are provided in Sections 5 and 6, respectively. Finally,
Section 7 gives the conclusion of this paper.

2. Related Work

Security, privacy, and identity authentication are the most
critical and challenging issues in the WBAN. During the last
few years, so many authentication protocols have been
proposed to solve the security and privacy protection
problem for wireless-based healthcare applications [7–10].
Some research activities use public key cryptography (PKC)
to build authentication schemes [7, 8]. Since the traditional
PKC requires a large amount of computation overhead,
these existing PKC-based methods are not suitable for the
resource-constrained WBAN. In 2014, Chatterjee et al. [9]
presented an ECC-based user authentication forWBAN. Liu
et al. [10] proposed a lightweight certificateless authenti-
cation scheme that uses ECC and bilinear pairings. Un-
fortunately, their method was found to be unable to resist
tracking attack and impersonation attack [11].

In 2015, Das et al. [12] suggested a biometric-based
authentication protocol forWBAN.)eir proposed protocol
combines biometric information and a password to verify
the legitimacy of the user. Later,Wang and Zhang [13] found
that Das et al.’s scheme is not able to provide user ano-
nymity. In order to avoid this defect, they proposed a new
bilinear pairing-based authentication protocol in theWBAN
environment. In the same year, Debiao et al. [14] presented a
bilinear pairing-based anonymous authentication scheme
for WBAN. Liu et al. [15] proposed an anonymous 1-round
authentication protocol for WBANs.)ey claimed that their
authentication scheme was efficient and secure. However, Li
et al. [16] demonstrated that Liu et al.’s scheme is unable to
resist impersonation attack, DoS attack, and session key
guessing attack. To avoid these flaws, they proposed an
improved 1-round authentication protocol for WBANs.
Later, Shen et al. [17] presented a lightweight nonpairing
certificateless authentication protocol for WBANs. Unfor-
tunately, their proposed scheme was found to be unable to
resist the impersonation attack. To remove the flaws, Liu
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Figure 1: A typical system model of the WBAN.
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et al. [18] proposed an improved authentication to remedy
the flaws in Shen et al.’s scheme. Wazid et al. [19] proposed a
novel authentication and key management scheme for the
cloud-assisted WBAN.

Later, Qiu et al. [20] proposed a secure mutual au-
thentication protocol based on ECC for wireless medical
sensor networks. In this paper, the BAN logic is used to
prove the security of the proposed scheme. However,
according to [21], it is still suffering from insider attack. Shen
et al. [21] presented a cloud-aided certificateless and privacy-
preserving authentication scheme for the WBAN. In [21],
the authors use public key cryptography and the message
authentication code (MAC) to achieve user authentication.
Shuai et al. [22] presented a bilinear pairing-based mutual
authentication scheme for WBAN. Fotouhi et al. [23]
propose a new lightweight hash chain-based and forward
secure authentication scheme for WBAN. Kumar et al. [24]
presented an ECC-based authentication scheme for wearable
devices environment. Jegadeesan et al. [25] proposed an
efficient privacy-preserving anonymous authentication for
WBAN. However, their scheme is also not able to resist the
impersonation attack.

To enhance the security of WBAN, a novel lightweight
and secure anonymous user authentication protocol was
designed. Compared with other existing schemes, the
scheme proposed in this paper has two distinct character-
istics. First, the proposed scheme does not require a trusted
third party to verify the legitimacy of users anonymously.
Second, the proposed authentication protocol provides a
method for RC to track the doctor’s actual identity, which
can reduce the doctor’s misbehaving.

3. Preliminaries

3.1.)reatModel. An adversary model is a valid abstraction
of an arbitrary adversary which is able to lunch a successful
attack. Due to the open nature of WBAN, the wireless
communication channel is vulnerable to various attacks. In
the proposed authentication protocol, the two widely used
models, named Dolev–Yao model and CK-adversary model,
are used. In the Dolev–Yao model, the communication
between different entities can be intercepted by an adversary.
Besides, the adversary is also able to modify/delete/fake/
inject into the transmitting information [26, 27]. In the CK-
adversary model, the adversary can control all the com-
munication between the entities. Moreover, the adversary is
assumed to be able to extract the secret parameters stored in
the entity’s memory and the temporary data used to establish
session keys [6]. Furthermore, the adversary can use oracle
queries to interact with the entities. As far as we know, these
two adversary models are widely adopted in the authenti-
cated key exchange protocols [28].

3.2. Security Requirements for the WBAN. )e communi-
cation of the WBAN is mainly divided into two types: the
communication between the sensor and the personal ter-
minal and the communication between the personal ter-
minal and the back-end server. Our work focuses on the

security of communication between the personal terminal
and the back-end server. In this section, we discuss the
security and privacy requirements for the WBAN envi-
ronment [29].

3.2.1. Mutual Authentication. As we all know, the messages
transmitted in the WBAN are easily eavesdropped and
modified. Hence, once a message is received, the most
important thing for the receiver is to determine whether the
message is sent by a legitimate user and whether the message
has been modified. )erefore, there should be a mechanism
to verify the legitimacy of the message and the sender of the
message.

3.2.2. Data Integrity. To ensure the integrity of the trans-
mitted message in the WBAN, an anonymous signature
mechanism is attached to the transmitted message.

3.2.3. Confidentiality. Since the messages transmitted in the
WBAN contain the patient’s sensitive information, and this
sensitive information is very important privacy for patients.
)erefore, the proposed protocol needs to ensure that the
unauthorized entities cannot obtain the content of the
transmitted message.

3.2.4. Identity Privacy-Preserving. To protect the identity
privacy of users (especially the patients), the actual identity
of the patients cannot directly appear in the transmitted
messages. Besides, the proposed protocol also needs to
ensure that the adversary cannot decipher/calculate the
patient’s actual identity through the message.

3.2.5. Conditional Traceability. In WBAN, for the manager,
the doctor’s identity should be traceable. Especially when a
doctor makes any dispute or misbehavior, the manager
needs to have the ability to get the doctor’s actual identity.
)is provides a basis for subsequent accountability and can
also reduce the loss of WBAN.

3.2.6. Attack Resistance. To ensure secure communication
in WBANs, the proposed protocol should be able to with-
stand various common attacks, such as replay attack, im-
personation attack, and man-in-the-middle attack.

3.3. Elliptic CurveCryptography. Elliptic curve cryptography
(ECC) is one of the most widely used public key asymmetric
cryptographies [30]. Its security comes from the discrete
logarithm problem (DLP) in a group defined by points on
elliptic curve. An elliptic curve E over GF (p), where p is a
large prime, is defined by an equation of the following form:

y
2

� x
3

+ ax + b, (1)

where a, b ∈GF (p) and satisfies 4a3 + 27b2 ≠ 0(modp).
)ere are two basic operations on ECC: point addition and
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scalar multiplication.)e scalar multiplication over E can be
computed by repeated addition as

k · P � P + P + · · · + P(k times). (2)

)e hardness of the elliptic curve discrete logarithm
problem is essential for the security of all elliptic curve
cryptographic schemes. Here, we present two important
mathematical problems on elliptic curves as follows [31]:

Elliptic curve discrete logarithm problem (ECDLP):
given an elliptic curve E defined over a finite field GF
(p), and two points Q, P ∈E of order q, it is hard to find
an integer k ∈Z∗q such that Q� k·P
Elliptic curve Diffie–Hellman problem (ECDHP): given
an elliptic curve E defined over a finite field GF (p), a
point P∈E of order n, A� aP, B� bP, and find the point
C� abP

4. The Proposed Authentication Protocol

In this section, we present our proposed authentication
protocol forWBAN.)e proposed protocol consists of three
phases: system initialization, registration, and anonymous
mutual authentication. All the notations used in this paper
are presented in Table 1. )e detailed descriptions of these
phases are explained as follows.

4.1. System Initialization. In the proposed authentication
protocol, as mentioned earlier, RC is considered as a trusted
third party. It is responsible for the registration of all patients
and doctors in the WBAN. At the same time, it must also set
relevant security parameters for the authentication protocol.

Step I-1: RC selects an appropriate elliptic curve E over
the finite field GF (p). )en, RC chooses a bilinear
mapping 􏽢e: G1 × G1⟶ G2 and the generator P0 ∈G1
with the order q over elliptic curve E, where q is a big
prime number.
Step I-2: RC chooses two secure hash function h andH,
where h:{0, 1}∗⟶Z∗q, H: {P ∈E}⟶ {0, 1}l, in which
l is the length of the string. Next, RC selects two random
number u, v ∈Z∗q as secret values and keeps them
properly.
Step I-3: RC chooses a random number sRC as its master
key and computes the corresponding public key
PKRC � sRC·P. )en, RC publishes the public system
parameters to the users: param� {E,G1,GT, PKRC, h,H,
ê}.

4.2. Registration. )is phase consists of the doctor regis-
tration and the patient registration. )e process of regis-
tration is explained as follows:

Doctor registration: when a doctor Di wants to login to
the system to get the patient’s information, he/she must
first register at RC through the following steps:

Step DR-1: the doctor Di chooses his/her own iden-
tification DIDi and password DPWi and a random

number ri and then computes h(ri⊕DPWi). )en, Di
sends the message {DIDi, h(ri⊕DPWi)} to RC via a
secure channel.
Step DR-2: upon receiving the message {DIDi,
h(ri⊕DPWi)}, RC computes Ai � h(DI Di|v),
Bi � h(Ai), Vi �Ai⊕ h(DIDi || h(ri⊕DPWi)). )en, RC
regards the parameter sDi � h(ri⊕DPWi) as the doctor
Di’s master key and then computes the corresponding
public key PKDi � sDi·u·P.
Step DR-3: RC provides a license to the doctor Di:
LDi � sDi · v · P, then RC maintains <DIDi, LDi> in the
checklist. )is checklist is used to check the actual
identity of the doctor when the doctor makes any
dispute or misbehavior.
Step DR-4: the RC issues a smart card to the doctorDi,
the card contains the values {Bi,Vi, PKDi, LDi, ri}. After
receiving the smart card, the doctor Di inserts the
value ri into the smart card. )en, the smart card
contains {Bi, Vi, PKDi, LDi, ri}.

Patient registration: when the patient Pj is ready to go to
the hospital for treatment, RC will register his/her
handheld terminal and assign relevant medical sensors
to him/her to monitor the physical parameters.

Step PR-1: RC chooses a random number sPj ∈Z∗p as
the patient Pj’s master key. And then RC computes the
corresponding public key PKPj � sPj·u·P. Next, RC
sends the message {sPj, PKPj} to the patient Pj through
a secure channel.

4.3. Anonymous Authentication

4.3.1. Patient to Doctor Anonymous Authentication.
When the patient Pj wants to send the data collected by
himself to the doctorDi to facilitate the doctor’s diagnosis or
detection, this step is required. Since the data transmitted by
the patient to the doctor contain very sensitive health in-
formation, in order to preserve the privacy of these data, the
patient needs to use encryption and authentication methods
to process the data. )e detailed steps are as follows:

Step PA-1: the patient Pj first chooses a random value
k ∈Z∗p and calculates

a1 � k · P,

a2 � k · PKDi,

a3 � h(data)k · sPj · PKRC,

a4 � k · PKPj,

w1 � (dataa3a4Tj),

c1 � w1⊕H a2( 􏼁,

(3)

where data are the physical parameters of the patient Pj
and Tj is the timestamp. )en, the patient Pj sends the
message {a1, c1, Tj} to the doctor Di via common
channel.
Step PA-2: upon receiving the message {a1, c1, Tj}, the
doctor Di computes w∗1� c1⊕H(sDi·a1) and extracts
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the data, a3, a4 and the timestamp Tj from w∗1. )en,
the doctor Di verifies whether the timestamp Tj is fresh.
If it is not fresh, the doctor Di discards the message
directly and terminates the authentication process.
Otherwise, go to the next step.
Step PA-3: the doctor Di checks if
􏽢e(a3, PKDi)? � 􏽢e(PKRC, h(data) · sDi · a4) holds. If the
above equation is true, the doctor Di considers that the
patient Pj is legitimate and the health information data
have not been destroyed. Otherwise, the patient Pj is
considered to be an illegal user and refuses to accept the
health information data.

Figure 2 summarizes the process of patient to doctor
authentication phase.

Proof of Correctness. )e challenger equation 􏽢e(a3, PKDi)? �

􏽢e(PKRC, h(data) · sDi · a4) calculated by the doctorDi should
be held by using the values a3 and a4 sent from the patient Pj.

􏽢e a3, PKDi( 􏼁 � 􏽢e h(data) · k · sPj · PKRC, PKDi􏼐 􏼑

� 􏽢e k · sPj · PKRC, h(data) · sDi · P􏼐 􏼑

� 􏽢e PKRC, h(data) · k · sPj · sDi · P􏼐 􏼑

� 􏽢e PKRC, h(data) · sDi · k · PKPj􏼐 􏼑

� 􏽢e PKRC, h(data)sDi · a4( 􏼁.

(4)

4.3.2. Doctor to Patient Anonymous Authentication.
When the doctor Di wants to get the relevant health data of
the patient Pj, he first generates the query information de-
mand and completes the message authentication through
the following steps:

Step DA-1: the doctor Di first inserts his/her smart
card to a terminal and then inputs his/her identity
DIDi and password DPWi. )en, the smart card
computes as follows:A∗i � h(DI Dih(ri ⊕DP

Wi))⊕Vi, B∗i � h(A∗i ), and checks whether B∗i � Bi. If
not, the smart card rejects this request and prompts

the doctor to enter the correct identity and password.
Otherwise, go to the next step.
Step DA-2: the doctor Di chooses a random number
r ∈Z∗p and computes

b1 � r · P,

b2 � r · PKPj,

b3 � h(demand) r · sDi · PKRC,

b4 � r · PKDi,

b5 � h Ti( 􏼁 · sDi · P,

Certi � LDiTi( 􏼁⊕H h Ti( 􏼁 · sDi · PKRC( 􏼁,

w2 � demandb3b4CertiTi( 􏼁,

c2 � w2 ⊕H b2( 􏼁,

(5)

where demand is the query request information of the
doctor and Ti is the timestamp. )en, the doctor Di
sends the message {b1, b5, c2, Certi, Ti} to the patient Pj
via a common channel.
Step DA-3: upon receiving the message {b1, b5, c2,
Certi, Ti}, the patient Pj verifies whether the time
stamp Ti is fresh. If not, the authentication process is
terminated. Otherwise, Pj uses his/her private key to
compute b∗2 � sPj · b1, w∗2 � c2 ⊕H(b∗2 ). And then, Pj
extracts variables demand, b3, b4, Certi and the
timestamp Ti from w∗2.
Step DA-4: Pj verifies whether the equation
􏽢e(b3, PKPj)? � 􏽢e(PKRC, h(demand) · sPj · b4) holds.
If the above equation is true, the patient Pj considers
the doctor to be a legitimate doctor, and he will
provide the relevant health data according to the
doctor’s requirements. Otherwise, he believes that the
doctor Di is an illegal doctor and refuses to accept his
request.
Figure 3 summarizes the process of login and the
doctor to patient authentication phase.
Proof of correctness:

Table 1: Notation and its description.

Notation Description
Di )e ith doctor
DIDi )e identity of the ith doctor
PKDi )e ith doctor’s public key
RC )e registration center
PKRC )e public key of RC
Pj )e jth patient
PIDj )e identity of the jth patient
h (·) A secure hash function, where h: 0, 1{ }∗⇒Z∗q
H (·) A hash function, where H: Ep(a, b)⇒ 0, 1{ }l, in which l is the length of the string
ê (·, ·) A bilinear map 􏽢e: G1 × G1⟶ G2
|| String concatenation operation
⊕ )e bitwise XOR operation

Security and Communication Networks 5



􏽢e b3, PKPj􏼐 􏼑 � 􏽢e h(demand) · r · sDi · PKRC, sPj · P􏼐 􏼑

� 􏽢e PKRC, h(demand) · r · sDi · sPj · P􏼐 􏼑

� 􏽢e PKRC, h(demand) · sPj · r · sDi · P􏼐 􏼑

� 􏽢e PKRC, h(demand) · sPj · b4􏼐 􏼑.

(6)

Step DA-5 (identity tracking): if the request message
demand is suspected of having a problem or illegal
operation, RC is able to track the actual identity of the

doctor using the certificate Certi in the message. )e
process is as follows:

)en, RC finds the corresponding record <DIDi, LDi> in
the checklist and gets the actual identity of the doctor DIDi.

Certi ⊕H sRC · b5( 􏼁

� LDiTi( 􏼁⊕H h Ti( 􏼁 · sDi · PKRC( 􏼁⊕H sRC · b5( 􏼁

� LDiTi( 􏼁⊕H h Ti( 􏼁 · sDi · PKRC( 􏼁⊕H sRC · h Ti( 􏼁 · sDi · P( 􏼁

� LDiTi( 􏼁.

(7)

chooses a random k ∈ Z∗

p and computes:
a1 = k · P, a2 = k · PKDi,

a3 = h (data) · k · sPj · PKRC, a4 = k · PKPj,
w1 = (data || a3 || a4 || Tj), c1 = w1 ⊕ H (a2)

{a1, c1, Tj}

compute: w1
∗ = c1 ⊕ H (sDi · a1),

extract data, a3, a4, Tj from w1
∗,

check the freshness of Tj,

if so, compute:
ê  (a3, PKDi)? = ê  (PKRC, h (data) · SDi · a4)
if holds, consider the patient Pj is legitimate,

Accept the health information data.

Patient Pj Doctor Di

Figure 2: )e patient to doctor authentication phase.

Patient PjDoctor Di

if so, chooses a random r ∈ Z∗

p and computes:

inserts smart card and input DIDi and DPWi,

computes: Ai
∗ = h (DIDi || h (ri ⊕ DPWi)) ⊕ Vi,

Bi
∗ = h (Ai

∗), checks Bi
∗ ? = Bi.

b1 = r · P, b2 = r · PKPj,

c2 = w2 ⊕ H (b2) {b1, b5, c2, Certi, Ti}

b4 = k · PKDi, b5 = h (Ti) · sDj · P,

b2
∗ = sPj · b1, w2

∗ = c2 ⊕ H (b2
∗),

Certi = (LDi ||Ti) ⊕ H (h (Ti) · sDj · PKRC,

checks the freshness of Ti,
if so, compute:

and then checks:

Accept the request demand.
if holds, consider the doctor Di is legitimate,

extracts demand, b3, b4, Certi , Ti from w2
∗.

b3 = h (demand) · r · sDi · PKRC,

w2 = (demand) || b3 || b4 || Certi || Tj),

ê  (b3, PKPj)? = ê(PKRC, h (demand) · sPj · b4)

Figure 3: )e login process and doctor to patient authentication phase.
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5. Security Analysis

In this section, we first prove that the proposed anonymous
user authentication protocol is provably secure under the
BAN logic [32, 33]. Next, the security and functional features
of the proposed authentication protocol are discussed.

5.1. BANLogic-Based Formal SecurityAnalysis. We use BAN
logic to analyze the security and correctness of our proposed
authentication protocol. Table 2 summarizes the notations
and rules of the BAN logic.

Goals. According to the analytic procedures of the BAN
logic, the proposed authentication protocol must satisfy the
following security goals:

Goal1: Pj| ≡ Di| ≡ Pj↔
c1

Di

Goal2: Di| ≡ Pj| ≡ Di↔
c2

Pj

)e initial status forms of the proposed authentication
protocol are formally described as follows:

A1: Di| ≡ #(Ti, r)

A2: Pj| ≡ #(Tj, k)

A3: Di⊲ a3, data􏼈 􏼉H(a2)

A4: Pj⊲ demand, Ti􏼈 􏼉H(b2)

)e idealized transformed message of the proposed
authentication protocol is described as follows:

Msg1: Pj⟶ Di: a1, c1, Tj􏽮 􏽯

Msg2: Di⟶ Pj: b1, b5, c2,Certi, Ti􏼈 􏼉

)e main analysis steps of the proposed authentication
protocol based on the BAN logic are described as follows:

By A2, A3, and the message meaning rule, it is easy to
getS1: Di| ≡ Pj| ∼ a3, data􏼈 􏼉H(a2)

By S1,A3,Msg1, and the nonce verification rule in which
k is the necessary part of H(a2), it is easy to get S2:

Pj| ≡ Di| ≡ Pj ↔
H(a2)

Di

By S2,Msg1, and the nonce verification rule in which Tj
is the part of c1, it is easy to get S3: Pj| ≡ Di| ≡ Pj↔

c1
Di

(Goal1)
ByA1,A4, and themessagemeaning rule, it is easy to get
S4: Pj| ≡ Di| ∼ b5, c2, Ti􏼈 􏼉H(b2)

By S4,A4,Msg1, and the nonce verification rule in which
r is the necessary part of H(b2), it is easy to get S5:

Di| ≡ Pj| ≡ Di ↔
H(b2)

Pj

By S5, Msg2 and the nonce verification rule in which Ti
is the part of c2, it is easy to get S6: Di| ≡ Pj| ≡ Di↔

c2
Pj

(Goal2)

5.2. Informal Security Analysis. In this section, the security
and functional features of the proposed authentication
protocol are discussed. )rough the detailed analysis, it has
been proven that the proposed protocol can withstand
various common attacks.

5.2.1. Privileged Insider Attack. In the proposed protocol,
RC does not store any patient-related information. )ere-
fore, the privileged insider cannot obtain any critical in-
formation about the patient. In another, although RC stores
the doctor’s checklist <DIDi, LDi> to track the doctor’s true
identity, the privileged insider cannot guess the doctor’s
password DPWi or private key sDi. )erefore, he/she has no
advantage in breaking the robustness of the proposed au-
thentication protocol.

5.2.2. Replay Attack. Owing to the open nature of the
wireless communication channel, the replay attack poses a
great security threat to the wireless body area networks.
According to the specification of the proposed protocol, the
first step of each entity (the patient or doctor) is to check the
freshness of the authentication messages using the time-
stamps Ti or Tj. In addition, the timestamp is hashed and
Exclusive OR (⊕) with other parameters (c1, c2, or b5), which
is contained in the authentication messages. )erefore, if the
timestamp is not fresh, the receiver discards the message
directly and aborts the session. If the adversary modifies the
timestamp, he/she cannot calculate the corresponding pa-
rameters. Consequently, our proposed protocol is able to
withstand the reply attack.

5.2.3. Impersonation Attack. Let A be an adversary and he
has the ability to intercept the authentication message of the
patient Pj: {a1, c1, Tj}. A may try to generate a forged au-
thentication message a∗1, c∗1, T∗1{ }. Since A has not reg-
istered at RC and does not know the secret value u, it is
impossible for A to obtain its own correct public key PK∗Pj.
Even though the adversaryA chooses a new random number
k∗ to the corresponding parameter a∗1, he cannot compute
the correct parameters a∗3 and a∗4. )erefore, it is easy to
find that the adversary cannot pretend to be a patient.

Similarly, we can get that the adversary A has no ability
to pretend to be a doctor because he does not know the RC’s
secret value u. )erefore, the proposed authentication
protocol can resist the impersonation attack.

5.2.4. Stolen Smart Card Attack. In the proposed protocol,
every doctor has a smart card to login to the wireless body
area networks. Suppose an adversary A picks up or steals a
doctor’s smart card and extracts the stored secret parameters
{Bi, Vi, PKDi, LDi, ri}, where Bi � h(Ai), Vi �Ai⊕ h(DIDi ||
h(ri⊕DPWi)), PKDi � sDi·u·P, and LDi � sDi · v · P. Further-
more, assume that the adversary A eavesdrops the au-
thentication message {b1, b5, c2, Certi, Ti} sent by the doctor.
Using these obtained parameters, if A wants to pretend to be
a doctor and launch an attack, he must try to guess the
doctor’s password DPWi to generate the doctor’s private key
sDi � h(ri⊕DPWi). Without knowing the doctor’s password,
the adversary A cannot compute the doctor’s private key.
)en he cannot further generate the correct authentication
message. )erefore, it is easy to find that the proposed
protocol is resistant to stolen smart card attack.

Security and Communication Networks 7



5.2.5. User Anonymity. User anonymity is a very important
security requirement in theWBAN. To protect the privacy of
doctors and patients, the proposed protocol has made the
following measures. In the patient side, the random value
k ∈Z∗p and the timestamp Tj are used in each round of the
patient to doctor authentication. )e patient’s master key sPj
and public key PKPj are encrypted in a3, a4 with k and Tj,
respectively. Suppose that the adversary A could intercept
the message {a1, c1, Tj}, it is an impossible task for to obtain
the patient’s fixed master key sPj and public key PKPj.
Similarly, the adversary A cannot use the message trans-
ferred from the doctor to the patient to obtain the doctor’s
fixed parameters. Consequently, the proposed authentica-
tion protocol can achieve the anonymity of the patients and
the doctors.

5.2.6. Authentication and Data Integrity. In the proposed
scheme, the patient’s physiological parameter data and the
doctor’s query request information demand are encrypted
by the hash valuesH(a2) andH(b2), respectively. In addition,
the values h(data) and h(demand) are the parameters of a3
and b3, respectively. According to the property of hash, if any
bits are modified, the verify equations􏽢e(a3, PKDi)?

� 􏽢e(PKRC, h(data) · sDi · a4) and 􏽢e(b3, PKPj)? � 􏽢e(PKRC, h

(demand) · sPj · b4) cannot be established. Consequently,
the proposed authentication protocol can check the integrity
of the messages transmitted between the doctor and the
patient.

5.2.7. Unlinkability and Conditional Traceability. For the
adversary A, he could intercept the messages {a1, c1, Tj} and
{b1, b5, c2, Certi, Ti}. However, the random numbers k and r
are different in each round of the message authentication.
)erefore, it is difficult for the adversary A to trace the
messages which were transmitted from the doctor or the
patient. On the other hand, the RC has the ability to track
the doctor’s actual identity through the formula in Step
DA-5. )erefore, except for the ability of RC to track the
identity of doctors, other entities cannot track the identity
of doctors or patients.

6. Performance Analysis

In this section, the performance of the proposed scheme is
evaluated in terms of computational cost, and communi-
cation overhead, and security requirements. We then
compare the proposed scheme with the existing research
activities in terms of security and functional features.

6.1. Computation Cost. In the proposed scheme, the com-
putational cost isreferred to the time which was consumed
in the phase of message generation and verification. )e
multiplicative cyclic groups used in the proposed scheme are
built based on a Type-A elliptic curve, which is defined in the
pairing-based cryptography (PBC) library [34]. In addition,
we use C language under specific IDE and C/CCC MIRACL
Library to implement the related cryptographic operations.
To evaluate the computational costs of the proposed scheme,
some of the related notations are listed in Table 3.

Our implementation uses a PC with Intel Core i7 CPU
2.6GHz and 8GB memory to run the proposed authenti-
cation protocol. In our simulation, each randomized ID is
1024 bits, and the size of the ECC point is 160 bits. )e
execution time for each cryptographic operation is derived
after 10 times experiments.)e average running time of each
cryptographic operation is listed in Table 4. It needs to be
explained here that we have ignored the running time of the
XOR operation because it is negligible.

In our implementation, the costs of the registration and
smart card distribution are not considered since it only runs
a limited number of times in the initial stage of the proposed
protocol. Table 5 shows a comparison for computation cost
between the proposed authentication protocol and the re-
lated works. From Table 5, it is obvious that the proposed
authentication protocol takes only one point multiplication,
one pairing, and one hash function to generate the certifi-
cate. And the time of verifying the certificate only needs one
hash function, two point multiplication, and one pairing
operation. Compared with the related research activities, it is
easy to find that the proposed protocol needs a very low
computational overhead to complete the authentication
process.

Table 2: )e notations and rules of the BAN logic.

Notations Description
P, Q A principal
P ◁ X P sees X
P| ∼ X P said X, X was send by P
P|⇒X P has jurisdiction over X
⟶k P k is P’s public key

P↔k Q k is only known to P and Q.
#(X) X is fresh
<X>k Formulae X is combined with the formulae k
{X}k X is encrypted by the key k
P| ≡ X P has faith in the truth of X
Rule 1: message meaning rule (P| ≡ P↔k Q, P⊲〈X〉k)/(P| ≡ Q| ∼ X) or (P| ≡ ⟶k Q, P⊲ X{ }k)/(P| ≡ Q| ∼ X)

Rule 2: nonce verification rule (P| ≡ #(X), P| ≡ Q| ∼ X)/(P| ≡ Q| ≡ X)

Rule 3: jurisdiction rule (P| ≡ Q⇒X, P| ≡ Q| ≡ X)/(P| ≡ X)

Rule 4: decomposition rule P| ≡ Q| ≡ (X, Y)/(P| ≡ Q| ≡ X)
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6.2. Communication Overhead. To analyze the communi-
cation overhead of the proposed authentication protocol, the
size of the parameters used in the proposed scheme is shown
below. )e length of the random number, the point of ECC,
the identity, the output of a hash function, and the time-
stamp are 128 bits, 320 bits, 128 bits, 160 bits, and 32 bits,
respectively. We assumed that the length of the physical
parameters of the patient data and the query request in-
formation of the doctor demand are 500 bits and 300 bits,
respectively.

Under these deliberations, in the patient to doctor au-
thentication phase of the proposed protocol, the patient
sends the messageM1 � {a1, c1, Tj} to the doctor. Similarly, in
the doctor to patient authentication phase, the doctor sends
the message M2 � {b1, b5, c2, Certi, Ti} to the doctor. )ese
two messages need 320 + 500 + 320 + 320 + 32 + 32�1524
bits and 320 + 320 + 300 + 320 + 32�1292 bits, respectively.
In Table 6, we summarize the brief comparison of com-
munication overhead between the proposed scheme and
other existing schemes.

Compared with other existing schemes, the proposed
scheme’s communication cost is similar to that of other
related research works. However, the messages in the pro-
posed protocol contain the patient’s physical parameter data
and the doctor’s query request information demand. In
other words, the proposed scheme can not only achieve the
identity authentication, but also complete the transfer of the
patient’s physiological data and the data requested by the
doctor. )erefore, the proposed protocol is not only efficient
in terms of communication overhead in the WBAN system
but also has more extra features.

6.3. Security Requirements. We compare the proposed au-
thentication protocol with the related authentication
schemes in terms of security requirements such as replay
attack, impersonation attack, secure mutual authentication,
message integrity, and confidentiality. )e detailed com-
parison of various security attacks and functions is shown in
Table 7. )e comments from Table 7 show that our

Table 4: Execution time of the related pairing-based operations.

Encryption element Th (ms) Tpair (ms) Tadd (ms) Texp (ms) Tmul (ms) Ten (ms)
Running time <1 3.61 <1 2.74 1.63 <1

Table 5: Execution time of the related pairing-based operations.

Schemes Time of generating the certificate Time of verifying the certificate
Wu et al.’s scheme 3Th+ 4Tmul +Ten 4Th+ 4Tmul +Tpair +Ten
Shen et al.’s scheme Th+ 3Tmul Th+ 4Tpair +Ten + 2Tmul
Das et al.’s scheme 5Th+ 2Ten 4Th+ 2Ten
Liu et al.’s scheme 2Tpair + 3Th+Tmul 3Tpair + 3Th+ 3Tmul
Proposed scheme Th+Tmul +Tpair Th+ 2Tmul +Tpair

Table 6: )e comparison of communication cost in different
schemes.

Scheme Number of
messages Communication cost (bits)

Wu et al.’s scheme 3 2112
Shen et al.’s scheme 4 3040
Das et al.’s scheme 2 1536
Liu et al.’s scheme 4 3840
Proposed scheme 2 2816

Table 3: Execution time of the related pairing-based operations.

Notations Execution time for various operations
Th One-way hash function H (·) or h (·)
Tpair Bilinear pairing computation
Tadd Addition operation of points in ECC
Texp Exponential operation
Tmul Scalar multiplication of elliptic curve
Ten Symmetric encryption algorithm AES (128-bit key)

Table 7: )e comparison of security requirements.

Scheme I1 I2 I3 I4 I5 I6 I7
Wu et al.’s scheme √ √ √ √ √ × √
Shen et al.’s scheme √ × √ √ × √ √
Das et al.’s scheme √ √ √ × √ √ ×

Liu et al.’s scheme √ √ √ √ × √ √
Proposed scheme √ √ √ √ √ √ √
Note. I1: replay attack; I2: impersonation attack; I3: privileged insider attack;
I4: secure mutual authentication; I5: message integrity and confidentiality;
I6: user privacy; I7: loss of device attack.
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authentication protocol not only gives the support of much
more functionality but also overcomes more security
weaknesses.

7. Conclusion

In this article, an efficient and privacy-preserving authen-
tication protocol for the WBAN is presented. In the pro-
posed authentication scheme, the doctor and the patient are
anonymously authenticated by each other before sending the
patient-related information (the patient’s physical param-
eters or the doctor’s query request). )e security analysis
showed that the proposed authentication protocol could
provide resistance against common attacks such as replay
attack, impersonation attack, and eavesdropping attack. )e
proposed authentication scheme takes very little cost for
signature and certificate authentication, which is essential
for the WBAN-based applications. Moreover, the proposed
scheme gives an effective privacy and tracking method to
disclose the actual identification of the malicious doctor to
improve the usability of the WBAN. )e performance
analysis showed that the proposed scheme is efficient in
terms of computational cost and communication cost. It is
more appropriate for practical WBAN-based applications.
)e future extension of this article is to provide an au-
thentication method that can transmit a larger amount of
data for the patient in an efficient manner.
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Due to the distributed and dynamic characteristics of the Internet of Vehicles (IoV) and the continuous growth in the number of
devices, content-centric decentralized vehicular named data networking (VNDN) has become more suitable for content-oriented
applications in IoV. However, the existing centralized architecture is prone to the failure of single points, which results in trust
problems in key verification between cross-domain nodes and consuming more power and reducing the lifetime. Focusing on
secure key management and power-efficient routing, this article proposes a blockchain-based key management and green routing
scheme for VNDN. A blockchain-based key management scheme is presented to achieve secure and efficient distribution and
verification of keys. Specifically, all trusted agencies (TAs) form a consortium blockchain for storing public key hashes to ensure
the authenticity of users’ public keys. A green global routing scheme based on node relaying pressure (GGNRP) is proposed to
save power consumption and reduce the forwarding delay. A new node relay pressure metric is introduced to assist with routing
decisions. Detailed experiments and analysis show that, compared with the existing scheme, the proposed scheme can achieve
secure key management and GGNRP can decrease the power consumption and average delay by 15.8% and 63.2%, respectively.

1. Introduction

Internet of Vehicles (IoV) is the backbone network of future
intelligent transportation systems, and it promises to im-
prove overall traffic efficiency and road safety by enabling the
interaction of recreational and safety information through
vehicle-to-everything (V2X) communication [1]. To date,
vehicles in IoV have relied on IP addresses to find terminals
and establish end-to-end communication, regardless of the
type of application [2]. Due to the distributed operation,
limited bandwidth, and high-speed mobility of nodes and
the dynamic network topology of IoV, it is difficult for IoV
network links to maintain robustness, durability, and sta-
bility [3, 4]. In addition, as the number of Internet of (ings
(IoT) devices continues to grow, IP addresses are becoming
increasingly scarce, making it very difficult to assign IP
addresses to IoV devices with high mobility [5]. As a result, a
large gap is created between host-based TCP/IP architec-
tures and content-centric IoV applications. Since most of the
communication between vehicles focuses on the content

rather than the content carrier, the combination of IoV and
named data networking (NDN) becomes possible, resulting
in vehicular named data networking (VNDN) [6].

NDN is an important candidate for next-generation
Internet architecture, where everything, including hosts and
data, is named according to hierarchical naming rules. (ese
names replace the role of IP addresses and data transmission
switches from a host-to-host approach to data-oriented
communication [7]. In addition, NDN caches content in
network routers, which allows content requests to be sat-
isfied at the edge of the network, thereby greatly reducing the
delay of content delivery [8].(erefore, NDN is very suitable
for providing a reliable transmission solution for IoV
communications with high mobility and intermittent con-
nections. However, because of the data-centric feature of
NDN, secure communication in NDN has new security
requirements [9]. In the content-centric IoV, vehicles may
request traffic information (e.g., traffic accident information
and road information) for efficient data sharing to optimize
road utilization. However, malicious nodes in VNDN may
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spread false information to cause traffic congestion or ac-
cidents [10]. (erefore, consumers in IoV should care not
only about the sender of the data request but also about the
producer of the data packet. (e packet must be published
by an authenticated producer and be unable to be modified
by other producers.

To verify the producer’s identity information and data
integrity, the producer should sign the content so that the
name can be effectively and safely bound to the data. In this
way, consumers and routers can verify the signature and
determine the source of the data, which allows consumers to
trust the received data packets. Most existing NDNs use a
hierarchical key trust model [11], in which the root key is
used as a well-known trust anchor to provide a digital
signature on the domain secret key. (e key of each domain
digitally signs the public key of the user in the domain, and
then the user key signs the public key of its device and
application. To verify the authenticity of the public key, one
can retrieve the secret key chain using the key name. In
principle, this method avoids the generation of false mes-
sages, but in the application of IoV, there are still some
challenges [12]: (1) as a centralized service centre, the root
key may be subject to attacks and tampering, which can lead
to a single point of failure. Especially in the case of cross-
domain key verification, since each domain is relatively
independent, it is difficult for each domain to verify the
authenticity of the keys issued by the other domains without
a trust anchor; (2) since verification needs to traverse the
secret key chain, the process of retrieval and verification
requires considerable additional overhead, which cannot
meet the low-delay requirements of IoV.

On the other hand, the successful implementation of IoV
requires a large number of wireless sensors to form a wireless
sensor network (WSN) for efficient and fast information
transfer. However, the sensors have limited energy and
cannot be recharged once they are deployed [13, 14]. (e
higher the energy efficiency is, the longer the running time of
WSN is. (e research results show that communication
consumes the most energy among many factors that con-
sume energy in WSN [15]. While routing determines the
forwarding path between the sender and receiver, effective
routing minimizes the communication cost and maximizes
the survival time of the wireless sensor network.

In recent years, blockchain technology has been widely
used in different fields, such as public key infrastructure
(PKI), domain name server (DNS), and IoV [16]. Blockchain
ensures that data can be tracked and cannot be easily
tampered with through distributed data storage and con-
sensus mechanisms, which guarantees the integrity and
authenticity of the participating nodes. To improve the
information transmission of blockchain nodes, the combi-
nation scheme of blockchain and VNDN was proposed [17].
(erefore, this article proposes a blockchain-based key
management and green routing scheme for VNDN, which
aims to achieve safe and reliable VNDN key authentication
and management while maximizing the use time of wireless
sensors. First, a blockchain-based key management scheme
is designed to set the management node of each domain as a
blockchain node and use blockchain to manage the public

keys of different domains to avoid network paralysis due to
the failure of a single point. Second, to prevent the pre-
mature death of nodes close to the base station (BS) and
prolong the survival time of sensors, the concept of node
relay pressure is proposed, and a green global routing
scheme based on node relaying pressure (GGNRP) is
designed. In GGNRP, the source node obtains a green global
route for data transmission based on the node-to-BS path
information and node energy information stored in the BS,
which avoids the routing hole problem that is widely found
in planar routing.

(e contributions of this article are summarized as
follows:

(1) In this article, a blockchain-based key management
scheme is proposed to solve the mutual trust
problem between different domain nodes. (e
scheme reduces the number of signature verifica-
tions and shortens the time delay of key acquisition
and verification, making the NDN more suitable for
IoV.

(2) To reduce the transmission delay of VNDN, a green
global routing scheme based on node relaying
pressure is designed. (is scheme uses the path
transmission delay and the node relaying pressure
value as metrics for routing decisions, which ensures
low delay while protecting the nodes with high
communication load and low residual energy in
VNDN.

(e rest of this article is organized as follows. Related
work is presented in Section 2. Section 3 details the proposed
blockchain-based key management scheme. GGNRP is
presented in Section 4. (e experimental results are pre-
sented in Section 5, followed by the conclusions in Section 6.

2. Related Work

2.1. Security in NDN. NDN is expected to change the ar-
chitecture of the Internet. For this reason, researchers hope
to introduce NDN into IoV to enhance the scalability, re-
liability, and security of IoV [18]. However, the security
requirements of IoV are still difficult to meet due to the high
dynamic topology, high mobility, delay, and propagation
content [19]. On the other hand, NDN still has various
security and privacy issues [20], such as naming, signature,
and cache privacy, which makes the establishment of VNDN
challenging. Several works have designed solutions to ad-
dress security issues from the perspective of NDNs [21–23].
Song et al. [21] proposed a smart contract-based trusted
content retrieval mechanism for NDNs. (is mechanism
uses smart contract-based content and a repository of in-
formation trusted by producers and provides content re-
trieval and name resolution services for content consumers.
A blockchain-based effective identifier management scheme
in the NDN environment was proposed in [22]. (is scheme
uses the content name of an identifier to create transactions
to protect the identifier of a specific user and realizes secure
storage and management through this identifier segmen-
tation management technology. A blockchain-based
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hierarchical identity-based security mechanism was pro-
posed for NDN to maintain data-oriented authentication
[23]. However, most of the existing solutions do not take
into account the characteristics of IoV, making them in-
applicable in high mobility and low-delay IoV.

For IoV, most existing schemes focus on routing and
relaying [24, 25]. To maximize the possibility for users to
retrieve the desired content, Mauri et al. [24] formulated this
problem as an integer linear programming (ILP) problem
and showed how to optimally distribute content in IoV while
considering the available storage capacity and available link
capacity. In [25], an active data distribution scheme was
proposed to push key content to one-hop neighbors in
VNDN.

Focusing on information security and privacy preser-
vation in vehicular ad hoc networks, a full session key
agreement scheme was proposed based on chaos mapping
[26]. To achieve fast authentication during the message
verification process, a novel Chinese remainder theorem
(CRT)-based conditional privacy-preserving authentication
scheme was presented [27]. To manage keys efficiently, a
scalable solution was proposed for key and trust manage-
ment of devices [28], with the combination of blockchain
and software-defined networking (SDN) that is able to store
the public keys of devices on the blockchain and route the
network traffic efficiently. To address the low security and
communication efficiency in the blockchain, a key secret-
sharing scheme was proposed based on generative adver-
sarial networks (GANs), which view the secret as an image
during the secret-sharing process [29]. However, since the
security aspects of VNDNs have not been extensively
studied, communication in IoV can be subject to many
security threats, such as denial of service (DoS) attacks,
worm attacks, disinformation attacks, replay attacks, timing
attacks, single points of failure, and content poisoning
attacks.

2.2. Green Routing Protocol. According to the network
structure, the existing green routing protocols can be
divided into two types. One type is hierarchical routing,
such as the low-energy adaptive clustering hierarchy
(LEACH) [30], power-efficient gathering in sensor in-
formation systems (PEGASIS) [31], and the energy-effi-
cient concentric clustering routing scheme (EECCRS)
[32]. In these routing protocols, the network is clustered
into groups according to the distribution of the system,
there are several nodes in each cluster, and each node
belongs to only one cluster. (ere is a cluster head (CH) in
each cluster, and the CH needs to collect and process the
data from the cluster members that are in the same cluster.
(e processed data are transmitted to the base node di-
rectly or indirectly. Hierarchical routing protocols have
excellent expansibility and are easy to manage. However,
forwarding data will cost tremendous energy. (e other
type of green routing protocol is flat routing, such as node
spatial distribution (NSD) [33], geographic routing ori-
ented sleep scheduling (GSS) [34], energy-balanced
routing protocol (EBRP) [35], energy savings via

opportunistic routing (ENS_OR) [36], and the energy-
balanced routing method based on forward-aware factor
(FAF-EBRM) [37]. Unlike hierarchical routing protocols,
all nodes in flat routing protocols are the same, and each
node communicates with the base node in a multihop
manner. However, there are issues of poor extensibility
and hole problems in flat routing.

(e schemes mentioned above provide effective solu-
tions for VNDN, but their applicability in VNDN with high
mobility and high data volume is limited. (erefore, this
article tries to fill this gap and proposes a blockchain-based
key management and green routing scheme for VNDN, in
which keys can achieve safe and efficient management and
authentication by using blockchain. Additionally, it aims to
decrease power consumption and delay.

3. Blockchain-Based Key Management

3.1. System Model. In this section, a blockchain-based key
management scheme is introduced to solve the problem of
lack of trust in interdomain nodes and to improve the
authentication efficiency of key management. (e system
model of blockchain-based key management is shown in
Figure 1, which contains the main parts described as follows.

3.1.1. Trusted Agency (TA). A trusted third-party authority
that provides services for the domain is mainly used to
generate public/private key pairs (PBUk, PVUk) for user i in
the domain and public/private key pairs (PBDk, PVDk) for the
domain. Meanwhile, the TA joins the consortium block-
chain as a node of the blockchain to manage the generated
keys securely and efficiently. Each TA is responsible for
managing one domain.

3.1.2. Routing Node. VNDN routing nodes have relaying,
caching, and broadcasting functions.(emain function is to
relay interest packets to nodes that have data and trace data
packets back to consumers.

3.1.3. Domain. In an institution or organization, each do-
main contains multiple VNDN users and uses its private key
to sign the users in the domain for authentication and to
ensure the trustworthiness of the users. Each domain has a
domain name that serves as a unique identifier in VNDN.
(e name of the domain can be expressed as follows:

|Public key|Hierarchy|PublicKeyHash|Version, (1)

where Public key denotes the public key name of the domain,
Hierarchy denotes the domain hierarchy to which the name
belongs, PublicKeyHash is the hash of the domain public key,
and Version denotes the version number.

3.1.4. User. A data requester or data producer consists of
intelligent vehicles and terminal equipment in VNDN. (e
name of the user can be expressed as follows:
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|Global route|Hierarchy|PublicKeyHash|BlockLocation|TransactionHash|Version, (2)

where Global route indicates the global and routable name
for guiding the routing policy, Hierarchy denotes the user
hierarchy to which the name belongs, PublicKeyHash in-
dicates the hash of the user’s public key, which will also be
stored in the blockchain to verify the authenticity of the
corresponding public key, BlockLocation indicates the lo-
cation of the public key hash in the blockchain for fast
retrieval, TransactionHash indicates the hash of the user’s
registered transaction, and Version indicates the version
number.

Different from the existing schemes, the blockchain
includes the block head and register transactions, the unique
license, and the transaction record. As shown in Figure 1,
each block contains a block header and a block body. (e
block header contains the hash value of the previous block,
the timestamp, the hash value of the current block, and the
root hash.(e block body contains details of the transaction.

(e proposed blockchain-based key management
scheme has the following features.

(1) Integrity: all data are required to be signed by the
data producer, and the data requester can easily
verify the signature to be sure that the data have not
been modified during the relaying process.

(2) Confidentiality: the content of any transaction
message should be protected by asymmetric

cryptography and digital signatures and should not
be affected by any other entities.

(3) Reliability: after confirming that the data have not
been modified, consumers can determine the source
of the data so that they can trust the acquired data.

(4) Authentication: authentication services are the basis
for achieving trustworthiness. After verifying that
the received data have not been modified, the
blockchain network and TA are used to verify the
legitimacy of the data producer.

(5) Efficiency: the key retrieval and verification process
is reduced to provide efficient key management and
certification while providing basic services.

3.2. Key Management and Authentication. (e blockchain-
based key management design focuses on two main aspects:
one is to verify the integrity of the data and the other is to
quickly verify the credibility of the data packet.(e producer
uses the private key to sign the data packet and send it to the
consumer. After the consumer receives the data packet, it
first uses the producer’s public key to verify the signature to
ensure the integrity of the data.(en, it needs to authenticate
the producer. If the data packet comes from a legitimate
producer, the consumer trusts the data packet.

R3

R2 R5

R1 R4

(PBU1, PVU1)

TA1

User1

Domain1

TA2

User2

Domain2

VNDN

GGNRP

Block head

Block i

Previous hash

Register
transacations

Blockchain

Publickey
hash

(PBU2, PVU2)

Figure 1: (e system model.
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(edesigned blockchain-based keymanagement scheme
is divided into four main parts: system initialization,
blockchain creation, packet transmission, and producer
authentication.

Step 1: system initialization: system initialization is
performed using an elliptic curve digital signature al-
gorithm and asymmetric cryptography to ensure data
confidentiality and integrity. TAi first issues the public/
private key pairs (PBDk, PVDk), (PBUk, PVUk) for the
domain and user i within the domain.
Step 2: blockchain creation: user i creates a registration
transaction and writes its public key hash to the
transaction. (e registered transaction is then sent to
TAi to verify its legitimacy and is added to the
blockchain. TAi verifies the legitimacy of the transac-
tion, signs it, and broadcasts it to other blockchain
nodes for consensus. (e consensus nodes use the
practical Byzantine fault tolerance (PBFT) consensus
algorithm to conduct the consensus process on the
transaction. After passing the consensus process, the
registered transaction is uploaded to the consortium
blockchain, and the public key hash of user i is stored in
it. After that, TAi returns the BlockLocationi and
TransactionHashi to user i, who writes them into the
name.
Step 3: packet transmission: the consumer sends an
interest packet to the router to request the content it
needs. If the data are cached in the local storage of the
intermediate router, the router returns a data packet to
the consumer. Otherwise, the router forwards the In-
terest packet to the producer. Finally, the data packet is
sent back to the consumer by the producer in the same
way. In the asymmetric cryptographic scheme, the
decryption VerPBk

(·) of the digitally signed data using
the public key of sender k is as follows:

VerPBk
SigPVk

(H(m))􏼐 􏼑 � H(m), (3)

where SigPVk
(·) is the digital signature using the private

key of sender k and H(m) is the hash digest of message
m.
Step 4: producer authentication: after the consumer
receives the data packet, it uses the producer’s public
key to decrypt and verify the digital signature.
However, only the public key from a legitimate pro-
ducer can be trusted by the consumer. (erefore, the
authenticity of the public key must be verified first.
(e consumer first checks the BlockLocationi and
TransactionHashi fields in the name to quickly find the
location of the registered transaction containing the
hash of the public key. (en, the consumer obtains the
public key hash stored in the blockchain from the
“registration transaction” and calculates the obtained
user’s public key hash with the SHA-256 algorithm.
After that, the two are compared and if the hash value
is the same, the public key is proven to be true.
Otherwise, the obtained public key is not the public
key issued by a legitimate user.

4. Green Global Routing Scheme Based on the
Node Relaying Pressure

4.1. Basic Definition. (e symbols used in this paper are
shown in Table 1.

Definition 1. (the maximal minimum hop)Assume that V is
the set of nodes in VNDN and each node vi’s minimum hop
is known as hopi; then, the maximal minimum hop m is

m � max hopi( 􏼁, vi ∈ V. (4)

Definition 2. (the node relaying pressure)If vi’s minimum
hop is hopi, m is the maximal minimum hop of the network
and Ei is the residual energy of vi, then vi’s relaying pressure
pressi is

pressi �
2 m − hopi( 􏼁 + 1

Ei

. (5)

Definition 3. (the set of candidate relaying node)(e set of
neighbor of vi is denoted as nbori, and vi’s minimum hop is
hopi; then, the set of vi’s candidate nodes candi is

candi � 􏽘
vj∈nbori

nbori hopj < hopi􏼐 􏼑.
(6)

Considering that there are 18 nodes and one BS in
VNDN shown in Figure 2, each node’s minimum hop is
known. In this network, hop1, hop2, hop4, hop13, and hop18
are all 3. Hop3, hop5, hop8, hop9, hop12, hop14, hop15, and
hop16 are 2. Hop6, hop7, hop10, hop11, hop17, and hop19 are 1.
According to the definitions, the maximal minimum hop m

is 3. For node v8, hop8 � 2,m� 3, we can obtain press8 � 3/E8,
and nbor8 � v4, v7, v12, v16, v17􏼈 􏼉, where hop7, hop17 are less
than 2; hence, we have cand8 � v7, v18􏼈 􏼉.

An example of communications between nodes and a BS
is shown in Figure 3, where the red dotted circle is the
communication range of the nodes. To facilitate the analysis,
we assume that all nodes in this model have the same
maximal transmission radius r. (e network is composed of
n nodes and one BS. When their distance is larger than r,
they are unable to send packets to each other directly. (e
tasks of the nodes are to collect data in their deployed areas
and transmit the collected data to the BS. When a node has
packets to send, it communicates with the BS in a multihop
way. As shown in Figure 3, when v1 has data to forward, the
packet can reach the BS with the help of v5 and v6. In the
initial phase, all nodes have the same energy, and the energy
cost is related to the number of packets, the size of each
packet, and the forwarding distance.

For the proposed GGNRP, the energy cost ER of re-
ceiving k bits is

ER � Eelec ∗ k, (7)

where k is the size of the data packet and Eelec is the energy
consumption that a node uses to send or receive one-bit
data.
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(e transmitting node also needs to consider the
propagation loss, and the energy cost ET of sending k bits to
the receiving node is

ET � Eelec ∗ k + Eamp ∗ k∗d
β
, (8)

where Eelec represents the signal amplification cost, β is the
wave loss factor, and d is the distance from the transmitting
node to the receiving node.

4.2. GGNRP Process. (e proposed GGNRP consists of two
main phases: the routing establishment phase and the data
forwarding phase. (e flowchart of routing establishment is
shown in Figure 4.

Each node obtains its neighbors by broadcasting, and
then GGNRP calculates every node’s minimum hop by
broadcasting several times. Every node computes its

candidate relaying nodes according to its neighbors’ mini-
mum hops and its minimum hops. After that, each node
uploads its candidate relaying node set, the energy cost of the
communication between itself and its candidate set, and its
ID to the BS. (en, the BS simulates the process of nodes

0

M

N

v1
v2

v3

vn–1

l

l

vn

r

Node
Base station
Forwarding direction

v5

v6

Base station

vm

Figure 3: An example of communications between nodes and a BS.

Table 1: Notations.

Symbol Description
V (e set of sensor nodes in WSNs
r (e communication radius
m (e maximal minimum hop in network
ET (e energy cost of transmission node
ER (e energy cost of the receiving node
Eelec (e energy cost per bit
Eamp (e energy cost of signal amplification
hopi (e minimum hop of vi

nbori (e set of neighbors of vi

candi (e set of candidate relaying nodes
pij (e path between node vi and node vj

costij (e energy cost of pij

pressi (e relaying pressure of vi

maxij (e maximal relaying pressure in pij
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Figure 2: (e minimum hop of each node.
Is V null
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Delete vi and update the
relaying node set V

vi finds neighbors and uploads
its neighbors’ information

Compute the minimum hops 
and get the relaying node set V

Information feedback

Simulating packet exploration

End

Y

N

Figure 4: (e flowchart of routing establishment.
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sending exploring packets to the BS. (e exploring packet
that records its forwarding trace is transmitted only to the
candidate relaying nodes of the nodes where the packet is.
When the BS has computed all the nodes’ shortest paths to
itself, it will feed all path IDs and relevant information back
to the related nodes. GGNRP avoids routing holes by
limiting the forwarding objects in exploring data packets.

(e routing establishment phase includes the following
parts:

Step 1: calculating the minimum hop: GGNRP com-
putes every node’s minimum hop by broadcasting
several times. Before this step, the minimum hops of
the nodes in the network are all an unreachable number
x. First, the BS broadcast packet has its maximum
communication range, and the packet contains a
number that is used to help the nodes compute their
minimum hop, which is 1. If the number in the packet
is less than its minimum hop, the node will change its
minimum hop to this number. (en, the nodes whose
minimum hops are equal to the number in the packet
will broadcast new packets to their neighbors, and the
number in the new packet is one larger than the old
number. (is process is repeated until there are no
nodes whose minimum values are x.
As shown in Figure 5, v6, v7, v10, v11, v17, and v19 are in
the communication range of the BS. After BS broad-
casting the messages, v6, v7, v10, v11, v17, and v19 have
the same minimum hop of 1. (en,
v6, v7, v10, v11, v17, and v19 begin to broadcast data.
Similarly, v3, v5, v8, v9, v12, v14, v15, and v16 set their
minimum hop to 2. v1, v2, v4, v13, and v18 will achieve
the sameminimum hop of 3. According to Definition 3,
we can obtain the candidate relaying nodes of each
node in Figure 5 as shown in Table 2.
Step 2: simulating packet exploration: after Step 1, the
BS has already collected enough information to finish
the rest of the work in the routing establishment phase.
GGNRP finds all the shortest paths to avoid additional
energy consumption.
(e format of the exploring packet is shown in Table 3,
which contains the multicast objects and the for-
warding trace. In the exploration process, the exploring
packet always takes the candidate relaying nodes of the
nodes that the packet is in as the multicast objects.
When the exploring packet reaches a node, it will re-
cord its ID in its forwarding trace and update its
multicast objects as the node. When the BS appears in
the multicast objects of the packet, the packet will be
transmitted to the BS directly.
(e process of v4’s packet exploration is shown in
Figure 6, where the subscript of the packet indicates
the trace of the packet. Nodes v3, v8 and v16 are the
candidate relaying nodes of v4, so the packet4 updates
its content to {{v3, v8, v16}, {v4}}, and v4 forwards it to
v3, v8 and v16. As packet4-3 reaches v3, it updates its
content to {{v7}, {v4, v3}}, and v3 forwards it to v7. (e
BS is the candidate relaying node of v7, and packet4-3-7

reaches the BS through v7. Similarly, packet4 is sent to
v8, packet4-8 is forwarded to v17, and packet4-8-17 fi-
nally reaches the BS. (en, packet4 is sent to v16,
packet4-16 is forwarded to v17, and packet4-16-17 rea-
ches the BS.
(ere are three shortest paths between v4 and the BS,
which are shown in Table 4.
Step 3: information feedback: the BS numbers all the
paths that have only IDs. (en, the BS feeds the path
IDs back to the related nodes. For example, as the BS
obtains all the paths of v4, it will feed information back

Base station
Hops = 1

Hops = 2
Hops = 3

0

M

N

v1
v2
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l

l

v5 v6

v4

v7
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v9

v10
v11 v12

v13 v14 v15

v16

v17

v18

v19

Figure 5: Compute the minimum hop.

Table 2: (e candidate relaying nodes.

Node (e candidate relaying nodes
v1 v5
v2 v3
v3 v7
v4 v3, v8, v16
v5 v6
v6 vs

v7 vs

v8 v7, v17
v9 v19
v10 vs

v11 vs

v12 v11, v17
v13 v14
v14 v10, v19
v15 v10, v11
v16 v7, v17
v17 vs

v18 v12, v15
v19 vs
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to v3, v4, v7, v8, v11, v12, v16 and v17; the information in
each node is shown in Table 5.
In the data forwarding phase, when v4 obtains p40 as the
feedback path, it will check its local memory and find
that v3 is the next hop of v4 in p40, and v4 sends the
ready packets to v3. Likewise, v3 will find v7 is the next
hop; the packet will be sent to v7. v7 finds that BS exists
in p40 so that the packet will be sent to the BS.

When the source node has data to send, it sends a
request to the BS in the data forwarding phase. After re-
ceiving the request, the BS determines the optimal path
according to the global energy information, the distribu-
tion of all nodes, and each node’s relaying pressure. (en,
the BS feeds the ID set of the path back to the source node.
When there is more than one path ID in the set, the source
node first checks whether the matched next hop exists with
the last ID in the local memory; if it exists, the packet will be
sent to the next hop. Otherwise, the node will check the
previous ID in the set.

Specifically, the data forwarding phase includes two
steps:

Step 1: global energy information cookie: the global
energy information is important to decide the routing
for the source node in GGNRP. (e BS maintains the
global energy information in GGNRP. (e real-time
energy information can be used to make the routing
decision precisely. However, it will cause a great deal of
energy consumption. GGNRP adopts the energy in-
formation cookie mechanism to avoid additional power
consumption. When the source node starts to transmit
data, the BS will compute every node’s energy cost and
update each node’s energy information according to
the number of packets, the size of each packet, and the
distribution of the network.
Step 2: routing decision: the routing decision of
GGNRP is made by the BS. (e proposed routing
decision algorithm is shown as Algorithm 1.

(e BS determines the optimal routing according to the
global energy information, the distribution of all nodes, and
each node’s relaying pressure. (e lower the maximum re-
laying pressure of the path is and the less energy the path costs,
the more likely the path is to be optimal. Since the multiple
paths stored by each source node at the BS are the minimum
number of hops, its performance in terms of delay is partic-
ularly excellent. However, the low-energy and high-burden
nodes in the network cannot be well protected due to the
limited paths. (e BS will simulate the process of the nodes
communicating with the BS. In the simulation, every time the
packet reaches a node, the node will compare itself with its
neighbors who have higher residual energy. If there are no
nodes that have a higher weight than the current node, the
packet will be sent to the original next hop. Otherwise, the
packet will be sent to the node that has the highest weight and
the BS will record the new path ID. (is process repeats until
the packet reaches the BS. Finally, the BS feeds the set of path
IDs back to the source node.(e packet is sent according to the
path IDs set. When there is more than one ID in the set, the
source node will check whether the next hop exists in the local
memory in reverse order; if it exists, the packet will be sent to
the next hop. Otherwise, the node will check the previous ID in
the set in the memory.

GGNRP protects the lower-residual-energy nodes and
higher-burden nodes by using the node relaying pressure as
one of the routing decision factors. It reduces energy con-
sumption by setting the path cost as one of the routing factors.
In addition, all routing paths inGGNRP are almost the shortest

Table 4: (e shortest path from v4 to the BS.

Path ID Path trace
p40 v4⟶ v3⟶ v7⟶ BS
p41 v4⟶ v16⟶ v17⟶ BS
p42 v4⟶ v8⟶ v17⟶ BS

Table 3: (e format of the exploring packet.

Multicast objects Forwarding trace
candi v0, . . . , vi􏼈 􏼉

0 N

v1
v2

v3

l

Base station
Hops = 1

Hops = 2
Hops = 3

v5 v6

v4

v7

v8

v9

v10
v11

v13 v14 v15

v16

v17

v18

v12

v19 Base station

N

8
7

v

2

7

Figure 6: (e process of v4’s packet exploration.

Table 5: (e feedback information.

Node (e next hop and path ID
v3 v7, p40􏼈 􏼉

v4
v3, p40􏼈 􏼉

v16, p41􏼈 􏼉

v7 BS, p40􏼈 􏼉

v8 v17, p42􏼈 􏼉

v16 v17, p41􏼈 􏼉

v17 BS, p41, p42􏼈 􏼉

8 Security and Communication Networks



paths to the BS, which decrease the transmission delay and
provide more transmission opportunities in VNDN.

5. Simulation Results

5.1. Simulation Setup. To validate the effectiveness of the
proposed GGNRP, the performance of GGNRP is evaluated
and compared with FAF-EBRM [37] in terms of energy
consumption and delay. (e power consumption and av-
erage delay of different schemes with a varying number of
nodes are considered in different scenarios. (e setup of
simulation parameters is shown in Table 6.

5.2. PowerConsumption andAverageDelay. In this scenario,
the monitoring area is set to 1000×1000m2, and the number
of nodes is set to 100.(e lowest residual energy and average
delay of GGNRP and FAF-EBRM are shown in Figures 7 and
8, respectively.

When the communication begins, the initial energy of all
the nodes is 10mJ. Before the 21st round, FAF-EBRM’s
lowest energy is slightly higher than that of GGNRP, which
means that FAF-EBRM has a better performance than
GGNRP in terms of energy consumption with low load. (e
reason is that FAF-EBRM chooses the high-energy-density
forwarding area as the transmitting direction and GGNRP
chooses the path cost and the node relaying pressure as the
routing decision factors. In the 20th round, the energy of
FAF-EBRM is 3 μJ higher than that of GGNRP. However, in
the 21st round of transmission, the energy of GGNRP is
263 μJ higher than that of FAF-EBRM. Over time, the dif-
ference between GGNRP and FAF-EBRM increases. In the
57th round, the lowest residual energy of FAF-EBRM rea-
ches 0 due to the first node, which consumes its energy, while
GGNRP still has 1322 μJ of energy. (ese results illustrate
that choosing the path cost and the node relaying pressure as
the routing decision metrics has an advantage over choosing
the high-energy-density forwarding area as the transmitting
direction. (is is because FAF-EBRM does not consider the
total communication cost in the routing decision. GGNRP
can support 66 rounds of communications, which indicates
that GGNRP has 15.8% greater efficiency than FAF-EBRM.

As shown in Figure 8, in the first round, the average delays
of FAF-EBRM and GGNRP are 34.1ms and 14.4ms, respec-
tively, which means that the average delay of GGNRP is 57.8%
lower than that of FAF-EBRM. From an overall perspective, the
average delay of FAF-EBRM varies around 38.0ms. While
GGNRP maintains an average delay of 14ms and has little
delay variation. In the 24th communication round, the dif-
ference between FAF-EBRM and GGNRP reaches its maxi-
mum value, and the average delays of FAF-EBRM andGGNRP
are 61.6ms and 13.6ms, respectively. (e former is 4.53 times
greater than the latter. In the 30th round of communication,
the difference between FAF-EBRM and GGNRP reaches the
minimum value, and the average delays of FAF-EBRM and
GGNRP are 30.3ms and 13ms, respectively.(e delay of FAF-
EBRM is still 2.33 times that of GGNRP. For FAF-EBRM,
nodes have the opportunity to be the next hop as long as their
locations relative to the base station are closer than that of the
source node. When the source node or the energy distribution
is different, the delay of the network is different, which results
in large delay variation in the network. In addition, FAF-EBRM
prefers to the nodes in the energy density area as its next hop,
which leads to packets being forwarded frequently among
nodes and results in a higher delay than GGNRP. For GGNRP,
the routing paths are optimized, GGNRPmaintains its delay at
a low level, and its delay variation is small.

5.3. Performance Comparisons at Different Scales. To eval-
uate the adaptability of GGNRP and FAF-EBRM at different
scales, the power consumption and average delay results are
shown in Figures 9 and 10, respectively, with varying
numbers of nodes.

As shown in Figure 9, the remaining power is expressed
as the number of forwarding packets. It is obvious that
GGNRP can always afford more packets than FAF-EBRM,
and the difference between them grows larger as the number
of nodes increases. When the number of nodes is 150, the
performance of GGNRP is almost the same as that of FAF-
EBRM, and the numbers of forwarding packets of GGNRP
and FAF-EBRM are 8044 and 7651, respectively. (e per-
formance of GGNRP is 5.13% higher than that of FAF-
EBRM. When the number of nodes is 350, GGNRP can

Input: Pathi

Output: S, w

(1) Forpij ∈ Pathi

(2) For vk ∈ pij

(3) If maxij <Pressvk

(4) maxij � Pressvk

(5) End If
(6) End For
(7) If w< (1/(maxij ∗ costij))
(8) w � (1/(maxij ∗ costij))
(9) S � pij

(10) End If
(11) End For
(12) Return S, w

ALGORITHM 1: Routing decision algorithm.
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Table 6: (e simulation parameters setup.

Parameter Value
(e initial energy 10mJ
(e size of packet 1000 b
Eamp 10 pJ/b/m2

Eelec 10 nJ/b
r 10m
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Figure 8: Average delay of different schemes.
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afford 25032 packets, which is 4.37 times that of FAF-EBRM.
(ese results show that GGNRP is more scalable than FAF-
EBRM as the number of nodes varies. (e power con-
sumption of FAF-EBRM may even increase as the scale of
WSNs grows. (is occurs because a packet in FAF-EBRM
needs to be transmitted to more nodes in the energy density
area.

As shown in Figure 10, the average delay of GGNRP
remains almost constant at approximately 13.7ms, while the
average delay of FAF-EBRM clearly varies.(e average delay
of FAF-EBRM is much larger than that of GGNRP. When
the number of nodes is 100, the average delay of GGNRP is

13.98ms, which is only 36.8% of that of FAF-EBRM. (e
results indicate that the proposed GGNRP decreases the
average delay by 63.2%. When the number of nodes is 250,
the average delays of GGNRP and FAF-EBRM are 13.934ms
and 46.1762ms, respectively, and the difference between
FAF-EBRM and GGNRP reaches the maximum value.
When the number of nodes is 300, the average delays of
GGNRP and FAF-EBRM are 13.13ms and 29.91ms, re-
spectively, and the difference between FAF-EBRM and
GGNRP reaches the maximum value. (e results show that
GGNRP is effective with varying scales.

5.4. Security Analysis. (e security analysis of the proposed
scheme is summarized as follows.

5.4.1. Distribution. Instead of setting a root key, the pro-
posed key management scheme utilizes the distributed
blockchain as a trust anchor to guarantee the authenticity of
the keys by storing a hash value. (e failure of a single node
does not affect the key acquisition and verification, which
avoids the failure of single point.

5.4.2. Trustworthiness. Blockchain solves the problem of
cross-domain key authentication. In the absence of a root
key, interdomain nodes cannot verify the legitimacy of
the public key, which results in trust crisis. (e proposed
key management scheme stores the hash value of the
public key in the blockchain and solves the trust problem
of the public key by the tamper-evident nature of the
blockchain.

6. Conclusion

In this article, a blockchain-based key management and
green routing scheme is proposed for VNDN. A key
management scheme is presented based on the blockchain
by taking advantage of the distributed and antitampering
characteristics of the blockchain. In this scheme, a flat hi-
erarchical structure reduces the number of signatures and
identity verifications needed to safely and efficiently verify
the legitimacy of the producer. We elaborated on the
mechanism of the scheme and the characteristics of its
realization. To decrease the power consumption of nodes
close to the BS and the transmission delay, the metric of
node relay pressure is introduced, which makes the nodes
with lower relay pressure more likely to be members of the
selected forwarding path. (e proposed GGNRP uses route
exploration and feedback mechanisms in the routing es-
tablishment phase to avoid the coverage hole problem. In
addition, GGNRP uses the node relay pressure and energy
consumption as metrics in routing decisions, which reduces
power consumption and transmission delays. (e simula-
tion results show that GGNRP can achieve better perfor-
mance than FAF-EBRM in terms of power consumption and
average delay.
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With the continuous development of smart grids, communication networks carry more and more power services, and at the same
time, they are also facingmore andmore security issues. For example, somemalicious software usually uses encryption technology
or tunnel technology to bypass firewalls, intrusion detection systems, etc., thereby posing a serious threat to the information
security of smart grids. At present, the classification of network traffic mainly depends on the correct extraction of network
protocol characteristics. However, the process of extracting network features by some traditional methods is time-consuming and
overly dependent on experience. In order to solve the problem of accurate classification of power network traffic, this paper
proposes a method of convolutional neural network based on genetic algorithm optimization (GACNN) and data statistical
analysis. )is method can simultaneously extract the time characteristics between different packet groups and the spatial
characteristics in the same packet group.)erefore, it greatly saves manpower and gets rid of the dependence on experience value.
)e proposed method has been tested and verified on the UNSW-NB15 dataset and the real dataset collected by the power
company. )e results show that the proposed method can correctly classify abnormal network flows and is much better than
traditional machine learning methods. In large-scale real network flow scenarios, the detection rate of the proposed method
exceeds 97%, while the traditional method is generally less than 90%.

1. Introduction

1.1.Background. As a next-generation grid, smart grids have
the characteristics of high controllability, high energy effi-
ciency, and self-healing. Smart grids have been rapidly built
in many countries and regions in the world, providing great
convenience to people’s lives [1]. Compared with traditional
power grid, smart grids require more monitoring and
control devices and are more widely distributed. In order to
achieve comprehensive and real-time monitoring, low-cost
wireless communication network and widely distributed
public Internet are increasingly used in power grid. How-
ever, the massive access of the public network in the power
system provides more access for malicious attacks. )is will
bring more harm to the power grid and users [2]. With some
new energy access to smart grids, the security risk of smart

grids increases greatly, such as violent attacks, denial of
service attacks, and computer viruses [3].

Due to different business requirements in different areas
of smart grids, the requirements for underlying network
communication are also different. Table 1 shows the main
network technology architecture of the current smart grids
[4]. At present, the network communication of smart grids
mainly depends on advanced metering infrastructure (AMI)
[5]. )e AMI network is mainly composed of home local
area network (HAN), neighborhood network (NAN), and
wide area network (WAN) [6].

It can be seen from Table 1 that different power users
have different demands on the network. Timely monitoring
and analysis of network traffic is of great significance to
improving network performance and security defense.
When the network trafficmonitoring system is applied to the
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power enterprise, it can not only monitor the network traffic
in real time but also analyze and warn the abnormal situation
of the network [7].

Some early network traffic monitoring models obtain
network characteristic information such as bandwidth and
link utilization and judge whether network abnormalities
occur according to thresholds. Although these models have
certain traffic alarm functions, the performance of the
models mainly depends on the accuracy of the characteristic
values, and the model thresholds are generally set manually
[8].

With the rapid development of next-generation net-
works, integrated services such as voice, video, and data are
running in parallel, and the proportion of new traffic types
P2P, streaming media, and games continues to increase.
Today’s network traffic recognition technology has some
new problems:

(1) )e detection efficiency of the existing methods is
low, especially in the high-speed online traffic
classification, and the detection method has a large
storage overhead and a large amount of calculation.

(2) Some new network services mostly use variable
ports, data encryption, and dedicated protocols.
Existing methods can no longer accurately extract
the characteristics of network traffics, which affects
the recognition accuracy.

At present, as a large number of different AMI devices
are connected to the network, it provides detailed basic data
inmany aspects for the power system, but at the same time, it

also brings more network security risks. How to grasp the
characteristics of different network behaviors in time and
better understand the state of network traffic has become one
of the key core issues in power communication research.

1.2. Our Contributions. )is paper first establishes a stan-
dard power network flow metadata to eliminate the problem
of multisource and heterogeneous equipment information
service coordination. (1) )rough the real-time or offline
collection of the entire multisource network equipment flow,
the unified analysis of different equipment, different net-
work levels, and mass flow data is realized. (2) )rough
statistical analysis of standardized flow metadata, network
congestion or abnormal conditions can be found as early as
possible, which provides data support for power network
security situation assessment.

Secondly, unlike traditional machine learning methods,
this paper uses deep learning to analyze network traffic
metadata and quickly find out the temporal and spatial
characteristics of traffic.)emain advantages of this method
are as follows: (1) it is not necessary to judge the importance
of features in advance but directly input the metadata to the
model for training after preprocessing. (2) )e model has
self-learning ability, which eliminates the problem that the
accuracy of traditional methods is excessively dependent on
expert experience or threshold setting. (3))emodel has the
ability of dealing with encryption and multilevel business
traffic, which overcomes the problem that traditional
methods cannot analyze network traffic content.

Table 1: Network architecture of smart grids.

Network type Network technique Application scenarios

Wide area network
(WAN)

IP, DWDM Provide power data network (backbone network), Internet
interconnection, and routing functions

MPLS\MPLS VPN Label switching is provided in backbone network to isolate
traffic of different services

ATM Asynchronous Transfer Mode
SDH Provides physical access to MAN and WAN

Access network
(AN)

MSTP It can be used for LAN (Ethernet) access to MAN
GPRS\3G\4G\5G Access WAN through mobile communication network

PON It is a typical passive optical fiber network

Local area network
(LAN)

IEEE 802.3\802.1q LAN of electric power enterprise
RS-485, PROFIBUS and other traditional field

buses Production control fields such as power plants and substations

Industrial Ethernet Interconnection of IED equipment in production control fields
such as power plants and substations

Field area network
(FAN)

N-PLC, B-PLC/BPL (narrowband, broadband
power line carrier communication)

Used for data transmission such as metering and instrument
data collection

Wireless sensor networks Data acquisition, monitoring and monitoring of power
transmission, distribution and consumption side

Internet of things, RFID Collection of label data in equipment inspection

PON/EPON/FTTH Intelligent residential area provides optical fiber access for home
users

Home area
network (HAN)

N-PLC\B-PLC\BPL Provide local network and home network access, remote meter
reading and Internet access

WLAN 802.11 Remote meter reading with local network or home network
access

Wireless sensor network Used for control of smart home and home appliances in HAN
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1.3. Organization. )e rest of this paper is organized as
follows: Section 2 summarizes themethods of network traffic
classification. Section 3 introduces the convolutional neural
network (CNN), genetic algorithm (GA), and network traffic
collection and preprocessing. Section 4 introduces the
GACNN method proposed in this paper in detail. Section 5
details the process and results of two experiments conducted
on the UNSW-NB15 and real power flow datasets. Finally,
Section 6 summarizes the main work of the paper and the
future research direction.

2. Related Work

With the construction of smart grids, power data networks
and the business systems carried by them have developed
rapidly, and a large amount of network traffic is generated in
these systems every day.

Power critical information infrastructure such as AMI is
the nerve center of economic and social operations, and it is
also an important target that may be attacked through the
network. A large number of experiments have found that the
power network traffic under attack will be abnormal. )ese
kinds of abnormal traffic are usually caused by malicious
network attacks (such as worm propagation, DDOS attacks,
botnets, and viruses) or network configuration errors and
occasional line interruptions [9].

As one of the key technologies of network management
and network security, network traffic classification can not
only optimize network configuration and reduce network
security risks but also provide better service quality. In the
past two decades, domestic and foreign researchers have
carried out a series of related studies and achieved some
outstanding results.

Initially, the network traffic classification technology is
relatively simple, because different network applications use
different port numbers for communication, so the port
number can be used as a function to identify network traffic
[10]. Wang et al. [11] proposed a traffic detection algorithm
based on port scanning behavior. )e algorithm determines
whether there is an abnormality in network traffic based on
the ratio and similarity of the number of hosts and ports.
However, some network protocols currently do not use fixed
ports for communication, so this method cannot cope with
the problem of sudden changes in ports.

In order to accurately identify different network services
on dynamic ports, some researchers have proposed network
traffic identification methods based on payload character-
istics, such as deep packet inspection (DPI) [12, 13] and deep
flow inspection (DFI) [14, 15].

)e DPI technology mainly determines the type of each
network service by judging whether the network charac-
teristics match the fingerprint library characteristics. Sun
et al. [12] first used DPI technology to quickly and accurately
preclassify the traffic and then calculated the random
characteristics of the packet load, so as to achieve effective
identification of encrypted traffic.

DFI mainly uses application identification technology
based on traffic behavior. )is method believes that different
applications will present different states on network session

connections or data streams, but DFI does not pay attention
to application load. In order to achieve the purpose of
lightweight protection of the power Internet of )ings,
Wang and Wei [14] used DFI technology to analyze the
collected network traffic of the Internet of )ings and
formed a feasible security prevention and control strategy
model.

)e DPI and DFI methods to process network traffic
mainly rely on the application layer message characteristics
of the service, and some of them need to analyze the message
content, which may infringe user privacy. In addition, with
the continuous emergence of new services, the feature da-
tabase must be constantly updated so that the original
method may be effective, which requires a lot of work.

A new generation of traffic detection methods based on
statistical characteristics came into being. )is classification
method relies on statistical features or time series features
and can handle encrypted and unencrypted traffic. )ese
methods usually use classic machine learning algorithms to
process analysis [16].

In recent years, machine learning methods have become
very popular and have been widely used in fields such as
image, sound, and text processing [17–25]. )e traditional
machine learning methods used in network traffic recog-
nition mainly include Bayesian algorithms, support vector
machine (SVM) algorithms, decision tree and integrated
learning algorithms, etc. [26]. Distributed denial of service
(DDoS) has always been a serious threat to the Internet. Hou
et al. [27] proposed a scheme of feature selection and ma-
chine learning to identify DDoS traffic. )e frequency of
malicious activities such as botnets and port scanning is
increasing. Although these attacks are simple, they may
allow unauthorized network access. Flanagan et al. [28]
proposed an MCODT anomaly detection system, which
mainly uses the polynomial regression technique of clus-
tering density to detect the abnormal behavior of NetFlow
data.

In the power network anomaly detection method, some
machine learning methods have also begun to be applied to
this area of research.

Fei et al. proposed an improved CUSUM detection al-
gorithm (BF-DT-CUSUM) that dynamically updates the
threshold of address statistics, which is used to detect dis-
tributed denial of service attacks in power industrial control
systems. Simulation experiments verify that the algorithm
has good speed and accuracy in response to DDoS attacks
[29]. However, the algorithm is difficult to detect other
unknown attack types.

In order to more effectively classify the increasing traffic
of the power business system and to improve the business
processing speed of the power system, Xu proposed a real-
time traffic classification method for power business based
on an improved random forest algorithm [30]. )is method
improves the real-time classification by pruning the random
forest based on the classification interval weighting. Du et al.
analyzed the flow data structure of the power network and
verified that the normal flow data of the power has stable
information entropy. On this basis, an algorithm based on
five-tuple entropy of traffic and SVM is proposed to identify
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abnormal traffic [31]. Recent research on the use of machine
learning algorithms for traffic classification is also mainly
focused on the selection of optimized features [32].

Most of these machine learning-based traffic classifica-
tion methods rely on feature selection, which limits their
generalizability.

Recently, deep learning has been well applied in image
recognition, natural language processing, and sentiment
analysis. )ese methods can automatically select features
through the training process and have strong versatility.

)ere are three main methods for detecting network
traffic anomalies based on deep learning: deep Boltzmann
machine [33, 34], stacked autoencoder [35, 36], and CNN
[16, 37]. Ertam and Avcı developed GA-WKELM software.
)is method is based on the combination of genetic algo-
rithm and extreme learning machine and mainly solves the
problem of parameter optimization and selection of deep
neural networks. However, this method can only complete
one training and cannot dynamically update parameters and
training samples [38]. Wang et al. proposed an end-to-end
traffic classification model. )is model processes the net-
work traffic data into a specific file format and then classifies
the network traffic through a one-dimensional CNN [39].

Due to business security considerations, the power data
dispatching network uses all established channels exclusively
and must not be reused. Gao and Yao [40] believe that the
statistical characteristics of power communication network
traffic have self-similarity, multifractal, periodicity, chaos,
and other characteristics. )e bandwidth occupied by data
traffic of the power data dispatch network can only be a rigid
superposition of the business traffic carried. Based on the
above characteristics of power network flow, Lv and others
used the autoregressive moving average (ARMA) model to
predict the power network flow [41]. Lin et al. established a
power grid operation situation awareness model based on
the fuzzy analytic hierarchy process and the LSTM-attention
mechanism [42].

Compared with traditional machine learning methods,
deep Boltzmann machine-based methods can extract high-
dimensional features of traffic data through learning.
However, the robustness of this method is poor. When the
input data contain noise, the extracted features will be
inaccurate.

)e anomaly detection method based on stacked
autoencoders can learn traffic data layer by layer and extract
traffic features with high accuracy. However, when the traffic
data are destroyed, the detection accuracy of this method
will be reduced.

)e method based on CNN has strong robustness and
high detection performance. However, the traditional CNN
method generally uses a gradient descent algorithm for
training, and if the initial weight of the network is incorrectly
selected, it will also affect the learning performance and
make the model fall into a local optimal state.

)rough the analysis of the advantages and disadvan-
tages of existing deep learning methods in network traffic
classification, this paper mainly selects the CNN model to
extract the characteristics of power network traffic by itself,
eliminating human intervention or relying on expert

knowledge. In addition, in order to improve the problem of
CNN model parameter selection, considering that the ge-
netic algorithm has an effective search ability for global and
local optimal solutions, the genetic algorithm is used to find
optimal solutions for CNN model parameters.

3. Background

3.1. Introduction to CNN. CNN was originally proposed by
LeCun et al. in 1989 to solve the problem of digital image
recognition [43]. CNN is also a neural network specially
used to process data with a known grid-like topology. For
example, time series data can be regarded as a one-di-
mensional grid sampled at a certain time interval, and image
data can be regarded as a two-dimensional grid composed of
pixels. In the calculation, the network mainly uses a
mathematical operation called convolution. Convolution is a
special linear operation, which can replace the general
matrix calculation to achieve multiple operation effects [44].
With the development of CNN, many variants of convo-
lution network structure appear, but their basic structures
are mostly similar, mainly including input layer, convolution
layer, pooling layer, full connection layer, and output layer.
Figure 1 shows the basic structure of CNN network.

)e input layer is used to input data or images. In order
to facilitate the calculation of convolution layer, the input
data needs to be preprocessed.

Convolution layer and convolution kernel of convolu-
tion layer are mainly used for feature extraction of input
information, and the convolution function is shown in the
following formula:

x
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j � f 􏽘
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x
n−1
i K

n
ij + b

n
j
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where Dj is the input characteristic data, xn
j is the char-

acteristic value J of the nth layer, Kn
ij is convolution kernel

function, f () is the activation function, and bn
j is the bias

parameter. )e activation functions used in this paper are
sigmoid, ReLU, and softmax, and their formulas are,
respectively,
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)e convolutional layer and the pooling layer are cal-
culated alternately. )e calculation of the pooling layer is
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where ωn+1
j is the weight constant of the feature map of the

pooling layer.
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Before the output layer gets the result, in the n-layer
convolutional neural, as the input sample, fn represents the
activation function of each layer pooling, and ωn represents
the connection weight of each layer. )e calculation of this
process can be expressed as

y � fn · · · f2 f1 x · ω1
􏼐 􏼑ω2

􏼐 􏼑􏼐 􏼑 · · ·􏼐 􏼑ωn
. (6)

)e result of forward propagation is calculated, and the
error is compared with the known label value. )e error
function is expressed as

E �
1
n

􏽘

N

i�1
􏽘

M

j�1
yji
′ − yji􏼐 􏼑

2
, (7)

where N is the number of training samples,M is the number
of output neurons, yji

′ is the expected output value of the j-th
output node of the i-th sample, and yji is the actual output
value of the j-th output node of the i-th sample.

3.2. Genetic Algorithm (GA). GA was first proposed by John
Holland in 1962. )e algorithm is designed and proposed
according to the laws of biological evolution in nature. It is a
computational model used to simulate the natural selection
and genetic mechanism of Darwin’s theory of biological
evolution. As a metaheuristic search strategy, the GA is
mainly used to find the best super parameter algorithm of
machine learning [45]. Generally speaking, the genetic al-
gorithm is divided into five stages [46]:

(1) Initial population: set the evolution algebra counter
t� 0, set the maximum evolution algebra T, and
randomly generate m individuals as the initial
population P (0).

(2) Fitness function: the fitness of each individual in
population P (T) was calculated.

(3) Selection: the selection operator is applied to the
population. )e purpose of selection is to inherit the
optimized individual directly to the next generation
or to generate new individuals through pairing and
crossover and then inherit the next generation. )e
selection operation is based on the assessment of the
fitness of the individuals in the population.

(4) Crossover: the crossover operator is applied to the
population. Crossover operator plays a key role in
the genetic algorithm.

(5) Mutation: the mutation operator is applied to the
population. )at is to change the gene value of some
loci in the individual string of the population. )e
next-generation population P (T+ 1) was obtained
after selection, crossover, and mutation.

After the above five steps, the termination condition is
judged. If t�T, the individual with the greatest fitness ob-
tained in the evolution process is used as the optimal so-
lution output, and the calculation is terminated.

3.3.PowerNetworkFlowCollectionandMetadataGeneration.
In order to establish a scientific power network traffic
monitoring model, it is necessary to collect the entire net-
work traffic in real time and quickly judge and process
abnormal network traffic, so as to reduce the difficulty and
time of power network fault diagnosis and abnormal
detection.

According to actual operation requirements, the traffic
information is collected through network probes, as shown
in Figure 2. According to the hierarchical characteristics of
the power network, this model needs to deploy traffic col-
lection probes on the links between the edge networks of
different levels of companies and the IDC network, so as to
achieve the purpose of obtaining all network traffic com-
prehensively and accurately.

Distributed hardware probes are deployed on different
network nodes and are responsible for the traffic collection
of the target network. )e flow detection remote manage-
ment center provides unified network monitoring and
network analysis and management. )e local visual man-
agement platform can perform real-time monitoring and
retrospective analysis on the specified network link and can
also perform playback analysis on local data packets.

In order to fully obtain the power network flow char-
acteristic data, this paper extracts the flow characteristic
metadata from the four dimensions of area, time, business,
and link, so that a complete network flow analysis plan can
be made. Some of the metadata definitions are shown in
Table 2.

Max-pool Convolution Max-pool Dense

20@128 × 128

8@64 × 64

24@48 × 48
24@16 × 16 1 × 256

1 × 128

Figure 1: )e basic structure of CNN.
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4. Method Principle and Process

)is section first introduces the process of power network
flow metadata preprocessing, then performs statistical
analysis on the metadata, and finally focuses on the detailed
description of how the GA algorithm optimizes the CNN
parameters. )e proposed GACNN power network traffic
detection method is mainly divided into three stages: data
preprocessing, model training, and model verification, and
its overall framework is shown in Figure 3. In the pre-
processing stage, a series of processing is performed on the
collected traffic metadata, including data encoding, data
normalization, data shaping, and data splitting. )e pre-
processed data will be converted into pictures for training
and learning in the GACNN model.

4.1. Data Preprocessing. Network metadata are string data
composed of multiple information elements extracted by the
probe from the original network traffic. Each information
element in the metadata occupies a fixed position in the
character string, and the character strings are separated by a^
sign, and the final character string also ends with a .̂ For the
information element that does not have a value, the position
does not need to be filled with any content; that is to say, the
two^are adjacent at this time.

For example, an extracted piece of network traffic
metadata is shown in Figure 4.

For certain feature data of metadata that only contain a
few types of data, tag coding can be used to solve it, such as
protocol field: http code is 1, ftp code is 2, etc. For some very
long strings contained in metadata, for example, the content
of the DPI package is “Welcome to the Changsha city!” after
byte encoding, it is “235619648990998464306777891175220
0940810994543019102548539974727530785.”

Data standardization can improve the accuracy of the
model. At present, there are many data standardization
methods. In summary, they can be divided into linear
methods (such as extreme value method and standard

deviation method), broken line method (such as three-fold
line method), and curve method (such as seminormal dis-
tribution). )is article mainly adopts the min-max method,
and its formula is as follows:

yi �
xi − min1≤j≤n xj􏽮 􏽯

max1≤j≤n xj􏽮 􏽯 − min1≤j≤n xj􏽮 􏽯
, (8)

where xi is the input data sequence, yi is the output sequence
after the change, and the value is between [0, 1].

For the input of the CNN model, the format should
generally be three-dimensional data (height, width, and
channel). )e data after data encoding and standardization
are only some two-dimensional feature vector data. )ese
data cannot be directly used for model training and testing.
In this paper, each line of traffic metadata is reshaped
according to the proportion of (50 ∗ 50 ∗ 3). When the length
of metadata is less than 2500, the same value of metadata is
used to fill. )e purpose of this is to further increase the
reliability of feature extraction. In addition, the channel
value is filled according to the data type. For example, if the
metadata are an abnormal type in the second category, it is
filled with 1, and the normal type is filled with 0. In the
multicategory, it is filled with the corresponding data.
Figure 5 shows a data image obtained by reshape of a certain
piece of traffic metadata.

4.2. Statistical Analysis of Traffic Metadata. In order to
quickly and accurately understand the statistical charac-
teristics of the traffic metadata collected by different probes,
in addition, the metadata contain 217 explicit characteristics,
but they lack some spatiotemporal implicit statistical
characteristics, which is not convenient for deep under-
standing and analysis of abnormal traffic information. In this
paper, the characteristics of traffic metadata in different time
periods are statistically analyzed, so as to obtain some im-
portant supplementary implicit features.

Local visual management Local visual managementTraffic detection remote
management center

Monitored network 1

Hardware probe

Integrated data
network 1

Monitored network 2

Hardware probe

Integrated data
network 2

Monitored network 3

Hardware probe

Integrated data
network 3

Data communication
Flow collection

Figure 2: Network traffic collection architecture.
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Figure 6(a) shows the number of uplink bytes of a stream
(octetDeltaCount) in the 2019 year, and Figure 6(b) shows
the relationship between the number of uplink bytes
(octetDeltaCount) and TCP and UDP source ports
(sourceTransportPort).

Figure 7 shows the change of traffic ports from July 26,
2019, to August 5, 2019. It can be observed that the flow port
is relatively stable, but the fluctuation is relatively large on
August 2, 2019.

Figure 8 shows the main distribution of network traffic
source ports in 2019 (in Figure 8(a)) and the distribution of
traffic source ports in July and August of 2019 (in
Figure 8(b)). It can be seen from the right figure that the

source ports are still quite different in July and August of
2019.

Figure 9 shows the statistical distribution of source ports
of network traffic, mainly including raw data, rolling av-
erage, and rolling standard deviation. It can be seen from the
figure that these values are mainly concentrated between
10000 and 25000.

4.3. GA Optimizes the Parameters of CNN. GA is an algo-
rithm that simulates biological evolution for individual
selection, crossover, and mutation. Its main core is pa-
rameter coding, initial group setting, and fitness function

6^b68c5d479bd7212702000004^10.130.19.183^10.150.24.1^60015^7003^6^^^^^1564974
039^1564974041^^^^^^^^^^^^^HTTP^HTTP^^^GET^^^^^^http://10.150.24.1:7003/hryw/

assets/mars/dialog/Window.js?version=1.0beta&md5=ba9cfc48f3619eedf4d56899715d748
b^^^^^Window.js^0^JS^5290^ba9cfc48f3619eedf4d56899715d748b^^^^^^^^^^^^^^^^^^1

564974042643^^^^^^^^^^^^^^1^^2019-08-05T03:00:42.643^^^^^^^TCP^^^^^^
10.130.19.183^10.150.24.1^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^ 

Figure 4: A piece of element probe traffic metadata.

Table 2: Some of the metadata definitions of network traffic.

ID Name Type Length Description Dimension
1 EventID String 64 Event unique ID
2 OccurTime Long 8 )e time when the event first occurred Time
3 RecentTime Long 8 Time of the last occurrence of the event Time
4 SrcGeographyLocationCountryOrRegion String 128 Country or region of source IP Area
5 DestGeographyLocationCountryOrRegion String 128 Country or region of destination IP Area
6 OriEventType String 1024 Original event type Business
7 EventSubType String 128 Event subtype Business
8 AbnTrfBaseline String 20480 Baseline value of abnormal flow Link
9 ESN String 64 Link device serial number Link

Raw flow data

Data preprocessing

3D flow data
Kernels

Convolution Pooling Flatten

Re
su

lt

So�max

Use genetic algorithm to find
optimal parameters

Figure 3: )e overall framework of GACNN.
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Figure 6: )e number of uplink bytes of a stream (octetDeltaCount) in 2019. (a) Yearly load. (b) sourceTransportPort.

20
19

-0
7-

26

0

10000

sr
c p

or
t

20000

30000

40000

50000

60000

20
19

-0
7-

27

20
19

-0
7-

28

20
19

-0
7-

29

20
19

-0
7-

30

20
19

-0
7-

31

Time

20
19

-0
8-

01

20
19

-0
8-

02

20
19

-0
8-

03

20
19

-0
8-

04

20
19

-0
8-

05

Figure 7: )e change of traffic ports from July 26, 2019, to August 5, 2019.

8 Security and Communication Networks



determination, and the optimal solution is obtained through
the final search. In this paper, the GA is used to optimize the
parameters of CNN such as weight, bias, and optimizer
selection, and the optimization process is shown in
Figure 10.

In the initial population stage, some important pa-
rameters of CNN are randomly set, mainly including the
filters, the kernel_size, the activation parameters of the
Conv2D layer, the loss rate of the dropout layer, and the unit
parameters of the dense layer.

(i) Filters: the number of CNN filters (16, 32, 48, 64).
(ii) Kernel_size: the shape and size of the filter in CNN.

)e initial random setting is as follows: (2 ∗ 2),
(3 ∗ 3) or (5 ∗ 5).

(iii) Activation: the activation function used in the
CNN model is randomly selected from
relu, selu, elu, sigmoid, tanh􏼈 􏼉.

(iv) Loss rate: randomly generated values between [0.1,
0.5].

(v) Optimizer: select randomly from [“adamax,”
“adadelta,” “adam,” “adagrad,” “nadam”].

(vi) Pooling: pooling (none, maximum pooling, average
pooling).

(vii) Loss: the loss is used to match the function of the
network, select randomly from [“catego-
rical_crossentropy,” “mse,” “ focal_loss”].

In the selection stage, an individual is randomly selected
from the generated population for model training.

In the crossover stage, two crossover points are ran-
domly set in the individual coding string, and then partial
gene exchange is performed.

In the mutation stage, the mutation operation is per-
formed on the individual coding string with mutation
probability and the value of a random bit.

5. Experiment and Results

In order to evaluate the proposed abnormal traffic detection
scheme, this article uses Python, Scikit-learn, NumPy,
Pandas, TensorFlow, and Keras to conduct training and
testing on a 64 bit Windows computer, which is configured
as Intel(R) Core(TM) i3- 4005U 1.7G CPU, 8GB RAM,
250G solid state drive.

)e labeled dataset is a key factor to ensure the perfor-
mance of deep learning. In order to verify the performance of
the GACNN method, the internationally public network
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Figure 8: )e distribution of network traffic source ports in 2019. (a) Yearly load. (b) Month load.
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Figure 9: )e statistical distribution of source ports of network traffic.
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intrusion dataset UNSW_NB15 [47] and a part of the traffic
dataset are collected by a probe of a Chinese power company.

)is article uses accuracy, precision, recall, and F1-scores
to evaluate model detection performance. In order to
measure the values of these 4 indicators, it is generally
calculated by using true positive (TP), false positive (FP),
true negative (TN), and false negative (FN).

Accuracy is the proportion of correctly classified samples
to the total number of samples, which is defined as

Acc �
TP + TN

TP + FP + TN + FN
. (9)

Precision: its meaning is the ratio of samples that are
actually positive samples among all the samples predicted to
be positive, and its expression is

P �
TP

TP + FP
. (10)

Recall rate: its meaning is the ratio of positive cases
predicted to be positive in a sample that is actually positive,
and its expression is

R �
TP

TP + FN
. (11)

F1-score: the F1-score considers both the precision rate
and the recall rate, so that the two can reach the highest at the
same time and strike a balance. )e F1-score expression is

F1 �
2 × P × R

P + R
. (12)

In these formulas, TP is the number of successful de-
tections of the current network traffic category, TN is the
number of other network traffic types successfully detected,
FP is the number of other network traffic categories iden-
tified as the current network traffic category, and FN is the
number of current network traffic categories identified as
other network traffic categories.

5.1. Tested on UNSW-NB15 Dataset. )e original network
packets (Pcap files) of the UNSW-NB15 dataset were created
by the IXIA PerfectStorm tool in the network-wide labo-
ratory of the UNSW Canberra Network Center, which is
used to generate network traffic test of real normal activity
and synthetic attack activity. )e source files of the dataset
are divided based on the simulation dates of January 22,
2015, and February 17, 2015, respectively [47].

)e total training dataset selected in the experiment
contains 175341 records, and the test set contains 82332
records. )ese records come from different types of attacks
and normal conditions. Furthermore, there are 9 types of the
attacks including Analysis, Backdoors, DoS, Exploits, Ge-
neric, Reconnaissance, Shellcode, and Worms. All the fea-
tures in the dataset can be divided into 6 subtypes, namely,
flow features, basic features, content features, time features,
additional generated features, and labelled features. Table 3
lists the 12 features included in the dataset.

5.1.1. Binary-Classification Test. In order to improve the
understanding and analysis of datasets, this paper carries out
a series of preprocessing operations before binary

Start

Initial population

The weight, offset, and optimization
parameters are obtained

Training network
model

Model prediction verification
experiment

End

Evaluation of individual
fitness function

Selection

Crossover

Mutation

Does it meet the set
conditions?

No

Get the optimal
solution

Yes

Figure 10: )e process of optimizing CNN parameters by GA.
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classification, mainly including standardization, dedupli-
cation, dimension reduction, and feature correlation anal-
ysis. Among them, the results of standardization and

correlation analysis are shown in Figures 11 and 12. As can
be seen from Figure 11, the values of sload, dload, stcpd,
dtcpd, and other characteristics after the standard are more

Table 3: )e 12 features included in the UNSW-NB15 dataset.

No. Feature name Type Feature description Feature classification
1 srcip Nominal Source IP address Flow features
2 sport Integer Source port number Flow features
3 proto Nominal Transaction protocol Flow features
4 sbytes Integer Source to destination bytes Basic features
5 dbytes Integer Destination to source bytes Basic features
6 swin Integer Source TCP window advertisement Content features
7 smeansz Integer Mean of the flow packet size transmitted by the src Content features
8 sjit Float Source jitter (mSec) Time features
9 djit Float Destination jitter (mSec) Time features
10 ct_flw_http_mthd Integer No. of flows that have methods such as get and post in http service. Additional generated features
11 ct_ftp_cmd Integer No of flows that have a command in ftp session Additional generated features
12 attack_cat Nominal )e name of each attack category Labelled features

100
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106

108

Feature standard deviation (log)

Figure 11: )e standard deviation of features included in the UNSW-NB15 dataset.
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prominent, reflecting the importance of these characteris-
tics. It can be seen from Figure 12 that the selected eigen-
values have very little correlation. For example, the
correlation between proto and service is -0.17, indicating
that the selected eigenvalues are very suitable.

In order to better verify the classification effect of the
model, a simple CNN model and some traditional machine
learning methods such as ExtraTreeClassifier [48], KNN
[49], and naı̈ve_bayes [50] are selected for comparison. )e
experiment uses a dichotomy method from the training
dataset to divide the data into two, and both the training
and test sets contain (87670, 43) feature data. )is ex-
periment is only for the identification of normal and ab-
normal network flows, and the experimental results are
shown in Figure 13.

)is experiment is only for the identification of normal
and abnormal network flows. )is paper selects ROC and
AUC curves commonly selected in machine learning to

describe the classification accuracy of the model. )e full
name of ROC is “Receiver Operating Characteristic.” )e
area of the ROC curve is AUC (Area Under the Curve). AUC
is used to measure the performance (generalization ability)
of machine learning algorithms for “two classification
problems.” )e most ideal classifier is to classify the sample
completely correctly, that is, FP� 0 and FN� 0. So, the ideal
classifier TPR� 1 and FPR� 0.

)e experimental results are shown in Figure 13. It can
be seen from the ROC graph in Figure 13 that the AUC value
of ExtraTree is 0.978, KNN is 0.897, naive_bayes is 0.869, and
GACNN is 0.981. )e test results show that the GACNN
method is better than the previous three methods.

)e same situation also appeared in the test results of the
other three indicators. In the graph composed of precision and
recall, GACNN is relatively stable when the recall value changes
from 0.0 to 1.0, andmost of them are fixed at 1.0. However, the
other three algorithms fluctuate greatly. In the graph composed
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Figure 13: Binary-classification results in the UNSW-NB15 dataset.

12 Security and Communication Networks



of threshold and %, when the training threshold is from 0.0 to
1.0, the TPR value of GACNN is basically stable at 1.0. )e
other three methods are generally lower than 1.0.

5.1.2. Multiclassification Test. In order to accurately classify
different network traffic, this paper further tests this dataset
and compares the classification effects of the previous four
methods in multiclassification. )e experiment first per-
formed a series of preprocessing on the metadata and divided
the dataset into two subdatasets for training and testing. In
addition, both data subsets contain (87670, 43) dimensional
feature values and 10 types of attack data.)e coding of the 10
attack types is as follows: {0: “Normal,” 1: “Generic,” 2:
“Exploits,” 3: “Fuzzers,” 4: “DoS,” 5: “Reconnaissance,” 6:
“Analysis,” 7: “Backdoor,” 8: “Shellcode,” and 9: “Worms”}.

)e GACNNmodel has been trained many times to find
the optimal parameters of the model and then use the

optimal parameter training and test data. )e experimental
results of the four methods are shown in Figures 14–17.

In Figure 14, the classification AUC value of the GACNN
method for each category exceeds 0.91, and the average AUC
value of all types reaches 0.98. In addition, from the pre-
cision-recall diagram in Figure 14, it can be seen that AUC
values of model classification for 0, 1, 2, 3, and 5 types of
network traffic are all more than 0.6, and the average AUC
value is 0.89, but the AUC value of 4, 6, 7, 8, and 9 types of
network traffic is lower.

In the left subgraph of Figure 15, the classification AUC
value of the ExtraTree method for each category is relatively
good, basically exceeding 0.6, and the average AUC value of
all types also reaches 0.92. In addition, in the right subgraph
of Figure 15, the AUC values of themodel classification for 0,
1, 2, and 5 types of network traffic are all greater than 0.6, and
the average AUC value is 0.74, but the AUC value of 3, 4, 6, 7,
8, and 9 types of network traffic is also lower.
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Figure 14: )e classification results of GACNN.
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In the left subgraph of Figure 16, the classification AUC
value of the KNeighbors method for each category is relatively
good, basically exceeding 0.6, and the average AUC value of
all types also reaches 0.96. In addition, in the right subgraph of
Figure 16, the AUC values of the model classification for 0, 1,
2, and 5 types of network traffic are all greater than 0.6, and
the average AUC value is 0.86, but the AUC value of 3, 4, 6, 7,
8, and 9 types of network traffic is also lower.

In the left subgraph of Figure 17, the classification AUC
value of the naı̈ve_bayes method for each category is rela-
tively balanced, basically exceeding 0.80, but the average
AUC value of all types is only 0.82. In addition, in the right
subgraph of Figure 15, only the AUC value of the model
classification of type 0 network traffic is greater than 0.6, and
the AUC values of the other types of network traffic are very
low.

From the above experimental results, it can be known
that in the multiclassification test of the UNSW-NB15
dataset, the GACNN method is basically better than the
other three methods.

5.2. Test on Real Power Dataset. In order to further verify
the anomaly classification effect of the proposed method
in real network scenarios, the continuous flow data
grouping of a power company information network in
July and August 2019 was obtained through flow probes
and processed and analyzed in the experimental platform.
)e preprocessed data are used as the input of the ex-
perimental platform, and the performance of the algo-
rithm is evaluated through the processing of different
algorithms. Some preprocessing results are shown in
Figures 5–9.

Due to the different parameters of CNN, the detection
performance of the network will be different. In order to
evaluate the classification performance of the GACNN
method, some initial parameter settings are shown in this
experiment in Tables 4 and 5.

)e experiment collected normal network flows and
three abnormal network flows (C&C attack, SSH brute force
attack, and webshell attack). Among them, the normal
stream is 563MB, the webshell stream is 8.8MB, and the
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Figure 15: )e classification results of ExtraTreeClassifier.
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SSH stream is 5.74MB. However, C&C is relatively small,
only 24 kB. )ese probe stream metadata are converted into
CSV files after preprocessing. In the training and detection
stage of the CNN model, the original CSV format data
cannot be directly used. )en, merge the CSV files of dif-
ferent attack types and convert them into an NPY file.

In GACNN model training, the dataset is divided into
training set and test set, and the training set contains
(216066, 50, 50, and 3) records, and the test set contains
(72022, 50, 50, and 3) records. )e GACNN model contains
5 two-dimensional convolutional layers Conv2D, 5
batch_normalization layers, 5 max_pooling2d layers, a
flatten layer, 2 dense layers, and 2 dropout layers.

Like the previous experiment, this experiment also se-
lects the former three machine learning methods for
comparison. Table 6 lists the detection results of these

algorithms for three attack types (ExtraTree-E, KNeighbors-
K, näıve_bayes-N, and GACNN-G). As can be seen from the
results in Table 6, compared with the other three detection
methods, the convolution neural network optimization
method based on the genetic algorithm has greatly improved
the detection rate and unknown attack detection rate, re-
duced the false alarm rate, and achieved good results.

For example, in binary detection, the precision, recall,
and F1-score of GACNN are all higher than 0.96, while other
methods are lower than 0.95.

In the multiclassification detection, the precision values
of the other three methods are lower than 0.93, recall values
are lower than 0.96, and the F1-score values are basically
lower than 0.94. On the contrary, the three detection values
obtained by GACNN method are relatively good, and all of
them reach the values above 0.96.
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Figure 16: )e classification results of KNeighborsClassifier.
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Figure 17: )e classification results of näıve_bayes.

Table 4: )e initial parameters of CNN.

Parameters Value
Filters 32, 64
Kernel_size (3, 3), (5, 5),
Activation Relu, selu, elu
Input_shape (50, 50, 3)
Output_shape 2, 10
Dropout_rate 0.1, 0.2, or random number between 0.1 and 0.5
Optimizer “adamax,” “adadelta,” “adam,” “adagrad”

Table 5: )e initial parameters of GA.

Parameters Value
Mutation probability 0.01 or the random number is greater than the threshold value
Crossover probability 0.5
Reproduction algebra 5
Population size 10
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6. Conclusion

With the continuous development of smart grids, the current
power information network is constantly expanding, and the
possibility of failures in the network is also increasing. Aiming
at the high false alarm rate and low detection efficiency of
current network traffic anomaly detection, this paper proposes
a genetic algorithm-optimized convolutional neural network
method to deal with power network traffic anomaly detection.

Compared with the traditional machine learning
method, this paper mainly innovates and improves from the
following aspects:

(1) According to the business characteristics and re-
quirements of the power system, this paper establishes
a network flow metadata collection model for the
power system. )is model mainly monitors network
traffic and equipment indicator status from the four
dimensions of time, area, event, and link, thereby more
effectively improving the quality of network services.

(2) Aiming at the problem that the classification accu-
racy of CNN depends on parameter settings, this
paper proposes to use the genetic algorithm to find
the best CNN parameters, which can quickly im-
prove the training accuracy of the CNN method.
From the experimental results, this method is su-
perior to other detection methods in the anomaly
detection of network flow.

(3) )e classification accuracy of traditional machine
learning largely depends on the reasonable selection
of network features. )e method proposed in this
paper uses raw traffic or metadata directly as model
input and trains features through self-learning
without manual intervention. In addition, the hidden
spatiotemporal features and package content analysis
can be completed through multiple convolutional
learning and spatiotemporal analysis of the model,
thereby reducing the complexity of the task and
improving the accuracy of the model classification.

In order to further improve the accuracy and efficiency
of the method, the next step is to continue to work on the
following aspects:

(1) Improved CNN structure: the network in this algo-
rithm is based on a simple 2-dimensional CNNmodel.
In future work, you can try to use ResNet, VGGNet,
and GoogLeNet models to build deeper mixed net-
works to further improve classification accuracy.

(2) Continue to increase the testing of the method in
large-scale power network traffic to realize practical
application in engineering.

Data Availability

Two datasets are used in the paper, among which UNSW-
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Online social networks provide convenient conditions for the spread of rumors, and false rumors bring great harm to social life.
Rumor dissemination is a process, and effective identification of rumors in the early stage of their appearance will reduce the
negative impact of false rumors.&is paper proposes a novel early rumor detection (ERD)model based on reinforcement learning.
In the rumor detection part, a dual-engine rumor detection model based on deep learning is proposed to realize the differential
feature extraction of original tweets and their replies. A double self-attention (DSA) mechanism is proposed, which can eliminate
data redundancy in sentences and words at the same time. In the reinforcement learning part, an ERD model based on Deep
Recurrent Q-Learning Network (DRQN) is proposed, which uses LSTM to learn the state sequence features, and the optimization
strategy of the reward function is to take into account the timeliness and accuracy of rumor detection. Experiments show that,
compared with existing methods, the ERD model proposed in this paper has a greater improvement in the timeliness and
detection rate of rumor detection.

1. Introduction

With the rapid development of the Internet, social net-
works and peopleʼs lives have become increasingly close,
and the participation and utilization rate of netizens has
risen rapidly [1]. &e global digital statistics report [2]
released by “We Are Social” in 2019 shows that, by the end
of 2018, there were 3.48 billion social network users in the
world, accounting for 45% of the worldʼs total population.
Social network platforms represented by Twitter and
Weibo provide netizens with functions to post information
and express opinions. News media have gradually estab-
lished official accounts on social networks for news
reporting, so social networks have gradually become
people’s main sources of information.

5G and edge computing bring certain security issues to
social networks [3, 4]. From the content point of view, the
popularity of social networks improves life efficiency, but it
has also become an environment for online rumors. An early
study of social psychology defined rumors as “propositions
spread without verification by relevant departments” [5].
Today, with the explosion of information, a huge amount of

information is spread on social networks every day, in-
cluding a lot of rumors. &e harm of rumors to society
cannot be ignored. For example, the 2011 Japanese earth-
quake triggered a tsunami that caused the Fukushima nu-
clear power plant to explode. &e incident had little impact
on China, but some illegal traders took the opportunity to
drive up salt prices on the grounds that sea salt was con-
taminated by nuclear power. Salt prices in many places
across the country have soared, and many people have been
incited to rob salt in salt farms, which has seriously disrupted
the order of social life.&e purpose of the rumors is generally
destructive, such as pranks and revenge on society. Because
social networks have the characteristics of virtuality and
anonymity, the cost of creating and spreading rumors is
extremely low, and online rumors have become a trend of
flooding. In the face of rumors rampant in the network
environment, social network platforms have established
rumor-defying accounts to manually refute rumors, but only
relying on manual review to stop rumors is not only high in
labor costs but also very inefficient, so artificial intelligence-
based rumor detection technology has gradually become
research hot spot.
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&e spreading process of rumors has obvious timeliness
[6]. Specifically, rumors spread rapidly in the form of
outbreaks when they appeared in the early days, but over
time, their spread speed will be greatly reduced until they
eventually die out. Figure 1 shows the spreading sequence
diagram of a Twitter rumor. &e red text represents the
original tweet, the yellow text represents the reply message
that questioned the original tweet, and the green text rep-
resents the reply message that opposes the original tweet.

&e rumor was released after a shooting incident. &e
general content of the rumor was “According to the police,
there were a large number of shooters in the shooting.”
Later, after investigation by relevant departments, there was
only one shooter, and the police did not disclose the in-
formation. Within two hours after the rumor was released,
there were a thousand reposts, and the rumor spread to tens
of thousands of people. Analyzing the spreading process of
this rumor, when there is obvious opposition and ques-
tioning information in the comment area, the information
can be preliminarily judged as a rumor. If rumors can be
accurately identified and their spreading behavior can be
controlled when they appear early, the adverse effects of false
rumors can be greatly reduced. &erefore, early rumors
detection research on social networks is very important.

&e main contributions of this paper are as follows.
Aiming at the difference in content characteristics between
original tweets and reply messages in Twitter, a dual-engine
rumor detection model based on the self-attention mech-
anism is proposed, which improves the accuracy of rumor
detection; in addition, we propose an early rumor detection
(ERD) based on recurrent Q-learning, which can detect
rumors earlier with higher accuracy.

&e remainder of this paper is organized as follows:
Section 2 briefly introduces the related works and research
issues; Section 3 proposes an ERD model based on deep
recurrent Q-learning and a dual-engine rumor detection
model based on self-attention mechanism; Section 4 dis-
cusses and analyzes the experiment results. Section 5 draws
the conclusion and proposes future research directions.

2. Related Works

2.1. Rumor Detection. &e essence of the rumor detection
problem is text classification.&e current research on rumor
detection is divided into two categories: methods based on
traditional machine learning and methods based on deep
learning. &e former generally uses methods such as naive
Bayes classification, decision trees, and support vector
machines. Castillo et al. [8] used machine learning algo-
rithms based on feature engineering to classify rumors and
extracted a large number of text features based on the
characteristics of rumors, including text length and the
number of likes. On the basis of this method, many scholars
[9–14] began to try to use different machine learning al-
gorithms and richer features to study rumor detection.

Although the method based on machine learning can
solve the problem of rumor detection to a certain extent, it is
time-consuming, laborious, and inefficient in the feature
engineering stage. &e quality of the feature heavily relies on

manual experience, which affects the quality of the rumor
detection model. With the widespread application of deep
learning in the field of natural language processing, re-
searchers have also begun to use deep learning methods to
solve the problem of rumor detection.&e reply information
of tweets has a great influence on the effect of rumor de-
tection. Related researchers have proposed a multitask
learning model for rumor detection and user stance de-
tection. &e most typical method is the multitask joint
learning model proposed by Ma et al. [15], which is to define
a shared layer as a bridge between the rumor detection deep
learning model and the user stance detection deep learning
model to exchange information. Li et al. [16] added user
characteristics and attention mechanism on this basis to
improve the performance of the model. In addition, with the
emergence of the BERT (Bidirectional Encoder Represen-
tation from Transformers) language model, the rumor de-
tectionmethods based on BERT have been proposed, such as
the model of Yu et al. [14]. In addition, the rumor detection
model based on the propagation tree has gradually attracted
the attention of researchers. Its starting point is to abstract
the tweets into a propagation tree according to the timeline
and convert the rumors classification into tweet tree clas-
sification, such as Ma et al. [17] and Kumar’s [18] research
work.

2.2.ERD. In the current research related to rumor detection,
the research focus is mainly on improving the accuracy of
rumor detection, and the early detection of rumors is less
involved. &e current ERD methods can be divided into
three types:

(1) Real-time rumor detection, such as the model pro-
posed by Castillo et al. [19]. &is model uses a
support vector machine to classify the original in-
formation without considering the reply informa-
tion, so there is no delay in the detection time, so as

Police service: there were “numerous gunmen” at the Canada
War Memorial shooting. One person was shot.

2nd suspect parrantly shot behind parliament. Lockdown
almost everywhere... third suspect on the loose. That s heavy.

Ottawa was always such a safe city. This is madness.

Ottawa police..: “numerous gunmen” at the Canada War
Memorial shooting...”

Numerous? More than three?

Ottawa police have NOT confirmed multiple shooters based on
Canadian reporters on scene but they are still looking in case

Good thing all those police with guns were there!

Time

15:38

15:40

15:42

15:43

15:44

15:45

16:05

Figure 1: A rumor from PHEME dataset [7].
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to achieve real-time detection. Although the real-
time rumor detection method can ensure the de-
tection of rumors in the early stage, it has a high rate
of misjudgment and has little practical value.

(2) ERD based on static checkpoints. For example,
Dungs et al. [20] proposed a detection method based
on a hidden Markov model. &is method uses a fixed
number of replies as an interval when the model
reads the reply information (the interval length used
in the literature is 5). Set a static checkpoint; each
checkpoint will consider whether to output the de-
tection result. If the detection result outputs, the
rumor detection process ends; otherwise, the reply
information will continue to be read until a detection
point appears and the result is output. Although this
method can theoretically achieve early detection, it is
not flexible enough to give play to the potential
performance of the model.

(3) ERD based on reinforcement learning. For example,
the model proposed by Zhou et al. [21] consists of
two parts: a rumor detection module (RDM) and a
checkpoint module (CKM). &e CKM is imple-
mented by a reinforcement learning model, which
dynamically controls the number of input replies
from the RDM enables ERD. &e model can use the
reinforcement learning method to constantly weigh
the detection time and detection accuracy to achieve
the best balance between the “early nature” and
accuracy of rumor detection.

2.3. Problems. &e original tweet and the reply message are
two completely different messages. &e original tweet is
generally a complete description of an event, whose ex-
pression is more rigorous. Reply messages are towards the
original tweet, sometimes even an emoticon or a punctua-
tion mark. Existing models generally ignore the difference
between the original tweets and their reply information,
even though individual multitask joint learning models
(such as Ma et al. [13]) use two independent networks to
process the original tweet and the reply information, but
these two independent networks are often two networks
with the same structure. For these two kinds of information
with large differences, it is not reasonable to use the same
network for modeling, especially for the expression of
chaotic word order such as comment information. If the
recurrent neural network is only used for modeling, many
potential features will be ignored.&erefore, it is necessary to
separately model the characteristics of tweets and reply
messages.

In terms of ERD, this paper is based on a reinforcement
learning strategy to solve the problem of ERD, because the
ERD model proposed by Zhou et al. [21] applies rein-
forcement learning to the ERD problem. &e ERD model is
composed of CKM and RDM. &e CKM is implemented by
DQN to control the number of reply messages input to

RDM.&e RDM is implemented by GRU.&rough in-depth
analysis of the model, it is found that the model has the
following problems:

(1) Potential meaning of the state sequences are ignored

Reinforcement learning is generally based on the
“Markov decision process,” but in the case of ERD,
it is more reasonable to regard the ERD process as a
“partially observable Markov decision process”
because the state sequence generated by RDM is
potentially helpful for ERD.
Specifically, the state sequence refers to the coding
sequence of known information formed by con-
tinuously inputting reply information to the RDM.
For each state in the state sequence, the RDM can
output the rumor classification result corre-
sponding to the state. But for different states, even
if the classification result output by the RDM is the
same, the corresponding probabilities of the re-
sults are different. For this different probability
sequence, the probability value may show a steady
upward trend. For example, when RDM reads 2
reply messages, the probability of RDM outputting
rumors and nonrumors is 0.55 and 0.45 (Softmax
does the final classification; the sum of the two
probabilities is 1), and the classification result is a
rumor, but when 4 messages are read, the prob-
ability that RDM will output rumors and non-
rumors is 0.85 and 0.15, and the classification
result is still rumors; the difference is that the
model will become more “certain.” For the case
where the classification probability changes
steadily (the probability of one label increases; the
probability of the other label will inevitably de-
crease because the probability sum is 1), the model
can be allowed to output the detection results in
advance, which can more effectively avoid the
rumor detection process. By observing the partial
change trend of the state to represent the actual
state of the environment, this process is actually a
partial Markov decision process. &e CKM in ERD
is implemented by DQN based on the Markov
decision process, and the sequence features cannot
be obtained, resulting in the model’s poor per-
formance in the timeliness of rumor detection.

(2) Incomplete reward function

&e number of rumors in social networking plat-
forms is much less than the number of nonrumors,
so rumor detection is actually anomaly detection.
In the field of anomaly detection, a model with a
higher accuracy rate may be not the best one, and a
model with a higher recall rate is often more
practical [22]. &e reward function used by ERD
has the problem of uneven sample distribution,
which leads to lowmodel recall. In addition, there is
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the problem of insufficient flexibility in the “early”
detection strategy.&e reward function of ERD is as
follows:

ri �

log M terminal with correctprediction,

− P terminal withwrong prediction,

− ε continue.

⎧⎪⎪⎨

⎪⎪⎩

(1)

If the decision action is to terminate the reading,
there will be two situations. If the prediction is
correct, a reward of log M is obtained, where M is
the number of samples whose predictions are
correct; if the prediction fails, the penalty is − P,
where P is a constant 100. If the action is to
continue reading, it will be punished by − ε, where ε
is 0.01. &is function specifically has the following
problems:

(1) Predicting the correct reward of log M is
intended to keep the model in a good state of
performance in stages and to make the model
converge as soon as possible, but the problem is
that the model converges to the local optimal
value, which reduces the generalization ability
of the model.

(2) &e prediction error is punished by − P; the
purpose is to make the model make a “more
cautious” judgment because once the predic-
tion error is punished, the penalty is great.
However, the model also has the problem of
poor generalization ability, because when the
number of rumors is small, if the mis-
recognition of rumors and misrecognition of
nonrumors are treated equally, the recall rate of
the model will decrease.

(3) Continuing to read the reply information is
punished by − ε. &e original intention is to
make the model output the result as soon as
possible, but the problem is that the model does
not perceive the “urgency” of time. In other
words, for a rumor message, if the model has
read 2 replies and 50 replies, the penalty for
continuing to read is the same. But in fact, the
penalty should be greater after reading 50 re-
plies, because the rumors may have spread over
time and the results need to be reached as soon
as possible.

3. Proposed Model and Algorithm

3.1. Problem Description. &e goal of ERD is to achieve
higher accuracy of rumor detection by collecting less in-
formation.&is problem can be described as follows: set the
input tweet as X � x0, x1, . . . , xn􏼈 􏼉, where x0represents the
original tweet; others represent the reply information re-
lated to the original tweet and are sorted in chronological
order. xi is composed of text information and metadata
information. &e classification result y � {rumor,

nonrumor}, and t ∈ [0, n] represents the number of reply
messages used in the rumor detection process, so t indi-
rectly expresses the time-consuming detection process.
&erefore, the purpose of ERD can be described as, for
input X, it is necessary to accurately output tweet type y
when t is as small as possible.

3.2. Early Rumor DetectionModel Based on DRQN. In order
to effectively solve the problems mentioned in Section 2, we
propose an ERD model based on DRQN (Deep Recurrent
Q-Learning Network). &e basic model architecture is
shown in Figure 2, which consists of a RDM and a control
model.

3.2.1. Control Model. &e control model is implemented by
DRQN, which is a typical partially observable Markov
decision algorithm. &e recurrent neural network enables
the model to have the memory function of the state se-
quence and then can learn the potential features in the state
sequence. In the control module, this paper uses LSTM to
realize the memory function of the state sequence. LSTM
obtains the actions it considers reasonable by observing the
state information and the last judgment.

&e specific calculation process is shown in the following
formula:

ht � LSTM statet, ht− 1( 􏼁, t ∈ [1, n],

F � Wfht + bf,

p
yi

xk

􏼠 􏼡 � sofmax(F) �
exp Fi( 􏼁

􏽐
m
j�1 exp Fj􏼐 􏼑

.

(2)

Among them, in addition to receiving the current
state information statet, the LSTM network also receives
the LSTM neuron information ht− 1 at the previous mo-
ment. After outputting ht, it passes through the fully
connected layer to obtain a vector F of length two, and
finally, the action probability distribution is output
through the softmax function.

It is worth noting that the input state of LSTM is the last
vector used for classification in the RDM, and there are two
output actions:

(1) Continue: It means that the current information is
not enough to determine whether it is a rumor, and
let the RDM read another reply message.

(2) Terminate: It indicates the end of the detection
process and outputs the detection result. In other
words, the RDM has sufficient information to judge
whether the original tweet is a rumor and outputs the
result in advance to achieve the purpose of early
detection.

&e reward function is the core of reinforcement
learning. &e quality of its design can directly determine the
performance of the model. We design the following reward
function:
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ri �

R, terminal with correctprediction,

− 2P, terminal withwrongprediction, and label is rumor,

− P, terminal withwrongprediction, and label is not rumor,

− (log n + ε), continue, n � 1, 2, 3, . . . .

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(3)

Among them, when the model makes a stop-reading
action, if the prediction is correct, it will directly get a reward
of R to avoid falling into the local optimum; if the prediction
is wrong, there are two situations. When the actual label is a
rumor, it will receive a − 2P punishment; when the actual
label is nonrumor, it is punished by − P. &e reasons for
adopting this strategy include two aspects: (1) considering
the fact that there are few rumor samples; (2) considering
that the losses caused by the rumor detection system are
different in the two cases of misjudgment, specifically
comparing the effect of misjudging the information that was
originally a rumor as not a rumor and the effect of iden-
tifying nonrumors as a rumor. Obviously, the former will
have a greater impact, because the omission of the rumors by
the model will spread the rumors to a greater extent, but for
the latter, although the cost of misjudgment has been in-
creased, no rumors have been missed. &erefore, if the
information that was originally a rumor is judged to be not a
rumor, the model will be punished twice.

When the model continues to read data, it will be
punished by − (log n + ε), n represents the number of reply
messages read by the model, and ε is a small value to avoid
the situation where the penalty is 0 when reading the first
reply message; the more the response information read, the
greater the penalty for continuing to read.

3.2.2. RDM. In view of the difference between the original
tweet and the reply information, this paper proposes a dual-
engine RDM based on the self-attention mechanism. &e

specific model architecture is shown in Figure 3, which is
mainly composed of the original tweet network and the reply
information network.

In the network for source tweet, the text data passes through
the word embedding layer, the GRU network, and the word-
level self-attention mechanism in turn. &e metadata feature
extractor is used to extract the credibility characteristics of the
tweet publisher and the basic information of the original tweet.
&e specific calculation process is as follows:

xt � WordEmbedding wt( 􏼁, t ∈ [1, n],

Output, ht � GRU xt, ht− 1( 􏼁, t ∈ [1, n],

Output � output1, output2, . . . , outputn􏼂 􏼃,

Q � WQ Output + bQ,

K � WK Output + bK,

V � WV Output + bV,

f Q, Ki( 􏼁 � Q
T
WaKi,

ai � softmax f Q, Ki( 􏼁( 􏼁 �
exp f Q, Ki( 􏼁( 􏼁

􏽐jexp f Q, Ki( 􏼁( 􏼁
,

Attention(Q, K, V) � 􏽘
i

aiVi.

(4)

Rumor detection model

Source Network for
source

Result

New reply Network for
reply

Read a new reply

Continue Terminal

Output action

Control model

LSTM

Input state
Output result

Figure 2: Architecture diagram of early rumor detection (ERD) model based on DRQN.
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&e features of metadata are shown in Table 1.
Since the reply information is usually expressed with

strong emotional color, the expression is more casual, and
there is an unstable word order; this paper considers using
two-way GRU, Text-CNN and text feature extractor to
extract the reply information features in parallel, and the
final feature vector is constructed through vector splicing.

(1) Bidirectional GRU

&e word order of reply messages is unstable. In
order to extract more information, we use a bidi-
rectional GRU network. &e calculation details are
shown in the following equation:

xt � WordEmbedding wt( 􏼁, t ∈ [1, n],

hrt

�→
� GRU

����→
xt, hrt− 1( 􏼁, t ∈ [1, n],

hlt

←
� GRU
←

xt, hrt+1( 􏼁, t ∈ [n, 1].

(5)

GRU
����→

represents the forward GRU, hrt

�→
represents

the vector representation of forward sequence of
words w1 ∼ wn processed by GRU

����→
, and similarly

hlt

←
represents the vector representation of reverse

sequence of words wn ∼ w1 processed by GRU
←

. At
last, hrt

�→
and hlt

�→
are concatenated to obtain the final

vector representation of the sentence, as shown in
formula

ht � concat hrt

�→
, hlt

←
􏼒 􏼓. (6)

(2) Text-CNN

Aiming at the random features of the way of re-
plying information, this paper uses Text-CNN to
extract the semantic features of abnormal word

order. Text-CNN consists of convolutional layer
and pooling layer.
&e convolutional layer is used to extract text
features. &e process of extracting text features can
be expressed by the following formula:

ai � f W∗Mi: i+h− 1 + b( 􏼁,

A � a1, a2, . . . , an− k+1􏼂 􏼃.
(7)

Mi: i+h− 1 is the word vector from row i to i + h in
the word vector matrix. After performing a linear
transformation on Mi: i+h− 1, the activation func-
tion f is used to obtain ai, which represents the
i-th text feature extracted by the convolution
kernel of length h. Finally, all the features
extracted by the convolution kernel are spliced to
obtain the vector A. &e above process is the
processing result of one convolution kernel, and
the same steps are repeated for multiple convo-
lution kernels.
In addition, the pooling function of this model
adopts the maximum pooling function; that is, after
the features extracted by the convolutional layer are
obtained, one of the largest features is selected to
represent all the features, which can be expressed by
the formula

􏽥a � max a1, a2, . . . , ai( 􏼁. (8)

(3) Text feature extractor

&e text feature extractor can extract relatively
intuitive text features, such as statistical negative
words, whether there is an exclamation mark, and
the similarity with the original tweet, as shown in
Table 2.

. . .

.

.

. .
.
.

Source tweet
Text

Metadata

Network for source tweet

Network for reply tweet

Word
embedding

layer

Word
embedding

layer

GRU

GRU

Word-level
self-

attention

Postlevel
self-

attention

Metadata
feature

extractor

Reply 1
Text

Reply 1
Text

Text
CNN

Text feature
extractor

FC layer
+

Softmax
Output

Figure 3: Architecture diagram of dual-engine rumor detection model (RDM) based on self-attention mechanism.
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&e calculation formula of cosine similarity is as
follows:

cos(θ) �
􏽐

n
i�1 xi × yi( 􏼁

������

􏽐
n
i�1 x

2
i

􏽱

×

������

􏽐
n
i�1 y

2
i

􏽱 . (9)

(4) Postlevel self-attention mechanism

&e self-attention mechanism at the postlevel refers
to the weighting of the self-attention mechanism
after feature extraction of all response information
so that the model can pay attention to the useful
response information. &e specific calculation
process is shown in the following formula:

R � reply1, reply2, . . . , replyn􏼂 􏼃, (10)

Q � WQR + bQ, (11)

K � WKR + bK, (12)

V � WVR + bV. (13)

In formula (10), replyn represents the encoding of a
reply message by the reply message network. R is

the set of reply message codes. &e self-attention
mechanism requires three vectors Q, K, and V to
represent query, key, and value, respectively, which
are obtained from the vector R through three
different linear transformations. Attention can be
calculated based on these vectors. &e specific
calculation process is shown in the following
formula:

f Q, Ki( 􏼁 � Q
T

WaKi, (14)

ai � softmax f Q, Ki( 􏼁( 􏼁 �
exp f Q, Ki( 􏼁( 􏼁

􏽐jexp f Q, Ki( 􏼁( 􏼁
,

(15)

Attention(Q, K, V) � 􏽘
i

aiVi. (16)

In formula (14), f(Q, Ki) is a general linear
transformation to calculate the similarity between
Q andK.&e weight ai that needs attention for each
post is obtained through the sotfmax function, and
the product of the weight and the vector V is
expressed as the response information processed by
attention.

Table 1: Features of metadata.

Feature name Description
has_url Whether the tweet contains URL or hyperlink
urls &e number of URLs or hyperlinks contained in the content of the tweet
has_tag Whether to use the keyword “#” to carry a topic in the content of the tweet
tags How many topics are carried with the keyword “#” in the content of the tweet
favorite_count &e number of times the tweet was liked
retweet_count &e number of tweets reposted
verified Is the user authenticated by real name on Twitter?
profile_use_background_image Whether Twitter users set a background image on their homepage
default_profile_image Whether the background image set by Twitter users on their homepage is the system default
geo_enabled Whether users disclose their location information
is_translation_enabled Whether the user has the translation permission
default_profile Whether users modify the default personal information
friends_count Number of users followed
followers_count User attention
statuses_count Number of tweets posted by users
description_len User profile length
favourites_count Cumulative number of likes of user tweets
listed_count How many public channels are users involved
user_age User registration period
coordinates Does the tweet contain coordinate information
coordinates Whether the tweet contains URL or hyperlink

Table 2: Features of text.

Feature name Description
word_count Number of words in the sentence
is_question Describe whether a question mark appears in the sentence
is_exclamation Describe whether an exclamation mark appears in the sentence
negation_count Number of negative words, such as “no, nothing”
badword_count Number of bad words, such as “fuck, bitch”
similar_to_src Cosine similarity to the original tweet
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3.3. Model Building. In the process of building an ERD
model, pretraining RDM and time difference method are
used to train CTM (control model).

(1) Pretraining RDM

&ere must be a reliable RDM as a basis before
training CTM. &is pretrained RDM reads all the
response information during the training process.&is
also means that the performance of the ERD finally
obtained after joining the CTMwill not be higher than
the performance of the pretrained RDM. &e signif-
icance of adding CTM is how to make RDM get the
best performance with the least information, and its
best performance is that of the pretrained RDM.
In the RDM training process, the batch size is 80,
the dropout is 0.4, and the loss function is cross-
entropy loss function. In addition, Adam optimizer
is used in the model and the initial learning rate is
0.0005. In the training process, when the modelʼs
loss on the validation set does not decrease twice in
a row, the learning rate is reduced by 10 times.
When the modelʼs loss on the validation set sta-
bilizes, the training process stops.

(2) Training CTM

If CM is trained directly, its parameters will lack
stability, which will make it difficult for the model
to converge. &erefore, in order to speed up the
convergence, we use a dual network structure and
experience playback mechanism to train CTM.
Dual networks are two CTM networks with the same
structure, which are called: current network (param-
eter θ) and target network (parameter θ′), respectively.
&e experience pool stores n four-tuple records
(st, ai, rt, st+1) about the environment, and a batch of
samples are randomly taken from the experience pool
for training each time. &e training process is to train
the current network first and update the target net-
work with the parameters of the current network
when a certain batch is reached.
Because the rumor detection problem is relatively
special, traditional reinforcement learning is aimed
at an environment, such as a game scene, but in the
rumor detection problem, each rumor data is ac-
tually an environment, so it is necessary to consider
multiple environments in the process of con-
structing the experience database. For environ-
mental factors, the specific training process is
shown in Algorithm 1.

4. Experiments Results and Analysis

4.1. Experimental Environment. &e experimental environ-
ment is shown in Table 3.

4.2. Dataset. &e experimental datasets include the public
rumor dataset PHEMEDataset of Rumors and Non-Rumors
(PHEME Rumor) [7], which is rumors and nonrumors data

about five breaking news events collected on Twitter by
ArkaitzZubiaga in 2016. &e data distribution of each
breaking news event is shown in Table 4.

&e dataset is divided into training dataset, verification
dataset, and test dataset with the ratio of 7 :1 : 2. &e vali-
dation set is used to observe the real-time training results.
Based on the best training results, the best model is selected
as the final model. Finally, the test set is used to test the
performance of the model.

4.3. Baselines. &is paper selects the following RDM as the
baseline algorithm:

(1) CRF: the RDM proposed by Zubiaga et al. [23].
(2) GAN-GRU: the RDM proposed by Ma et al. [24].
(3) RDM: the RDM in the model proposed by Zhou et al.

[23].
(4) LSTM: an LSTM network for rumor veracity pro-

posed by Singh et al. [25].
(5) LSTM-Attention: attention-based LSTMnetwork for

rumor veracity proposed by Singh et al. [26].
(6) SA-SE: the model proposed in this paper uses only a

single-engine model using a word-level attention
mechanism (only the original information network).

(7) SA-DE: the model proposed in this paper only uses a
dual-engine model using sentence-level attention
mechanism.

(8) DSA-DE: the model proposed in this paper is based
on the DSA dual-engine model.

In the current ERD research, only the ERD [21] uses
reinforcement learning to solve the ERD problem, so we
consider using ERD as a baseline method. &e control
variable method is used in the comparison link, and the
submodels of the two models are cross-combined into
multiple models for comparison experiments.

First, the reinforcement learning module in ERD is
named RL1, and the RDM is named RDM1; the rein-
forcement learning module in the model proposed in this
paper is named RL2, and the RDM is named RDM2. Finally,
the experimental models to be compared are divided into the
following three models:

(1) RDM1_RL1: ERD model
(2) RDM2_RL1: the model proposed in this paper only

contains the RDM and the control module in the
ERD

(3) RDM2_RL2: the ERD model proposed in this paper

5. Experimental Results and Analysis

5.1. Rumor Detection Performance Evaluation.
Comparative experimental results of eight RDM are shown
in Table 5.

It can be seen from Table 5 that the GAN-GRU performs
well in terms of accuracy, but it has poor performance in
terms of precision and recall; the model of Zhou et al. is
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relatively stable; the LSTM-Attention achieved the highest
score in precision; and the models proposed in this paper are
SA-SE, SA-DE, and DSA-DE that have achieved good results
in all four indicators. When the model adds the double self-
attention (DSA) mechanism and the dual-engine network,
the DSA-DE is compared to the sentence-level dual-engine
network model SA-DE, and the single-level attention and
single-engine network model SA is compared with SE; the
accuracy rate is increased by 2.3% and 5%, respectively. It
shows that the dual-engine network and DSA mechanism
have improved the performance of the rumor detection task.

Figure 4(a) describes the change trend of the model SA-SE,
SA-DE, DSA-DE loss value for the validation set during the
training process. It can be seen from the figure that the DSA-DE
model achieved the lowest loss. Although the initial loss of the
SA-DE model that does not use the sentence-level attention
mechanismdecreases the fastest, the final training effect is not as
good as the DSA-DE model that uses the DSA mechanism. It
can be seen that both the DSAmechanism and the dual-engine
network can improve the learning ability of the model.

Figure 4(b) shows the change trend of the model SA-SE,
SA-DE, DSA-DE accuracy for the validation set during the
training process. It can be seen that the DSA-DE model has
the fastest learning ability. After 10 rounds of training, the
accuracy of the model has stabilized at around 85%. Al-
though the SA-DE model that does not use word-level at-
tention has strong initial learning ability, the final learning
result does not exceed the DSA-DE model. &erefore, both
the DSA mechanism and the dual-engine network can
improve the learning ability of the model.

5.2. ERD Efficiency Evaluation. Since we utilize reinforce-
ment learning theory to achieve the purpose of ERD by
controlling the number of replies input. In order to evaluate
the early nature of the model, firstly, we use the standard
indicators such as accuracy, precision, recall, and F1 score.

It can be seen from Table 6 that when the control module
RL1 is added, the accuracy of RDM2_RL1 is 0.05 higher than
that of RDM1_RL1, indicating that the performance of the
dual-engine RDM based on the DSA mechanism proposed
in this paper is better than the rumor in ERD Detection
module. Comparing the control modules, when RDM2 is
added to the control modules RL1 and RL2, the accuracy
rates drop to 0.80 and 0.81, respectively, indicating that the
DRQN-based control module proposed in this paper can
maintain a high accuracy rate.

Secondly, we use the average number of responses for
each sample as one of the evaluation indicators, which is
recorded as mean posts used. In order to more intuitively

Input: Network Q(s, a), Environment set E, Experience pool P

Output: Q(s, a, θ′)
(1) Initialize current network Q(s, a, θ), and target network Q(s, a, θ′), θ′ � θ
(2) for each epoch do
(3) Select an environment e from E

(4) Initialize environment e, and get state st

(5) while true do
(6) According to st, use ϵ-greedy strategy to select action at from Q(s, a, θ)

(7) Perform action at in the environment to get the new state st+1 and reward rt

(8) if P is full do
(9) Delete the oldest experience record
(10) end if
(11) Insert (st, at, rt, st+1) into P

(12) st←st+1
(13) if st is the last state do
(14) break
(15) end if
(16) end while
(17) if P is full do
(18) Select a batch of records from P randomly
(19) for each record do
(20) Use target network to get yt � rt + cmaxat+1

Q(st+1, at+1, θ′)
(21) Use loss function (yt − Q(st, at, θ))2 to update current network Q(s, a, θ)

(22) Update current network with target network every n epochs
(23) end for
(24) end if
(25) end for

ALGORITHM 1: Training DRQN.

Table 3: Experimental environment.

Name Version
CPU Intel(R) Xeon(R) Platinum 8160 CPU @ 2.10GHz
GPU NVIDIA Tesla P4 8GB GPU
OS Centos7.4
Memory 4GB
PyTorch 1.7.1
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reflect the performance of the model in terms of accuracy
and timeliness, we propose an evaluation indicator called
early detection rate:

early detection rate �
F1 Score∗ 10

mean posts used
. (17)

Figure 5 shows the experimental results of the models
RDM1_RL1, RDM2_RL1, and RDM2_RL2 with the control
module added in the early detection. &e average number of
replymessages used and the early detection rate are shown in
Figures 5(a) and 5(b), respectively. It can be seen that the
model RDM2_RL2 proposed uses the least amount of in-
formation. On average, each piece of data uses only 1.004

reply messages and has an early detection rate of 8.058,
indicating that the model proposed in this paper can find a
better balance between accuracy and timeliness so that the
model can identify the rumors in the early stage while
ensuring the accuracy.

Figure 6 shows the change of the average reward value of
the model RDM2_RL2 during the training process. It can be
seen that the average reward value of the model is stable
between 23 and 24 after 40 rounds of training, indicating
that the DRQN-based control module proposed is effective.

Figure 7 shows the changes in the early detection rate of
models RDM1_RL1, RDM2_RL1, and RDM2_RL2. It can be
seen that, compared to the model RDM1_RL1, the model
RDM2_RL1 has the same learning ability, but the final result
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Figure 4: Comparison of RDM during training. (a) Loss value trend analysis. (b) Accuracy analysis.

Table 5: Experimental results of RDM.

Model name Accuracy Precision Recall F1 score
CRF 0.67 0.67 0.56 0.60
GAN-GRU 0.78 0.53 0.35 0.42
RDM 0.77 0.74 0.74 0.74
LSTM 0.81 0.77 0.69 0.72
LSTM-Attention 0.83 0.83 0.79 0.81
SA-SE 0.78 0.70 0.73 0.71
SA-DE 0.81 0.79 0.80 0.80
DSA-DE 0.84 0.81 0.82 0.82

Table 4: Rumor dataset distribution.

Event Number of rumors (proportion) Number of rumors (proportion)
Charlie Hebdo 456 (22.0%) 1621 (78.0%)
Ferguson 284 (24.8%) 859 (75.2%)
Germanwings Crash 238 (50.7%) 231 (49.3%)
Ottawa Shooting 470 (52.8%) 420 (47.2%)
Sydney Siege 522 (42.8%) 699 (57.2%)
Sum 1970 (34.0%) 3830 (66.0%)
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of RDM2_RL1 training is better than RDM1_RL1. It shows
that the RDM proposed is more helpful to detect rumors.
&e model RDM2_RL2 proposed has a stronger learning
ability. It reaches the peak of early detection rate at about 50

rounds of training, and the early detection rate far exceeds
RDM1_RL1 and RDM2_RL1. &erefore, the model pro-
posed has good performance in the accuracy and timeliness
of rumor detection.
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Figure 6: Reward value changing state during training.
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Figure 5: ERD comparison experiment results. (a) Mean posts used. (b) Early detection rate.

Table 6: Experimental results of ERD model.

Model name Accuracy Precision Recall F1 score
RDM1_RL1 (ERD) 0.75 0.73 0.73 0.75
RDM2_RL1 0.80 0.78 0.78 0.80
RDM2_RL2 0.81 0.79 0.79 0.81
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6. Conclusions

In terms of rumor detection, this paper first analyzes the
existing research on three problems: the inability to obtain
the optimal representation of the reply information, the
ignorance of the difference between the original tweet and
the reply information in the tweet, and the inability to
handle redundant data well. In response to the above
problems, this paper uses the difference between the
original tweet and the reply information in the Twitter
data as an entry point and proposes a dual-engine RDM,
which separately deals with the original tweet and the
reply information; on the remaining problem, the DSA
mechanism is proposed to solve the problem of data
redundancy in the two dimensions of sentences and
words. For the existing multitask model, there is a
problem that the optimal representation of the reply
information cannot be obtained. &is paper uses a single-
task learning model., Let the model itself learn to encode
the reply message. &e final experimental results show
that the method proposed in this paper has a better de-
tection effect.

In terms of ERD, this paper considers solving the
problem of ERD from the perspective of reinforcement
learning. First, the following problems are found through
analysis of existing research: the potential meaning of the
state sequence is ignored, the reward function is imper-
fect, and the performance of the RDM is poor. In response
to the above problems, this paper proposes an ERD model
based on DRQN and describes the model in detail. In
order to analyze the experimental results more effectively,
this paper proposes the evaluation index of ERD rate to
evaluate the performance of the ERD model. Finally, this
paper is verified on the rumor dataset. &e experimental
results show that this paper can detect rumors earlier
under the premise of ensuring the accuracy of rumor
detection.

Although the model proposed in this paper has achieved
good results by comparing the baseline method, it can still be
optimized from the following perspectives.

In natural language processing tasks, the data cleaning
stage cannot be ignored. In future research, more fine-
grained methods can be considered to clean information
such as words, sentences, special symbols, and URLs.

In terms of rumor detection, the language model can be
modeled using the relatively new BERT. BERT can learn
specific expressions of words in specific language scenarios,
and the model may achieve better performance. In addition,
in terms of features, more meaningful features can be ex-
plored for experimentation.

In the ERD problem, you can use more powerful re-
inforcement learning algorithms such as A3C to model. &e
reward function and training method can also be further
optimized. In addition, some potential features in time can
be explored for modeling. Of course, the problem of ERD is
not necessarily limited to reinforcement learning, and there
may be more suitable methods for ERD.
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With the emergence of the fog computing and the sensor-cloud computing paradigms, end users can retrieve the desired sensory
data generated by any wireless sensor network (WSN) in a fog-based sensor-cloud system transparently. However, the fog nodes
and the cloud servers may suffer frommany kinds of attacks on the Internet and become semitrusted, which threatens the security
of query processing in the system. In this paper, we investigated the problem of secure, fine-grained spatial-temporal Top-k query
in fog-based mobile sensor-cloud systems (FMSCSs) and proposed a novel scheme named STQ-SCS to tackle the problem based
on the virtual grid construction and the size-order encryption-binding techniques. STQ-SCS can preserve the privacy of the
sensed data items and their scores andmake end users verify the completeness of the query results of fine-grained spatial-temporal
Top-k queries with a 100% successful rate even if the fog nodes and the cloud servers are not totally trustworthy. Besides the good
security performance, simulation results indicate that STQ-SCS is also an efficient scheme that incurs a much lower com-
munication cost than the state-of-the-art schemes on securing fine-grained spatial-temporal Top-k query in FMSCSs.

1. Introduction

As one important component of Internet of'ings (IoT) [1],
wireless sensor networks (WSNs) [2] can be used in many
application scenarios and are still being studied [3] by many
researchers even though extensive research has been carried
out on WSNs for the past two decades. However, traditional
WSNs are usually single-user centric [4], where a user de-
ploys and owns its ownWSN and another party is not able to
access the sensed data generated by such a WSN. To remedy
this shortcoming, researchers have conceived a new para-
digm, namely, the sensor-cloud paradigm [5–7], in recent
years. A typical sensor-cloud model is shown in Figure 1(a),
where the sensor-cloud architecture serves as the interme-
diate stratum between the end users and the physical sensor
nodes [4]. However, early sensor-cloud architectures are still

not perfect, and they encounter many new challenges, such
as providing real-times services and efficiently managing the
physical sensor nodes. In [8], a new sensor-cloud archi-
tecture, namely, the fog-based sensor-cloud framework, was
proposed, and the basic model of the fog-based sensor-cloud
framework is shown in Figure 1(b). 'e main difference
between early sensor-cloud architectures and the fog-based
sensor-cloud framework is that the latter has a fog layer
while the former does not have. 'e fog layer is mainly
composed of fog nodes, which can fuse and store the col-
lected sensed data, respond to real-time applications, and
efficiently manage the physical sensor nodes [8]. In the fog-
based sensor-cloud framework, end users can not only re-
trieve the sensed data items, which they are interested in
directly from the nearby fog nodes, but also obtain the
shared sensed data from the cloud by sending queries to the
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cloud if there are no data which they want in the near fog
nodes.

Although the fog-based sensor-cloud framework brings
a lot of benefits as described in [8], it encounters many
potential security threats. 'e fog nodes may be captured by
the nearby attackers or may suffer from the attacks arising
from the cloud. In other words, the fog nodes may become
untrusted [9, 10] under such attacks. Meanwhile, the ap-
plication servers in the cloud are facing many kinds of at-
tacks, and some of the cloud servers may also not be
trustworthy [11–13]. Under this background, how to ensure
the integrity and the confidentiality of the sensed data items
retrieved by the end users in the fog-based sensor-cloud
systems is a thorny-and-burning problem. Such a problem is
much more challenging in fog-based mobile sensor-cloud
systems (FMSCSs), where the sensor nodes are mobile,
considering that the sensed data retrieved by end users must
satisfy the spatial-temporal requirements of the queries
launched by end users.

In this paper, we focus on fine-grained spatial-temporal
Top-k queries and make efforts to tackle the above-
mentioned problem. 'e concept of fine-grained spatial-
temporal Top-k queries is defined in Definition 1 in Section
3. In a word, a fine-grained spatial-temporal Top-k query
refers to a query that tries to find out the top k sensed data
items generated in a specific time interval and a specific
region of a specific WSN deployment field. To our best
knowledge, there is no work studying the problem of secure
fine-grained spatial-temporal Top-k query in fog-based
sensor-cloud systems at present. In brief, the main contri-
butions of this paper are twofold:

(i) It studies the problem of secure fine-grained spatial-
temporal Top-k query in FMSCSs and proposes a
novel scheme named STQ-SCS to ensure the in-
tegrity and confidentiality of the sensed data items

retrieved by end users. It provides sound theoretical
analysis on the security of STQ-SCS. According to
the analysis, STQ-SCS is not only able to preserve the
privacy of the sensed data items retrieved by end
users but also detect the incomplete query results
successfully for fine-grained spatial-temporal Top-k
query under the security model presented in this
paper.

(ii) Extensive simulations were conducted in the paper,
and the results show that STQ-SCS is much more
efficient than the related state-of-the-art schemes.

'e remainder of this paper is organized as follows.
Section 2 summaries the related schemes; Section 3 describes
the systemmodel, the security model, the definitions of some
terminologies, and the problem statement; Section 4 pres-
ents the proposed scheme STQ-SCS in detail; Section 5
analyzes the security of STQ-SCS; In Section 6, STQ-SCS is
compared with the related state-of-the-art schemes through
extensive simulations; Section 7 provides performance
evaluation. Section 8 concludes this study.

2. Related Works

Since there is no work about secure fine-grained spatial-
temporal Top-k query in FMSCSs at present, we mainly
investigate the related works in Cloud Computing, Two-
tiered Wireless Sensor Networks (TWSNs), and Two-tiered
Mobile Wireless Sensor Networks (TMWSNs) in this
section.

2.1. Securing Top-k Queries in Cloud Computing. Top-k
queries in the cloud are generally securely processed based
on the data that are outsourced on cloud servers by the same
data owner. In Cloud Computing, the data owner knows all
its outsourced data and thus can construct the encrypted

WSN1 WSN2

Sensor-cloud
infrastructure

End users

(a)

WSN1 WSN2

Fog layer

Fog
node 1

Fog
node 2

Sensor-cloud
infrastructure End users

(b)

Figure 1: 'e sensor-cloud architecture (generally, there are more than 2 WSNs in real applications, and we just use 2 WSNs as rep-
resentatives). (a) Common sensor-cloud architecture. (b) Fog-based sensor-cloud architecture.
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data structure, such as EHL [14], the binary heap [15], or
other tree-like structures [16–18], based on the whole data
set to facilitate Top-k query without losing data privacy,
while in FMSCSs, expect for the fog nodes that are con-
sidered as not fully trusted, each sensor node just knows only
a small part of the whole data generated by theWSNwhere it
is located, and it thus cannot construct the encrypted data
structure of the whole data before outsourcing its data to a
fog node or the cloud.

Moreover, existing schemes proposed for secure Top-k
query in Cloud Computing are based on the strong pro-
cessing ability and rich resources of the cloud servers, and
they never consider the resource-limited sensor nodes which
are also weak in computing. 'us, they are not fit for
FMSCSs.

2.2. Securing Top-kQueries in TWSNs. 'e study of securing
Top-k queries in TWSNs was originally launched by the
authors in [19], where three schemes are proposed to pre-
serve the completeness of the Top-k query results in TWSNs.
'e three schemes were proposed based on the MAC
(Message Authentication Code) technique, which requires
each sensed data item to be attached with an MAC as its
proof data. 'en, many other schemes that use a similar
technique appeared, such as those in [19–24]. However, the
MAC-based technique is relatively less efficient because
attaching an MAC to each sensed data item brings large
quantity of extra data since a MAC takes almost 40% of the
volume of a sensed data item according to [19].

Besides the MAC-based technique, some other methods
were also proposed to ensure the privacy of the sensed data
and the completeness of the Top-k query results in TWSNs,
such as inserting digital watermarks or dummy readings into
the normal ones [25] and constructing data aggregation trees
[26, 27]. However, inserting digital watermarks or dummy
readings into the measure data makes it hard and compli-
cated for the users to extract the normal readings from the
hybrid ones, and it also brings a lot of redundant data, which
further leads to the increase of the communication cost of
both the sensor nodes and fog nodes.

What is more, one of the most important common
points of these schemes is that they are all proposed for
TWSNs where nodes are static [28], and they cannot per-
fectly treat the security threats faced by spatial-temporal
Top-k query in FMSCSs, where attackers can launch much
more covert attacks. When a mobile sensor node travels
from the queried region to other regions or vice versa in the
queried time interval, some sensed data generated by the
sensor node may be in the queried region, and others may
not. Obviously, the sensed data generated out of the queried
region by the traveling sensor node are not the qualified ones
that satisfy the requirements of the spatial-temporal Top-k
query. However, few securing Top-k query schemes pro-
posed in TWSNs consider this, which leaves leaks for the
attackers to launch new kinds of covert attacks. For example,
the attackers may replace the data items that are generated in
the queried region by a sensor node with those produced out
of the queried region by the same sensor node.

2.3. Securing Top-k Queries in TMWSNs. 'e first work on
securing Top-k queries in TMWSNs was done by Liu et al. in
2015 [29], when they presented a novel network architecture,
namely, TMWSNs, and proposed a scheme VTMSN to
ensure the completeness of spatial-temporal Top-k query in
TMWSNs. 'e main techniques used in VTMSN are
symmetric encryption and information binding. Specifically,
it binds the score of each sensed data item with its corre-
sponding generation time, location, and value ranking order
by concatenating and encrypting them with the kept sym-
metric key. Although VTMSN increases the difficulty for the
attackers to undermine the completeness of the query results
because of the binding relationships, it still has shortcom-
ings. One is that it cannot preserve the privacy of the sensed
data items since it leaves the data items disclosed to the fog
nodes for ease of Top-k query processing on them; another
one is that there should be a large volume of location data
transported together with the sensed readings, which greatly
increases the communication cost of the sensor nodes and
fog nodes.

To overcome the latter shortcoming of VTMSN, Wu
et al. proposed a scheme named EVTopk [30] in 2016.
EVTopk achieves completeness preservation of the Top-k
query results by using the HMAC (Hash Message Au-
thentication Code), which is formed by making hashing and
encryption operations on the concatenated items including
the score, the location, and the neighboring HMAC.
However, since each sensed data item should be attached
with an HMAC in EVTopk, the HMACs account for a large
proportion of the data reports of the sensor nodes and the
query results. Moreover, EVTopk is not able to achieve data
privacy preservation either. In [31], a comparative study was
made on the two schemes, EVTopk and VTMSN. To further
decrease the volume of the proof data in the data reports and
the query results, in 2018, a scheme named VIP-TQ was
proposed to preserve the integrity of the query results for
spatial-temporal Top-k query in TMWSNs. In VIP-TQ,
sensed data are bound together with their location as well as
their neighboring data score using pairwise-key-based en-
cryption. Although the binding can effectively prevent the
compromised fog nodes from undermining the integrity of
the Top-k query results, it leaves the scores of the sensed data
disclosed to the storage nodes, which increases the risk of
divulging the privacy of the sensed data. In the same year,
Ma et al. proposed two other schemes, namely, SSSTQ1 and
SSSTQ2 [32], for securing spatial-temporal Top-k in
TMWSNs. However, a large number of original locations
associated with the sensed data items are added into the data
reports and the query results for integrity verification, which
heavily increases the communication cost of the systems.

In summary, although there are many schemes related to
secure Top-k query in existing works, they either have
obvious shortcomings or cannot be used in FMSCS, which
motivates us to do further work in this paper.

3. Models, Notations, and Problem Statement

3.1. SystemModel. 'e systemmodel of FMSCSs is shown in
Figure 2. In the model, TA is short for trusted authority [33],
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which is a trustworthy party. TA is used to authenticate
the identity of end users and MWSNOs (Mobile Wireless
Sensor Network Owners) and distribute the secret keys to
them. Each fog node in the fog layer connects and
manages one MWSN (Mobile Wireless Sensor Network),
and each MWSN is assumed to be composed of N mobile
sensor nodes and is owned by a MWSNO. Specifically, the
main responsibility of each fog node is as follows: (1)
Collecting, processing, and storing the sensed data items
updated by the sensor nodes in its corresponding WSN;
(2) managing the mobile sensor nodes in its corre-
sponding MWSN; and (3) responding to the queries that
may be sent from the Cloud or the end users directly. End
users can retrieve the desired data by launching and
sending queries to the cloud or the fog nodes directly if
they are not far from the fog nodes. If a cloud server
receives a query from some end user, it first determines
the fog node, which satisfies the region requirement of the
query, and then sends the query to the fog node; if a fog
node receives a query, it processes the query locally and
sends the query result to the party (the cloud or the end
user) who has sent the query.

'e mobile sensor nodes in WSNs periodically upload
their sensed data to the corresponding fog nodes in the fog
layer. We divide time into epochs, and take the time length
of each epoch as the period for each sensor node to upload its
sensed data items. We assume that mobile sensor nodes in

eachWSN do not move all the time.'ey stay at some target
locations for certain time intervals when they reach the
positions, and go on moving to other target locations if it is
necessary. Moreover, we assume that the mobile sensor
nodes only generate sensed data items when they are staying
at their target locations. Besides, it is assumed that each
mobile sensor node just moves within theWSN field where it
is located, since it will cost a lot of energy for the sensor
nodes to move among different WSN-deployed fields.

In this paper, we use the set 􏼈Dt
i,j,1, Dt

i,j,2, . . . , Dt
i,j,μt

i,j
−1,

Di,j,μi,
jtt􏼉 to denote the sensed data items generated by

sensor node Si at its jth target location in the tth epoch Tt,
where μt

i,j is the total number of the sensed data items
generated by Si at its jth target location in Tt. For any sensed
data item Dt

i,j,x, its corresponding data score dt
i,j,x can be

worked out using a public scoring function f(∗) [19],
namely, dt

i,j,x � f(Dt
i,j,x). Without loss of generality, we

assume different sensed data items have distinct scores [19].
Moreover, in order to facilitate presentation, we assume that
the ranking orders of the sensed data items generated by any
sensor node at a target location are consistent with their
subscript digital numbers. For example, there is
Dt

i,j,1 <Dt
i,j,2 < · · · <Dt

i,j,μt
i,j

−1 <Dt
i,j,μt

i,j

, where i and j are the
node ID and the target location ID of Si, respectively. 'e
specific meanings of the notations used in this paper are
listed in Table 1.

MWSNO1

MWSN1 MWSN2

MWSNO2

Fog layer

Fog
node 1

Fog
node 2

Sensor-cloud
infrastructure End users

TA

Figure 2: System model of FMSCSs.
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3.2. Definitions. In this section, we introduce the definitions
of some terminologies used in this paper. Specifically, we
define the terminologies used in this paper as follows:

(i) Fine-grained spatial-temporal Top-k query: it is the
query which tries to find out the top k sensed data
items that have the biggest (or the smallest) scores
among all the sensed data items generated in
QRIMWSN

in Tt, where QRIMWSN
is a subregion of the

deployment field of the MWSN whose ID is IMWSN.
'e meta-language of a fine-grained spatial-tem-
poral Top-k query Qt in FMSCSs is shown in the
following equation:

Q
t

� IQt , T
t
, k, IMWSN,QRIMWSN

􏽮 􏽯. (1)

(ii) Queried node and queried location: given a spatial-
temporal Top-k query Qt � IQt , Tt, k, I􏽮

MWSN,QRIMWSN
}, if a target location of any mobile

sensor node falls in QRIMWSN
inTt, the target location

is one of the queried locations of Qt; if at least one of
the target locations of a mobile sensor node is one of
the queried locations of Qt, the sensor node is called
a queried node of Qt.

(iii) Qualified Top-k data items: given a spatial-temporal
Top-k query Qt � IQt , Tt, k, IMWSN,QRIMWSN

􏽮 􏽯, if a
sensed data item Dt

qualified satisfies the following two
conditions, it is called the qualified Top-k data item
of Qt: (1) Dt

qualified was generated in QRIMWSN
and Tt;

(2) among all the sensed data items generated in Tt

and Tt, there are at least NQt − k data items whose
scores are smaller (or bigger) than the score of
Dt

qualified, where NQt refers to the total number of the
sensed data items generated in QRIMWSN

and Tt.
(iv) Data-proof Packet DPPt

i,j: for any target location
Loct

i,j(0< j≤ λt
i) of any mobile sensor node Si

(1≤ i≤N), Data-proof Packet DPPt
i,j refers to the

subreport produced by Si for the sensed data gen-
erated at Loct

i,j during Tt. Specifically, DPPt
i,j con-

sists of the pairwise-key-encrypted sensed data
items and the OPE-encrypted scores (“OPE” is short
for “order-preserving encryption” [35]) as well as
some proof information generated by Si at Loct

i,j

during Tt. More specific contents of DPPt
i,j will be

described in Algorithm 1 in Section 4.

3.3. Security Model. In FMSCSs, fog nodes and the cloud
servers are assumed to be untrusted, while most of the
mobile sensor nodes and TA are trustworthy. We assume
that the untrusted fog nodes and cloud servers are not only
curious but also malicious. Specifically, a curious fog node or
cloud server will try to disclose the sensed data items as well
as the data scores computed based on the public scoring
function, and a malicious fog node or cloud server will do its
best to undermine the completeness of the results of the fine-
grained spatial-temporal Top-k queries. To execute a
malicious attack, an untrusted fog node may put none or
only part of the qualified top k data items into the Top-k
query result, and it may also put some fabricated data items
and/or the unqualified-but-real ones into the query result
when processing a spatial-temporal Top-k query. For ex-
ample, suppose the complete query result should be
Dt

1, Dt
2, Dt

3􏼈 􏼉. 'en, an incomplete query result may be Dt
1􏼈 􏼉

or Dt
1, Dt

4, Dt
fabricated􏼈 􏼉, where Dt

4 is a real but unqualified
sensed data item and Dt

fabricated is a fabricated data item. An
untrusted cloud server may also make some wrong deletions
or replacements to undermine the integrity of the query
results before it transmits the query results to end users.

In our security model, the privacy of the sensed data
items, which are generated by the mobile sensor nodes in
FMSCSs, and their corresponding scores should be

Table 1: Notations and their meanings.

Notations Meanings
Si 'e sensor node whose ID is i(0< i≤N)

N Total number of sensor nodes in one MWSN
Tt 'e tth epoch
λt

i Total number of target locations of Si in Tt

Loct
i,j 'e jth target location of Si during Tt

μt
i,j Total data item numbers of Si generated at Loct

i,j in Tt

nt
i,j Total number of qualified Top-k data items generated by Si at Loct

i,j in Tt

Qt A spatial-temporal Top-k query
Rt 'e query result of Qt

IQt 'e ID of Qt

IMWSN 'e ID of an MWSN
QRIMWSN

'e queried region in an MWSN whose ID is IMWSN
Keyi 'e pairwise key which is distributed to sensor node Si

RTt
Si

'e data report generated by Si in Tt

EKeyi
∗{ } Symmetric encrypting operation with Keyi based on [34]

EOPE ∗{ } Encrypting operation based on the OPE encryption scheme [35]
RSTt

Si
'e processed result of RTt

Si

Ωi Total number of the queried locations encrypted in RSTt
Si

ct
i,j Total number of the sensed data items encrypted in DPPt

i,j

Rtpk Set of the qualified Top-k data items extracted from Rt
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protected. Other information, such as spatial-temporal Top-
k query and the generation locations of the sensed data
items, will be leaked to fog nodes. It is hard to enable fog
nodes to process spatial-temporal Top-k query smoothly and
successfully without such leaks. Fortunately, the leaked
information brings little threat to the safety of the systems.
Moreover, we assume eachmobile sensor node is assumed to
be equipped with the tamper-proof hardware, with the help
of which the adversaries cannot disclose the encryption
materials stored in the hardware even if they capture the
sensor nodes [24].

3.4. Problem Statement and Design Goal. Under the system
and the security models described above, the problem
tackled in this paper can be presented as follows: how to
make the end users in FMSCSs obtain the query results of the
fine-grained spatial-temporal Top-k queries launched by
them without disclosing the sensor data items and their
corresponding scores to the fog nodes and the cloud servers
and verify the completeness of the corresponding query
result correctly and efficiently. Our design goal is to propose
a novel scheme that enables efficient privacy-preservation
and integrity-verifiable query processing for fine-grained
spatial-temporal Top-k query in FMSCSs. Specifically, three
objects as follows should be achieved:

(i) 'e privacy preservation goal: our proposed scheme
should preserve the privacy of the sensed data items
and their scores collected from the mobile sensor
nodes.

(ii) 'e integrity verification goal: our proposed scheme
should enable end users to verify the completeness
of spatial-temporal Top-k query results, no matter
what attacking means introduced in the security
model are adopted.

(iii) 'e efficiency goal: our proposed scheme should be
effective in communication and computation. It
should greatly decrease the additional communi-
cation cost of the sensor nodes, since the sensor
nodes are energy-limited. Here, the additional
communication cost mainly refers to the cost of
transmitting the proof data that are used to verify
the completeness of the query results.

4. Our Scheme STQ-SCS

'is section presents our scheme STQ-SCS. We first make a
high-level description of the scheme as follows. At first, each
MWSNO obtains the secret keys from TA and preload the
keys to its own MWSN. 'en, using the secret keys, each
sensor node encrypts its own sensed data items and the scores,
and uploads the encrypted data items and their scores to the
corresponding fog node. If an end user wants to retrieve the
query result of a fine-grained spatial-temporal Top-k query, it
sends the query to the cloud server or to the fog node directly
if it is near the fog node of the target MWSN. If a cloud server
receives the query, it first determines which fog node should
be the target node of the query, and then sends the query to
the target fog node. If the target fog node receives the query, it
will work out all the qualified Top-k data items, put them into
the query result packet, and send them to the cloud server or
to the end user directly if the query is received by the fog node
from the end user. If a cloud server receives the query result
from the fog node, it will transmit the query result to the end
user who is the launcher of the query.

As a whole, STQ-SCS can be mainly divided into five parts:
(1) secret key distribution; (2) virtual-location construction; (3)
secure data preprocessing; (4) secure spatial-temporal Top-k
query processing; (5) completeness verification of the query
results. In the following sections, the five parts of STQ-SCS are
described in great detail.

Ensure: target location set Loct
i,1, Loc

t
i,2, . . . , Loct

i,λt
i −1

, Loct
i,λt

i

􏼚 􏼛; all the sensed data items generated by Si in Tt; the pairwise key
Keyi; the master key used for OPE;
Require: RTt

Si
;

(1) Compute the score of each sensed data item using the public scoring function;
(2) for j � 1 to λt

i do
(3) if μt

i,j � 0 then
(4) Set DPPt

i,j to Loct
i,j, EKeyi

0, Loct
i,j􏽮 􏽯􏽮 􏽯;

(5) end if
(6) if μt

i,j � 1 then
(7) Set DPPt

i,j to Loct
i,j, EKeyi

1, Loct
i,j􏽮 􏽯, EKeyi

dt
i,j,1, Loc

t
i,j􏽮 􏽯􏽮 , EOPE dt

i,j,1􏽮 􏽯, EKeyi
Dt

i,j,1, Loc
t
i,j􏽮 􏽯;

(8) end if
(9) if μt

i,j > 1 then
(10) Sort the sensed data items generated by Si at Loct

i,j in Tt according to their scores;
(11) Set DPPt

i,j to Loct
i,j, EKeyi

μt
i,j, Loc

t
i,j􏽮 􏽯, EKeyi

dt
i,j,1, Loc

t
i,j, EOPE dt

i,j,1􏽮 􏽯, EKeyi
1, Dt

i,j,1􏽮􏽮􏽮 , Loct
i,j, . . . , EOPE dt

i,j,μt
i,j

−1􏼚 􏼛, EKeyi
μt

i,j − 1􏽮 ,

Dt
i,j,μt

i,j
−1, Loc

t
i,j, EOPE dt

i,j,μt
i,j

􏼚 􏼛, EKeyi
Dt

i,j,μt
i,j

, Loct
i,j􏼚 􏼛;

(12) end if
(13) end for
(14) Set RTt

Si
to i, t, Ekeyi,t

Loct
i,1, Loc

t
i,2, . . . ,􏽮􏽮 , Loct

i,λt
i −1

, Loct
i,λt

i

,DPPt
i,1,DPP

t
i,2, . . . ,, DPPt

i,λt
i −1

,DPPt
i,λt

i(15) Return RTt
Si
.

ALGORITHM 1: Secure data preprocessing on Si(0< i≤N).
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4.1. Secret KeyDistribution. In STQ-SCS, all secret keys used
in FMSCSs are distributed by TA. To obtain the secret keys,
each MWSNO sends a key-request message, which contains
its own public key, the ID of its own MWSN, the IDs of the
mobile sensor nodes in theMWSN, and some authentication
information, to TA. After authenticating the identity of the
MWSNO using some existing authentication method such
as UAP-BCIoT [36], TA knows whether the MWSNO has
the authority to obtain the secret keys or not. If TA de-
termines to send the keys to the MWSNO, TA distributes a
master key for the MWSN and a pairwise key for each
mobile sensor node in the MWSN, encrypts them using the
public key of the MWSNO, and then sends them to the
MWSNO. 'e pairwise keys are generated based on the
method in [34], while the master key is generated according
to the scheme in [35]. Using the similar way, legal end users
can also obtain the keys of each mobile sensor node in any
MWSN from TA.

In our scheme, two encryption methods are leveraged to
encrypt the sensed data items and their scores: one is the
latest order preservation encryption (OPE) scheme [35] and
the other one is the pairwise-key-based encryption [34]. 'e
former is used to encrypt the scores of the sensed data items
using the master keys, while the latter is used to encrypt the
sensed data items and the proof data, such as the target
locations of the sensor nodes and the ranking orders of the
sensed data items, using the pairwise keys. Section 4.3 will
describe this in detail.

4.2. Construction of the Virtual Grids. In STQ-SCS, the
sensor deployment field is divided into many virtual grids.
Each virtual grid should be as small as possible so that the
central location of the grid can be approximately taken as the
location of every point in the grid in real applications. 'en,
we design an ID distribution law for the virtual grids. Based
on the law, the real locations of each mobile sensor node can
be worked out easily if the IDs of the virtual grids where it
has moved to are known.

Specifically, the ID distribution law is described as follows.
Suppose the FMSCSs-deployed field is a L∗ L square rect-
angle. STQ-SCS divides the rectangle into η � (L/ζ)2 small
virtual grids, where ζ is a small digital number that can divide
the length L with no remainder. Clearly, the smaller ζ is, the
larger η is. 'en, each virtual grid is given an ID, which is a
sequence number ranging from 1 to η. 'e virtual grids in the
first row at the upper side of the rectangle are given the IDs 1,
2, 3, . . ., L/(ζ − 1), and L/ζ, respectively, from the left to the
right in order; the IDs L/(ζ + 1), L/(ζ + 2), . . ., 2∗ (L/ζ) − 1,
and 2∗ (L/ζ) are assigned to those in the second row orderly;
. . .; those in the last row have the IDs η − L/(ζ + 1),
η − L/(ζ + 2), . . ., η − 1, and η, respectively.

Using such an ID distribution law, each sensor node first
works out the IDs of the virtual grid where it has moved to,
and then takes the IDs as the coordinate values of its target
locations.

4.3. Secure Data Preprocessing. 'is section describes how
each sensor node generates its data report, which will be

uploaded to the corresponding fog node at the end of each
epoch, based on its own sensed data items under the privacy-
and-integrity preservation requirements. Specifically, for
any sensor node Si(0< i≤N), the procedure of data report
generation in STQ-SCS is shown in Algorithm 1.

In the protocol, Si firstly computes the score of each
sensed data item generated by itself based on the public
scoring function; then, it works out DPPt

i,j(0< j≤ λt
i) for

each of its target locations which it has beenmoved to during
epoch Tt. To do this, three cases are considered: μt

i,j � 0,
μt

i,j � 1, and μt
i,j > 1. If μt

i,j � 0, DPPt
i,j should include

EKeyi
0, Loct

i,j􏽮 􏽯 to show that no sensed data were generated
by Si at Loct

i,j in epoch Tt, where EKeyi
∗{ } is a symmetric

encrypting operation with Keyi based on [34]; if μt
i,j � 1,

DPPt
i,j should contain EKeyi

0, Loct
i,j􏽮 􏽯 to indicate that only

one sensed data item was generated by Si at Loct
i,j in epoch

Tt, and it also needs to include both the pairwise-key-
encrypted score and the OPE-encrypted score of the only
data item. 'e former will be used as part of the proof
information for integrity verification, and the latter will be
used by fog nodes to process spatial-temporal Top-k query
smoothly. 'e only sensed data item should also be encoded
using the pairwise key and included in DPPt

i,j. If μt
i,j > 1, the

contents of DPPt
i,j are a little complex. Specifically, it con-

tains not only the OPE-encrypted scores and the pairwise-
key-encrypted data items and scores but also the chaining
relationships of the ranked sensed data items. 'e chaining
relationships, which are used to prevent the adversaries from
destroying the integrity of the Top-k query results by
dropping part of the qualified Top-k data items, are achieved
by encrypting each sensed data item together with its
ranking order number, which is called the sequence number
in the following of this paper, using the pairwise key Keyi.
Moreover, each sensed data item is bond together with its
corresponding target location to further strengthen the
integrity preservation of the Top-k query results. 'e final
output RTt

Si
in Algorithm 1 is the very data report which will

be uploaded to the corresponding fog node of Si.

4.4. Secure Spatial-Temporal Top-k Query Processing. 'is
section presents how a fine-grained spatial-temporal Top-k
query is processed in FMSCSs in our proposed scheme STQ-
SCS. When a cloud server receives a fine-grained spatial-
temporal Top-k query from an end user, it first finds out the
destination of the query according to the mapping rela-
tionships between the MWSN IDs and the fog nodes (In-
formation about the mapping relationships is assumed to be
stored in the cloud server). 'en, the cloud server sends the
query to the target fog node. When the target fog node
receives the query, it processes the query according to Al-
gorithm 2. After that, it sends the processing result back to
the cloud server. If the query is sent from an end user, the fog
node will send the query result back to the end user directly.

In Algorithm 2, the fog node first processes every data
report uploaded by the sensor nodes in MWSN IMWSN and
then packets all the processing results of the data reports
collected in the queriedMWSN to form the final query result
of the spatial-temporal Top-k query. Specifically, lines 1–9
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aim to find out the number of locations that fall in QRIMWSN
of

each sensor node in MWSN IMWSN and the corresponding
Data − proofPackets generated at those locations; from lines
12 to 42, there is a big “for” loop, which is used to process
every report generated inMWSN IMWSN inTt. Line 14 shows

the processing result of RTt
Si
considering the case that no

target location of Si falls in QRIMWSN
in Tt; lines 16–39 describe

the procedure of processing RTt
Si
considering the case that

there is at least one location of Si that falls in QRIMWSN
in Tt. In

the abovementioned latter case, all the Data − proofPackets

Ensure: RTt
S1

,RTt
S2

, . . . ,RTt
SN−1

,RTt
SN

􏽮 􏽯; Qt � IQt , Tt, k, IMWSN,QRIMWSN
􏽮 􏽯;

Require: Rt;
(1) for i � 1 to N do
(2) n[i] � 0;
(3) for j � 1 to λt

i do
(4) if Loct

i,j is in QRIMWSN
then

(5) put DPPt
i,j into set Θ;

(6) n[i] � n[i] + 1;
(7) end if
(8) end for
(9) end for
(10) Find out the pairwise-key-encrypted qualified Top-k data items among all the pairwise-key-encrypted data items in set Θ

according to their corresponding OPE-encrypted scores;
(11) Calculate nt

i,j for each i ∈ [1, N] and j ∈ [1, λt
i ];

(12) for i � 1 to N do
(13) if n[i] � 0 then
(14) Set RSTSi

to i, t, Ekeyi,t
Loct

i,1, Loc
t
i,2, . . . , Loct

i,λt−1, Loc
t
i,λt􏽮 􏽯􏽮 􏽯

(15) else
(16) for j � 1 to n[i] do
(17) if μt

i,xj
� 0 then

(18) Set DPPt
i,xj

to EKeyi
0, Loct

i,xj
􏼚 􏼛􏼚 􏼛;

(19) end if
(20) if nt

i,xj
� 0, μt

i,xj
> 0 then

(21) set DPPt
i,xj

to EKeyi
dt

i,xj,1, Loc
t
i,xj

􏼚 􏼛􏼚 􏼛;
(22) end if
(23) if 0< nt

i,xj
� μt

i,xj
≤ k then

(24) if nt
i,xj

� 1 then
(25) Set DPPt

i,xj
to EKeyi

1, Loct
i,xj

􏼚 􏼛, EKeyi
Dt

i,xj,1, Loc
t
i,xj

􏼚 􏼛􏼚 􏼛;
(26) end if
(27) if nt

i,xj
> 1 then

(28) set DPPt
i,xj

to nt
i,xj

, EKeyi
μt

i,xj
, Loct

i,xj
􏼚 􏼛􏼚 , EKeyi

1, Dt
i,xj,1, Loc

t
i,xj

􏼚 􏼛, . . . , EKeyi
μt

i,xj
− 1, Dt

i,xj,μt
i,xj

−1, Loc
t
i,xj

􏼨 􏼩,

EKeyi
Dt

i,xj,μt
i,xj

, Loct
i,xj

􏼨 􏼩;

(29) end if
(30) end if
(31) if 0< nt

i,xj
≤ k, μt

i,xj
> nt

i,xj
then

(32) if μt
i,xj

� nxi,t
+ 1 then

(33) Set DPPt
i,xj

to nt
i,xj

, EKeyi
μt

i,xj
, Loct

i,xj
􏼚 􏼛,􏼚 EKeyi

1, Dt
i,xj,1, Loc

t
i,xj

􏼚 􏼛, . . ., EKeyi
nt

i,xj
, Dt

i,xj,nt
i,xj

, Loct
i,xj

􏼨 􏼩,

EKeyi
Dt

i,xj,μt
i,xj

, Loct
i,xj

􏼨 􏼩;

(34) end if
(35) if μt

i,xj
> nt

i,xj
+ 1 then

(36) set DPPt
i,xj

to nt
i,xj

, EKeyi
μt

i,xj
, Loct

i,xj
􏼚 􏼛􏼚 , EKeyi

1, Dt
i,xj,1, Loc

t
i,xj

􏼚 􏼛, . . . , EKeyi
nt

i,xj
, Dt

i,xj,nt
i,xj

, Loct
i,xj

􏼨 􏼩,

EKeyi
nt

i,xj
+ 1, Dt

i,xj,nt
i,xj

+1, Loc
t
i,xj

􏼨 􏼩;

(37) end if
(38) end if
(39) end for
(40) Set RSTt

Si
to i, t, EKeyi

Loct
i,1, Loc

t
i,2, . . . ,􏽮􏽮 Loct

i,λt
i −1

, Loct
i,λt

i

,DPPt
i,x1

,DPPt
i,x2

, . . . , DPPt
i,xn[i]−1

,DPPt
i,xn[i]

;
(41) end if
(42) end for
(43) Return set IQt ,RSTt

S1
,RSTt

S2
, . . . ,RSTt

SN−1
,RSTt

SN
􏽮 􏽯.

ALGORITHM 2: Secure spatial-temporal Top-k query processing on the target fog node.
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that correspond to the target locations located in QRIMWSN
are

processed based on the exact values of μt
i,xj

and/or nt
i,xj

, where
μt

i,xj
and nt

i,xj
denote the total data number and the qualified

data number, respectively, corresponding to the location
Loct

i,xj
, which is supposed to be in the queried regionQRIMWSN

.
During the procedure of processing the Data − proofPackets,
the OPE-encrypted items are all removed from the original
Data − proofPackets since the only use of them is to make fog
nodes find out the qualified Top-k data items encrypted with
the pairwise keys. Moreover, all the unqualified data items
except for the one which follows the last qualified Top-k data
item in each Data − proofPackets are also removed from each
original Data − proofPackets, and the reserved one will be
used for completeness verification of the spatial-temporal
Top-k query results.

4.5. Completeness Verification of the Query Results. 'e
procedure for an end user to verify the completeness of the
Top-k query result Rt is presented in Algorithm 3, the output
of which is the value of the Boolean variable completeness. If
completeness is false, Rt is considered as incomplete; oth-
erwise, Rt is complete and the final Rtpk in Algorithm 3 is
composed of all the qualified Top-k data items corresponding
to the fine-grained spatial-temporal Top-k query Qt.

'e main idea of Algorithm 3 to verify the completeness
of Rt is to find out the minimal data score of the qualified
Top-k data items and the maximal score of the unqualified
ones generated in the queried region from Rt, and compare
themwith each other. Normally, the former should be bigger
than the latter if the query aims to find out the biggest top k

data items. If this condition does not hold in Rt, Rt is
considered incomplete. However, it is not correct yet to
declare that Rt is complete even if such a condition holds in
Rt. Before doing such a comparison, it is necessary to check
whether each sensor report was processed properly by the
compromised fog node (lines 2–53 in Algorithm 3) based on
the proof information included in Rt. To achieve this, each
Data − proofPacket in Rt should be checked.When checking
the Data − proofPackets, three cases need to be considered,
namely, ct

i,xj
� 0 (lines 16–25), ct

i,xj
� 1 (lines 26–32), and

ct
i,xj
> 1 (lines 33–51). If ct

i,xj
� 0, either Si did not generate

any data items at Loct
i,xj

in Tt or no data item generated by Si

at Loct
i,xj

in Tt is the qualified Top-k data item.'us, in such

a case, either EKeyi
dt

i,xj,1, Loc
t
i,xj

􏼚 􏼛 or EKeyi
0, Loct

i,xj
􏼚 􏼛 should

be originally included in DPPt
i,xj

in Rt. If ct
i,xj

� 1, the data

item included in DPPt
i,xj

should be a qualified Top-k data
item according to lines 24–26 in Algorithm 2. If ct

i,xj
> 1,

according to lines 27–38 in Algorithm 2, the fog node must
have made some illegal query-processing operations if any of
the following cases happens (lines 33–35 in Algorithm 3): (a)
nt

i,xj
is not included in DPPt

i,xj
in Rt; (b) no sensed data item

in DPPt
i,xj

is encrypted with a sequence number; (c) the
sequence numbers encrypted in DPPt

i,xj
are not sorted in

ascending order from 1; (d) any sensed data item encrypted
in DPPt

i,xj
is not originally encrypted with Loct

i,xj
; and (e)

EKeyi
μt

i,xj
, Loct

i,xj
􏼚 􏼛 is not originally included in DPPt

i,xj
.

Moreover, in the case that ct
i,xj
> 1, ct

i,xj
should be equal to

either nt
i,xj

or nt
i,xj

+ 1 according to lines 27–38 in Algo-
rithm 2 where nt

i,xj
is included in Rt. 'us, in lines 36–50 in

Algorithm 3, the abovementioned two cases are considered,
respectively, to detect the integrity of Rt.

5. Security Analysis

5.1. Analysis of STQ-SCS on Privacy Preservation

Theorem 1. Our scheme STQ-SCS is able to preserve the
privacy of both the sensed data items and its scores for fine-
grained spatial-temporal Top-k query in FMSCSs under the
security model presented in this paper.

Proof. According to Algorithm 1, before being uploaded to
fog nodes, all sensed data items are encrypted with the
pairwise keys and all the data scores are encrypted with the
master keys [35] by the sensor nodes in FMSCSs. Meanwhile,
all the encryption keys should only be obtained from TA after
authentication according to the key-distribution method used
in STQ-SCS, and the fog nodes and the cloud servers are not
able to obtain the keys and thus cannot disclose the values of
the sensed data items and their scores. Since the cloud servers
and the fog nodes are assumed to be curious and/or malicious
while other parties in FMSCSs are assumed to be trustworthy
in our securitymodel, the privacy of the sensed data items and
their scores can be preserved for fine-grained spatial-temporal
Top-k query in FMSCSs using our scheme STQ-SCS. □

5.2. Analysis of STQ-SCS on Completeness Verification

Theorem 2. Suppose a queried node Si(∀i ∈ [1, N]) gener-
ated μt

i,j(μt
i,j > 0) data items at a queried location Loct

i,j

(∀j ∈ [1, λt
i]) in epoch Tt, where there are nt

i,j(0< nt
i,j ≤ k)

qualified Top-k data items. If at least one of those qualified Top-
k data items is dropped from DPPt

i,j(∀i ∈ [1, N], ∀j ∈ [1, λt
i])

in the query result Rt of Qt � IQt , Tt, k, IMWSN ,􏽮 QRI|MWSN|
} by

the fog node or the cloud server which generates and/or
transmits Rt, the incomplete Rt must be detected by end users
with a 100% successful rate based on our scheme STQ-SCS.

Proof. Since the fog node or the cloud server does not know
Keyi, if it inserts the sensed data items that are encrypted
with some other keys rather than Keyi into DPPt

i,j(∀i ∈ [1,

N], ∀j ∈ [1, λt
i]), the incomplete Rt must be detected by the

end user according to lines 6–9 in Algorithm 3. Moreover,
according to lines 33–35 in Algorithm 3, Rt must be also
considered as incomplete if the fog node or the cloud server
puts any encrypted data item, which was generated by Si in
Tt at some other location rather than Loct

i,j, into DPPt
i,j.

'us, in the following of this proof, we need only to consider
the situation that all the encrypted sensed data items left in
DPPt

i,j after being processed by the fog node are the real ones
which were generated by Si(∀i ∈ [1, N]) at Loct

i,j in Tt (but
some or all of themmay not be the qualified ones).'en, if at
least one qualified sensed data items generated by Si at Loct

i,j

in Tt is discarded by the fog node or the cloud server, one of
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Ensure: Rt � IQt ,RSTt
S1

,RSTt
S2

, . . . ,RSTt
SN−1

,RSTt
SN

􏽮 􏽯; Qt � IQt , Tt, k, IMWSN,QRIMWSN
􏽮 􏽯; Keyt

1,Key
t
2, . . . ,Keyt

N−1,Key
t
N􏼈 􏼉.

Require: Completeness.
(1) Rtpk � ∅; VnonTop � ∅; Completeness � true;
(2) for i � 1 to N do
(3) if (RSTt

Si
∉ Rt)

����� (RSTt
Si
contains no pairwise-key-encrypted target locations) then

(4) Set Completeness � false; return Completeness;
(5) end if
(6) Decrypt all the ciphertext in RSTt

Si
with Keyi;

(7) if 'e end user cannot decrypt the ciphertext normally then
(8) Completeness � false; return Completeness;
(9) end if
(10) Calculate the value of Ωi which is the total number of the queried locations in RSTt

Si
;

(11) for j � 1 to Ωi do
(12) if DPPt

i,xj
is not originally in RSTt

Si
(DPPt

i,xj
is a Data-proof Packet corresponding to Loct

i,xj
which is in QRIMWSN

then
(13) Completeness � false; return Completeness;
(14) end if
(15) Calculate the value of ct

i,xj
which is the total number of the sensed data items in DPPt

i,xj
;

(16) if ct
i,xj

� 0 then

(17) if EKeyi
dt

i,xj,1, Loc
t
i,xj

􏼚 􏼛 is originally in DPPt
i,xj

in Rt then

(18) VnonTop � VnonTop ∪ dt
i,xj,1􏼚 􏼛;

(19) Continue;

(20) else if EKeyi
0, Loct

i,xj
􏼚 􏼛 is originally in DPPt

i,xj
in Rt then

(21) Continue;
(22) else
(23) Completeness � false; return Completeness;
(24) end if
(25) end if
(26) if ct

i,xj
� 1 then

(27) if DPPt
i,xj
≠ EKeyi

1, Loct
i,xj

􏼚 􏼛, EKeyi
Dt

i,xj,1, Loc
t
i,xj

􏼚 􏼛􏼚 􏼛 then
(28) Completeness � false; return Completeness;
(29) end if
(30) Rtpk � Rtpk ∪ Dt

i,xj,1􏼚 􏼛;
(31) Continue;
(32) end if
(33) if (nt

i,xj
is not included in DPPt

i,xj
in Rt) ‖ (no sensed data item in DPPt

i,xj
is encrypted with a sequence number) ‖ (the

sequence numbers encrypted in DPPt
i,xj

are not sorted in ascending order from 1) ‖ (any sensed data item encrypted in DPPt
i,xj

is
not originally encrypted with Loct

i,xj
) ‖ (EKeyi

μt
i,xj

, Loct
i,xj

􏼚 􏼛 is not originally included in DPPt
i,xj

) then
(34) Completeness � false; return Completeness;
(35) end if
(36) if nt

i,xj
� ct

i,xj
then

(37) if ct
i,xj
≠ μt

i,xj
then

(38) Completeness � false; return Completeness;
(39) else
(40) Rtpk � Rtpk ∪ Dt

i,xj,1, Dt
i,xj,2, . . . , Dt

i,xj,ct
i,xj

􏼨 􏼩;
(41) end if
(42) else if nt

i,xj
� ct

i,xj
− 1 then

(43) if (EKeyi
Dt

i,xj,μt
i,xj

, Loct
i,xj

􏼨 􏼩 is included in DPPt
i,xj

) && (ct
i,xj
≠ μt

i,xj
) then

(44) Completeness � false; return Completeness;
(45) end if

(46) Rtpk � Rtpk ∪ Dt
i,xj,1, Dt

i,xj,2, . . . , Dt
i,xj,nt

i,xj

􏼨 􏼩;

(47) VnonTop � VnonTop ∪ f(Dt
i,xj,ct

i,xj

)􏼨 􏼩;

(48) else
(49) Completeness � false; return Completeness;

ALGORITHM 3: Continued.
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the following two cases must appear: (1) the fog node or the
cloud server has dropped all the sensed data items from
DPPt

i,j when producing or transmitting Rt and (2) the fog
node or the cloud server has just discarded only a part of the
sensed data items from DPPt

i,j, and the discarded data items
contain some qualified one/ones.

First of all, consider the case that the fog node or the
cloud server has deleted all the sensed data items from
DPPt

i,j. In this case, the fog node or the cloud server should
leave EKeyi

dt
i,j,1, Loc

t
i,j􏽮 􏽯 in DPPt

i,j in RSTt
Si
of Rt to avoid

being detected according to lines 16–25 in Algorithm 3
because it cannot generate the legal encryption item
EKeyi

0, Loct
i,j􏽮 􏽯. 'en, dt

i,j,1 should be put into VnonTop
according to lines 17–18 in Algorithm 3, and some real but
unqualified sensed data items generated in QRIMWSN

and Tt

must be put into Rtpk to make the number of the elements in
Rtpk equal to k according to lines 53–55 in Algorithm 3. If the
discarded sensed data items contain some qualified one/
ones, dt

i,j,1 must be the score of a qualified Top-k data item.
'en, f(MIN(Rtpk)) must be smaller than MAX(VnonTop)

because the score of any qualified Top-k data item must be
bigger than that of any real but unqualified one generated in
QRIMWSN

and Tt assuming all data scores are distinct. 'us,
according to lines 56–58 in Algorithm 3, the incomplete Rt

must be detected by the end user.
'en, consider the case that the fog node or the cloud

server has just deleted a part of the sensed data items from
DPPt

i,j, and the deleted data items contain some qualified
one/ones. In this case, two situations should be discussed.
One is that all the sensed data items encrypted with sequence
order numbers are deleted from, while the other is that at
least one sensed data item encrypted with a sequence
number is left in DPPt

i,j after being processed. In the first

situation, EKeyi
Dt

i,j,μt
i,j

, Loct
i,j􏼚 􏼛 must be left in DPPt

i,j after

being processed, and there must be DPPt
i,xj
≠ EKeyi

1,{􏽮

Loct
i,j}, EKeyi

Dt
i,j,1, Loc

t
i,j􏽮 􏽯} since μt

i,j ≠ 1 in this situation and
EKeyi

1, Loct
i,j􏽮 􏽯 must not be included in DPPt

i,j. According to
lines 26–29 in Algorithm 3, the incomplete Rt must be
detected by the end user. 'en, consider the second situa-
tion. To make the sequence numbers encrypted with the
sensed data items in DPPt

i,j in RSTt
Si
of Rt ascends from 1

orderly (Lines 33–35 in Algorithm 3), the fog node or the
cloud server must delete all the sensed data items in one of

the sets Φ1,Φ2,Φ3,Φ4, and Φ5 from DPPt
i,j. 'e five sets are

shown in equation (2), where 1<w< μt
i,j − 1.

Φ1 � D
t
i,j,w, D

t
i,j,w+1, . . . , D

t
i,j,μt

i,j
−1􏼚 􏼛,

Φ2 � D
t
i,j,μt

i,j
−1􏼚 􏼛,

Φ3 � D
t
i,j,w, D

t
i,j,w+1, . . . , D

t
i,j,μt

i,j
􏼚 􏼛,

Φ4 � D
t
i,j,μt

i,j
−1, D

t
i,j,μt

i,j
􏼚 􏼛,

Φ5 � D
t
i,j,μt

i,j
􏼚 􏼛.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(2)

If the fog node or the cloud server discards the sensed
data items/item in setΦ1 orΦ2 fromDPPt

i,j when processing

DPPt
i,j, EKeyi

Dt
i,j,μt

i,j

, Loct
i,j􏼚 􏼛 and EKeyi

1, Dt
i,j,1, Loc

t
i,j􏽮 􏽯 must

be left in DPPt
i,j after being processed, which means that ct

i,j

is bigger than 1. According to lines 36–50 in Algorithm 3, the
fog node has to either set nt

i,j to ct
i,j or ct

i,j − 1 in DPPt
i,j in

RSTt
Si
of Rt to prevent the incomplete Rt from being de-

tected. Even though, the incomplete Rt must also be detected
by the end user according to lines 36–38 and 42–45 in
Algorithm 3 because ct

i,j must not be equal to μt
i,j in this case

and EKeyi
Dt

i,xj,μt
i,j

, Loct
i,j􏼚 􏼛 is included in DPPt

i,j at the same

time.
If the fog node or the cloud server deletes the sensed data

items/item in set Φ3, Φ4, or Φ5 from DPPt
i,j, the encryption

item EKeyi
ct

i,j, Dt
i,j,ct

i,j

, Loct
i,j􏼚 􏼛 should be left in DPPt

i,j. 'en,

if ct
i,j � 1, the incomplete Rt must be detected by the end user

according to lines 26–29; if ct
i,j > 1, since ct

i,j ≠ μt
i,j in this case,

the fog node or the cloud server has to set nt
i,j to ct

i,j − 1 in
DPPt

i,j in RSTt
Si
of Rt to make the incomplete Rt free from

being detected according to lines 36–50 in Algorithm 3.
'en, f(Dt

i,j,ct
i,j

) will be put into set VnonTop according to
lines 42–47 in Algorithm 3. Because some dropped sensed
data item/items is/are qualified Top-k data item/items,
Dt

i,j,ct
i,j

must also be a qualified Top-k data item. Since the
number of the sensed data items in Rtpk should be k, some
real but unqualified Top-k data items whose scores are
smaller than f(Dt

i,j,ct
i,j

) must be put into set Rtpk. 'us, there

(50) end if
(51) end for
(52) end for
(53) if ((VnonTop � ∅)

�����(SIZE(Rtpk)≠ k)) then
(54) Completeness � false; return Completeness;
(55) end if
(56) if f(MIN(Rtpk))<MAX(VnonTop) then
(57) Completeness � false; return Completeness;
(58) end if
(59) Return Completeness.

ALGORITHM 3: Completeness verification of the query result Rt.
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must be f(MIN(Rtpk))<MAX(VnonTop), and the incom-
plete Rt must be detected by the end user according to lines
56–58 in Algorithm 3.

'us, if the fog node drops at least one qualified sensed
data items from DPPt

i,j, the end user in FMSCSs is able to
detect the incomplete Rt with a successful rate of 100% based
on STQ-SCS, and 'eorem 2 holds. □

Theorem 3. Under the security model presented in this
paper, any end user in FMSCSs can detect the incomplete
query results of fine-grained spatial-temporal Top-k queries
with a 100% successful rate based on our scheme STQ-SCS.

Proof. According to the security model, untrusted parties
(the fog nodes and the cloud servers) cannot fabricate the
pairwise-key-encrypted sensed data items, which cannot be
detected by end users, because the untrusted parties cannot
obtain the legal pairwise keys. 'us, for any fine-grained
spatial-temporal Top-k query Qt, if its query result Rt is
incomplete, at least one qualified sensed data item must be
discarded by the fog node or the cloud server when pro-
ducing and/or transmitting Rt. In other words, there must be
at least one queried sensor node Si(∀i ∈ [1, N]) whose
corresponding Data − proofPacket DPPt

i,j at location
Loct

i,j(∀j ∈ [1, λt
i]) satisfies the following condition: at least

one qualified sensed data item was deleted from DPPt
i,j by

the fog node or the cloud server when producing and/or
transmitting Rt. 'en, according to 'eorem 2, the in-
complete Rt must be detected by the end user in FMSCSs
based on our scheme STQ-SCS. 'us, 'eorem 3 holds. □

6. Computation Complexity Analysis

'is section analyzes the computation complexity of the
three schemes presented above.

Firstly, the computation complexity of Algorithm 1 is
analyzed as follows. Since most of the statements in Algo-
rithm 1 are the loop body of the “for” loop statements in
Algorithm 1, the computation complexity of Algorithm 1
should be that the loop numbers multiply the computation
complexity of the loop body. In the loop body, there are only
three conditional statements. 'us, the computation com-
plexity of the loop body depends on the pairwise-key en-
cryption methods used in STQ-SCS and the total length of
the data that need to be encrypted as well as the computation
complexity of OPE. Although different pairwise-key cryp-
tography methods, such as [34, 37], may have different
computation complexities, they are considered lightweight
generally and fit for the resource-limited sensor nodes
[38, 39], let alone the fog nodes which are much more
powerful than the sensor nodes. Moreover, OPE also has low
computation complexity according to [35]. For each
DPPt

i,j(0< i≤N, 0< j≤ μt
i,j), the length of the data that need

to be encrypted varies according to μt
i,j, which symbolizes the

total number of the sensed data items generated by Si at
Loct

i,j in Tt. Let lD and ld denote the bit length of a sensed
data item and that of a data score, respectively, ln symbolizes
not only the bit length of a sequence number but also that of
μt

i,j, lLoc refers to the bit length of a virtual location, and lOPEi,j

and lPWi,j denote the bit length of the data that need to be
encrypted using OPE and that of those encoded adopting the
pairwise-key encryption method, respectively, in DPPt

i,j.
'en, the values of lOPEi,j and lPWi,j can be worked out using
equations (3) and (4), respectively, according to
Algorithm 1.

l
OPE
i,j �

0, if μt
i,j � 0,

ld, if μt
i,j � 1,

μt
i,j × ld, if μt

i,j ≥ 2,

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(3)

l
PW
i,j �

ln + lLoc, if μt
i,j � 0,

ln + ld + lD + 3lLoc, if μt
i,j � 1,

ln + lD + lLoc( 􏼁μt
i,j + ld + 2lLoc, if μt

i,j ≥ 2.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(4)

Secondly, pay attention to Algorithm 2. 'e computa-
tion complexity of lines 1–9 is O (􏽐

N
i�1 λ

t
i); the computation

complexity of line 10 depends on the adopted sorting al-
gorithm and the total number of sensed data items generated
in Tt and QRIMWSN

; that of line 11 is O (􏽐
N
i�1 λ

t
i); that of lines

12–43 in Algorithm 2 is O (N) in the best case (e.g., n[i] is
always 0 for each i ∈ [1, N]) and is O (􏽐

N
i�1 n[i]) in the worst

case (e.g., n[i] is not equal to 0 for each i ∈ [1, N]).
Finally, it is the turn of Algorithm 3, which mainly

consists of one outer “for” loop whose loop body contains an
inner “for” loop. In the loop body of the outer loop, the
computation complexity of line 6 is the highest among all the
statements that are in the loop body of the outer loop and out
of the inner loop. If decrypting one encryption item EKeyi

∗{ }

is taken as one operation, the operation number of line 6

Table 2: Default parameter settings.

Parameters Default value
N 300
T (length of each epoch) 100 s
Tmobile (period for a sensor node to keep moving) 5 s
Tstatic (period for a sensor node to keep static) 5 s
mspeed (moving speed of each mobile sensor node) 5m/s
rmobile (ratio of the mobile sensor nodes to the total
ones) 100%

MWSNsize (size of the deployment field of each
MWSN) 400× 400m2

R (communication radius of each sensor node) 50m
rD (data generation rate of each sensor node) 2 item(s)
qperiod (period for the end user to launch a query) 5 s
qradius (radius of the queried region which is a
circle) 50m

lD (length of a sensed data item) 400 bits
ld (length of a data score) 20 bits
ln (length of a sequence number) 10 bits
lid (length of an ID number) 10 bits
lt (length of a time data) 32 bits
lLoc (length of each two-dimensional location) 128 bits
lVLoc (length of each virtual location) 16 bits
esend (cost of sending one bit data) 1mJ
ereceive (cost of receiving one bit data) 1mJ
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should be n[i] + 1 according to line 40 in Algorithm 2.'en,
the computation complexity of Algorithm 3 should be O
(􏽐

N
i�1(n[i] + 1 +Ωi)).

7. Performance Evaluation

In this section, we evaluate the performances of our pro-
posed scheme STQ-SCS through extensive simulations
taking OMNET++ as the simulation tool.

7.1. Metrics and Experimental Setup. 'e performance of
STQ-SCS on energy efficiency is evaluated mainly by testing
the additional communication cost, which is brought by

transmitting the proof data, because other data such as the
sensed data items always need to be transmitted no matter
what kind of methods are used to ensure the security of the
query. Specifically, the metrics used in our simulations are
listed as follows.

(i) Additional communication cost in an MWSN
(CMWSN): total energy consumed by transmitting all
the proof data produced in an MWSN and an epoch
to the fog node in theMWSN. Since the sensor nodes
are energy-limited, the additional energy cost
brought by transmitting the proof data from each
MWSN to its corresponding fog node should be
given more attention to.
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Figure 3: CMWSN with different settings of rD (a), N (b), and rmobile (c).
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(ii) Proof-data ratio (Rvs): the ratio of CMWSN to Creports.
Here, Creports refers to the total energy consumed by
transmitting all the reports generated in an MWSN
and an epoch to the fog node connecting to the
MWSN, where the data reports include both the
sensed data items and the proof data generated by all
the sensor nodes in the MWSN and the epoch.

'e parameters used in our simulation and their own
default values are shown in Table 2, where the default values
of some parameters are set by referencing [19]. In fact, static
sensor nodes are also allowed to exist in FMSCSs. In the
simulation, we adjust the ratio of the mobile sensor nodes to
the total ones in the systems by changing the value of rmobile.

7.2. Simulation Results. 'is section presents the simulation
results of CMWSN and Rvs with different settings of rD,N, and
rmobile, respectively. We compare our scheme with VTMSN

[29] and SSSTQ1 [32] in this section. VTMSN, which was
proposed in 2015, is the earliest work on securing spatial-
temporal Top-k query in FMSCSs, while SSSTQ1 can be
considered as the state-of-the-art scheme proposed for se-
curing spatial-temporal Top-k query in FMSCSs. Figure 3
shows the simulation results of CMWSN under different
settings of rD, N, and rmobile, and Figure 4 illustrates the
simulation results of Rvs with different settings of rD, N, and
rmobile, respectively. From Figure 3, we can see that the
CMWSN lines of STQ-SCS are all lower than those of VTMSN
and SSSTQ1. 'is indicates that our proposed scheme STQ-
SCS is more energy-efficient than the other two schemes.'e
CMWSN lines in Figures 3(a) and 3(b) are on an upward trend
because the quantity of sensed data items rises as rD or N

becomes larger and larger, which causes the increase of the
proof data, while those in Figure 3(c) are on a downward
trend as rmobile rises from 0 to 1 because the sensor nodes are
assumed to generate sensed data items only when they are

2 8 12 16104 1460
rD

0
2
4
6
8

10
12
14
16
18
20

R v
s (

%
)

VTMSN
SSSTQ1
STQ-SCS

(a)

600500 800300 400 700
N

0
2
4
6
8

10
12
14
16
18
20

R v
s (

%
)

VTMSN
SSSTQ1
STQ-SCS

(b)

0.2 0.4 0.6 0.8 1.00.0
rmobile

0
2
4
6
8

10
12
14
16
18
20

R v
s (

%
)

VTMSN
SSSTQ1
STQ-SCS

(c)

Figure 4: Rvs with different settings of rD (a), N (b), and rmobile (c).
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static or arrive at their target locations and the quantity of
the sensed data items and the corresponding proof data must
decrease when more sensor nodes are set to be mobile.

'anks to the technology of virtual-location construc-
tion proposed in this paper, fewer bits of location infor-
mation are included in the proof data in STQ-SCS than the
other two schemes, which decrease the ratio of the proof data
to the whole data including both sensed data items and their
proof. From Figure 4, we can see that the values of Rvs of
STQ-SCS are all under 12% which is within the acceptable
range in real applications and also lower than those of the
other two schemes.

8. Conclusions

'is paper presents a privacy-preservation and integrity-
verification scheme named STQ-SCS for fine-grained spa-
tial-temporal Top-k query in FMSCSs. 'orough security
analysis shows that STQ-SCS can make the end users in
FMSCSs obtain the query results of fine-grained spatial-
temporal Top-k queries without disclosing the privacy of
both the sensed data items and their scores, considering that
the fog nodes and the cloud servers are not trustworthy.
Meanwhile, the security analysis also shows that, under the
security model described in this paper, the end users in
FMSCSs can detect the incomplete Top-k query results with
a 100% successful rate based on our scheme STQ-SCS.
Simulation results demonstrate that STQ-SCS is much more
efficient than the related state-of-the-art schemes, and can be
well used in FMSCSs in real applications.
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With the wide application of software system, software vulnerability has become a major risk in computer security. +e on-time
detection and proper repair for possible software vulnerabilities are of great importance in maintaining system security and
decreasing system crashes. +e Control Flow Integrity (CFI) can be used to detect the exploit by some researchers. In this paper,
we propose an improved Control Flow Graph with Jump (JCFG) based on CFI and develop a novel Vulnerability Exploit
Detection Method based on JCFG (JCFG-VEDM). +e detection method of the exploit program is realized based on the analysis
results of the exploit program. +en the JCFG is addressed through combining the features of the exploit program and the jump
instruction. Finally, we implement JCFG-VEDM and conduct the experiments to verify the effectiveness of the proposed method.
+e experimental results show that the proposed detection method (JCFG-VEDM) is feasible and effective.

1. Introduction

With the development of society, the computer network
has taken roots in every direction of the society as an
essential part of modern life. However, there is no effective
detection method for existing malicious programs in the
network. People enjoy the convenience brought by com-
puter technology but do not have an effective method to
prevent the exploit programs [1–3]. At present, researchers
have made some achievements in this field, but in the face
of the endless stream hijacking attacks, the current exploit
detection methods are still lacking pertinence [4–6].
+erefore, in view of the current vulnerability exploit at-
tacks and their variants, we propose an improved Control
Flow Graph (CFG) incorporating the features of the exploit
programs. It is of great significance to the detection of
exploit programs, beneficial to researches on the detection
method of exploit programs. We also propose a Vulner-
ability Exploit Detection Method based on CFG with Jump
(JCFG) (JCFG-VEDM).

+e main contributions of this paper are as follows:

(1) +e feature definition of the exploit for the abnormal
jump is proposed based on empirical analysis.

(2) Under the premise of understanding the attack
principles of existing exploits, we analyze the features
of exploits, integrate the feature information into the
CFG, and add pointer-related concepts. In addition,
we propose the JCFG by combining the Control Flow
Integrity (CFI) detection method.

(3) Based on the research of vulnerability features, this
paper also proposes the JCFG-VEDM and focuses on
the JCFG based on the features of the vulnerability
exploit generation and detection algorithm of exploit
programs. +e experiments have shown that JCFG-
VEDM has good feasibility and effectiveness in
detecting abnormal jumps of exploit programs.

+e rest of the paper is organized as follows. In Section 2,
we describe the related work. In Section 3, we introduce the
analysis method of the exploit based on program features
and Section 4 proposes the vulnerability exploit detection
method based on the features of vulnerability exploit. +e

Hindawi
Security and Communication Networks
Volume 2021, Article ID 5581274, 14 pages
https://doi.org/10.1155/2021/5581274

mailto:jinfuchen@ujs.edu.cn
https://orcid.org/0000-0002-1483-8854
https://orcid.org/0000-0002-3124-5452
https://orcid.org/0000-0003-1128-1875
https://orcid.org/0000-0003-2644-9183
https://orcid.org/0000-0003-2668-6592
https://orcid.org/0000-0002-3162-6271
https://orcid.org/0000-0002-1722-9317
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2021/5581274


experimental analysis is reported in Section 5. Conclusions
are presented in Section 6.

2. Related Work

+e current exploit detection methods mainly use the
control flow of a program to detect and protect the program,
including CFI and taint analysis.

+e original intention of CFI is to eliminate control flow
hijacking attacks. In 2005, CCS (ACM Conference on
Computer and Communications Security) published a paper
called “Control Flow Integrity (CFI)” proposing the concept
of CFI [7, 8].

CFI detection is divided into fine-grained CFI and
coarse-grained CFI. +e fine-grained CFI is proposed pri-
marily, obtaining the corresponding CFG through static
analysis of the program, calculating the destination address
that the jump instruction may reach, and assigning an
address ID to each address. Whenever the program jumps, it
is logically checked to check whether the jump is a legal
address [9, 10]. For example, XFI [11] modularized the
program by combining memory access mechanisms to
protect and monitor the program while it is running.
However, due to the fine-grained CFI imposes too much
overhead on the system, it is difficult to implement. +e CFI
program proposes a simplified version of the solution, which
is called coarse-grained CFI [12, 13]. Coarse-grained CFI
neither needs to obtain the CFG of the program nor needs to
assign a corresponding address ID to each address where the
program jumps. It only needs to perform a static analysis on
the program and calculate the legal transfer addresses
through the corresponding rules [14–16]. For example,
CCFIR (Compact Control Flow Integrity and Randomiza-
tion) [17] collects all legal transfer addresses together, and
the program can only jump between these legal addresses.
CFIMon [18] uses static analysis of the program to obtain the
legal access addresses and then uses the score tracking
storage mechanism (LBR, etc.) in the processor to detect the
program and analyze the CFI of the program in real time.
For all that, these coarse-grained CFI detection methods can
reduce system overhead, the jump instruction and the return
instruction cannot be one-to-one correspondence due to the
fact that each jump address is not assigned a corresponding
address ID, which leads to a call instruction that can enter
any function. In the beginning, a vulnerability is created.

At present, among the various techniques for program
analysis, researchers in the field of program analysis prefer
stain propagation analysis, which is combined with the
analysis technology to analyze the program for a more ac-
curate program analysis report. Stain analysis is divided into
static analysis and dynamic analysis [19]. Static Taint
Analysis is to analyze the program statically without running
the program to detect whether the data can be transmitted
from the source of the taint to the spot [20–22], whereas
Dynamic Taint Analysis is to detect whether the data can be
transmitted from the source to the aggregation point while
the program is running [23, 24].

In recent years, the academic circles mainly use CFI,
stain analysis, and other detection schemes to detect the

exploit [25, 26]. +ese schemes detect the abnormal control
flow during running the program and have achieved certain
results in practical application. However, the integrity de-
tection of control flow needs to deal with the program at
code level. Taint analysis mainly monitors the dynamic
execution process of the program and sends out an alarm
when the tainted data are used abnormally. +e detection
results have a certain degree of error because of the method’s
own limitations.+ese methods need instrumentation in the
program and have excessive system overhead. +erefore, in
view of the abnormal jump in the exploit, it is of great
significance to deeply analyze the features of the exploit and
provide the definition and unified formal description of the
features of the exploit, which can further promote the re-
search on the detection of the exploit, and the approach that
we proposed does not need instrumentation, making se-
curity researchers more convenient to detect the exploits.

3. Analysis Method of Exploit Based on
Program Features

+e program features of the exploit rely mainly on the result
of abstracting the program features of the exploit identified
by the program feature. So far, the research on the program
features of the exploit is not mature enough. +e feature
definition and formal description of the exploit are beneficial
to the research of the exploit detection method.

+is section first analyzes the features of the exploit and
then the JCFG is proposed. Finally, the exploit is formalized
through JCFG in this section.

3.1. Definition of Exploit Features

3.1.1. Lexical, Grammatical, and Semantic Features.
+ere are diversified ways of exploiting exploits, with the
main modality referred to the use of some specific in-
structions to achieve the attack from the perspective of
assembly code. +erefore, we analyze the exploit from three
aspects: lexicon, grammar, and semantics. For example, for
each transfer instruction, when the transferred address does
not exist in the legal transfer address, the node of the transfer
instruction constitutes a dangerous node of exploit. An
exploit example with C source code is shown in Figure 1.

+is program compares the string in the file with
PASSWORD, verifies whether it is consistent, and outputs
the result. In this program, there is a vulnerability in the buff
array in the verification function. By overwriting its return
address, the program can jump to the starting address of the
shellcode to perform related operations. Its corresponding
assembly code flowchart is shown in Figure 2.

In Figure 2, the exploit can direct the control flow of the
program to the address of the shellcode by overwriting the
return address of the verity function. +is is the dangerous
node of exploit. Figure 2 mainly shows that the structure
block of the verity function is mainly shown without some
other system function calls. +e call, jmp, jz, jnz, retn, and so
on are instructions in the assembly code which constitute the
grammatical features of the exploit. +rough summarizing
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Call main

Main

Call fopen
···

Jnz short 
Loc_4010DD

···
Call exit

(loc_4010DD)

Call fscanf
···

Call verity
···

Jz short
Loc_40111F

···
Call printf

···
Jmp short

Loc_40112C

(loc_40111F)

Call printf
···

(Loc_40112c)

···
Call fclose

···
Call chkesp

···
Retn

Verity

···
···

Retn

Shellcode

Figure 2: +e flowchart of the vulnerable assembly code.

#include <stdio.h>
#include <windows.h>
int verity (char ∗password)
{

int result;
char buff [8];
result = strcmp (password, password);
strcpy (buff, password);

return result; 
}
void main ()
{

int flag = 0;
char password [1024];
FILE ∗ fp;
if (! (fp = fopen (“password.txt”, “rw+”)))
{

exit (0);
}
fscanf (fp, “%s”, password);
flag = verity (password);
fclose (fp);
if (flag)
{

printf (“false.”);
}
else
{

printf (“true.”);
}

}

1.
2.
3.
4.
5.
6.
7.
8.
9.

10.
11.
12.
13.
14.
15.
16.
17.
18.
19.
20.
21.
22.
23.
24.
25.
26.
27.
28.
29.
30.
31.

Figure 1: An exploit example with C source code.
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the grammatical features of these instructions, the following
points are obtained: (1) function call instruction Call; (2)
address transfer instruction JXX; (3) return instruction
Return. In this paper, we refer to the grammatical features of
these exploits as the dangerous element of exploit repre-
sented by σ. +e dangerous node of exploit must contain the
dangerous element of exploit. +erefore, we mainly analyze
the address of the dangerous element of an exploit in the
program to determine whether it is dangerous.

+e previously mentioned dangerous element of exploit
is shown in Figure 2. By analyzing the location of the
dangerous element of exploit, it can be judged whether it
belongs to the dangerous node of exploit, when the block
program pointed by the dotted line of the program is ex-
ecuted in Figure 2. In this paper, a collective symbol D is
established to contain all the dangerous nodes of exploit in
the program. Afterwards, we will further analyze the dan-
gerous node of exploit to determine whether they belong to
the exploit nodes. In addition, the set of exploit nodes is
denoted as V.

3.1.2. Definition Description. Albeit many ways to exploit,
generalizing them from the perspectives of grammar,
morphology, and semantics can always find a certain sim-
ilarity. In this paper, the program features of the exploit are
denoted as μ, and the constraint of the exploit is denoted as
C. +e program features of the exploit in this paper are
described in Definition 1.

Definition 1. Program features of the exploit μ: μ(Vul) �

D, C{ }. Vul represents the type of vulnerability exploited by
the exploit. Prog represents the program containing in-
structions for the dangerous element of exploit σ, that is, the
dangerous node of exploit. D is the collection of these
dangerous nodes of exploit, such that, D � d1, d2, . . . , dn􏼈 􏼉.
C represents the relevant vulnerability exploit constraints
that the features of the exploit program need to meet, such
that C � c1||c2|| · · · ||cj|| · · · ||cn. For an exploit, the basic
constraint Bcj and the additional constraint Tcj of the
exploit need to be satisfied, meaning cj � Bcj∧Tcj.

In the program feature μ of the exploit, D describes the
performance and syntax features of the exploit, and C de-
scribes the semantic feature of the exploit. And, for the
program feature of the exploit, it also has the following
properties.

Property 1. +e number of nodes is limited for a program.
Accordingly, the number of dangerous nodes of exploit is
also limited.

Property 2. For the dangerous node of exploit, the node
must contain the dangerous element of exploit.

3.2. Formalization of Exploit Features. +e feature form of
the exploit refers to the formal expression of the feature of
the exploit, which provides a strong foundation for de-
scribing the exploit in more detail and facilitates the research

on the detection of the exploit. +e main research object of
this section is the exploit of abnormal jump.

3.2.1. Control Flow Graph Based on Jump (JCFG). At
present, most of the detection methods for exploit used by
researchers are to design corresponding exploit detection
algorithms through the CFG of the program for detecting the
exploit. +e main detection method for exploit is CFI, which
is divided into fine-grained CFI and coarse-grained CFI. For
fine-grained CFI, it allocates a unique ID for each instruction
jump and adds the detection function to the program. +e
system overhead is exceedingly large, and the efficiency
cannot meet real needs. +erefore, the researchers proposed
the coarse-grained CFI which does not need to assign a
unique ID to each jump instruction but needs to detect
whether the address of each jump is in the legal address set.
However, the coarse-grained CFI has a certain impact on the
accuracy of detection. +erefore, based on the strengths and
weaknesses of the above two exploit detection methods, this
paper proposes a new control flow graph based on the CFG by
combining the features of the exploit, called the Control Flow
Graph-based Jump (JCFG). In JCFG, only dangerous nodes of
exploit are included. For each dangerous node of exploit, the
node in JCFG mainly contains the following attributes: (1)
instruction type, including jmp, call, jz, jnz, and retn; (2) the
name of the called function; (3) jump address.+ese attributes
are recorded as the feature attributes of the node.

Definition 2. Control Flow Graph based on Jump (JCFG):
JCFG � (D, E, R,Begin,End). D represents the set of dan-
gerous nodes of exploit contained in JCFG. For the dan-
gerous node of exploit d in the set, d � (id, attr, nextid), id
represents the number of the node in JCFG, attr represents
the feature attribute of the node, and next_id represents the
node that the current node points to. For next_id, there may
be a forked path, so the first node pointed to is marked as
∗first, and the second node pointed to is marked as ∗second.
For node attributes, address represents the current address
of the instruction, attrName represents the name of the
instruction, funcName represents the name of the function,
and jAdress represents the jump destination address. E
represents the combination of edges, used to express the
direction relationship between nodes. R represents the set of
return addresses.

attr � (address, attrName, funcName, jAdress). (1)

For each call instruction, the address after instruction is
called is added to R. Begin is the entry node, and End is the
end node of JCFG.

3.2.2. Related Definitions

Definition 3. Call instruction: Call represents call
instruction.

Definition 4. Jump instruction: JXX represents the jump
instruction, which includes the conditional jump instruction
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JCC (where CC represents the character sequence of the test
condition type, including jz and jnz) and the unconditional
jump instruction jmp.

Definition 5. Return instruction: Return represents return
instruction, including RETN and RETF return instructions.
RETN represents return from the subroutine transferred in
the segment, and RETF represents return from the sub-
routine transferred in between segments.

Definition 6. Return address set: each time a function call
instruction is executed, the address following the call in-
struction is stored in the return address set R.

Definition 7. Node judgement: for the program, there may
be remerging the two execution paths after jnz, so the
judgement is made to avoid duplication. +e judgement
function is recorded as isSame (jAdress).

Definition 8. JCFG node pointer: ∗p represents the current
JCFG node pointer pointing to the Begin node by default.
After the main function is executed, ∗p points to the first
dangerous node of exploit under the Begin node.

3.2.3. Example Analysis. Figure 3 shows the code segment of
a simple program. +is program is simplified based on the
code segment of the exploit given in Figure 1. Its specific
assembly code flow graph is shown in Figure 4, and the JCFG
formed is shown in Figure 5.

First, the Begin node is obtained according to the main
function, and the next address of the call instruction in the
return address set R is stored. +en the conditional jump
instruction in the JXX instruction is matched, forming the d1
node through it. Each time the jump instruction JXX is
matched, the same node determination function is called,
and the same node is checked first. If it exists, the node
pointing to it is directly pointed to the existing node. If it
does not exist, then it is examined whether it exists if the
node with the same jump destination address exists, and the
next node id of the jump destination address path is added to
the next_id of the node. +e d1 node has two successor
nodes. +e process of d1 node is as follows: (1) select a
successor path of d1; (2) read the next call instruction; (3) put
its next address into the return address set R; (4) get the d2
node, read two call instructions and in turn, get d3 and d4
nodes, and put the next address of their call instruction into
the return address set. +e next matched instruction is the
conditional jump instruction in the JXX instruction, through
which the d5 node is formed. +e d5 node has two successor
nodes. +e process of d5 node is similar to d1 node, gen-
erating the d6 node. +e subsequent matched instruction is
the unconditional jump instruction in the two JXX in-
structions. +e d7 node and the d8 node are formed, re-
spectively, and then the matched instruction is found to exist
through the same node judgement function, so the d8 node
points to the d1 node. +en, it returns to another instruction
path of the previous d5 node. Followed by a call instruction
and a JXX instruction, the corresponding d9 and d10 nodes

are obtained, the following instruction is a Call instruction to
get the corresponding d11 node, followed by a return in-
struction Return, and there is only one return address in the
return address set R.+erefore, the node is determined as the
End node. Backing up again, another instruction path can
access the d1 node, through the same node determination
function, d11 can be added to the next_id set of d1. +is is the
end and the JCFG graph is generated.

Here is just a brief description of the generation of JCFG.
+e specific JCFG generation algorithmwill be introduced in
detail in the next section.

3.3. JCFG Generation Method Based on the Characteristics of
the Exploit

3.3.1. Control Flow Graph Generation Method by IDA.
For the exploit to be detected, with the static analysis of the
exploit, the exploit is imported into IDA, getting its assembly
code and reading its instructions. +e efficiency of gener-
ating JCFG directly by extracting instructions from the
assembly code of the program to be tested is extremely low.
+erefore, the process of generating the JCFG is as follows:
(1) use IDA scripts to generate corresponding CFG; (2) use
the CFG that generated by IDA to filter out some unim-
portant instructions and retain the required Call, JXX,
Return, and other key Command; (3) process the generated
CFG to obtain the required JCFG. +e node information
structure of the CFG is shown in Figure 6.

#include <stdio.h>
#include <windows.h>
int verity (char∗ password)
{

int result = strcmp (password, PASSWORD);
return result;

}
void main ()
{

int flag = 0; 
char password [1024];
while (1)
{

printf ("input password: ");
scanf ("%s", password);
flag = verity (password);
if (flag)
{

printf ("false.");
}
else
{

printf ("true.");
break;

}
}

}

1.
2.
3.
4.
5.
6.
7.
8.
9.

10.
11.
12.
13.
14.
15.
16.
17.
18.
19.
20.
21.
22.
23.
24.
25.
26.
27.

Figure 3: Simple program code segment.
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+e CFG generation algorithm is shown below. +e
algorithm uses a recursive method to generate the CFG. +e
input is the assembly code of the exploit, and the output is
the SQL file containing the CFG structure and all CFG node
information. Algorithm 1 shows how to further process the
statements containing key instructions in the assembly code
of the exploit. Lines 7–12 are for processing the statements
containing Call instructions, and lines 13–15 are for pro-
cessing the statements containing Return. Lines 15–31 are to
process the instruction statement containing JXX. +e time-
consuming is mainly on the program traversal process of the
algorithm, with the time complexity O (n), where n is the
number of assembly code lines of the exploit.

3.3.2. Node Information Extraction Method. +e node in-
formation extraction method mainly extracts the node infor-
mation contained in the generated CFG. +e instruction
information in the exploit has been filtered out of a large part of

the noncritical information in the process of generating the
CFG. Here, the corresponding processing is mainly for the
filtered information, which is convenient for use when gen-
erating the JCFG. In Figure 6, we can see the data structure
design of the node attributes of the CFG. In Figure 7, we have
further extracted the instruction information and subdivided it
for the data structure design of the node attributes of the CFG,
which are the instruction name, function name, and desti-
nation address. +ere are two types of command names,
namely, the Call command and the JXX commandmentioned.

3.3.3. JCFG Generation Method. +e JCFG generated in the
algorithm is recursive.+e input is the CFG generated by the
IDA script, and the output is the JCFG. Algorithm 2 further
processes the node information of each node in the CFG.
Lines 5–11 are for processing the node information of CFG
nodes containing Call instructions, and lines 12–28 are for
CFG nodes containing JXX instructions to process the node

Call main

Main

···
(loc_401095)

···
Jz short 

Loc_4010F7
···

Call printf
···

Call scanf
···

Call verity
···

Jz short 
Loc_4010E6

···
Call printf

···
Jmp short 

Loc_4010F5

(Loc_4010F7)

Call chkesp
···

Retn

(Loc_4010F5)

Jmp short
Loc_401095 

Verity

···
···

Retn

Printf

···
···

Retn

Scanf

···
···

Retn

Printf

···
···

Retn

(Loc_4010E6)
···

Call printf
···

Jmp short 
Loc_4010F7

Printf

···
···

Retn

Chkesp

···
···

Retn

Figure 4: +e flowchart for assembly code.
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information. Among them, lines 13–19 are for the node
information of the CFG node of the direct jump instruction
in the JXX instruction, and lines 20–27 are for the indirect
jump instruction in the JXX instruction. +e operation time
of this algorithm is mainly spent on traversing the CFG
graph nodes. As the number of CFG graph nodes is limited,
the time complexity of this algorithm is O (n), where n is the
number of nodes in the CFG.

4. Exploit Detection Method Based on JCFG

+e focus of this paper is to study the detection methods for
the exploit from all aspects of the exploit. In the previous
section, JCFG is proposed; in this section, we will use the

JCFG to detect the exploit. +is section explains the process
of detecting the exploit with JCFG and the further analysis of
the nodes in it with the aim of determining whether it meets
the constraints of the exploit.

4.1. Exploit Detection Framework. +is paper proposes a
Vulnerability Exploit Detection Method based on JCFG,
denoted as JCFG-VEDM, which is used to detect vulnera-
bilities. In addition, the proposed JCFG-VEDM is evaluated
according to the detection results of this method.

Figure 8 shows the components of the JCFG-VEDM,
including the following modules: JCFG generation module,
execution module of exploit, and exploit judgement module.

4.2. Related Definitions and Example Analysis

4.2.1. Related Definitions

Definition 9. Function Name Judgement, CNameJudge
(JCFGNode, ∗q): when the program is dynamically executed,
the current execution instruction is the Call. Comparing the
function name of the node pointed to by the name of the
calling function after the call and the node pointer of the
current JCFG, if both are consistent, false is returned;
otherwise, true is returned.

Definition 10. Jump Address Judgement, JAdressJudge
(JCFGNode, ∗q): when the program is dynamically executed,
the current execution instruction is JXX, and the subsequent
jump address is compared with the destination address JAdress
of the node pointed to by the current JCFG node pointer. +e
same returns false, and the different returns true.

Definition 11. Return Address Judgement, RetnJudge
(R, ∗ q): when the program is dynamically executed, the
current execution instruction is the Return, and the address
after execution is compared with the uppermost address in
the return address set R. +e same returns false, and the
different returns true.

Definition 12. Instruction containment: Include(d,

instruction) to indicate that the currently executed in-
struction node d contains an instruction that has been de-
fined like the Call, the JXX, or the Return. For example,
(∃d ∈ Prog)∧(Include(d, Call)). +is means that the cur-
rent execution instruction node of the Prog has Call.

Definition 13. Program execution pointer: ∗q represents the
instruction node that the program is currently executing.

4.2.2. Abnormal Jump. +e execution flow is hijacked
during running the program, so that the program executes
code that should not be executed, which is called an ab-
normal jump. According to the feature definition of the
exploit, μ(AJ) � D, C{ }, with a formal description of the
vulnerable node D and the program feature constraint
condition C of the exploit followed:

Begin

d1

d2

d3

d4

d5

d6

d7

d11

End

d9

d10

d8

Figure 5: JCFG of a simple code segment.

Class CFGNode
{

int id; // Node number
String instruction; // Instruction information 

String address; // �e address of the instruction
CFGNode ∗first; // Successor second node
CFGNode ∗second;

} 

Figure 6: +e data structure for CFG node attribute.
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(1) Dangerous node of exploit, D � DCNameJudge,􏼈

DJAdressJudge, DRetnJudge}. Among them, DCNameJudge

� d|(∃d ∈ D)∧(Include(d,Call)){ }, DJAdressJudge �

d|(∃d ∈ D)∧(Include(d, JXX)){ }, DRetnJudge � d|(∃{

d ∈ D)∧(Include(d,Return)}.
Description: DCNameJudge represents the collection of
nodes which can call the function name judgement
and returns true in the program. DJAdressJudge rep-
resents the collection of nodes which can jump
address judgement and returns true in the program.
And DRetnJudge represents the program return ad-
dress judgement and returns a collection of nodes
that refer to true.

(2) Relevant constraints on exploit features, denoted as C.

C1 � ∃∗p ∈ D,
∗
q ∈ Prog( 􏼁(

∧ Include (∗p,Call)

∧ Include (∗ q,Call)

∧CNameJudge ∗p,
∗
q( 􏼁􏼁.

(2)

Description: the constraint C1 related to the exploit
feature indicates the existence of the exploit JCFG

Input: Exploit/∗ Instruction of the exploit ∗ /
Output: CFG/∗ CFG nodes information stored in the database ∗ /

(1) CFG�new CFG (); /∗ Initialize CFG ∗ /
(2) Instruction instruction; /∗ +e command information of the current read line ∗ /
(3) Stack jN� new Stack <>(); /∗ Create a stack to store the number of instruction lines for conditional jumps and path forks
∗ /

(4) Stack R� new Stack <>(); /∗ Create a stack to store the address that should be returned when calling the function ∗ /
(5) int id� 1; /∗ Record the number of CFG nodes ∗ /
(6) for (int i� 0; i< n; i++) do
(7) if (instruction.exist (Call)) then
(8) CFGNode� new CFG (instruction);
(9) if (!isSame (CFGNode)) then
(10) CFGAdd (CFGNode);
(11) id++;
(12) end if;
(13) else if (instruction.exist (Return)) then
(14) Return (R); /∗ Return the address stored in R ∗ /
(15) else if (instruction.exist (JXX)) then
(16) if (instruction.exist (jmp)) then
(17) CFGNode� new CFG (instruction);
(18) if (!isSame (CFGNode)) then
(19) CFGAdd (CFGNode);
(20) else
(21) Return (jN) /∗ Return the address stored in jN ∗ /
(22) end if;
(23) else if (instruction.exist (jnz) or instruction.exist (jz)) then
(24) CFGNode� new CFG (instruction);
(25) if (!isSame (CFGNode) or (isSame (CFGNode).second�� null)) then
(26) CFGAdd (CFGNode);
(27) else
(28) Return (jN) /∗ Return the address stored in jN ∗ /
(29) end if;
(30) end if;
(31) end if;
(32) end for.

ALGORITHM 1: CFG generation algorithm.

Class JCFGNode
{

int id; // Node number
NodeAttr ∗ attr; // Node attributes
JCFGNode ∗first;
JCFGNode ∗second; 

}
Class NodeAttr
{

String jAddress; // Destination address
String address; // Address of the instruction
String attrName; // Command name
String funcName; // Function name

}

Figure 7: +e data structure for the JCFG node attribute.
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node ∗p in the dangerous nodes of exploit set D and
the existence of the instruction node ∗q in the de-
tected exploit, and the instruction of the node where
∗p is located is Call. +e instruction of the in-
struction node where ∗q is located is also the Call,
calling the function name judgement to determine
whether there is an abnormal jump.

C2 � ∃ ∗p ∈ D,
∗
q ∈ Prog( 􏼁(

∧ Include (∗p, JXX)

∧Include (∗ q, JXX)

∧JAdressJudge ∗p,
∗
q( 􏼁􏼁.

(3)

Description: the constraint C2 related to the fea-
tures of the exploit means the existence of the
exploit JCFG node ∗p in the dangerous nodes of
exploit set D, the existence of the instruction node
∗q in the detected exploit, and the instruction of
the node where ∗p is located which is JXX. +e
instruction of the instruction node where ∗q is
located is also JXX. Currently, it calls the jump
address judgement to determine whether there is
an abnormal jump.

C3 � ∃ ∗p ∈ D,
∗
q ∈ Prog( 􏼁(

∧ Include (∗p,Return)

∧ Include(∗ q,Return)

∧RetnJudge ∗p,
∗
q( 􏼁􏼁.

(4)

Description: the constraint C3 related to the fea-
tures of the exploit means that there is an exploit
JCFG node ∗p in the dangerous nodes of exploit set
D and an instruction node ∗q in the detected ex-
ploit. +e instruction of the node where ∗p is lo-
cated is Return instruction, and the instruction of
the instruction node where ∗q is located is also the
Return. Currently, the return address judgement is
called to determine whether there is an abnormal
jump.

4.2.3. Example Analysis. Figure 9 shows a code segment of
an exploit. +e exploiting in this program is to overwrite the
return address of the strcpy function in the verity function to
import the execution flow of the program into the shellcode.
In the main function, the program reads the string in the
password.txt and compares it with PASSWORD. +e JCFG

Input: CFG
Output: JCFG

(1) JCFG�new JCFG (); /∗ Initialize JCFG ∗ /
(2) Stack cN�new Stack <> (); /∗ Create a stack to store conditional jumps and path fork nodes ∗ /
(3) Stack jN� new Stack <> (); /∗ Create a stack to store conditional jumps and path fork nodes ∗ /
(4) for (int i� 0; i< n; i++) do
(5) if (node.instruction.exist (Call)) then
(6) JCFGNode� new JCFG (nodeAttrExtract (node.instruction, node.adress));
(7) if (JCFG.exist (JCFGNode)) then
(8) Return (cN, jN);/∗ Return the CFG node of the last forked path, and make the current JCFG node become the

CFG node of the last forked path ∗ /
(9) else
(10) JCFGAdd (JCFGNode);
(11) end if;
(12) else if (instruction.exist (JXX)) then
(13) if (node.instruction.exist (jmp)) then
(14) JCFGNode� new JCFG (nodeAttrExtract (node.instruction, node.adress));
(15) if (JCFG.exist (JCFGNode)) then
(16) Return (cN, jN);
(17) else
(18) JCFGAdd (JCFGNode);
(19) end if;
(20) else if (node.instruction.exist (jnz) or node.instruction.exist (jz)) then
(21) JCFGNode�new JCFG (nodeAttrExtract (node.instruction, node.address));
(22) if (!JCFG.exist (JCFGNode) or JCFG.second��null) then
(23) JCFGAdd (JCFGNode);
(24) else
(25) Return (cN, jN);
(26) end if;
(27) end if;
(28) end if;
(29) end for.

ALGORITHM 2: JCFG generation algorithm.
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Input: JCFG, +e exploit node to be detected/∗ +e SQL containing JCFG node information and the node extracted from key
instructions of the program during execution ∗ /
Output: Result

(1) JCFGNode ∗p � JCFG.head (); /∗ Make the JCFG pointer point to the head node of JCFG ∗ /
(2) Node ∗q �new Node (); /∗ +e instruction node in the execution process, the main function is first located when the

program is executed ∗ /
(3) Stack R� new Stack <> (); /∗ Create a stack to store the return address ∗ /
(4) vector <stack<VulNode>> Vul; /∗ Create a stack to record the exploit nodes that generate abnormal jumps ∗ /
(5) begin
(6) if (q.attrName�� p.first.attr.attrName) then
(7) if (q.attrName��Call) then
(8) if (CNameJudge (p.first, q)) then/∗
(9) Vul.add (temp);
(10) enf if;
(11) else if (q.attrName�� JXX) then
(12) if (JAdressJudge (p.first, q)) then
(13) Vul.add (temp);
(14) end if;
(15) else
(16) if (RetnJudge (R, ∗ q)) then
(17) Vul.add (temp);
(18) end if;
(19) else if (q.attrName�� p.second.attr.attrName) then
(20) else
(21) Vul.add (temp);
(22) end if;
(23) end

ALGORITHM 3: Vulnerability Exploit Detection Method based on JCFG (JCFG-VEDM).

Exploit

Extract exploit
characteristics 

Generate JCFG

Dynamic
execution exploit

JCFG graph

Judgement result

Exploit judgement

Node
information

Extraction

Figure 8: Exploit Detection Framework based on JCFG.

10 Security and Communication Networks



obtained by static analysis of the program is shown in
Figure 10.

In Figure 10, the part of the JCFG that will cause the
abnormal jump in the exploit is mainly for analysis. After the
program has executed a series of instructions in the di node,
it should return from the entered _strcpy function. +e last
node executed before returning is the dj node, while the node
executed afterwards should be the dj+1 node. +e node in-
formation corresponding to these nodes is shown in Fig-
ure 11. However, when the exploit is officially executed, the
return address of this program is overwritten because the
program reads the information in the txt, and the execution
flow is imported into the shellcode. When the program
generates an abnormal jump, after the program executes the
dj node, the next instruction read is Call MessageBoxA, and
the information of the ∗q execution node is shown in
Figure 11.+e ∗p node in the current JCFG is at the position
of the dj node. By comparing the node information of the
subsequent nodes, the ∗q node and the ∗p node in the JCFG,
it will be found that both do not match, with an abnormal
jump generated.

4.3. Vulnerability Exploit Detection Method Based on JCFG.
For the exploit to be detected, it is dynamically analyzed after
static analysis is finished. Ollydbg is an extremely popular
program dynamic analysis tool, through which the program
can be dynamically analyzed very conveniently. When the
program is dynamically analyzed, corresponding instruction
nodes are generated for the key instructions in the execution
process. +e key instructions include the previously defined
Call, JXX, and Return. +e node attribute data structure
design of the instruction node is shown in Figure 12. For key
instructions in the execution process, the corresponding
instruction nodes are generated and compared with the
execution nodes in the JCFG to determine whether ab-
normal jumps occurred.

+e specific description of the Vulnerability Exploit
Detection Method based on JCFG is shown in Algorithm 3,
and the part about extracting key instruction information
during execution is omitted from the algorithm. +e algo-
rithm mainly shows the detection function of the exploit.
According to the input execution instruction node and the
node pointer of the JCFG, the detection result is obtained by
matching. In lines 6–18, these are to match the subsequent
first node of the execution instruction node ∗q and the node
pointer ∗p of the JCFG. Lines 7–10 are the check function
for the key instruction Call. Lines 11–14 are for the key
instruction JXX check, and lines 15–18 are check functions
for the key instruction Return. +en, it matches the sub-
sequent second node of the execution instruction node ∗q
and the node pointer ∗p of the JCFG. +e specific operation
is like the previous operation. Lines 20–22 indicate that the
execution instruction node ∗q does not match the subse-
quent first node and second node of the node pointer ∗p of
the JCFG, so the current execution instruction node and the
node of the JCFG are stored in the exploit node stack. Most
of the execution time of the algorithm is spent on the step-
by-step reading of the execution instructions.+e exploit has

limited instruction statements, so the execution instruction
nodes formed are less than the number of instruction
statements of the exploit. +e time complexity of this al-
gorithm is O (n), where n is the total number of nodes that
generate and execute instructions.

5. Experimental Analysis

+is chapter mainly elaborates the various information of
the experiment, which includes the various indicators
needed for the experiment, the prepared experimental plan,
and the experimental results.

5.1. Experimental Program. +is section selects some typical
exploits for detection which cover a variety of attack types,
including ret-to-libc, ROP, and JIT Spraying, and will give
the comparison of JCFG with DEP protection strategy of the
system and ASLR address randomization protection strat-
egy. +e exploits to be detected are shown in Table 1.

First, the IDA script is used to perform static analysis on
the exploit, extracting the obtained assembly code, the key
instruction information, and the corresponding CFG gen-
erated, which is stored in the database. +en by further
extracting the node information in the CFG, the

#include <stdio.h>
#include <windows.h>
int verity (char∗ password)
{

char buff [8];
int result = strcmp (password, PASSWORD);
strcpy (buff, password);

return result;
}
void main () 
{

int flag = 0;
char password [1024];
FILE ∗ fp;
LoadLibrary ("user32.dll");
if (! (fp = fopen ("password.txt", "rw+")))
{
exit (0);
}
fscanf (fp, "%s", password);
flag = verity (password);
if (flag)

{
printf ("false.");
}
else
{
printf ("true.");
}
fclose (fp);

}

1.
2.
3.
4.
5.
6.
7.
8.
9.

10.
11.
12.
13.
14.
15.
16.
17.
18.
19.
20.
21.
22.
23.
24.
25.
26.
27.
28.
29.
30.
31.

Figure 9: Exploit code segment.
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corresponding JCFG is generated and stored in the database.
After obtaining the JCFG, the program is analyzed dy-
namically, reading the instruction information during each
step-by-step execution, extracting information from the
instruction information containing key nodes, and finally,
obtaining the corresponding instruction node, calling the
corresponding instruction determination function, and

statistically analyzing the pointer nodes of the obtained
JCFG with the node which obtain comparison to determine
whether there is an abnormal jump, so as to determine
whether the program to be detected belongs to an exploit.

5.2. Analysis of Results. +e Vulnerability Exploit Detec-
tion Method based on JCFG can successfully detect the
exploit shown in Table 1 and store the nodes that produce
abnormal jumps, which are convenient for security per-
sonnel to analyze the exploit. First, the exploit is pre-
vented by the protective measures in the system, and then
the exploit is detected by the JCFG-VEDM method
proposed in this paper. +e detection results are shown in
Table 2.

In Table 2, the detection result section uses “1” to
represent that the detection method can detect the exploit
and uses “0” to represent that the exploit cannot be de-
tected. It can be seen from the results in Table 2 that
neither the DEP protection strategy of the system nor the
ASLR address randomization protection strategy can
protect the system against the above-mentioned exploits.
However, the Vulnerability Exploit Detection Method
based on JCFG proposed in this paper can detect the
above. It reflects that JCFG-VEDM can detect common
ret-to-libc, ROP, and JIT Spraying vulnerabilities. Hence,
the effectiveness and feasibility of the JCFG-VEDM de-
tection method are verified.

Here, the detection process and detection results of the
Vulnerability Exploit Detection Method based on JCFG are
described.

CVE-2017-8869 is caused by a buffer overflow vulner-
ability in MediaCoder. Attackers can construct the .m3u file
to cause the program buffer overflow and overwrite the
return address of the program to execute arbitrary code. In
this experiment, MediaCoder runs on the experimental host
of windows 7, and the assembly code of the program is also
monitored through Ollydbg. During operation, the node
with ID 476 at 0x1400f92d6L shows that the successor node
of this node should be the node with ID 477 in the database,
but at runtime, the control flow jumps to another address.
+us, the instruction node does not match the program
instruction node in the static JCFG in the generated pro-
gram, and it is determined that an abnormal jump has
occurred. +e hacker can use it to execute the shellcode that
hides in the .m3u file.

+e experiment shows that the DEP and ASLR pro-
tection strategies fail to protect the system, the exploit
program can execute the shellcode that hacker hided, and
JCFG-VEDM can detect it by verity of the jump address of

Class Node
{

String address; // Instruction address information
String attrName; // Command name
String funcName; // Instruction call function name
}

Figure 12: Implementation of node attribute data structure.

Begin

···

di

Attr
Address: 00401054

AttrName: call
FuncName: _strcpy

JAdress: null

Id = i

∗first = di+1
∗second = null

dj

Id = j

∗first = dj+1
∗second = null

Attr
Address: 00401067

AttrName: call
FuncName: __chkesp

JAdress: null

End

···
···

dj + 1

Id = j + 1

∗first = dj + 2
∗second = null

Attr
Address: 00401122

AttrName: jz
FuncName: null

JAdress: loc_401133···

Figure 10: JCFG of the exploit.

Address: 77D507EA
AttrName: call

FuncName: MessageBoxA
JAdress: null

∗q

Figure 11: Program command node information during abnormal
jump.
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executable file. And compared with the common CFI de-
tection approach, JCFG-VEDM does not need the source
code of the executable file to use the method of program
instrumentation, it is convenient for security researchers to
detect the vulnerability of executable program which cannot
get the source code.

6. Threats to Validity

A threat to internal validity relates to the type of vulnera-
bilities used in the experimental analysis. To mitigate this
threat, we have prepared more different CVE vulnerabilities
regarding the buffer overflow vulnerability. A threat to
external validity relates to the generalizability of our results
because we used vulnerability data from only buffer overflow
vulnerability to verify the effectiveness and the feasibility of
the abnormal jump studied. Our future work will address
this threat by examining other vulnerabilities like Heap
Overflow, Stack Overflow, and so on.

7. Conclusion

+ere are certain features in the occurrence of program
vulnerabilities. +is paper conducts an in-depth analysis of
the features of the exploits of abnormal jumps and proposes
a Vulnerability Exploit Detection Method based on JCFG
(JCFG-VEDM). Firstly, this method analyzes the exploit
features of the exploit to obtain its corresponding JCFG. And
then it uses the Ollydbg tool to dynamically analyze the
exploit, generating corresponding instruction nodes for the
executed key instructions. Finally, it compares nodes

pointed to by the JCFG node pointer to determine whether
an abnormal jump has occurred. In addition, this method
also can be utilized to determine whether the program is an
exploit.

To verify the effectiveness and feasibility of the JCFG-
VEDM method proposed in this paper, we compare the
JCFG-VEDM with the current system’s DEP protection
strategy and ASLR address randomization protection
strategy in the experimental analysis. Experimental results
show that JCFG-VEDM can detect the above-mentioned
exploits, while the system’s DEP and ASLR protection
strategies fail to protect the system, and compared with the
traditional CFI, the JCFG-VEDM does not need instru-
mentation, and it is minifying the workload for the security
researchers to detect the exploits by using the approach.
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As the background of application in the field of smart health care, the flexible interaction between patients and medical system is
provided by medical cyber-physical systems (MCPSs) to realize all-round three-dimensional medical service. According to the
controllable and credible requirements of MCPS, it needs a secure and reliable device identity authentication mechanism to build
the security barrier. Based on the blockchain technology, a lightweight authentication scheme is designed for sensor/execution
devices, users, and gateway nodes in MCPS. &e security analysis and experimental results show that the scheme can resist the
existing attacks with better efficiency; thus, our proposed scheme can be efficiently applied to the medical field.

1. Introduction

We have witnessed the great development of the Internet, as
well as the popularity of the Internet of&ings (IoT) and IoT
devices, including wireless sensors, smart phones, wearable
devices, global positioning systems, and laser scanners.
&ese devices are widely deployed around us to realize
intelligent computing and services, such as logistics, retail,
medical, intelligent city, and other application fields.
However, the trusted authentication in IoTs has become a
major issue that has to be considered in the rapid devel-
opment of IoTs.

Closely related to IoTs, medical cyber-physical systems
(MCPSs) [1] are a kind of unique cyber-physical systems
(CPSs) in the field of modern medicine, which combines the
system operations with independent equipment to provide
patients with new monitoring functions, such as controlling
the physiological closed loop and alarm process of drug
infusion process. In the MCPS, there are many kinds of
devices with different performance. With the development
of blockchain technology, the blockchain-based

authentication schemes can mitigate some attacks, which
ensure the security of the system. How to ensure that the
security authentication protocol can work efficiently and
reliably when using the blockchain technology is the key
problem to be solved. Hence, based on the blockchain
technology, we propose a device authentication scheme to
ensure secure access to medical data among sensor devices
nodes, gateway nodes, and users in the medical cyber-
physical system. Specifically, our contributions can be
summarized as follows:

(1) We distinguish the identity of the device nodes in the
information physical space and propose a device
security authentication model based on blockchain
for the medical cyber-physical system.

(2) We design a blockchain-based efficient device au-
thentication protocol. Our scheme is suitable for
device nodes with different computing, transmis-
sion, and storage capacities and uses blockchain
technology to solve the trustworthiness problem of
third-party service centers. Meanwhile, we use BAN
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logic and formal proof to verify the feasibility of our
scheme and the security of mutual authentication
process and the session key.

2. Related Works

Based on the extensive application of radio frequency
identification (RFID) in medical environment, He et al. [2]
analyzed the security requirements of RFID authentication
scheme and summarized the performance and security of
RFID authentication scheme based on elliptic curve cryp-
tography (ECC). &ey found that although most authenti-
cation schemes cannot meet all the security requirements
and have satisfactory performance, some ECC-based au-
thentication schemes are suitable for medical environment
in terms of performance and security. Combined with cloud
storage, cryptography, and other technologies, a large
number of authentication schemes are also proposed. &e
wireless body area network (WBAN) plays an indispensable
role in MCPS. It is a network composed of multiple wearable
devices or embedded devices, using wireless technology for
communication. &erefore, in WBAN environment, a se-
curity and reliable authentication scheme is essential. Xu
et al. [3] proposed a safe lightweight authentication scheme
for WBAN. With this scheme, forward secrecy can be
guaranteed without asymmetric encryption, and the security
of the scheme can be verified and analyzed by using
ProVerif. Alhayajneh et al. [4] analyzed and evaluated the
accuracy, cost, and feasibility of the most prominent bio-
metric authentication technology and proposed to use a
variety of biometric authentication schemes to ensure the
confidentiality, integrity, and reliability of WBAN. Moosavi
et al. [5] proposed an end-to-end security scheme for mobile
medical IoTs. &eir solutions include a secure and efficient
end-user authentication and authorization architecture
based on certificate DTLS handshake, end-to-end com-
munication based on session recovery security, and strong
mobility based on Internet intelligent gateway. Amin et al.
[6] proposed a mutual authentication and key agreement
protocol to protect the confidential information in the device
in order to prevent unauthorized users from accessing the
general device. Aiming at the challenges brought by the
electronic health information management system using
IoTs, including the communication security of wireless
channel, the protocol between authentication key and entity,
access control scheme, and other defects, Aghili et al. [7]
proposed a new lightweight, secure, and efficient authen-
tication protocol, which is also suitable for access control.
Aiming at the problem of authentication in edge and IoT
environments, Ma et al. [8] proposed a blockchain-based
decentralized authentication modeling scheme. &eir
scheme is suitable for multiple types of authentication (such
as password-based, certificate-based, biometric-based, and
token-based authentication). &e edge cloud system also has
many devices with limited computing and storage capa-
bilities. &us, Zhang et al. [9] proposed a collaborative
authentication scheme among users, edge cloud, and robots,
which reduced the computational cost of identity verifica-
tion and improved the verification efficiency. In order to

provide more accurate and effective biometric identification,
Zhang et al. [10] proposed a parallel ECG-based authenti-
cation called PEA for smart healthcare systems.

According to the survey of Altman Vilandrie and
Company [11], due to the lack of security authentication and
other security systems, the IoT system of small- and me-
dium-sized enterprises is vulnerable to attacks, resulting in
their annual income loss of up to 13%. Chandrasekhar et al.
[12] reported that the protocol of Yeh’s protocol has some
shortcomings, including incomplete forward secrecy, non-
mutual authentication, and key agreement between users
and sensor nodes. Shi and Gong [13] proposed an ECC-
based user authentication protocol for wireless sensor
networks, which is more efficient in computing cost,
communication cost and security. However, Choi et al. [14]
found that the protocol of Shi is vulnerable to session key
attack, stolen smart card attack, and sensor energy depletion
attack. In addition, an attacker can easily obtain the user’s
identity because it is transmitted through a public channel
without encryption. &erefore, Choi et al. improved the
protocol by verifying the identification legitimacy of users so
as to keep from sensor energy consumption attacks.
Compared with the protocol of Shi, the protocol also makes
use of ECC to calculate authentication messages without
bringing more cost. Both [13, 14] transmit user identity and
sensor identity in plaintext on the public channel, so that
they cannot provide anonymity. Chen et al. [15] proposed
transmission protection, storage protection, and access
control of infrastructure framework in the context of privacy
protection of community medical IoT but did not mention
the device security authentication. Shu et al. [16] proposed
the aggregate signature algorithm, but it lacks the applica-
tion background. Xue et al. [17] proposed a wireless sensor
network identity authentication and key protocol based on
temporary credentials, which only uses hash and XOR
calculation. It has relatively more security features and
higher security level without generating more communi-
cation and computing costs, but the traditional third party is
vulnerable to attack. In order to solve the problem that the
restricted computing power and storage of the sensors are
vulnerable to physical attacks, Liu et al. [18] proposed a
lightweight three-factor and anonymous user authentication
protocol. &e solution uses hash algorithms, XOR opera-
tions, and PUF to achieve lightweight and physical security.
&e wireless sensor network is widely used in medical,
military, industrial, security, and other fields. Recently,
Kumar et al. [19] discussed a wireless sensor network au-
thentication protocol for coal mine safety monitoring. In the
IoT environment, trust has become ubiquitous. It is not
enough to just authenticate individual users or devices. &e
reason is that the cointeraction and cooperation between
users and devices are crucial in the IoT environment. In this
case, information sharing, data fusion, and other elements,
including the integration of people, devices, and environ-
ment, are great challenges.

Traditional device authentication methods usually per-
form authentication when users and devices are separated
from each other. At the same time, attackers can eavesdrop
on communications, forge authentication tokens [20], or
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perform replay attacks to simulate actual users or devices.
&e existing authentication schemes rarely consider the
space-time characteristics of IoT computing. In general,
authentication usually performs settings at once, and once
users or devices are authenticated, they can operate for a
long time without any authentication. &is kind of time-
sensitive authentication still needs to be improved so as to
realize sufficient long-term trust guarantee, which is con-
tinuous authentication. Once an attacker fortunately by-
passes the authentication system, various destructive attacks
can be carried out.&erefore, the system can only respond to
the attack passively, and the security network of IoTs is
threatened.

Recently, researchers have gradually applied blockchain
to the medical field. &e combination of MCPS and
blockchain can allow us to promote the sharing of services
and resources and simplify several time-consuming work-
flows in an automated manner during the encryption ver-
ification [21]. In cloud-assisted telecare medical information
system (TMIS), cloud servers are vulnerable to attacks. To
solve this problem, Son et al. [22] used blockchain tech-
nology to design a secure identity verification protocol. In
addition, they used CP-ABE to achieve data access control.
Although the blockchain-based authentication scheme can
enhance the security of the system, it is necessary to consider
the authentication credentials and the accounting method of
the authentication process when we use the decentralized
blockchain as a third party to achieve authentication. Es-
pecially, the existing blockchain consensus algorithms and
authentication protocols no longer adapt to the wide range
of devices with vastly different performance in MCPS.

3. MCPS and Its Security Model

In the part of related works, we analyze the existing security
risks and threats of device authentication. &erefore, we
need to further improve the device authentication scheme to
ensure the safety and reliability.

3.1. Classification of Medical Devices. With the rapid and
revolutionary development of medical information, the
medical equipment is widely used. &e medical devices are
classified as follows.

&e first kind is the diagnostic equipment. It includes
physical diagnostic instruments (sphygmomanometers,
thermometers, all kinds of physiological recorders, etc.),
images (MRI, B ultrasound, CT scanning, etc.), analytical
instruments, and electrophysiology (EEG, etc.). &ese de-
vices are distributed in each diagnosis and treatment area of
the hospital, and the devices connected to the network need
strict identity authentication.

&e second kind is the treatment equipment. It includes
ward nursing equipment (sickbed, oxygen bottle, etc.),
surgical equipment, radiotherapy equipment, and emer-
gency equipment (ventilator, cardiac defibrillation pace-
maker, etc.). &is kind of devices needs to be authenticated
to ensure the safe use.

&e third kind is the auxiliary equipment. It includes
sterilization devices, refrigeration devices, and so on.

3.2. System Model. In order to study the problem of device
security authentication in the MCPS, we first construct the
system model of device security authentication based on the
blockchain, as shown in Figure 1. &e medical institutions
are organized in a medical alliance chain to realize medical
data sharing. &e lower layer of the blockchain is composed
of users and some medical equipment, which mainly
completes data collection and other work; the blockchain
layer is mainly used to realize the storage of medical data and
the process of device security authentication.

As shown Figure 1, the device is mainly composed of
sensor nodes. Sensor nodes can perceive various charac-
teristics from different environments. In the MCPS, the
collection process of medical data is mainly composed of
medical professionals (doctors, patients, nurses, patholo-
gists, etc.), sensors, and gateway nodes, as shown in Figure 2.
&e sensor nodes sense the patient’s physical condition and
then send the sign data in a certain electronic data format to
the trusted gateway nodes ofMCPS through the access point.
As the core of the model inMCPS, the trusted gateway nodes
execute the registration algorithm to provide the registration
interface to all medical staffs. Medical staffs collect sensitive
sign information of patients from the trusted gateway nodes,
analyze them, and monitor patients’ physical condition.

3.3. Architecture. MCPS increasingly relies on software to
provide new functions, so that new medical software and
devices can be more widely connected with the network to
meet the needs of continuous monitoring of patients. &e
basic architecture of MCPS includes cyber space (including
network space) and physical space (including user space), as
shown in Figure 3. As the core of MCPS, cyber space in-
cludes the processing, storage, security access, and so on.
Physical space is the physical basis of MCPS, including
medical perception and control devices needed by users,
such as electronic sphygmomanometer, heart rate, and pulse

Node 1

Node 2

Node 3Node 4

Node 5

Blockchain layer

Interactive

Client Device Device

Figure 1: Model of device security authentication.
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collector, which are responsible for the collection and
monitoring of user health information. MCPS is composed
four layers such as data generation layer, data transport
layer, data storage layer, and application service layer.

3.3.1. Data Generation Layer. At the bottom of MCPS ar-
chitecture, it is mainly composed of a series of sensing nodes
to collect the user’s health information and transmit the
collected data to the medical data storage space through the
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Medical staff 1 Medical staff 2
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Blood
pressure
sensor

Figure 2: Collection process of medical data.
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Figure 3: Blockchain-based architecture of MCPS.
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tablet or other electronic devices. At the same time, after
receiving the feedback information from the sensing nodes,
the execution nodes complete themonitoring function of the
user through the display or other alarms and execution
devices and timely transmit the received information to the
outside world, so as to realize the communication and
feedback of information.

3.3.2. Data Transport Layer. It means that after the data
collected by the data generation layer is encrypted or pro-
cessed by other means, it is transmitted to the server by
wired Ethernet or wireless transmission for storage. &e
service of the data transport layer is reflected through the
running IPv4 or IPv6 protocol. &erefore, the level of data
transport layer has a great relationship with the quality of
network service, which requires higher network bandwidth,
larger transmission range, faster transmission rate, stable
transmission process performance, etc.

3.3.3. Data Storage Layer. &e data storage object is the
user’s health information. &e health information includes
the user’s medical records (sign data, outpatient medical
records, hospitalization records, body temperature list,
doctor’s order list, laboratory test list, medical imaging
examination data, special examination consent, operation
consent, operation and anesthesia record list, pathological
data, nursing records, and other medical records), etc. It uses
blockchain and cloud storage technology to realize the se-
cure storage and data sharing of medical records. &e chain
structure that stores the hash of medical data of each hos-
pital, the digest, and the location index of medical data in
cloud storage is called medical chain.

3.3.4. Application Service Layer. It focuses on application
management and secure access to medical data. With the
help of the platform technology of blockchain, we can
provide data addition, deletion, insertion, decision-making,
and diversified services. And the user can send the corre-
sponding operation or control commands to the relevant
execution nodes according to the access results to realize the
feedback and exchange of information.

In the system model, we mainly combine the blockchain
technology, build a system model of security authentication,
and analyze the collection process of medical data under the
blockchain. On the basis of this model, we need to consider
how to ensure the security of the device node access.
&erefore, we propose a secure data transmission protocol
based on device authentication and key agreement. &e
proposed authentication protocol consists of six stages:
system setup, user registration, user login, authentication,
key change, and sensor node join. &e symbols and de-
scriptions used are shown in Table 1.

4. Authentication Protocol

In this section, we propose a device security authentication
scheme based on blockchain technology to ensure the se-
curity and reliability of sensor device nodes. &e proposal in
this section mainly includes the following parts.

4.1. Setup

(i) Step 1: the blockchain center BC selects SBC as its
private key and IDg as the identifier of the gateway
node and calculates

Sg � h IDg SBC
����􏼐 􏼑, (1)

where Sg is selected as the private key of the gateway
node.

(ii) Step 2: IDsn is the identifier of the sensor device
node selected by the blockchain center BC, which
calculates

Ssn � h IDsn‖ SBC( 􏼁. (2)

It is the shared key between the gateway node and
the sensor device node.

(iii) Step 3: IDsn, Ssn􏼈 􏼉 is saved in SNk by the blockchain
center BC.

(iv) Step 4: the blockchain center BC saves
IDg, Sg, IDsn, Ssn􏽮 􏽯 and sends it to the gateway node
GWj in order to register SNk with the gateway node.

4.2. User Registration. In order to access the medical data
collected from sensor device nodes, each medical staff needs
to register at the corresponding gateway. In the user reg-
istration stage, the medical staff sends the registration re-
quest to the gateway. After the preliminary verification, the
gateway adds the user into its user list and sends one smart
card storing user’s identification information to the user.&e

Table 1: Symbols and definitions.

Symbol Description
BC Blockchain center
SC Smart card
Ui User i (medical staff)
IDi ID of &e user Ui

PWi Password of user Ui

GWj Gateway j

IDg Gateway node identifier
SNk &e Kth sensor device node
IDsn Identifier of the sensor device node
Ssn Shared key of sensor device and gateway node
SKi Session key
‖ Connection operation
⊕ Exclusive or operation
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identification information may include some personalized
parameters of the user, such as complex password in a
certain length and identity credentials convenient for au-
thentication in encrypted form.&e steps of user registration
are as follows:

(i) Step 1: the user selects a unique IDi and PWi,
generates a random number r1, and calculates

HPWi � h r1 ⊕PWi( 􏼁. (3)

&en, the user sends IDi,HPWi􏼈 􏼉 to the gateway
node GWj.

(ii) Step 2: when the gateway node GWj receives
IDi,HPWi􏼈 􏼉, the gateway node GWj generates
another random number r2 and calculates it at the
timestamp T1:

R1 � h HPWi‖ T1( 􏼁,

R2 � h HPWi‖ IDg􏼐 􏼑,

R3 � h R1 r2
����

����Sg􏼐 􏼑⊕ h HPWi‖ T1( 􏼁.

(4)

(iii) Step 3: the gateway node GWj stores
r2, T1, IDg, h(·), R1, R2, R3􏽮 􏽯 in the smart card SC

and then transmits it to the user Ui securely.
(iv) Step 4: when the user Ui receives r2, T1, IDg, h􏽮

(·), R1, R2, R3}, Ui calculates

HID � h PWi‖ IDi( 􏼁 ⊕ r1􏼁. (5)

And it writes it into the smart card.

4.3. User Login. In the login stage, the user Ui enters the
identity identifier (identity credentials and password) in the
device. &e system first checks the correctness of the user
input value and then sends the login message to the gateway.
Once the authentication is successful, the user Ui can se-
curely and legally access the remote computer data at any
time according to the following steps:

(i) Step 1: the user Ui inserts the SC into the reader,
then enters IDi and PWi.

(ii) Step 2: the user Ui selects a gateway node GIDj to
obtain the data required by the user from the nearest
sensor node.

(iii) Step 3: smart card calculates

r
∗
1 � HID ⊕ h PWi‖ IDi( 􏼁,

HPW∗i � h r
∗
1 ⊕ PWi( 􏼁,

R
∗
2 � h HPW∗i ‖ IDg􏼐 􏼑.

(6)

(iv) Step 4: the smart card checks whether R∗2 and R2 are
equal. If R2 � R∗2 , the IDi and PWi of the user are
verified; otherwise, the session is interrupted.

(v) Step 5: the smart card generates a random number
r3, and at T2, it calculates

F1 � R3 ⊕ h HPWi‖ T1( 􏼁,

F2 � h T2 r3
����

����F1‖ IDg􏼐 􏼑,

F3 � r3‖ T2( 􏼁⊕F1.

(7)

(vi) Step 6: the smart card sends IDsn, F2, F3􏼈 􏼉 to the
gateway node GWj through the public channel.

4.4. Authentication. In the authentication stage, the gateway
node first verifies the validity of the user’s identity and then
transmits the authentication message to the sensor device.
After receiving the authenticationmessage, the sensor device
verifies the identification authenticity of the gateway node
and then sends another message back to the gateway node so
as to further prove its authenticity. After that, the gateway
node sends a new message to the user node. In addition, the
session key is calculated by each participant, including user
nodes, gateway nodes, and sensor device nodes. In this stage,
the following steps are performed to establish mutual au-
thentication between the caregiver user node and the sensor
device node.

(i) Step 1: when gateway node GWj receives the login
request IDsn, F2, F3􏼈 􏼉 at time T3, GWj calculates

F
∗
1 � R3 ⊕ h HPWi‖ T1( 􏼁 � h R1 r2

����
����Sg􏼐 􏼑,

F
∗
1 ⊕F3 � r

∗
3 ‖ T
∗
2( 􏼁.

(8)

(ii) Step 2: the gateway node GWj checks whether
(T3 − T2) is less than ΔT, where ΔT is the max-
imum allowable transmission delay of the sender
and receiver. If the condition is not met, terminate
the session; otherwise, continue to the next step.

(iii) Step 3: the gateway node GWj calculates

F
∗
2 � h T

∗
2 r
∗
3

����
����F
∗
1 ‖ IDg􏼐 􏼑. (9)

And it checks whether F∗2 � F2. If met, the user Ui

is authenticated; otherwise, the session is
terminated.

(iv) Step 4: the gateway node GWj generates a random
number r4 and calculates

R4 � h IDsn R1
����

����Ssn r4
����

����T3􏼐 􏼑,

R5 � r
∗
3 T3
����

����r4􏼐 􏼑⊕ Ssn,

R6 � R1 ⊕ h IDsn h r4( 􏼁
����

����r
∗
3􏼐 􏼑.

(10)

(v) Step 5: gateway node GWj sends IDsn, R4, R5, R6􏼈 􏼉

to sensor node SNk.
(vi) Step 6: after the SNk receives IDsn, R4, R5, R6􏼈 􏼉,

then at time T4, it calculates

r
∗∗
3 r
∗
4

����
����T
∗
3􏼐 􏼑 � R5 ⊕ Ssn. (11)

(vii) Step 7: sensor device node SNk checks whether
(T4 − T3) is less than ΔT. If the condition is not
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met, terminate the session; otherwise, continue to
the next step.

(viii) Step 8: sensor device node SNk calculates

R
∗
1 � R6 ⊕ h IDsn h r

∗
4( 􏼁

����
����r
∗∗
3􏼐 􏼑,

R
∗
4 � h IDsn R

∗
1

����
����Ssn r

∗
4

����
����T
∗
3􏼐 􏼑.

(12)

(ix) Step 9: the SNk checks whether R∗4 � R4. If met, it
continues to the next step; otherwise, terminate
the session.

(x) Step 10: the SNk generates a random number r5
and calculates

SKi � h R
∗
1 r
∗∗
3

����
����r
∗
4 ‖ r5􏼐 􏼑,

B1 � h T4 r5
����

����Ssn IDsn
����

����T3‖ SKi􏼐 􏼑,

B2 � h r5‖ T4( 􏼁⊕ r
∗
4 .

(13)

(xi) Step 11: the SNk sends B1, B2􏼈 􏼉 to the gateway
node GWj.

(xii) Step 12: the GWj receives the message B1, B2􏼈 􏼉 at
time T5 and calculates

r
∗
5 ‖ T
∗
4( 􏼁 � B2 ⊕ r4. (14)

And it checks whether (T5 − T4) is less than ΔT. If
not met, the session is terminated; otherwise,
continue to the next step.

(xiii) Step 13: the GWj verifies whether B∗1 � B1; if met,
the SNk is verified.

(xiv) Step 14: the GWj continues to calculate

R7 � h SKi R1
����

����r4 T5
����

����R4􏼐 􏼑,

R8 � r
∗
5 r4
����

����T5􏼐 􏼑⊕r∗3 .
(15)

(xv) Step 15: the GWj sends R4, R7, R8􏼈 􏼉 to the user Ui.
(xvi) Step 16: when the user receives R4, R7, R8􏼈 􏼉 at time

T6, the smart card calculates

r
∗∗
5 r
∗
4

����
����T
∗
5􏼐 􏼑 � R8⊕r3. (16)

And it checks whether (T6 − T5)≤ΔT; if not met,
then terminate the session; otherwise, continue to
the next step.

(xvii) Step 17: smart card calculates

R
∗
7 � h SKi R1

����
����r
∗
4 T
∗
5

����
����R4􏼐 􏼑

� h SKi h HPWi‖ T1( 􏼁
����

����r
∗
4 T
∗
5

����
����R4􏼐 􏼑.

(17)

If R∗7 � R7, then both GWj and SNk authenticate with
user Ui; otherwise, the session is terminated.

Among them, security authentication and key agreement
phase is shown in Figure 4.

4.5. Password Change. &is stage provides the user with the
operation to change the password. An effective password
change process can make the protocol friendly. In order to
achieve this goal, the password change should not involve
any other unnecessary participants, which can reduce
communication costs and resist Denial of Service (DoS)
attacks. Here are the steps to change the password:

(i) Step 1: the user Ui first inserts the SC into the reader
device and then enters IDi and PWi.

(ii) Step 2: SC calculates

r
∗
1 � HID⊕h PWi‖ IDi( 􏼁,

HPW∗i � h r
∗
1⊕PWi( 􏼁,

R
∗
2 � h HPW∗i ‖ IDg􏼐 􏼑,

h R1 r2
����

����Sg􏼐 􏼑 � R3⊕ HPWi‖ T1( 􏼁.

(18)

(iii) Step 3: SC compares R∗2 with R2 already stored in
SC. If R∗2 � R2, the user identity and password are
verified; otherwise, the session is terminated.

(iv) Step 4: Ui enters a new password PWnew
i .

(v) Step 5: SC calculates

HIDnew
� r
∗
1⊕h PWnew

i ‖ IDi( 􏼁,

HPWnew
i � h r

∗
1⊕PW

new
i( 􏼁,

R
new
2 � h HPWnew

i ‖ IDg􏼐 􏼑,

R
new
3 � h R1 r2

����
����Sg􏼐 􏼑⊕h PWnew

i ‖ T1( 􏼁.

(19)

(vi) Step 6: the SC replaces R2, R3 and HID with the
corresponding new values: Rnew

2 , Rnew
3 , and HIDnew.

&en, the password is changed successfully.

4.6. SensorNode Join. When a new sensor device node needs
to join the MCPS, the system will perform the following
steps:

(i) Step 1: the blockchain center BC selects the new
sensor node SNk, uses IDsn as its identifier, and
calculates

Ssn � h IDsn‖ SBC( 􏼁. (20)

And it stores SNk, Ssn􏼈 􏼉.
(ii) Step 2: BC sends SNk, Ssn􏼈 􏼉 to the gateway node.
(iii) Step 3: the gateway node stores this value and

updates the information in the database.

5. Authentication Proof Based on Ban Logic

5.1. Definition of BAN. BAN (Burrows, Abadi, and Need-
ham) logic is a popular identity authentication protocol
analysis model. It helps to prove identity verification and key
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establishment, thereby proving the validity of the protocol
[23, 24].

Now, we have defined some logical rules such as Mes-
sage-Meaning rule (MM), Nonce-Verification rule (NV),
Jurisdiction rule (J), Freshness-Conjuncatenation rule (FC),
Session Key rule (SK), and Belief rule (B) used in the proof,
and these rules are directly adopted from [25].

5.2. Formal Verification Process. All certification protocols
need to achieve Goal 1, 2, . . ., 8. Here, the variables Ui,GWj,
and SNk represent three subjects:

(i) Goal 1: GWj| ≡ Ui ↔
SKi

GWj.

(ii) Goal 2: GWj| ≡ Ui| ≡ Ui ↔
SKi

GWj.
(iii) Goal 3: SNk| ≡ GWj ↔

SKi

SNk.
(iv) Goal 4: SNk| ≡ GWj| ≡ GWj ↔

SKi

SNk.
(v) Goal 5: GWj| ≡ SNk↔

SKi

GWj.
(vi) Goal 6: GWj| ≡ SNk| ≡ SNk↔

SKi

GWj.

(vii) Goal 7: Ui| ≡ GWj↔
SKi

Ui.
(viii) Goal 8: Ui| ≡ GWj| ≡ GWj↔

SKi

Ui.

Make the following assumptions and analyze the initial
state of the agreement:

(i) A1: Ui| ≡ #(r3, r4, r5).
(ii) A2: GWj| ≡ #(r3, r4, r5).
(iii) A3: SNk| ≡ #(r3, r4, r5).
(iv) A4: Ui| ≡ Ui↔

F1 GWj.
(v) A5: GWj| ≡ GWj↔

SsnGWj.
(vi) A6: SNk| ≡ SNk↔

SsnGWj.
(vii) A7: GWj| ≡ GWj↔

F1
Ui.

(viii) A8: GWj| ≡ Ui � > r3.
(ix) A9: SNk| ≡ GWj � > r4.
(x) A10: GWj| ≡ SNk � > r5.
(xi) A11: Ui| ≡ GWj � > r4.

Based on BAN logic rules and assumptions, we can
analyze the ideal form of the protocol:

(i) Message 1: Ui⟶ GWj: 〈IDsn, F2, F3〉

Using P⊲X rule:
R1: GWj⊲≪ IDsn, F2: (T2, r3)F1

, F3: 〈r3, T2〉F1
≫

Using A7, R1 and MM rule:
R2: GWj| ≡ Ui| ∼ (T2, r3, IDg)

Using A1, R2 and FC rule:
R3: GWj| ≡ Ui| ≡ (T2, r3, IDg)

Using A8, R3 and J rule, B rule, NV rule:
R4: GWj| ≡ r3

Using A2, R4 and SK rule:
R5: GWj| ≡ Ui↔

SKiGWj (Goal 1).
Using A2, R5 and NV rule:
R6: GWj| ≡ Ui| ≡ Ui↔

SKiGWj (Goal 2).
(ii) Message 2: GWj⟶ SNk: 〈IDsn, R4, R5, R6〉

Using P⊲X rule:
R7: 〈〈IDsn, R4, R5: 〈r3, r4, T3〉Ssn

, R6〉〉:
Using A6, R7 and MM rule:
R8: SNk| ≡ GWj| ∼ (r3, r4, T3)

Using A2, R8 and NV rule:
R9: SNk| ≡ GWj| ≡ (r3, r4, T3)

Using A2, R8 and J rule, FC rule:
R10: SNk| ≡ (r3, r4, T3)

Using R10 and B rule:
R11: SNk| ≡ r4, SNk| ≡ r3

Using A3, R11 and SK rule:
R12: SNk| ≡ GWj↔

SKiSNk (Goal 3).
Using A3, R12 and NV rule:
R13: SNk| ≡ GWj| ≡ GWj↔

SKiSNk (Goal 4).
(iii) Message 3: SNk⟶ GWj: 〈B1, B2〉

Using P⊲X rule:

User Ui inserts the smart card into the reader,
and enters his own IDi and PWi

Smart card send (IDsn, F2, F3) to GWj

Ui is authenticated by gateway node
GWj sends (IDsn, R4, R5, R6) to SNk

SNk generates a random number r5
SNk sends (B1, B2) to GWj

SNk is authenticated by gateway node
GWj sends (R4, R7, R8) to Ui

GWj is authenticated by Ui

Ui GWj SNk

Figure 4: Security authentication and key agreement phase.
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R14: GWj⊲〈〈B1: (T4, r5, Ssn, IDsn, T∗3 , SKi)Ssn
, B2〉〉

Using A5, R14 and MM rule:
R15: GWj| ≡ SNk| ∼ (T4, r5, SKi)

Using A2, R15 and J rule, FC rule, NV rule:
R16: GWj| ≡ SNk| ≡ (T4, r5, SKi)

Using R16 and B rule:
R17: GWj| ≡ r5

Using A2, R17 and SK rule:
R18: GWj| ≡ SNk↔

SKiGWj (Goal 5).
Using A2, R18 and NV rule:
R19: GWj| ≡ SNk| ≡ SNk↔

SKiGWj (Goal 6).

(iv) Message 4:GWj⟶ Ui: 〈R4, R7, R8〉

Using P⊲X rule:
R20: Ui⊲〈〈R4, R7, R8: 〈T5, r4, r5〉r3

〉〉

Using A4, R4, R20 and MM rule:
R21: Ui| ≡ GWj| ∼ (T5, r4, r5)

Using A1, R21 and FC rule, NV rule:
R22: Ui| ≡ GWj| ≡ (T5, r4, r5)

Using A11, R22, B rule and J rule:
R23: Ui| ≡ r4

Using A1, R23 and SK rule:
R24: Ui| ≡ GWj↔

SKi
Ui (Goal 7).

Using A1, R24 and NV rule:
R25: Ui| ≡ GWj| ≡ GWj↔

SKi
Ui (Goal 8).

&e above BAN logic discussion clearly proves the ef-
fectiveness and feasibility of the mutual authentication and
session key protocol among user Ui, gateway node GWj, and
sensor device node SNk.

6. Security Analysis and Discussion

6.1. Security Analysis. In this section, we mainly discuss the
security issues to prove that our protocol is secure for all
related security attacks.

6.1.1. Replay Attack. Assuming that the device authentica-
tion protocol maintains a global clock to synchronize
timestamps against clock synchronization, we can verify
whether it can effectively resist replay attacks and work
smoothly or not. Affected by replay attack, the performance
of the system will decline dramatically. Attackers usually
capture the previously transmitted messages by the sender
entity and resend them to the receiver entity to prove that the
message was sent from the legitimate sender entity. Because
the system timestamp is used in the protocol and the
transmission delay time ΔT will be checked, the protocol
always rejects the replay messages captured by the attacker
due to the invalid transmission delay time. In the protocol,
new random numbers are also used to identify duplicate
messages. &erefore, the protocol proposed in this paper is
resistant to replay attacks.

6.1.2. User Impersonation Attack. According to the at-
tacker’s ability, the attacker can eavesdrop all the transmitted
messages through the public channel during the execution of
the protocol. &e attacker can modify the bugged message
and retransmit it to the user in order to impersonate a valid
user. &e following will prove that the protocol in this paper
provides strong security protection against user simulated
attacks.

We suppose that the attacker eavesdrops on the message
IDsn, F2, F3􏼈 􏼉 and tries to generate another valid message,
which will be authenticated by the gateway. In order to
generate a forged message, the attacker must calculate the
following valid parameters:

F2 � h T2 r3
����

����F1‖ IDg􏼐 􏼑,

F3 � r3‖ T2( 􏼁⊕F1.
(21)

However, the attacker could not calculate the effective
F1 � R3⊕h(HPWi‖ T1), where HPWi � h(r1⊕PWi) as PWi

and r1 are unknown to the attacker. In addition, it is not
feasible to simulate and guess all unknown constraints in
polynomial time. As a result, attackers cannot generate or
guess other valid messages in polynomial time.

6.1.3. Offline User Identity and Password Guessing Attacks.
Assuming that most users use simple IDi and PWi for
identity recognition, it is easy to guess IDi and PWi in
polynomial time. However, during the execution of the
protocol in this paper, the user’s IDi and PWi are protected
by an irreversible one-way hash function. &erefore, the
attacker cannot extract user information IDi, PWi􏼈 􏼉. An
attacker may try to extract multiple parameters such as
R2, R3, F2, F3, R4, R5, B1, and B2 from the offline state of the
user and then guess and verify user’s IDi and PWi. All these
parameters are known to the attacker as follows.

&e attacker finds the constraint parameters F2 and F3 of
the smart card. &e constraint parameters F2 and F3 of the
smart card are defined as

F2 � h T2 r3
����

����F1‖ IDg􏼐 􏼑,

F3 � r3‖ T2( 􏼁⊕F1,
(22)

where HPW∗i � h(r∗1⊕PWi).
From these relationships, it can be clearly seen that PWi

is protected by an irreversible one-way function, and an
attacker cannot extract IDi, PWi, r∗1 , and Sg. If an attacker
tries to guess the constraint parameters, he must guess all
unknown values to verify whether the guessed value is not
feasible in polynomial time. If the identity, password, and
random number are all N characters and the key of the
gateway Sg is M characters, then the probability of guessing
the parameters at the same time is about (1/212N+M)[26].

6.1.4. Sensor Device Node Simulated Attack. According to
our assumption, an attacker can intercept messages during
the execution of the protocol B1B2􏼈 􏼉. After intercepting this
message, the attacker attempts to generate another valid
message that will be verified by the gateway node GWj,
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where B1 � h(T4‖ r5‖ Ssn‖ IDsn‖ T3‖ SKi), B2 � h(r5‖ T 4)⊕
r∗4 . However, an attacker cannot calculate effective inter-
cepted messages without knowing the valid SKi and r5, and
these messages are protected by the one-way hash function.
&erefore, the attacker cannot generate valid other messages.
&erefore, our protocol can resist simulated attacks on
sensor nodes.

6.1.5. Gateway Node Simulation Attack. In the proposed
protocol, the gateway node sends IDsn, R4, R5, R6􏼈 􏼉 and
R4, R7, R8􏼈 􏼉 to the sensor and the user. Using these messages,
both the sensor node and the user can verify the legitimacy of
the gateway node. It is now assumed that an attacker can
intercept these two messages.

(i) Case 1: if the attacker intercepts themessage between
GWj and SNk, namely, IDsn, R4, R5, R6􏼈 􏼉, through
the public channel, where R4 � h(IDsn‖R1‖Ssn ‖r4‖

T3), R5 � (r∗3 ‖T3‖r4)⊕Ssn, and R6 � R1⊕h(IDsn‖h (r

4)‖r∗3 ), the attacker attempts to generate another
message and send it to the sensor node to simulate as
a legitimate gateway. However, the calculation of R4,
R5, and R6, respectively, depends on the random
number r4. It should be noted that due to the ir-
reversible properties of the one-way hash function,
an attacker cannot extract this value. Since Ssn is a
shared key parameter between the gateway node and
the sensor device node, an attacker cannot guess it in
polynomial time.

(ii) Case 2: if the attacker intercepts themessage between
GWj and Ui through the public channel, that is,
R4, R7, R8􏼈 􏼉, where R7 � h(SKi‖R1‖r4‖T5‖R4) and

R8 � (r∗5 ‖r4‖T5‖ )⊕r∗3 , then the attacker tries to
generate another message and transmit it to the user
Ui to impersonate legal gateway. However, the
calculation of R7 and R8 depends on R1 and r4. Also,
it should be noted that the attacker cannot extract
the values generated due to the irreversibility of the
one-way hash function, and these values cannot be
guessed in polynomial time. In addition, the user
terminated the connection due to an invalid mes-
sage. &erefore, if an attacker initiates a gateway
simulation attack, it may be captured.

6.1.6. Long-Term Key Security. &e authentication protocol
uses several keys, such as SBC (private key of BC), Sg (the
private key of gateway node), and Ssn (the shared key be-
tween gateway node and sensor device node). It is worth
noting that in the setup stage, Sg � h(IDg‖SBC) and
Ssn � h(IDsn‖SBC). Because the keys are protected by a one-
way hash function, attackers cannot retrieve them. Similarly,
the key of the gateway node Sg cannot be retrieved.
&erefore, in the protocol of this chapter, all keys are highly
protected.

6.1.7. Mutual Authentication. In this protocol, all entities
will authenticate each other to verify the validity of their

identities before the actual information sharing or retrieval
occurs. During the implementation of the protocol, the
gateway node first authenticates the user’s identity according
to the received login message IDsn, F2, F3􏼈 􏼉, and then the
sensor node uses the message IDsn, R4, R5, R6􏼈 􏼉 received
from the gateway device node to verify the identity of the
gateway node. Similarly, the gateway uses the message
B1, B2􏼈 􏼉 to authenticate the sensor node, and the user uses
the message R4, R7, R8􏼈 􏼉 to authenticate the gateway node.
As a result, all participants involved use their own messages
to authenticate with each other.

6.1.8. Perfect Forward Confidentiality. &is protocol pro-
vides perfect forward secrecy, which means that even if one
of the long-term keys is disclosed, the session key will not be
disclosed. For example, we suppose that the long-term key of
the gateway node is disclosed to the attacker in some way.
&e attacker then attempts to calculate the session key used
in the protocol. Even if the secret key is known, the attacker
cannot calculate the random number used in the protocol
and will not know the shared secret key between the gateway
node and the sensor device node. Because the session key
depends on a random number, the attacker cannot calculate
it. If we assume that the session key used in the protocol has
been destroyed by the attacker, the attacker will try to
calculate the previous session key.&e attacker was unable to
calculate the previous session key because he could not
extract any confidential information from the compromised
session key SKi � h(R∗1 ‖r∗ ∗3 ‖r∗4 ‖ r5). &erefore, our proto-
col has perfect forward confidentiality.

6.1.9. Effective Authentication. In order to prolong the
service life of sensor devices, we hope to reduce the com-
putation cost of sensor and the number of bits it must
transmit. In this paper, we also prove that the computation
cost of authentication messages of sensor nodes is very low
as shown in Table 2. &e bits of transmitted message are also
less as shown in Table 3. In addition, the sensor node first
checks the legitimacy of the user and gateway node by
comparing R∗4 with the received R4 and then performs
further calculation and communication processes, which
prevent the attacker from repeatedly sending false messages
to harm the sensor device node. If the sensor device node
participates in the calculation and communication messages
as the response of the false message, it will cause unnecessary
battery consumption of the sensor device node. &erefore,
the protocol provides effective authentication.

6.1.10. Valid Key Changes. When a user suspects that his
password has been leaked, the registered user will change
their password. &erefore, the protocol proposed in this
paper needs the password change function. Registered users
can change their passwords in the agreement. Users do not
need any support from the gateway node or the registry
during the password change process, which reduces the load
on the channel and also can resist the DoS attack. In ad-
dition, in order to reduce the computation cost, the system
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will verify the correctness of the personal information such
as the identity and password before calculating the new value
with the new password. &erefore, the password change
stage is effective and practical.

6.2. Performance Evaluation

6.2.1. Comparison of Security Performance. We compare the
security performance of the proposed scheme with the
protocols Shi [13], Choi [14], Xue [17], and Kumar [19]. In
Table 4, it can be seen that the protocols of Shi [13] are
vulnerable to several attacks, such as smart card theft and
session key attack. In addition, the protocol of Shi is easy to
expose the anonymity of users. From this table, it is clear that
our proposed protocol provides strong security protection
against related attacks, including user anonymity, password
guessing attack, user sensor simulation attack, internal at-
tack, smart card theft attack, and session key disclosure
attack. Our improved protocol can provide more adequate
security protection, because it can meet all the security
requirements. Our protocol is the only one that can resist all
known attacks and provide all required security functions.

6.2.2. Comparison of Computation Cost. In Table 2, H, S,
and ECC represent the execution time of hash function,
symmetric encryption/decryption, and ECC dot product,
respectively. &e computation amount of user registration is
one-time. &erefore, we do not pay attention to this time.

Due to the resource constrained nature of gateway nodes
and sensor nodes, we find that Shi et al. [13] used elliptic
curve points to calculate authentication messages, and our
protocol mainly uses encryption one-way hash function h,
XOR”⊕”, and connection”‖” operations to provide security
identity authentication. Because the cost of exclusive or and
concatenation is negligible, we only consider the cost of the
hash function. In addition, the computational complexity of
Li [27] can be roughly expressed as (ECC> S> h). As de-
scribed in Li [27], we assume that one-way hash function
(H), symmetric key encryption/decryption algorithm, and
ECC of scalar point of elliptic curve need 0.0005, 0.0087, and
0.063075 seconds respectively. From Table 2, we find that the
computing cost of our protocol is (8H + 7H + 6H) � 21 ×

0.0005 � 0.0105 s, while the computing cost of sensor device
node is 6H � 6 × 0.0005 � 0.003 s. &at is, in our protocol,
the computing cost of sensor node is 28% of the total
computing cost. Table 2 shows that the computation cost of
our protocol is lower than the protocols Shi [13], Choi [14],
Xue [17], and Kumar [19].&erefore, our protocol is suitable
for the security authentication of sensor nodes in themedical
cyber-physical systems, which can save resources and in-
crease service life.

6.2.3. Comparison of Communication Cost. As shown in
Table 3, we compare the communication overhead in this
paper with the methods discussed in Shi [13], Choi [14], Xue
[17], and Kumar [19]. Communication overhead is the total

Table 2: Computation cost.

Shi [13] Choi [14] Xue [17] Kumar [19] Our protocol
Ui 7 H+ 3 ECC 12 H+ 3 ECC 10 H 8 H 8 H
GWi 5 H+ 1 ECC 5 H+ 1 ECC 14 H 9 H 7 H
SNk 4 H+ 2 ECC 7 H+ 2 ECC 6 H 5 H 6 H
Total 16 H+ 6 ECC 24 H+ 6 ECC 30 H 22 H 21 H
Execution time 0.386 s 0.390 s 0.015 s 0.011 s 0.0105 s

Table 3: Communication cost.

Shi [13] Choi [14] Xue [17] Kumar [19] Our protocol
Total communication cost (bits) 2656 3040 2144 1792 1664
Communication cost of sensor devices (bits) 2656 3040 1440 800 832
Sensor device cost (%) 100 100 67.16 44.64 50

Table 4: Comparison of security requirements.

Shi [13] Choi [14] Xue [17] Kumar [19] Our protocol
User anonymity × × × √ √
Resist smart card theft attack × × × √ √
Resist session key attack × √ √ √ √
Resist sensor energy consumption × √ √ × √
Resist internal attacks √ √ × √ √
Resist offline password guessing √ √ × √ √
Resist replay attacks √ √ √ √ √
Resistance to man in the middle attacks √ √ √ √ √
Resist user counterfeiting attack √ √ √ √ √
Mutual authentication √ √ √ √ √
Key agreement between user and sensor √ √ √ √ √
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number of bits required for transmission during the login
and authentication stages. Now, we assume that the par-
ticipants’ identities, random numbers, and timestamps are
32 bits, the results of AES are 512 bits, the ECC points are 320
bits, and the message digests of SHA1 are 160 bits. It can be
seen from the results that the total communication cost of
our scheme is the lowest, and the cost of sensor devices is
low, which can keep the sensor devices active for a long time.

7. Conclusions and Future Works

In this paper, a security authentication model of medical
cyber-physical systems based on blockchain is proposed, and
the process of data collection and transmission is described
in detail. &en, we propose an authentication scheme of
sensor devices. &e process includes system initialization,
user registration, user login, security authentication and key
negotiation, password change, and adding sensor nodes.
Finally, we analyze the availability and security of the
proposed scheme.

Compared with the traditional device identity authenti-
cation scheme, this scheme has the following advantages: first,
taking the blockchain node as the authentication third party
can solve the untrustworthy problem of the third party and
also can resist the attacker’s attack on the third party’s data
center to prevent data leakage. Second, the authentication
scheme can be adapted to device nodes with different com-
puting, transmission, and storage capacities. At the same time,
it can also save the energy consumption of device nodes and
increase the service life. &ird, the device nodes can be added
dynamically. Because the transaction speed of alliance chain is
fast, each node has its own private key, the transaction cost is
not high, and it cannot be tampered with. However, due to the
multiple data types and high complexity of data transactions in
the device nodes of the medical cyber-physical systems, and
with the needs of the use process, the device nodes need to be
added to collect new data. &e medical institutions can be
connected with the alliance chain, which can provide an in-
novative way for the medical cyber-physical systems archi-
tecture and make the system efficient, safe, and traceable.

Although our scheme has made some progress in the
research of device identity authentication, there are still
some shortcomings of our work. &e following problems
need further research:

(1) A new security authentication protocol for sensor
devices in the medical cyber-physical systems is
proposed in this paper, which is used to authenticate
legitimate users and sensor devices. &e protocol
realizes the security requirements of authentication
process at a lower cost and saves the cost of devices
life. Mutual authentication and key establishment
can also be completed. In the future, we hope that the
scheme of device security authentication can be
extended to other application fields to complete the
device security authentication with the blockchain
technology.

(2) &e security authentication scheme proposed in this
paper is based on the blockchain technology.

However, we only analyze the security and effec-
tiveness of the scheme in theory and realizes the
simple construction of medical alliance chain. In
further, we can use the Hyperledger Fabric to
complete more rigorous experimental simulation
[28]. &e open platform of Hyperledger Fabric,
which is open-source and free of charge, provides a
modular and scalable architecture and can be used in
various industries from banking and health care to
supply chain.

Data Availability

No data were used to support the findings of this study.
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)e blockchain technology achieves security by sacrificing prohibitive storage and computation resources. However, in mobile
systems, the mobile devices usually offer weak computation and storage resources. It prohibits the wide application of the
blockchain technology. Edge computing appears with strong resources and inherent decentralization, which can provide a natural
solution to overcoming the resource-insufficiency problem. However, applying edge computing directly can only relieve some
storage and computation pressure.)ere are some other open problems, such as improving confirmation latency, throughput, and
regulation. To this end, we propose an edge-computing-based lightweight blockchain framework (ECLB) for mobile systems.)is
paper introduces a novel set of ledger structures and designs a transaction consensus protocol to achieve superior performance.
Moreover, considering the permissioned blockchain setting, we specifically utilize some cryptographic methods to design a
pluggable transaction regulation module. Finally, our security analysis and performance evaluation show that ECLB can retain the
security of Bitcoin-like blockchain and better performance of ledger storage cost in mobile devices, block mining computation
cost, throughput, transaction confirmation latency, and transaction regulation cost.

1. Introduction

Since Satoshi Nakamoto invented Bitcoin in 2008 [1], the
blockchain technology has gained considerable interest and
adoption in multiple fields, such as economics, cryptogra-
phy, and mathematics. Blockchain makes it possible to
process the online trade among mutual distrust parties. )e
security of the blockchain technology is achieved by sacri-
ficing prohibitive computation and storage resources to
jointly maintain a unique transaction ledger. However, most
mobile systems are underresourced due to weak mobile
devices. As a result, it is a matter of great difficulty to apply
the blockchain technology to mobile systems. Some details
are shown as follows:

On the one hand, each miner contributes immense
computation effort to painstakingly solve a cryptographic
problem, i.e., the proof of work (PoW) problem. Only the

miner who first succeeds in solving the PoW problem can
pack some transactions into a new valid block and append to
the longest ledger. Generally, the mining machines, such as
ANTMINER S9 Hydro, reach up to 18TH/s [2], while the
hash rates of the normal mobile devices are just at the MH/s
level. According to the statistics, Bitcoin alone is estimated to
use tens of Terawatt hours per year, which is enough to
power a mid-sized country. It indicates that most normal
mobile devices cannot undertake the mining work because
of their limited computational power.

On the other hand, each miner has to maintain an entire
copy of the transaction ledger, i.e., every transaction record
from the beginning of time. Storing the entire blockchain
ledger requires a remarkable amount of storage capacity.
Take Bitcoin as an example; the total size of a local ledger
reached more than 380GB on February 18, 2021 [3]. And, it
is growing at a rate of around 70MB per day. It is not feasible
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for a normal mobile device to store such a large-size ledger.
Table 1 shows some ledger growth information in several
different blockchain systems.

In conclusion, most mobile devices are unable to provide
such computation and storage capacities to meet the re-
quirements for working as miners. )e aforementioned
issues must be solved to popularize the blockchain appli-
cations in mobile systems.

Edge computing appears with inherent decentralization
and strong resources, which can provide a natural solution
to overcoming the aforementioned resource-insufficiency
situation [7, 8]. As Abbas et al. pointed out in [9], edge
computing is now a promising technology in the 5G mobile
environment. Each edge node locates close to the end de-
vices at the edge network and can provide sufficient ca-
pacities of storage, computation, and networking to support
the mining work. )at is, edge computing relies on edge
nodes to create services that are distributed across edge
domains. )us, constructing a lightweight blockchain sys-
tem based on edge computing is a natural and appropriate
way to make the blockchain technology widely used in
practical mobile systems.

1.1.Challenge. )edirect integration of blockchain and edge
computing can only relieve some storage and computing
pressure at end mobile devices. But first, the end devices do
not always work as completely light nodes. )ey usually are
interested in some types of transaction information, maybe
related to their jobs, life, or something else. )ey often want
to store some transactions as well. Second, there are some
other open problems, such as improving the transaction
confirmation latency, throughput, etc. )ese performance
metrics must be optimized when applying the blockchain
technology to mobile systems. It is a paradox. )e reason is
that, on the one hand, the high transaction confirmation
latency and low throughput are caused by the computation-
intensive consensus protocol itself. On the other hand, the
computation-intensive consensus protocol is a key to
maintaining the security and stability of blockchain systems.

To sum up, the challenge is how to solve this paradox to
achieve both light weight at end mobile devices and superior
performance regarding transaction confirmation latency
and throughput.

Some related works have been done so far. Cebe et al. [10]
proposed an integrated lightweight blockchain framework for
forensic applications of connected vehicles, abbreviated as
Block4Forensic. In Block4Forensic, each node maintains a
shared ledger and a fragmented ledger. )e shared ledger
stores hash values. )e fragmented ledger stores some
transactions attracted by the corresponding participant. Liu
et al. [11] proposed a mobile edge-computing-enabled
wireless blockchain framework where the computation-in-
tensive mining tasks could be offloaded to the nearby edge
nodes and the cryptographic hashes of blocks could be cached
in the edge servers. Chen et al. [12] proposed a multi-hop
cooperative and distributed computation offloading algo-
rithm that considered the data processing tasks and the
mining tasks together for blockchain-empowered Industrial

Internet of)ings (IIoT). Lei et al. [13] proposed Groupchain,
a novel scalable public blockchain of a two-chain structure
suitable for fog computing. To some extent, Groupchain
overcomes the scalability challenge of blockchain’s integra-
tion with fog computing. Eyal et al. [14] proposed Bitcoin-
NG, a Byzantine fault-tolerant blockchain protocol. It de-
couples Bitcoin’s blockchain operation into leader election
and transaction serialization. It introduces high generation
frequency of micro-blocks for transaction commitment. Ta-
ble 2 shows the advantages and disadvantages of these works.
)ese works give us great inspiration to study the blockchain
application problems.)ere are also some other related works
[15–17]. All these works can only solve part of the afore-
mentioned challenges.

1.2. Contributions. )e main contributions are summarized
as follows:

(1) We propose a novel lightweight blockchain frame-
work based on edge computing (ECLB) for mobile
systems. It takes edge nodes as miners, to relieve
some storage and computation pressure at end
mobile devices. As for the mobile devices, we in-
troduce the fragmented ledger structure [10], to let
them obtain the transaction information of interest.
In this proposed ECLB framework, edge computing
and blockchain technology complement each other,
whichmakes the blockchain technology applicable in
mobile systems.

(2) Under the ECLB framework, we reform the block
structures into leader block and transaction block.
)e leader blocks are used to record leader nodes,
who succeed in solving the PoW puzzles. )e
transaction blocks are used to record the transaction
history via most edge nodes’ signature assurance.
Such a structure optimizes the blockchain metrics,
including throughput and transaction confirmation
latency.

(3) Considering the popular permissioned blockchain
settings, we specifically utilize symmetric encryption
algorithm and ciphertext-policy attribute-based en-
cryption (CP-ABE) scheme [18] to design a plug-
gable regulation layer. It is a secure solution for
supervising the transaction behaviors. Note that due
to the low efficiency, the CP-ABE schemes cannot be
readily adopted. Here, in order to meet the re-
quirement of high efficiency, we combine CP-ABE
with symmetric encryption algorithm to improve the
regulation efficiency.

Table 1: Ledger growth information in several different blockchain
systems, according to the statistics on February 18, 2021 [3].

Blockchain Block interval Block count Ledger size (GB)
Bitcoin [1] 10m·45 s 671,200 382.04
Ethereum [4] 13.3 s 11,884,711 608.20
Bitcoin cash [5] 10m·40 s 675,436 184.14
Litecoin [6] 2m·28 s 2,003,322 40.64
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(4) We analyze the security to demonstrate that our
ECLB achieves fault tolerance, high security level
with 16 edge nodes, Sybil attack resistance, double-
spending attacks resistance, and chosen-plaintext
attack (CPA) resistance. We also conduct perfor-
mance evaluation, demonstrating that ECLB ach-
ieves lower cost of ledger storage and block mining
computation, and better throughput, transaction
confirmation latency, and regulation efficiency.

1.3. Structure of the Paper. )e rest of the paper is organized
as follows: Section 2 presents the preliminaries. Section 3
presents our ECLB system model. Section 4 presents our
ECLB protocol design. Sections 5 and 6 formally analyze the
security and experimentally evaluate the performance of our
ECLB. Section 7 reviews the related works. Section 8 dis-
cusses the solution to the blockchain fork problems. Finally,
Section 9 concludes this paper.

2. Preliminaries

We briefly review the blockchain technology and the CP-
ABE scheme.

2.1. Blockchain. Blockchain was invented by Satoshi
Nakamoto in 2008 to serve as the public transaction ledger of
the Bitcoin cryptocurrency [1]. )e ledger records a con-
tinuously growing list of transactions, called blocks, which
are linked by the cryptographic hash of the previous block.
)e general structure of the block and the blockchain is
shown in Figure 1.

A blockchain is typically managed by a peer-to-peer
(P2P) network collectively following a predefined consensus
protocol. Each miner contributes a large amount of com-
putation energy for packing transactions into a new block,
i.e., the consensus procedure or mining tasks. As we know,
PoW is a frequently and widely used consensus protocol,
such as in the Bitcoin systems. PoW requires a complicated
computational process for packing transactions. It is a
random process where a lot of trials and errors are required
on average before a PoW solution is generated. In PoW, all
the miners have to use different nonces and calculate the
hash value of the constantly changing block header con-
tinuously, until the calculated hash value is not greater than a

given value. When one node obtains the target, all other
nodes must mutually confirm the correctness of the value.
Finally, a new block is generated. )e flow of new block
generation procedures is shown in Figure 2. A new block is
determined in a round.

)e characteristics of the blockchain technology are
listed as follows:

(i) Decentralization: the blockchain is built on a P2P
network, which is naturally decentralized. All par-
ticipating nodes have the same copy of the block-
chain ledger.

(ii) Immutability: once a block is written to a block-
chain, the information cannot be altered.

(iii) Authenticity: users can trust that transactions will
be executed exactly as the protocol comments.)us,
the transaction data in blockchain ledger are all
authentic.

(iv) Pseudonymity: blockchain uses a pseudo-identity
mechanism. Each user can generate as many
pseudo-identities as he/she likes to increase identity
privacy.

Obviously, it should reduce the pressure of both ledger
storage and block mining computation to design a
thoughtful lightweight blockchain system. Simultaneously,
the scalability is also an important factor to measure a
blockchain system. Scalability itself includes two important
metrics: throughput and transaction confirmation latency.

2.2. CP-ABE. )e CP-ABE scheme was proposed to achieve
fine-grained access control [18]. In CP-ABE, a user’s secret
attribute key is associated with an attribute set. )e ci-
phertext of a message is associated with an access policy. A
user will succeed in decrypting a ciphertext if and only if the
user’s attribute set matches the access policy associated with
the ciphertext.

)e CP-ABE scheme consists of four algorithms [18]:

(i) CPABE.Setup(1λ)⟶ MK, PK: it takes the security
parameter 1λ as input, and outputs a master key MK
and a public key PK.

(ii) CPABE.Encrypt(T, m, PK)⟶ CT: it takes as input
an access policy treeT over the universe of attributes,
a message m, and the public key PK, then encrypts m

Table 2: Advantages and disadvantages of some existing works.

Research Advantages Disadvantages

[10] Make each end device to maintain a fragmented ledger, to reduce the
storage pressure

Does not consider improving the transaction
throughput and confirmation latency[11] Offload the computation-intensive mining tasks to nearby edge-

computing nodes

[12] Disburden the data processing tasks and mining tasks from end devices
to edge servers

[13] Employ a leader group to optimize the transaction throughput and
confirmation latency Does not consider reducing the ledger storage pressure

at end devices[14] Decouple Bitcoin’s blockchain operation into leader election and
transaction serialization to achieve scalability
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as a ciphertext CT, such that only a user that pos-
sesses a set of attributes that satisfies the access tree T

will be able to decrypt the message m.
(iii)CPABE.KeyGenerate(PK,MK, Au)⟶ SKu: it
takes as input the public key PK, the master key MK,
and a user’s attribute set Au, then outputs the user’s
secret attribute key SKu.
(iv)CPABE.Decrypt(PK,CT, SKu)⟶ m: it takes as
input the public key PK, the ciphertext CT of a
messagem, and a user’s secret attribute key SKu, then
outputs the message m if the user’s attribute set
satisfies the access policy tree associated with CT.

3. System Model

)e conception model of our ECLB framework is shown in
Figure 3. It mainly consists of the following four layers:

(1) Cloud data center layer: it is in charge of storing
encrypted transaction information specifically for
the permissioned blockchain setting.We assume that
the cloud data center is honest but curious. )at

means, it acts in an honest fashion and correctly
follows the designated protocol specification.
However, it is curious to infer and analyze the stored
data to harvest additional information to gain illegal
profits.

(2) Edge nodes layer: each node on this layer undertakes
the mining work as a blockchain miner node, i.e.,
solving the PoW puzzles and storing an entire copy
of the blockchain ledger. Each edge node i has a
public/private key-pair (pki, ski). It is either honest
or Byzantine. Byzantine nodes do not follow the
consensus protocol accidentally or maliciously. It
means that they might fail to join the consensus or
collude to attack the whole network. Assume that
there are n edge nodes, these n nodes are well
connected in a P2P network, and the number of
Byzantine nodes is f, where n≥ 3f + 1 is required in
our model [13].

(3) End devices layer: it consists of some traditional PC
or mobile computing end devices, such as laptop,
smart phone, etc. )ey usually provide weak ca-
pacities of computing, storage, and networking.
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Hence each end device only stores a fragmented
ledger [10], consisting of the copy of the block
headers and some transaction records of interest.
End devices are usually too weak to be miners. )ey
only download some transaction information of
interest from nearby edge nodes. )us, they can be
trustworthy or not, which has no effect to the whole
network.

(4) Regulator layer: it consists of some regulators and a
trusted authority (TA). )is layer is designed spe-
cifically for the permissioned blockchain setting.
On the one hand, the regulators request to gain the
transaction data in cloud to carry out trading
regulation. On the other hand, considering the
transaction privacy preservation, only the regula-
tors are allowed to get the transaction data. And,
they are not allowed to get the data outside of their
privileges. )us, the regulators are assumed to be
honest but curious. )e TA is in charge of con-
trolling the access privilege, i.e., authorizing the
access privilege only to the regulators. )e TA is
assumed to be trustworthy.

4. ECLB Protocol Design

In this section, we will describe our ECLB protocol design in
detail, including three parts: transaction ledger storage,
transaction packing and confirmation, and transaction
regulation. Somemajor notations used in our ECLB protocol
are shown in Table 3.

4.1. Transaction Ledger Storage. In real applications, the edge
nodes are located close to the end mobile devices, and have
much stronger storage and computation capabilities compared
with the end mobile devices. )us, we take the edge nodes as
blockchain miners and the edge devices as light nodes.

Specifically, in our framework, there are two chains: a
leader chain and a transaction (Tx) chain. )ere are two
kinds of blockchain ledgers: full ledger and fragmented

Cloud 
data 

center 
layer 

Regulator

TA

Regulator
layer

Regulator

Regulator

End
devices

layer

Fragmented
ledger

Fragmented
ledger

Fragmented
ledger

Fragmented
ledger

Tx3 Tx5 Tx2Tx1

Edge
nodes
layer

Leader ledger
and Tx ledger

Leader ledger
and Tx ledger

Figure 3: Our ECLB model.

Table 3: Some major notations used in our ECLB protocol.

Notations Description
Nodei )e i-th edge node
(pki, ski) )e public and private key pair of Nodei

n )e number of edge nodes
bt )e candidate transaction block generated at time t

Sign(·, ·) A signing algorithm

Verify(·, ·)
A signature verification algorithm corresponding to

Sign(·, ·)

si
t Nodei’s signature on bt, i.e., si

t � Sign(ski, bt)

UTXO )e unspent transaction output (UTXO) set
vrt )e verification result of the candidate block bt

APT An access policy tree
PK A public key in the regulator layer

MK A master key of the trusted authority in the regulator
layer

key A symmetric key
CTkey )e ciphertext of key
SE(·, ·) A symmetric encryption algorithm
SD(·, ·) A symmetric decryption algorithm
txi )e i-th transaction record
CTXi )e ciphertext of the transaction record txi
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ledger. )e full ledger records the identities of both the
leaders and the transaction history, by packing the public
keys of the leaders and the transaction records. )e frag-
mented ledger records the block headers of the full ledger
and some transaction records attracted to the corresponding
end mobile devices. Obviously, the fragmented ledger [10] is
specifically introduced for the end devices. Each edge node
stores an entire copy of the full ledger. )e structure of the
transaction ledger storage is described in Table 4.

As their name imply, the leader chain packs the public
keys of the leader, while the Tx chain packs the whole
transaction records.)e ledgers produced by both the leader
chain and the Tx chain form the full ledger. All the block
headers in the full ledger and a part of the transactions
packed by the Tx chain form the fragmented ledger. Obvi-
ously, the size of the fragmented ledger is much smaller than
that of the full ledger. )e edge nodes play the role of miner
nodes, and thus are responsible to store the full ledger. )e
end mobile devices only need to store the fragmented ledger,
due to their weak resources. )us, they play the role of light
nodes. Nevertheless, they still can obtain the transaction
information since the fragmented ledger maintains a part of
transactions.

4.2. Transaction Packing and Confirmation. Section 4.1 in-
troduces lightweight ledger storage at end mobile devices. In
this part, we will describe the scalability optimization and
lightweight mining computation.

Inspired by [13, 14], we construct a leader group to
achieve high scalability. )e edge nodes participating in the
mining work form the leader group. Assume that there are n

edge nodes (i.e., miners) that collectively commit transac-
tions via new blocks, and at most (n − 1)/3 of them are
Byzantine nodes.

In our ECLB, there are two chains growing in parallel: a
leader chain and a transaction (Tx) chain, as shown in
Figure 4. For convenience, we simply call the blocks in the
leader chain leader blocks, and the blocks in the Tx chain Tx
blocks. )e leader chain is used to record which edge node
competes successfully for serving as a leader.

In our ECLB, first each edge node tries to solve a PoW
problem to mine a leader block for competing for being a
leader. )e leader block packs its own public keys and the
corresponding reward coinbase. Once an edge node wins,
denoted as Nodei, a new leader block will be generated and
broadcast to all the other edge nodes. Nodei chooses and
packs some new transactions into a Tx block by embed-
ding its signature as assurance. In parallel, all the edge
nodes still can work on solving another PoW problem to
compete for being a leader. Once another edge node wins,
denoted as Nodej, Nodej will be a new leader and the
aforementioned procedures are repeated. Note that an
edge node can be a leader in succession, i.e., i � j may
happen. We can see that only the leader has the right to
pack new transactions.

Now we present the aforementioned transaction packing
and confirmation process, as follows:

(1) To compete for being a leader, each edge node works
on mining a leader block by solving a PoW problem.
Once an edge node succeeds in solving the PoW and
gets a valid leader block, it immediately broadcasts
the leader block to all the other edge nodes. Assume
that Nodei is the winner. All the other nodes check its
validity and append the leader block to the local
leader chain if it is valid. In parallel, all the edge
nodes still can work on mining a new leader block
based on the latest leader chain, for replacing the
original leader.

(2) )e leader, i.e., the winning edge node Nodei, first
packs a set of new transactions, then computes a
signature si

t, and finally generates a corresponding
new candidate Tx block bt and broadcasts bt to the
other edge nodes. )e candidate Tx block generation
algorithm is shown in Algorithm 1.

(3) Once receiving a candidate Tx block bt generated by
the leader, each other edge node Nodej verifies bt

based on the signatures and UTXOs, where
j � 1, 2, . . . , i − 1, i + 1, . . . , n. )e verification algo-
rithm of the candidate Tx block is shown in Algo-
rithm 2. If Nodej verifies that the candidate Tx block
is valid, it will sign the candidate block bt as
s

j
t � Sign(skj, hash(bt)), and broadcast s

j
t to other

nodes.
(4) All the edge nodes collect the signed block from each

other edge node. If an edge node obtains the signed
block bt from 2/3 supermajority, meaning that all the
edge nodes agree on the candidate block bt, then bt

will be appended to the Tx chain.
(5) Repeating steps (2)–(4) until another leader block is

generated. )at is, during the steps (2)–(4), in par-
allel, all the edge nodes work on solving a PoW
problem and mining a new leader block to compete
for being a leader.

)e transaction packing and confirmation processes are
shown in Figure 5, assuming that the edge node Node0 is the
leader who is the first to succeed in solving PoW, Node3 is
faulty.

4.3. Transaction Regulation. In public/permissionless
blockchain systems, any transaction information is available
to any entity in the network, which provides much con-
venience to the regulator department. However, in the
permissioned blockchain, only the blockchain member
nodes are allowed to obtain the transaction information.
Hence, an interface of reading the Tx ledger needs to be set
for outside regulator department. To this end, we will design
a transaction regulation protocol specifically for the per-
missioned blockchain setting.

Considering the requirements of both privacy preser-
vation and secure regulation, we will employ the CP-ABE
scheme to realize secure sharing of the transaction records
with legal regulators. However, the CP-ABE scheme is
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Table 4: Transaction ledger storage at edge nodes and end devices.

Roles Node types Ledger types Ledger contents
Miner nodes Edge nodes Full ledger )e public keys of the leaders and the whole transaction records
Light nodes End mobile devices Fragmented ledger )e block headers and some transactions of interest

time
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Block height Sign (skj,. )

Sign

Figure 4: Two-chain structure of ECLB.

Input:
Tx{ }new: )e set of new transactions;
PreHash: Hash of previous block header;
t: Timestamp;
ski: Secret key of the leader;

Output:
bt: Candidate block;

(1) Select a set of valid transactions from Tx{ }new, denoted as Tx{ }t;
(2) Set body← Tx{ }t;
(3) Construct a Merkle hash tree MT over Tx{ }t, and denote its root hash as NowHash;
(4) Increase blockHeight by blockHeight←blockHeight + 1, where blockHeight represents the block height and sets zero in the

genesis block;
(5) Compute a signature si

t � Sign(sk i, hash(blockHeight‖t‖PreHash‖NowHash));
(6) Set header← blockHeight, t,PreHash,NowHash, si

t􏼈 􏼉;
(7) Set bt←header, body;
(8) return bt;

ALGORITHM 1: Candidate Tx block generation.
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notoriously inefficient in encryption and decryption. To
solve this problem, we will utilize the key encapsulation
mechanism to improve the efficiency [19, 20]. First, the
central control of the permissioned blockchain encrypts a
symmetric key key using the CP-ABE scheme. )en, key is
shared with all the edge node members and repeatedly used
to encrypt the valid and newly packed transaction records.
Last, only the designated data consumers, i.e., valid regu-
lators, can succeed in decrypting the key, and further
decrypting the transaction records by the key. As a result, the
transaction records are stored in ciphertext format in cloud

server and can only be accessed by the legal regulators. )e
detailed transaction regulation protocol consists of the
following steps:

(1) )e central controller of the permissioned block-
chain generates a symmetric key key and determines
an access policy tree APT. )en, it calls the
CPABE.Encrypt algorithm to encrypt key under
APT, as

CTkey � CPABE.Encrypt(APT, key, PK) (1)

Input:
bt: A candidate Tx block;
UTXO: )e UTXO set;
pki: )e public key of the current leader node;

Output:
vrt: Verification result;

(1) Initialize vrt←vali d;
(2) Obtain the leader’s signature si

t from bt;

(3) Obtain the blockHeight||t||PreHash||NowHash from bt and compute h � hash(blockHeight||t||PreHash||NowHash);
(4) Verify the signature si

tby computing h′←Verify(pki, si
t);

(5) if h′ ≠ h then
(6) Set vrt←invali d;
(7) return vrt;
(8) end if
(9) Get the transaction set from bt, denoted as Tx{ }t;
(10) for tx ∈ Tx{ }t then
(11) Check validity of tx based on UTXO;
(12) if tx is invalid then
(13) Set vrt←invali d;
(14) return vrt;
(15) end if
(16) end for
(17) return vrt;

ALGORITHM 2: Candidate transaction block verification.

Broadcast 
new leader 

block
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broadcast 
new tx block

Verify&
sign&

broadcast
Edge
node 0

Edge
node 1
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node 2

Edge
node 3
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Verify&
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broadcast

Figure 5: )e flowchart of the transaction packing and confirmation protocol.
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CTkey is outsourced to the cloud for storage. In
addition, the central controller sends the symmetric
key key to all the edge nodes.

(2) A regulator requests a secret attribute key SKu from
the trusted authority (TA) in the regulator layer. )e
TA calls the CP-ABE’s key generation algorithm to
compute

SKu � CPABE.KeyGenerate PK,MK, Au( 􏼁 (2)

where Au is the regulator’s attribute set. SKu is sent to
the corresponding regulator.

(3) )e regulator downloads the key ciphertext CTkey
from the cloud, and uses his or her secret attribute
key SKu to decrypt the symmetric key key, i.e.,

key � CPABE.Decrypt PK,CTkey, SKu􏼐 􏼑 (3)

If his or her attribute set Au satisfies the access policy
tree APT, he or she will obtain key, otherwise null.

(4) Once a new Tx block bt is committed, the corre-
sponding leader uses the symmetric key key to
symmetrically encrypt each transaction record txi of
bt as

CTXi � SE key, txi( 􏼁, (4)

where SE(·, ·) represents a symmetric encryption.
Each CTXi is outsourced to the cloud server. )is
step is repeated with each new committed Tx block.

(5) )e regulator downloads the transaction ciphertext
CTXi from the cloud, and symmetrically decrypts it
by key to obtain the plain transaction records, i.e.,

txi � SD key,CTXi( 􏼁, (5)

where SD(·, ·) is the symmetric decryption algorithm cor-
responding to SE(·, ·).

Note that the aforementioned steps (1) and (3) are,
respectively, one-time computation during the symmetric
key’s life cycle. It can be set very long until key is leaked. Step
(2) is also a one-time computation for each regulator. Hence,
the online computation cost of this transaction regulation
module mainly depends on steps (4) and (5).)ese two steps
are symmetric encryption and decryption, which are effi-
cient obviously. )us, the real-time transaction regulation is
well supported in our ECLB.

In conclusion, we design an efficient transaction regu-
lation module specifically for the permissioned blockchain
setting, by combining the CP-ABE scheme with the key
encapsulation mechanism. )is transaction regulation
module preserves the transaction privacy preservation and
simultaneously supports efficient regulation required by the
practical government department.

5. Security Analysis

In this section, we will provide some security analysis, in-
cluding fault tolerance, the least number of edge nodes to

reach a high security level, Sybil attack, double-spending
attack, and chosen-plaintext attack (CPA).

5.1. Fault Tolerance. )e security of fault tolerance is ana-
lyzed by proving the following theorem.

Theorem 1. 1e edge nodes guarantee fault tolerance, if the
number of Byzantine edge nodes f is no more than (n − 1)/3,
i.e., n≥ 3f + 1, where n is the total number of edge nodes.

Proof. Assume all the edge nodes are divided into three
disjoint sets, i.e., H1, H2, B, where H1 and H2 represent two
sets of honest edge nodes and B are all Byzantine nodes.
)us, we have

H1
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌 + H2
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌 +|B| � n, (6)

and for the worst case,

|B| � f. (7)

If the Byzantine edge nodes in B want to change the
system status, they need to first mine a leader block to
propose a consensus process. In this way, malicious nodes
can gain agreement from supermajority edge nodes. To win
this attack, it requires

H1
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌 +|B|≥ n − f, (8)

H2
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌 +|B|≥ n − f. (9)

By simplifying equations (6)–(9), we can get

f≥ n/3. (10)

)erefore, all the edge nodes are able to guarantee fault
tolerance if the number of Byzantine members f is no more
than (n − 1)/3, i.e., n≥ 3f + 1. □

5.2. 1e Number of Edge Nodes. We assume that each edge
node is either honest or Byzantine, and the mining is a fair
game. Let p be the probability of that an edge node is
Byzantine. As mentioned in Section 5.1, there are less than
f � (n − 1)/3 Byzantine edge nodes. )us, using the cu-
mulative binomial distribution, the security probability of
the leader chain is computed as

P[X≤f] � 􏽘

f

k�0

n

k
􏼠 􏼡p

k
(1 − p)

n− k
. (11)

Considering that in the Bitcoin, the recommended 6-
block-confirmation is calculated under p � 0.1 and security
level ≥0.99, we will set the same adversary probability and
security level. )e leader chain ensures the same security as
long as there are not less than 16 edge nodes, as shown in
Figure 6. It means that as long as our ECLB framework is
configured with no less than 16 edge nodes, the security level
≥0.99 can be guaranteed.

Security and Communication Networks 9



5.3. Sybil Attack. Sybil attacks [21] allow a malicious par-
ticipant to subvert a peer-to-peer network by creating many
pseudonymous identities in order to work as multiple dis-
tinct nodes.

By using PoW to compete for being a leader, the leader
chain has a natural ability to resist Sybil attacks. Recall that
once an edge node becomes a leader, it is the only one to be
allowed to broadcast blocks. In order to become a leader, it
must solve a PoW problem, which is extremely computa-
tionally intensive. PoW raises the cost of creating a new
leader identity. )us, it mitigates Sybil attacks, wherein
security property is guaranteed by the leader chain.

5.4. Double-Spending Attacks. In the leader chain, any edge
node checks the collective signatures of a Tx block, in which
a supermajority (i.e.1/2) of the edge nodes permit its validity.
In other words, the Tx chain is under the supervision of all
the edge nodes instead of a single leader. )us, a double-
spending attacker will have no chance to use the same
coin(s) to issue two (or more) transactions [22]. Moreover,
in this respect, 0-block-confirmation services can be pro-
vided for clients in a secure way.

5.5. Chosen-Plaintext Attack (CPA). We first give Definition
1 of CPA security of our ECLB protocol. We then dem-
onstrate the CPA security of our ECLB protocol by proving
)eorem 2.

Definition 1. Our ECLB protocol is CPA secure if the
transaction regulation protocol is CPA secure.

Theorem 1. Our ECLB protocol is CPA secure.

Proof. We reduce the CPA security proof of our ECLB
protocol to that of the transaction regulation protocol. As we
know, there are some efficient and symmetric encryption
algorithms that are secure against CPA, such as AES and
DES. Hence, whether the transaction regulation protocol is
secure against CPA depends on the indistinguishability of
the symmetric key’s ciphertext against CPA. )e indistin-
guishability of the symmetric key key’s ciphertext is

guaranteed by the CPA security of the traditional CP-ABE
scheme [18]. )us, it proves that the transaction regulation
protocol is secure against CPA. Finally, according to Defi-
nition 1, our ECLB protocol is also CPA secure. □

6. Performance Evaluation

6.1. Implementation. We extend the Bitcoin Simulator [23]
to implement the key elements of the transaction packing
and confirmation process for performance analysis, with the
absence of Byzantine nodes. )e transaction regulation
protocol is implemented using the Java Pairing-based
Cryptography (JPBC) library [24]. )e experimental ma-
chine is configured with Intel(R) CORE(TM)2 Duo CPU
E8400 @ 3.00GHz and 8.00G RAM. In addition, we sim-
ulate the broadcast, sign, and verify procedures by imposing
a latency of 100ms for each edge node [13]. )e reason is
that the network topology is almost a complete graph, and
the broadcast procedure is very fast.

6.2. Ledger Storage. We set the size per transaction at around
256 bytes, and the size per block at 1MB. )us, one block
contains around 4000 transactions. In Bitcoin, each full
node, i.e., miner, stores the entire transaction ledger, while
each light node stores only the block headers. In ECLB, each
edge node stores the entire leader ledger and transaction
ledger, while each end mobile device stores the fragmented
ledger, i.e., only all the block headers and some transaction
of interest. Note that the leader ledger is very small com-
pared with the transaction ledger, since only one leader
block is mined after around every 1500 transaction blocks.
Hence, we speculate that the ledger storage cost at an edge
node in ECLB is almost as high as that at a full node in
Bitcoin. )e ledger storage cost at the end mobile device in
ECLB will be slightly higher than that at the light node in
Bitcoin but much lower than that at the full node and the
edge node.

Figure 7 actually demonstrates the aforementioned
speculation, where “x% ToI” represents an average x%
percentage of transactions stored by each end mobile device.
)e ledger storage cost at light node of Bitcoin is too small to
be shown. Even though the ledger storage cost at end devices
is slightly higher than that at light node in Bitcoin, for 3.6 ×

106 transactions, it costs around 86MB to store the frag-
mented ledger at the end device with 10% transaction of
interest. )us, our ECLB achieves lightweight ledger storage
at end mobile devices.

6.3. Block Mining. In Bitcoin, each miner needs to solve a
PoW problem for mining a new block. While in our ECLB,
only the leader block is mined through solving a PoW
problem. All the Tx blocks are created by only the corre-
sponding signatures, which is much lighter than solving a
PoW problem. Most importantly, the leader block mining
and the Tx block creation procedures are executed in par-
allel. )us, our ECLB holds lightweight and efficient block
mining process. Figure 8 shows the block mining time with
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different number of transactions. It sufficiently demonstrates
that our ECLB provides lightweight and efficient block
mining.

6.4.1roughput. We set block frequency to 1 per 10 minutes
for Bitcoin and the leader block frequency as the same.
Obviously, the throughput of our ECLB is shown by only the
Tx chain. We test the throughputs with different block sizes.
Figure 9 shows the experimental results. We observe that our
ECLB achieves much higher throughput than Bitcoin of 100
times on average.

6.5. Transaction Consensus Latency. Since the transaction
commitment is submitted through the Tx chain, we only
consider the transaction block commitment among the edge
nodes for the transaction consensus latency. To see the

scalability of ECLB’s consensus process in terms of the
number of edge nodes, we set the transaction block size to
1MB, which is the maximum block size in current Bitcoin.
In Bitcoin, the consensus latency is the time for at least 50%
nodes to receive a block. Groupchain [13] and our ECLB
have 3 and 2 rounds of interactions on average, respectively.
Figure 10 shows the experimental results. We observe that
our transaction consensus latency is slightly higher than that
of Bitcoin and lower than that of Groupchain. But
Groupchain and our ECLB allow the blocks already
appended to the blockchain to be confirmed valid imme-
diately without the 6-block confirmation, while the Bitcoin
needs 6-block-confirmation mechanism.

6.6. Regulation Efficiency. We evaluate the regulation effi-
ciency from the aspects of online transaction encryption and
decryption, i.e., Steps (4) and (5) in Section 4.3.)e reason is
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that the other 3 steps need to run only once and can be
performed offline and in advance. Figure 11 shows the
online encryption and decryption time cost. We observe that
they are constant and low enough to satisfy efficient
transaction regulation.

7. Related Works

In this section, we introduce some related works in the area
of lightweight blockchain and access control.

7.1. Lightweight Blockchain. Since the advent of blockchain
technology, much effort has been devoted to designing
lightweight blockchain systems for decentralized Internet of
)ings [25]. Liu et al. [15] proposed a lightweight blockchain
system to alleviate the resource occupation of blockchain
andmade it suitable for IIoT. Specifically, the work exploited
an Unrelated Block Offloading Filter (UBOF) to detect and

offload unrelated transactions, thus achieving lightweight
feature. However, offloading “unrelated transactions” will
hinder the transaction regulation in the future. For long-
term consideration, all the transaction records should be
stored completely. Qu et al. [26] proposed a lightweight
blockchain model based on hypergraphs. )ey used the
hypergraph theory to partition the entire network into many
hyperedges. Each hyperedge stores a part of transaction data
to reduce the storage pressure. However, there are many
nodes thus many transaction copies inside the same
hyperedge, and one node might belong to more than one
hyperedge. But, it brings inconvenience for transaction data
sharing. In addition, high data redundancy is still not well-
addressed. Cebe et al. [10] proposed an integrated light-
weight blockchain framework for forensic applications of
connected vehicles. In the work, each participantmaintains a
shared ledger and a fragmented ledger. )e shared ledger
keeps only hash values. )e fragmented ledger keeps only
some information that is of interest to the corresponding
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participants. )e fragmented ledger greatly inspired us to
design a lightweight ledger storage format at weak end
devices. Lei et al. [13] proposed Groupchain, a novel scalable
public blockchain of a two-chain structure suitable for fog
computing of IoT services computing. Groupchain designed
a lightweight transaction confirmation protocol to realize 0-
block confirmation.

)ere are also many other works on lightweight
blockchain [15–17, 27–29]. Nevertheless, all these works do
not achieve light weight in terms of both ledger storage and
block mining computation. A simple comparison is shown
in Table 5.

7.2. Access Control. In this section, we will discuss some
related works where the access control mechanisms were
designed to achieve both privacy preservation and flexible
data sharing.

Identity-based encryption enables fine-grained data
access control [30–32]. As an advancement, attribute-based
encryption (ABE) defines a user identity by his/her attribute
set. Sahai andWaters [33] first proposed this method to exert
access control over encrypted data. Later, Goyal et al. [34]
extended the ABE method to key-policy attribute-based
encryption (KP-ABE), by associating a user’s secret key with
an access policy over attributes. )e user can decrypt the
ciphertext if and only if the attribute set of the ciphertext
satisfies the access policy specified in his/her secret key. )e
encryptor exerts no control over who has access to the data
being encrypted. Bethencourt et al. [18] extended the ABE
method to the ciphertext-policy attribute-based encryption
(CP-ABE), by associating the ciphertext with an access
policy over attributes. A user’s secret attribute key is gen-
erated from his identity attribute set. )e user can decrypt
the ciphertext if and only if his/her attribute set satisfies the
access policy specified in the ciphertext. )e access policy
maker is able to decide who should have access to the
encrypted data. Currently, many works have been done to
devote the ABE method to outsourcing and sharing data
securely and flexibly.

Ding et al. [35, 36] proposed a privacy-preserving data
processing scheme with flexible access control based on the
homomorphic encryption of ABE. It realizes various
computations over encrypted data in an efficient way and
simultaneously flexibly controls the access to data pro-
cessing results. Belguith et al. [37] introduced a securely
outsourcing multi-authority ABE scheme with policy
hidden for the cloud-assisted IoT. Our another work [38]
proposed an efficient fine-grained access precision control
(FAPC) scheme to achieve secure sharing of the same data,
under different precisions with different data users. Deng
et al. [20] combined the identity-based encryption and
identity-based broadcast encryption mechanisms to pro-
pose an identity-based encryption transformation scheme.
It supports the encrypted data shared with more people
beyond those initially designated by the data owner. Xiong
et al. [39] constructed a CP-ABE-based storage model for
data storing and secure access in a cloud for IoT appli-
cations. It introduces an attribute authority management
(AAM) module in the cloud storage system functioning as
an agent that provides a user-friendly access control and
highly reduces the storage overhead of public keys. Mul-
tiple ABE approaches have been proposed to implement
secure data outsourcing [40–43], and keyword searching
[44–46].

Considering the real-time requirement for transaction
regulation, we combine the CP-ABE with the key encap-
sulation mechanism, to design an efficient transaction
regulation protocol.

8. Discussion of Forks

)e fork problems are not discussed above. )ere are two
parallel chains in our ECLB, i.e., the leader chain and the Tx
chain. Hence, there are two kinds of forks. Now, we will talk
about the corresponding solutions, respectively.

(1) )e leader chain fork: it is the first important
problem to solve, since it is the leader who guar-
antees the security of Tx blocks. Here, we will employ
the corresponding solution in [13]. For ease of
reading, we now recap it. Assume that there are k

conflicted leader blocks lbi
t, where

i ∈ 0, 1, . . . , k − 1{ }. Each edge node concatenates
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Table 5: )e comparison of lightweight properties in some
lightweight blockchain systems.

Works Lightweight ledger
storage

Lightweight block
mining

[10] ✓ 7

[13] 7 ✓
[15] ✓ 7

[16] ✓ 7

[17] ✓ 7

[26] ✓ 7

[27] 7 ✓
[28] 7 ✓
[29] ✓ 7

Our ECLB ✓ ✓
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these k block header hash stringsH(lbi
t) in a uniform

order (e.g., from low to high) as

Hash←H H lb
1
t􏼐 􏼑 H lb

2
t􏼐 􏼑

�����

����� . . . ‖H lb
k
t􏼐 􏼑􏼒 􏼓. (12)

)en, the final winner leader block is

i � Hash.substring(0, k − 1)mod k (13)

(2) )e Tx chain fork: assume that Ni is the previous
leader node, Nodej the new leader node packed by a
new leader block lbt, t the time stamp of this new
leader block. After the generation of this new leader
block lbt, the previous leader node Ni and some
other edge nodes might receive lbt with some delay,
due to the bad network. )us, Ni still keeps on
packing and broadcasting some Tx blocks. Assume
that these Tx blocks are denoted as
BSNi

� bt1, bt2, . . . , btm􏼈 􏼉, simultaneously, the new
leader Nodej also is packing and broadcasting some
Tx blocks. As a consequence, there will be a time
overlap between BSNi

and the Tx blocks by the new
leader Nodej. It will cause chaos of the transaction
verification. Our solution to this Tx chain fork is to
set only the Tx blocks with time stamps no later than
t valid and remained in the Tx chain, namely
bx|bx ∈ BSNi

, x≤ t􏽮 􏽯. Otherwise, the Tx blocks
packed by the previous leader but with time stamps
later than t will be all abandoned.

9. Conclusions

In this paper, we propose an edge-computing-based
lightweight blockchain (ECLB) framework for mobile
systems. In the ECLB framework, the edge nodes play a
minor role. As a consequence, the storage and computation
pressure at end mobile devices are greatly relieved. )e
fragmented ledger is employed as the storage format at end
mobile devices. In this way, the end mobile devices not only
can obtain information of interest but also do not need to
store an entire copy of the ledger. Moreover, we design a
two-chain structure of a leader chain and a transaction
chain. )ese two chains grow in parallel. It greatly im-
proves the throughput and confirmation latency. In ad-
dition, considering the regulation requirements under the
permissioned blockchain setting, we specifically design a
pluggable, secure, and efficient transaction regulation
protocol. Finally, we give some formal security analysis and
performance evaluation. It is demonstrated that our ECLB
framework is secure and feasible.
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